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Preface

In 2003 we published Positron Emission Tomography: Basic Science and Clinical Practice.
The aim of that book was to address what we perceived of as a lack, at the time, of a
comprehensive contemporary reference work on the rapidly expanding area of positron
emission imaging. The scope was intentionally wide. The original proposal for a 350 page
book turned into a nearly 900 page volume.

This book, Positron Emission Tomography: Basic Sciences, is a selected and updated
version of the non-clinical chapters from the original book. In addition, a number of
new chapters have been added which address the role of PET today for the scientist
currently working in or entering this rapidly expanding area. The audience that this is
intended for is the scientist, engineer, medical graduate or student who wants to learn
more about the science of PET. Many of the chapters have been updated from the origi-
nal to reflect how rapidly the technology underpinning PET is changing.

The following diagram encapsulates much of what is required in understanding the
science of PET. It is taken from an introduction by Professor Terry Jones to a book of the
proceedings from a PET neuroscience conference in the mid-1990s. It is the intention of
this book to deal with the majority of these topics and to produce a comprehensive
“science of PET” textbook which is more focussed and manageable than the original
volume. We hope this book will be of use to you.

Finally, we are sad to report that the principal editor of the original work, Peter E Valk,
MB, BS, FRACP, passed away in December 2003. Peter was a great friend and outstanding
advocate for, and practitioner of, nuclear medicine and PET. He will be greatly missed by
his many colleagues and friends everywhere. We are indeed fortunate that Peter left us
with a truly wonderful book on PET to preserve his memory and not let us forget the
debt that we owe him for the leading role he played in bringing PET into clinical patient
care.

Dale L Bailey
David W Townsend

Michael N Maisey

Sydney, Knoxville, London
March 2004
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Introduction

Positron emission tomography (PET) imaging is set to
change the whole impact and role of Nuclear Medicine,
not because it does everything better than conven-
tional single photon imaging (planar and single
photon emission computed tomography (SPECT)), but
because it also has the impact and public relations of
the fastest growing diagnostic speciality. PET is a pow-
erful metabolic imaging technique utilising possibly
the best radiopharmaceutical we have ever used [18F]-
fluorodeoxyglucose (FDG). However, in addition, it
yields excellent quality images, the importance of
which can be appreciated by non-nuclear medicine
clinicians, and has an enormous clinical impact, as
demonstrated in many well-conducted studies. Any on-
cologist exposed to a good PET imaging service very
quickly appreciates its value. Sitting in on routine clini-
cal PET reporting sessions, it is easy to appreciate how
patient after patient is having their management
changed in a very significant way as a direct result of
the new information provided by the PET scan.

There is now an impressive body of data evaluating
the impact of PET on patient management. These
studies are showing that PET results alter management
in a significant way in more than 25% of patients, with
some as high as 40%[1]. Examples include changing de-
cisions on surgical treatment for non-small cell lung
cancer (both avoiding inappropriate surgery and en-
abling potentially curative resection), the staging and
treatment of lymphoma, decisions on surgical resections
for metastatic colo-rectal cancer, referral for revasculari-
sation of high-risk coronary artery disease (CAD) pa-

tients and many others. This is a level of impact on
patient care for common and life-threatening diseases
not previously achieved by Nuclear Medicine. Nuclear
Medicine has always improved patient care, but usually
marginally, such that it has sometimes been difficult to
argue that good medicine could not be practised
without it. This has often resulted in limitations on the
manpower and other resources being put into Nuclear
Medicine, particularly in health care systems function-
ing at the lower end of gross national product (GNP)
percentage investment, such as the National Health
Service (NHS) in the United Kingdom. This is not true
of PET. It is no longer possible to practice the highest
standard of clinical oncology without access to PET, and
it is clear that without it many patients are needlessly
undergoing major surgical procedures and many are
being denied potentially curative treatments. If PET and
X-ray computed tomography (CT) were to be intro-
duced simultaneously now for oncology staging, follow-
up, assessment of tumour recurrence, evaluation of
treatment response, etc, there would be no competition
with PET proving vastly superior in these areas of
cancer patient management.

We therefore have in clinical PET a new imaging tool
as part of Nuclear Medicine which has brought the
speciality to the very heart of patient management,
especially for Oncology, but also in Cardiology and
Neuropsychiatry. Nuclear Medicine has always been
excited by the potential for new ligands for clinical ap-
plication and the study of patho-physiology. Although
for many reasons the potential has not been fully deliv-
ered, it may be that the future role of PET ligands will
be huge, especially as we are on the brink of molecular
and genetic imaging. Furthermore, for PET to be the
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future of Nuclear Medicine we do not need to argue on
the grounds of the potential, as, with FDG, we have the
most effective and powerful radiopharmaceutical of all
time. Nuclear Medicine has never had a single tracer
which could study brain metabolism, cardiac function,
image sites of infection, and detect cancer as FDG does
in thousands of scans world-wide every day.

Technical developments will also drive the widespread
introduction of PET as the main developing area 
of Nuclear Medicine. PET scanners are becoming
significantly more sensitive leading to considerably
faster patient throughput, as long scanning times were
one of the weaknesses of early scanners. “Fusion
imaging”, always a promising “new” methodology, has
been kick-started by the combined PET/CT concept (see
chapters 8 and 9). However, the greatest benefits of
fusion imaging may eventually come from software,
rather than hardware, fusion because of the flexibility of
fusing multiple imaging modalities with PET (e.g., mag-
netic resonance imaging (MRI)) as well as image fusion
of sequential PET images over time, which will be of in-
creasing importance for PET-based molecular and meta-
bolic imaging when used for following the response to
treatment. The spatial resolution of PET images is also
improving, so that metabolic images with millimetre res-
olution are increasingly probable. The power derived
from quantification will be revealed as measurement of
early tumour responses becomes routine practice. Many
of these benefits are because of the investment of time
and money that industry is putting into PET as it is per-
ceived as a major area of expansion.

With increased patient throughput and a greater
number of PET scanners and imaging resources, there
are opportunities for PET methodologies to be used for
studies such as bone scans (with [18F]-F- or FDG, or
even a combination of the two), all cardiac perfusion
and myocardial viability studies, and many other
current SPECT-based studies (e.g. imaging neuro-
endocrine tumours using [111In]-octreotide or [131I]-
mIBG) could be performed by PET. A lot will depend
on the inventiveness and will of the cyclotron opera-
tors and radiochemists who will be responding to the
clinical agenda.

Current Clinical Applications of PET

Clinical PET imaging, almost exclusively with FDG at
present, is being used in three important areas of clini-
cal diagnosis and management:

● Cancer diagnosis and management

● Cardiology and cardiac surgery
● Neurology and psychiatry.

Each of these areas will be examined in more detail.

Cancer Diagnosis and Management

Although FDG is by far the most important radiophar-
maceutical at present others such as 11C-labelled
methionine and choline and fluorine labelled DNA
proliferation markers such as fluoro-L-tyrosine (FLT)
will have an increasing role in the years ahead. The ap-
plications can be classified according to the generic use
for which the PET scan is applied, that is detection,
staging tumour response, etc or by tumour types. Both
are important to understand although the tumour type
approach will be the method chosen for agencies re-
sponsible for agreeing reimbursements.

● Diagnosis of malignancy: examples will include dif-
ferentiating malignant from benign pulmonary
nodules, and differentiating brain scarring after
treatment (surgery, chemotherapy and radiation
therapy) from tumour recurrence.

● Grading Malignancy: as the uptake of FDG and other
metabolic tracers is related to the degree of malig-
nancy (the principle established by Warburg in the
early part of the 20th century[2]) the PET scan can
be used to grade tumours and therefore indirectly
provide information on prognosis (the so-called
“metabolic biopsy”).

● Staging disease: staging is documenting how wide-
spread the cancer is in the patient. The PET scan has
been show to be superior to anatomical methods of
staging disease and therefore planning therapy.
Examples include non–small cell lung cancer, lym-
phoma and oesophageal tumours.

● Residual disease: because purely anatomical
methods for deciding on the viability of residual
masses after treatment has been poor, metabolic
imaging is proving extremely useful e.g., post-
treatment mediastinal lymphoma masses and testic-
ular abdominal masses.

● Detection of recurrences: good examples include the
confirmation and site of recurrent colo-rectal cancer
after surveillance blood testing has detected a rise in
circulating tumour (CEA) markers.

● Measuring the response to therapy: it is often impor-
tant to know how effective initial treatment has been
in order to plan future therapeutic strategies. The
best example is assessing response following the
initial course of treatment of Hodgkin’s lymphoma,
when poor early response indicates that supplemen-

2 Positron Emission Tomography



tary neo-adjuvant therapy may be necessary for the
desired effect.

● To identify the site of disease: identifying the site of
disease may be important to plan surgery e.g., for
squamous cell cancers of the head and neck, to
direct biopsy when the disease is heterogeneous, in
soft tissue sarcomas, and to find the site of disease
when the only sign may be a raised circulating
tumour marker such as in thyroid cancer or ter-
atomas.

● To identify the primary tumour when secondary
cancers are present: it may be critical to discover the
primary cancer when a patient presents with an en-
larged lymph node, as in head and neck cancers
where the primary tumour may be small, or alterna-
tively when the presentation raises suspicion of a
para-neoplastic syndrome.

Cardiology and Cardiac Surgery

At present there are three major indications for PET
scans using two physiological measurements in clini-
cal practice. The two measurements are (i) to measure
the myocardial perfusion using [13N]-ammonia (or

82Rb from an on-site generator) and (ii) to measure
myocardial viability (using [18F]-FDG). There is in-
creasing interest in a third measurement, cardiac in-
nervation by studying myocardial receptors, which
may have a greater role in the future. The three applica-
tions of these measurements are:

● in the diagnosis and assessment of the functional
significance of coronary artery disease (CAD)
usually when the SPECT scan is not definitive.
However with the increasing use of medical therapy
for treating CAD the quantification of myocardial
blood flow and changes will become more important
in the near future.

● in the assessment of the viability of ischaemic or
jeopardised myocardium. This is important because
the risks and benefits of medical treatments in ad-
vanced CAD are closely related to the presence and
extent of viable but hibernating myocardium versus
non–viable infarcted/scar tissue.

● during the work-up of patients who are being con-
sidered for cardiac transplantation (although this
may be regarded as a subset of viability assessment).
It is of such importance it is often considered sepa-
rately from assessing viability. Due to the procedural

Positron Emission Tomography in Clinical Medicine 3

Table 11.1. US Centers for Medicaid and Medicare Services Indications and Limitations for PET scans[3].

Indication Date Approved Purpose

Solitary Pulmonary Nodules (SPNs) Jan 1, 1998 Characterisation
Lung Cancer (Non Small Cell) Jan 1, 1998 Initial staging
Lung Cancer (Non Small Cell) July 1, 2001 Diagnosis, staging and restaging
Esophageal Cancer July 1, 2001 Diagnosis, staging and restaging
Colo-rectal Cancer July 1, 1999 Determining location of tumours if rising CEA level suggests recurrence
Colo-rectal Cancer July 1, 2001 Diagnosis, staging and restaging
Lymphoma July 1, 1999 Staging and restaging only when used as an alternative to Gallium scan
Lymphoma July 1, 2001 Diagnosis, staging and restaging
Melanoma July 1, 1999 Evaluating recurrence prior to surgery as an alternative to a 67Ga scan
Melanoma July 1, 2001 Diagnosis, staging and restaging; Non-covered for evaluating regional nodes
Breast Cancer Oct 1, 2002 As an adjunct to standard imaging modalities for staging patients with distant 

metastasis or restaging patients with loco-regional recurrence or metastasis; as 
an adjunct to standard imaging modalities for monitoring tumour response to 
treatment for women with locally advanced and metastatic breast cancer when 
a change in therapy is anticipated.

Head and Neck Cancers (excluding July 1, 2001 Diagnosis, staging and restaging 
CNS and thyroid)
Thyroid Cancer Oct 1, 2003 Restaging of recurrent or residual thyroid cancers of follicular cell origin that 

have been previously treated by thyroidectomy and radioiodine ablation and 
have a serum thyroglobulin >10ng/ml and negative 131I whole body scan 
performed 

Myocardial Viability July 1, 2001 to Covered only following inconclusive SPECT
Sep 30, 2002

Myocardial Viability Oct 1, 2001 Primary or initial diagnosis, or following an inconclusive SPECT prior to 
revascularisation. SPECT may not be used following an inconclusive PET scan.

Refractory Seizures July 1, 2001 Covered for pre-surgical evaluation only
Perfusion of the heart using 82Rb Mar 14, 1995 Covered for non-invasive imaging of the perfusion of the heart
Perfusion of the heart using [13N]-NH3 Oct 1, 2003 Covered for non-invasive imaging of the perfusion of the heart
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Table 11.2. UK Intercollegiate Committee on Positron Emission Tomography Recommended Indications for Clinical PET Studies[4]. The evidence sup-
porting this is classified as (A) Randomised controlled clinical trials, meta-analyses, systematic reviews, (B) Robust experimental or observational
studies, or (C) other evidence where the advice relies on expert opinion and has the endorsement of respected authorities.

Oncology Applications Indicated Not indicated routinely (but may Not indicated
be helpful)

Brain and spinal cord ●Suspected tumour recurrence when ●Assess tumour response to 
anatomical imaging is difficult or therapy (C)
equivocal and management will be ●Secondary tumours in the brain. (C)
affected. Often a combination of 
methionine and FDG PET scans will 
need to be performed. (B)
●Benign versus malignant lesions, 
where there is uncertainty on anatomical 
imaging and a relative contraindication 
to biopsy. (B)
●Investigation of the extent of tumour 
within the brain or spinal cord. (C)

Parotid ●Identification of metastatic disease ●Differentiation of Sjögrens 
in the neck from a diagnosed Syndrome from malignancy in 
malignancy. (C) the salivary glands. (C)

●Primary tumour of the parotid 
to distinguish benign from 
malignant disease. (C)

Malignancies of the ●Identify extent of the primary disease ●Pre-operative staging of known 
oropharynx with or without image registration. (C) oropharyngeal tumours. (C)

●Identify tumour recurrence in ●Search for primary with nodal 
previously treated carcinoma. (C) metastases. (C)

Larynx ●Identify tumour recurrence in ●Staging known laryngeal tumours. (C)
previously treated carcinoma. (C) ●Identification of metastatic disease 

in the neck from a diagnosed 
malignancy. (C)

Thyroid ●Assessment of patients with elevated ●Assessment of tumour recurrence in ●Routine assessment of 
thyroglobulin and negative iodine scans medullary carcinoma of the thyroid. (C) thyroglobulin positive with 
for recurrent disease. (B) radioiodine uptake. (C) 

Parathyroid ●Localisation of parathyroid adenomas 
with methionine when other 
investigations are negative. (C)

Lung ●Differentiation of benign from ●Assessment of response to 
metastatic lesions where anatomical treatment. (C)
imaging or biopsy are inconclusive or 
there is a relative contraindication to 
biopsy. (A)
●Pre-operative staging of non small 
cell primary lung tumours. (A)
●Assessment of recurrent disease in 
previously treated areas where 
anatomical imaging is unhelpful. (C)

Oesophagus ●Staging of primary cancer. (B) ●Assessment of neo-adjuvant 
●Assessment of disease recurrence in chemotherapy. (C)
previously treated cancers. (C)

Stomach ●No routine indication. (C) ●Assessment of gastro-oesophageal 
malignancy and local metastases. (C)

Small bowel ●No routine indication. (C) ●Proven small bowel lymphoma to 
assess extent of disease. (C)
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Table 11.2. Continued.

Oncology Applications Indicated Not indicated routinely (but may Not indicated
be helpful)

Breast cancer ●Assessment and localisation of ●Axillary node status where there is a ●Routine assessment of primary 
brachial plexus lesions in breast cancer. relative contraindication to axillary breast cancer. (C)
(Radiation effects versus malignant dissection. (C)
infiltration.) (C) ●Assessment of multi-focal disease 
●Assessment of the extent of within the difficult breast (dense breast 
disseminated breast cancer. (C) or equivocal radiology). (C)

●Suspected local recurrence. (C)
Assessment of chemotherapy 
response. (C)

Liver: primary lesion ●Routine assessment of 
hepatoma. (C)

Liver: secondary lesion ●Equivocal diagnostic imaging 
(CT, MRI, ultrasound). (C)
●Assessment pre and post therapy 
intervention. (C)
●Exclude other metastatic disease 
prior to metastectomy. (C) 

Pancreas ●Staging a known primary. (C)
●Differentiation of chronic pancreatitis 
from pancreatic carcinoma. (C)
●Assessment of pancreatic masses to 
determine benign or malignant status. (C)

Colon and rectum ●Assessment of recurrent disease. (A) ●Assessment of tumour response. (C) ●Assessment of polyps. (C)
●Prior to metastectomy for colo-rectal ●Assessment of a mass that is difficult ●Staging a known primary. (C)
cancer. (C) to biopsy. (C) 

Renal and adrenal ●Assessment of possible adrenal ●Paraganglionomas or metastatic ●Assessment of renal 
metastases. (C) phaeochromocytoma to identify sites carcinoma. (C)

of disease. (C) ●Phaeochromocytoma – 
[131I]-mIBG scanning is usually 
superior. (C)

Bladder ●No routine indication. (C) ●Staging a known primary in selected 
cases. (C)
●Recurrence with equivocal imaging. (C)

Prostate ●FDG in prostate cancer 
assessment. (C)

Testicle ●Assessment of recurrent disease from ●Assessment of primary tumour 
seminomas and teratomas. (B) staging. (C)

Ovary ●In difficult management situations 
to assess local and distant spread (C)

Uterus: cervix ●No routine indication (C) ●In difficult situations to define the 
extent of disease with accompanying 
image registration. (C)

Uterus: body ●No routine indication. (C)

Lymphoma ●Staging of Hodgkin’s lymphoma. (B) ●Assessment of bowel lymphoma. (C)
●Staging of non-Hodgkin’s ●Assessment of bone marrow to 
lymphoma. (B) guide biopsy. (C)
●Assessment of residual masses for ●Assessment of remission from 
active disease (B) lymphoma. (C)
●Identification of disease sites when 
there is suspicion of relapse from 
clinical assessment (C)
Response to chemotherapy. (C)
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Table 11.2. Continued.

Oncology Applications Indicated Not indicated routinely (but may Not indicated
be helpful)

Musculo-skeletal tumours ●Soft tissue primary mass assessment ●Image registration of the primary mass 
to distinguish high grade malignancy to identify optimum biopsy site. (C)
from low or benign disease. (B)
●Staging of primary soft tissue 
malignancy to assess non-skeletal 
metastases. (B)
●Assessment of recurrent abnormalities 
in operative sites. (B)
●Assessment of osteogenic sarcomas 
for metastatic disease. (C)
●Follow up to detect recurrence or 
metastases. (B)

Skin tumours ●Malignant melanoma with known ●Staging of skin lymphomas. (C) ●Malignant melanoma with 
dissemination to assess extent of negative sentinel node 
disease. (B) biopsy. (B)
●Malignant melanoma in whom a 
sentinel node biopsy was not or can 
not be performed in stage II. (AJCC 
updated classification). (C)

Metastases from ●Determining the site of an unknown ●Widespread metastatic disease 
unknown primary primary when this influences when the determination of the 

management. (C) site is only of interest. (C)

Cardiac Applications Indicated Not indicated routinely (but may Not indicated
be helpful)

●Diagnosis of hibernating myocardium ●Diagnosis of coronary artery disease or ●Patients with confirmed 
in patients with poor left ventricular assessment of known coronary stenosis coronary artery disease in whom 
function prior to revascularisation where other investigations (SPECT, revascularisation is not 
procedure. (A) ECG), etc) remain equivocal. (B) contemplated or indicated. (C)
●Patients with a fixed SPECT deficit who ●Differential diagnosis of cardiomyopathy ●Routine screening for coronary 
might benefit from revascularisation. (B) (ischaemic versus other types of dilated artery disease. (C)
●Prior to referral for cardiac cardiomyopathy). (C) 
transplantation. (B) ●Medical treatment of ischaemic heart 

disease in high risk hyperlipidemic 
patients. (C)

Neuropsychiatry Indicated Not indicated routinely (but may Not indicated
Applications be helpful)

●Pre-surgical evaluation of epilepsy. (B) ●The grading of primary brain ●Diagnosis of dementia where 
●Suspected recurrence or failed primary tumour. (B) MRI is clearly abnormal (C)
treatment of primary malignant brain ●Localisation of optimal biopsy site ●Most instances of stroke. (C)
tumours. (Most of these patients will (either primary or recurrent brain ●Most psychiatric disorders 
have had MRI and CT with equivocal tumour). (C) other than early dementia. (C)
results). (B) ●Differentiating malignancy from ●Pre-symptomatic or at risk 
●Early diagnosis of dementia (especially infection in HIV subjects where MRI is Huntingdon’s disease. (C)
younger patients and Alzheimer’s equivocal. (C) ●Diagnosis of epilepsy. (C)
disease) when MRI or CT is either normal, 
marginally abnormal or equivocally 
abnormal. (B)



risks of heart transplantation, costs and limitation of
donors it is vital to select only those patients who,
because of the lack of viable myocardium, cannot
benefit from revascularisation procedures.

Neurology and Psychiatry 

Applications in these medical disciplines include the
management of brain tumours, the pre-surgical work-
up of patients with epilepsy (complex partial seizures)
resistant to medical therapies, and the identification of
tumours causing para-neoplastic syndromes. Further,
PET has been shown to precede all other methods for
the early diagnosis and differential diagnosis of
dementias. While there clearly is a role for this in man-
agement of patients it is only with the introduction of
effective treatments that it will prove to be important
and could become the most important clinical use of
PET with time.

Currently Approved Indications

Tables 1.1 and 1.2 from the United States and the UK il-
lustrate the current indications for clinical PET studies.
While the tables use different criteria, they form a
useful basis for an understanding of the present day
role of PET in clinical management.

FDG-PET Cost Effectiveness
Studies

In addition to being subjected to careful scrutiny,
more than any other diagnostic technology, PET
imaging has been required to demonstrate that it
delivers cost effective diagnoses. Cost effectiveness
studies in Nuclear Medicine including FDG PET
studies have been reviewed by Dietlein (1999) [5] and
by Gambhir (2000) [6]. These reviews also provide a
detailed critique of the individual studies and in the
review by Gambhir only six studies in the nuclear
medicine literature were found which met all ten of
their quality criteria for cost effectiveness studies and
only one of these [7] was an FDG PET study. The fol-
lowing is not a comprehensive or detailed analysis of
every cost effectiveness study in the literature but a
review of FDG PET related to the more important
studies in the literature including some published
since the two reviews mentioned above and some that
have been completed and will be published shortly.
Table 1.3 shows the clinical conditions that have been
analysed to date with a moderate degree of rigour
which include solitary pulmonary nodules, staging
non-small cell lung cancer, recurrent colo-rectal
cancer, metastatic melanoma, lymphoma staging, and
coronary artery disease.
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Table 11.2. Continued.

Miscellaneous Indicated Not indicated routinely (but may Not indicated
Application be helpful)

Disease assessment in ●Identification of sites to biopsy in ●Routine assessment of weight loss 
HIV and other immuno- patients with pyrexia. (C) where malignancy is suspected. (C)
suppressed patients ●Differentiating benign from 

malignant cerebral pathology. (B)

Assessment of bone  ●Assessment of bone infection 
infection associated with prostheses. (C)

●Assessment of spinal infection or 
problematic cases of infection. (C)

Assessment of bone ●When bone scan or other imaging is 
metastases equivocal. (C)

Assessment of tumour ●Identifying recurrent functional 
recurrence in the pituitary pituitary tumours when anatomical 

imaging has not been successful. (C)

Fever of unknown origin ●Identifying source of the fever of 
unknown origin. (C)



The economic modelling has been performed in dif-
ferent health care settings and suggests that PET is
cost-effective, or even cost-saving, based on the as-
sumptions made. Whether PET affects long term
outcome remains to be fully tested in malignant condi-
tions, but what is clear is that it can affect the short
term management of patients with cancer (Table 1.4).
Outcome effects may take up to 20 years to evaluate, for
example, whether changes in chemotherapy or radio-
therapy regimens early in the course of disease treat-
ment will reduce second cancers. If an imaging
modality is superior to another imaging modality and
provides different information allowing management
changes we should not wait a further 5 to 10 years to
show long term outcome effects – these changes have
been modelled and prospective studies are showing
these models to be true. Furthermore the human costs
of delay in the introduction of this modality may be
large, since the management changes demonstrated
suggest that unnecessary surgery can be avoided and
necessary surgery expedited. There is therefore the po-
tential to enable the appropriate treatment pathway.

Conclusion

The following examples will serve to illustrate the
power of clinical PET in substantially altering patient

management, thereby avoiding futile aggressive
therapy and improving cost effectiveness. In Figure 1.1,
the ability of PET to detect more extensive disease, as
in this case, changed management by avoiding a futile
thoracotomy and treating the patient appropriately
with chemotherapy and palliative radiotherapy. As
illustrated in Figure 1.2, although metastasis resection
is clinically effective, this is only when the lesion is
solitary. PET-FDG is now becoming routine before this
surgery and avoiding, as in this case, many un-
necessary resections. Staging of breast cancer both
influences treatment and is the best guide to prognosis.
Figure 1.3 very well demonstrates how the accuracy of
staging is improved by the routine use of the PET scan,
in this case by upstaging the disease. PET is now rou-
tinely used in certain scenarios for the initial assess-
ment of patients with malignant melanoma. It is also
valuable as in this case, Figure 1.4, as an effective
means of follow-up when there is suspicion of recur-
rence in order that appropriate treatment can be
instituted without delay. Finally, PET scanning is in-
creasingly used because of its sensitivity for assessing
early metabolic changes when early detection of
tumour response, or evaluation of the success of
chemotherapy, is critical. Figure 1.5 dramatically
demonstrates this effect with complete resolution in a
case of non-Hodgkin’s lymphoma when tailoring of
chemotherapy and prognosis are both a direct result of
the outcome of the PET scan.

References and Suggested Reading

1. Gambhir S, Czernin J, Schwimmer J, Silverman DHS, Coleman RE,
Phelps ME. A Tabulated Summary of the FDG PET Literature. 
J Nucl Med 2001;42(S1):1S-93S.

2. Warburg O. The metabolism of tumors. New York: Richard R.
Smith; 1931.

3. CMS. PET Limitations and Indications - http://www.cms.gov/.
Washington: Centers for Medicaid and Medicare; 2004.

4. Positron Emission Tomography: A Strategy for Provision in the UK.
Royal College of Physicians of London, Royal College of Physicians
and Surgeons of Glasgow, Royal College of Physicians of
Edinburgh, Royal College of Pathologists, Royal College of
Radiologists, British Nuclear Medicine Society: Intercollegiate
Standing Committee on Nuclear Medicine; Jan 2003.

5. Dietlein M, Knapp WH, Lauterbach KW, Schica H. Economic
Evaluation Studies in Nuclear Medicine: the Need for
Standardization. Eur J Nucl Med 1999;26(6):663-680.

6. Gambhir SS. Economics of Nuclear Medicine. Introduction. Q J
Nucl Med 2000;44(2):103-104.

7. Garber AM, Solomon NA. Cost-effectiveness of alternative test
strategies for the diagnosis of coronary artery disease. Ann Intern
Med 1999;130(9):719-728.

8. Patterson RE, Eisner RL, Horowitz SF. Comparison of cost-
effectiveness and utility of exercise ECG, single photon emission
computed tomography, positron emission tomography, and coro-
nary angiography for diagnosis of coronary artery disease.
Circulation 1995;92(6):1669-1670.

8 Positron Emission Tomography

Table 11.3. Reports of moderately rigorous PET cost-effectiveness studies.

Target Population Evaluation Method (references)

Coronary artery disease Decision Analysis Model [7], [8], [9]
Solitary Pulmonary Nodule Decision Analysis Model [10], [11], 

[12]
Staging NSCLC Decision Analysis Model [13], [14], 

[15]
Re-staging colo-rectal cancer Decision Analysis Model [16]
Lymphoma staging Retrospective costing [17], [18]
Adenosine vs Dipyridamole Cost minimisation [19]
General oncology Retrospective costing [20]
Neuropsychiatric [21]

Table 11.4. Comparison of costs per life-year saved in different clinical
procedures.

Procedure Cost/Life-Year Saved ($US)

Liver transplant $43,000–250,000
Mammography (<50 years) $160,000
Renal dialysis $116,000
Chemotherapy (Breast) $46,200
Cardiac transplant $27,200
CABG $13,000



9. Maddahi J, Gambhir SS. Cost-effective selection of patients for
coronary angiography. J Nucl Cardiol 1997;4(2 Pt 2):S141-51.

10. Gambhir SS, Shepherd JE, Shah BD, Hart E, Hoh CK, Valk PE, et al.
Analytical decision model for the cost-effective management of
solitary pulmonary nodules. J Clin Oncol 1998;16(6):2113-2125.

11. Gould MK, Lillington GA. Strategy and cost in investigating soli-
tary pulmonary nodules. Thorax 1998;53(Aug):Suppl 2:S32-S37.

12. Dietlein M, Weber K, Gandjour A, Moka D, Theissen P,
Lauterbach KW, et al. Cost-effectiveness of FDG-PET for the

management of solitary pulmonary nodules: a decision analysis
based on cost reimbursement in Germany. Eur J Nucl Med
2000;27(10):1441-1456.

13. Gambhir SS, Hoh CK, Phelps ME, Madar I, Maddahi J. Decision
tree sensitivity analysis for cost-effectiveness of FDG-PET in the
staging and management of non-small-cell lung carcinoma. J Nucl
Med 1996;37(9):1428-1436.

14. Dietlein M, Weber K, Gandjour A, Moka D, Theissen P, Lauterbach
KW, et al. Cost-effectiveness of FDG-PET for the management of

Positron Emission Tomography in Clinical Medicine 9

a b

c

Figure 11.1. A central right non-small cell lung cancer with extensive ipsilateral mediastinal metastasis (a) in a 61-year-old man who was otherwise well.
Staging by abdominal CT and bone scan showed 1.5 cm enlargement of the right adrenal gland and no other evidence of distant metastasis, and neoadjuvant
therapy and resection were being considered. PET scan showed metastasis in the right adrenal gland(➝) (b), left upper quadrant of the abdomen (➞) (a) and
the liver (�) (c) (arrows) and management was changed to palliative radiation and chemotherapy. (Reproduced from Valk PE, Bailey DL, Townsend DW,
Maisey MN. Positron Emission Tomography: Basic Science and Clinical Practice. Springer-Verlag London Ltd 2003, p. 527.)
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Figure 11.2. Coronal (right) and sagittal (left) FDG PET images in a 51-year-old man with a history of resection of rectal cancer three years earlier. CT demon-
strated a lesion in the lower zone of the right lung and biopsy confirmed recurrent rectal cancer. CT imaging showed no other abnormality and PET study was
performed for pre-operative staging. PET showed high uptake in the lung metastasis (left) and also showed metastasis in a thoracic vertebra, thereby excluding
surgical resection of the lung lesion. The patient was treated by chemotherapy and irradiation. (Reproduced from Valk PE, Bailey DL, Townsend DW, Maisey MN.
Positron Emission Tomography: Basic Science and Clinical Practice. Springer-Verlag London Ltd 2003, p. 565.)

Figure 11.3. Coronal FDG PET image sections showing uptake in (a) right breast cancer (b) palpable right axillary lymph nodes (c) right supraclavicular and high
axillary lymph nodes that were not clinically apparent. (Reproduced from Valk PE, Bailey DL, Townsend DW, Maisey MN. Positron Emission Tomography: Basic
Science and Clinical Practice. Springer-Verlag London Ltd 2003, p. 599.)
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Figure 11.4. Coronal whole-body PET image section
obtained in a 65-year-old man, one month after resection of
a Clark’s level III melanoma from the right thigh, showing a
focus of increased uptake in the left pelvis (a). A similar focus
was seen in the right pelvis. The patient was asymptomatic
and CT scan of the pelvis was negative. A follow-up CT five
months later also showed no pelvic abnormality. One year
after the PET study, the patient presented with GI bleeding
and was found to have a mass in the gastric mucosa, which
proved to be recurrent melanoma on biopsy. Repeat PET
scan after the biopsy showed multiple tumor masses in the
abdomen and pelvis (b). (Reproduced from Valk PE, Bailey
DL, Townsend DW, Maisey MN. Positron Emission
Tomography: Basic Science and Clinical Practice. 
Springer-Verlag London Ltd 2003, p. 630.)a b
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Figure 11.5. Response to treatment in a patient with non-Hodgkin’s disease. The pre-treatment scan (a) shows extensive tumor above and below the
diaphragm, whereas the post-treatment scan (b) shows no abnormal tracer localization, indicating complete response to therapy. (Reproduced from Valk PE,
Bailey DL, Townsend DW, Maisey MN. Positron Emission Tomography: Basic Science and Clinical Practice. Springer-Verlag London Ltd 2003, p. 701.)
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2 Physics and Instrumentation in PET*

Dale L Bailey, Joel S Karp and Suleman Surti

Introduction

In 1928 Paul AM Dirac postulated that a subatomic
particle existed which was equivalent in mass to an
electron but carried a positive charge. Carl Anderson
experimentally observed these particles, which he
called positrons, in cosmic ray research using cloud
chambers in 1932. Both received Nobel Prizes in
physics for their contributions. The positrons ob-
served by Anderson were produced naturally in the
upper atmosphere by the conversion of high-energy
cosmic radiation into an electron–positron pair. Soon
after this it was shown that when positrons interact
with matter they give rise to two photons which, in
general, are emitted simultaneously in almost exactly
opposed directions. This sequence of events touches
on many of the momentous developments in physics
that occurred in the first 50 years of the twentieth
century: radioactivity, Einstein’s special relativity
(energy–mass equivalence famously described by E =
mc2), quantum mechanics, de Broglie’s wave–particle
duality, and the laws of conservation of physical
properties.

Today we produce positron-emitting radionuclides
under controlled laboratory conditions in particle
accelerators in the hospital setting for use 
in positron emission tomography (PET). In this
chapter we will examine the basic physics of radio-
activity and positrons and their detection as it relates
to PET.

Models of the Atom

We use models, or representations, constantly in our
lives. A painting, for example, is one individual’s repre-
sentation of a particular scene or feeling. It is clearly
not the scene itself, but it is a model, or an attempt, to
capture some expression of the reality as perceived by
the artist. Likewise, scientists use models to describe
various concepts about very-large-scale phenomena
such as the universe, and very-small-scale phenomena
such as the constituent components of all matter. One
important feature of a model is that it usually has a re-
stricted range over which it applies. Thus, we employ
different models to account for different observations
of the same entity, the classical example being the
wave–particle duality of radiation: sometimes it is con-
venient to picture radiation as small discrete “packets”
of energy that we can count individually, and at other
times radiation appears to behave like a continuous
entity or wave. The latter is evidenced by phenomena
such as the diffraction of coherent light sources in a
double-slit experiment. This could present a problem if
we were to confuse the model and reality, but we em-
phasize again that the model is a representation of the
underlying reality that we observe.

Amongst the ancient Greeks, Aristotle favored a con-
tinuous matter model composed of air, earth, fire, and
water, where one could go on dividing matter infinitely
into smaller and smaller portions. Others, though, such
as Democritus, preferred a model in which matter was
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corpuscular. By the nineteenth century it was clear that
chemicals combined in set proportions, thus support-
ing a corpuscular, or discrete, model of matter. At the
turn of the twentieth century evidence was mounting
that there were basic building blocks of matter called
atoms (Greek: indivisible), but the question remained
as to what, if anything, the atoms themselves were
composed of. It was shown by JJ Thomson and, later,
Ernest (Lord) Rutherford, that atoms could be broken
down into smaller units in experiments using cathode
ray tubes. Thomson proposed a model of the atom that
was composed of a large, uniform and positively
charged sphere with smaller negative charges embed-
ded in it to form an electrostatically neutral mixture.
His model of the atom is known as the “plum pudding”
atom. Rutherford showed, however, that alpha particles
(doubly ionized helium nuclei emitted from some un-
stable atoms such as radium) could pass through
sheets of aluminum, and that this was at odds with the
Thomson model. He proposed a model similar to that
used to describe the orbit of the planets of the solar
system about the sun (the “planetary” model). The
Rutherford model had a central positive core – the
nucleus – about which a cloud of electrons circulated.
It predicted that most of the space in matter was unoc-
cupied (thus allowing particles and electromagnetic
radiation to pass through). The Rutherford model,
however, presented a problem because classical physics
predicted that the revolving electrons would emit
energy, resulting in a spiralling of the electrons into the
nucleus. In 1913, Bohr introduced the constraint that
electrons could only orbit at certain discrete radii, or
energy levels, and that in turn only a small, finite
number of electrons could exist in each energy level.
Most of what was required to understand the sub-
atomic behavior of particles was now known. This is
the Bohr (planetary) model of the atom. Later, the
neutron was proposed by Chadwick (1932) as a large
particle roughly equivalent to the mass of a proton, but
without any charge, that also existed in the nucleus of
the atom.

We shall continue to use the planetary model of the
atom for much of our discussion. The model breaks
down in the realm of quantum mechanics, where
Newtonian physics and the laws of motion no longer
apply, and as particles approach relativistic speeds (i.e.,
approaching the speed of light). Also, there are times
when we must invoke a non-particulate model of the
atom where the particles need to be viewed as waves
(or, more correctly, wave functions). Electrons, for
example, can be considered at times to be waves. This
helps to explain how an electron can pass through a
“forbidden” zone between energy levels and appear in

the next level without apparently having passed
through the forbidden area, defined as a region of
space where there is zero probability of the existence
of an electron. It can do so if its wave function is zero
in this region. For a periodic wave with positive and
negative components this occurs when the wave func-
tion takes a value of zero. Likewise, electromagnetic ra-
diation can be viewed as particulate at times and as a
wave function at other times. The planetary model of
the atom is composed of nucleons (protons and neu-
trons in the nucleus of the atom) and circulating elec-
trons. It is now known that these particles are not the
fundamental building blocks of matter but are them-
selves composed of smaller particles called quarks. A
deeper understanding of the elementary particles, and
the frequently peculiar world of quantum physics, is
beyond the scope of this book.

The simple planetary model of the atom is illustrated
in Fig. 2.1 for the case of radioactive fluorine-18 (18

9 F) .
Nine orbital electrons circulate in defined energy levels
about a central nucleus containing nine neutrons and
nine protons. Stable fluorine is 19

9 F i.e., the nucleus con-
tains one more neutron than protons and this produces
a stable configuration. In all non-ionized atoms the
number of electrons equals the number of protons,
with the difference between the atomic number (Z)
and mass number (A) being accounted for by the neu-
trons. In practice we usually omit the atomic number
when writing radionuclide species (e.g., 18F) as it is im-
plicit in the element’s symbol.

Mass and Energy

In 1900 Max Planck demonstrated that the energy (E)
of electromagnetic radiation was simply related to the
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Figure 2.1. Atomic “planetary” model of radioactive fluorine-18 (18F). 
The nucleus contains 9 protons (�) and 9 neutrons (�) and there are 
9 electrons circulating in defined orbits. Stable fluorine would contain 
10 neutrons.



frequency of the radiation (υ) by a constant (Planck’s
constant, h):

E = hυ (1)

In addition, experiments indicated that the radiation
was only released in discrete “bursts”. This was a star-
tling result as it departed from the classical assumption
of continuous energy to one in which electromagnetic
radiation could only exist in integral multiples of the
product of hυ. The radiation was said to be quantized,
and the discrete quanta became known as photons.
Each photon contained an amount of energy that was
an integer multiple of hυ. The unit for energy is the
joule (J), and we can calculate the energy of the radia-
tion contained in a photon of wavelength of, for
example, 450 nm as:

E = hυ = = (2)

= 4.42 × 10–19J

This radiation (450 nm) corresponds to the portion of
the visible spectrum towards the ultraviolet end. Each
photon of light at 450 nm contains the equivalent of
4.42 × 10–19 J of energy in a discrete burst. We shall see
the significance of this result later in this chapter when
we discuss the emission of photons from scintillators.

The joule is the Système International d’Unites (ab-
breviated SI) unit of energy, however, a derived unit
used frequently in discussions of the energy of electro-
magnetic and particulate radiation is the electron volt
(eV). The electron volt is defined as the energy ac-
quired when a unit charge is moved through a poten-
tial difference of one volt. Energy in joules can be
converted to energy in electron volts (eV) by dividing
by the conversion factor 1.6 × 10–19 J.eV-1. Thus, the
energy in eV for photons of 450 nm would be:

E = 4.42 × 10–19J ≡ (3)

= 2.76 eV

X rays and gamma rays have energies of thousands to
millions of electron volts per photon (Fig. 2.2).

Einstein’s Special Theory of Relativity, published in
1905 while he was working in the patent office in
Zurich, turned the physical sciences on its head. It pre-
dicted, amongst other things, that the speed of light
was constant for all observers independent of their
frame of reference (and therefore that time was no
longer constant), and that mass and energy were equiv-
alent. This means that we can talk about the rest-mass
equivalent energy of a particle, which is the energy that
would be liberated if all of the mass were to be con-
verted to energy. By rest mass we mean that the particle

is considered to be at rest, i.e., it has no kinetic energy.
Consider the electron, which has a rest mass of 9.11 ×
10–31 kg; we can calculate the amount of energy this
mass is equivalent to from:

E = mc2

= 9.11 × 10–31kg × (3 × 108)2 m.s–1

= 8.2 × 10–14 J (4)

≡

= 511 keV

The reader may recognize this as the energy of the
photons emitted in positron–electron annihilation.

Conservation Laws

The principle of the conservation of fundamental
properties comes from classical Newtonian physics.
The concepts of conservation of mass and conserva-
tion of energy arose independently, but we now see
that, because of the theory of relativity, they are merely
two expressions of the same fundamental quantity. In
the last 20–30 years the conservation laws have taken
on slightly different interpretations from the classical
ones: previously they were considered to be inviolate
and equally applicable to all situations. Now, however,
there are more conservation laws, and they have
specific domains in which they apply as well as situa-
tions in which they break down. To classify these we
must mention the four fundamental forces of nature.
They are called the gravitational, electromagnetic,
strong, and weak forces. It is believed that these forces
are the only mechanisms which can act on the various

8.2 × 10–14J
1.6 × 10–19 J.eV–1

4.42 × 10–19J
1.6 × 10–19J.eV–1

6.63 × 10–34J.s × 3 × 108m.s–1

450 × 10–9m
hc
λ
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Figure 2.2. The electromagnetic spectrum showing the relationship
between wavelength, frequency, and energy measured in electron volts
(eV).
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properties of fundamental particles which make up all
matter. These properties are electrostatic charge,
energy and mass, momentum, spin and iso-spin, parity,
strangeness and hypercharge (a quantity derived from
strangeness and baryon numbers).

Charge is the electrostatic charge on a particle or
atom and occurs in integer multiples of 1.6 × 10–19.

Energy and mass conservation are well known from
classical theory and are unified under special relativity.

Angular and linear momentum are the product of
the mass (or moment of inertia) and the linear (or
angular) velocity of a particle or atom.

Spin (s) and Isospin (i): Spin is the intrinsic angular
momentum of a particle. It can be thought of by using
the model of a ball rotating about its axis (Fig. 2.3).
Associated with this rotation will be angular momen-
tum which can take values in an arbitrary direction (la-
belled z) between –s to +s. The universe can be divided
into two groups of particles on the basis of spin: those
with spin , and those with integer spin of 0, 1, or 2.

The particles with spin are the mass-containing 

particles of the universe (fermions); the spin 0, 1, and 2
particles are the “force-carrying” particles (bosons).
Some bosons, such as the pion, which serve as ex-
change particles for the strong nuclear force, are
“virtual” particles that are very short-lived. Only spin 
particles are subject to the Pauli exclusion principle,
which states that no two particles can have exactly the
same angular momentum, spin, and other quantum

mechanical physical properties. It was the concept of
spin that led Dirac to suggest that the electron had an
antimatter equivalent, the positron. Iso-spin is another
quantum mechanical property used to describe the
symmetry between different particles that behave
almost identically under the influence of the strong
force. In particular, the isospin relates the symmetry
between a particle and its anti-particle as well as nucle-
ons such as protons and neutrons that behave identi-
cally when subjected to the strong nuclear force.
Similar to the spin, the isospin, i, can have half integer
as well as integer values together with a special z direc-
tion which ranges in magnitude from –i to +i. We shall
see later that under certain conditions a high-energy
photon (which has zero charge and isospin) can spon-
taneously materialize into an electron–positron pair. In
this case both charge and isospin are conserved, as the
electron has charge –1 and spin + , and the positron 

has charge +1 and spin – . Dirac possessed an over 
whelming sense of the symmetry in the universe, and
this encouraged him to postulate the existence of the
positron. Table 2.1 shows physical properties of some
subatomic particles.

Parity is concerned with the symmetry properties of
the particle. If all of the coordinates of a particle are
reversed, the result may either be identical to the origi-
nal particle, in which case it would be said to have even
parity, or the mirror image of the original, in which
case the parity is odd. Examples illustrating odd and
even functions are shown in Fig. 2.4. Parity is con-
served in all but weak interactions, such as beta decay.

The main interactions that we are concerned with
are summarized in Table 2.2.

These are believed to be the only forces which exist
in nature, and the search has been ongoing since the
time of Einstein to unify these in to one all-encompass-
ing law, often referred to as the Grand Unified Theory.
To date, however, all attempts to find a grand unifying
theory have been unsuccessful.

The fundamental properties and forces described
here are referred to as the “Standard Model”. This is
the most widely accepted theory of elementary parti-
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Figure 2.3. The spin quantum number for a particle can be pictured as a
vector in the direction of the axis about which a particle is rotating. In this
example, spin can be either “up” or “down”.

Table 2.1. Physical properties of some subatomic particles.

Particle Symbol Rest Mass (kg) Charge Spin Isospin Parity

Electron e– 9.11 × 10–31 –1
1–
2 +

1–
2 Even

Positron e+ 9.11 × 10–31 +1
1–
2 –

1–
2 Even

Proton p+ 1.673 × 10–27 +1
1–
2 +

1–
2 Even

Neutron n0 1.675 × 10–27 0
1–
2 –

1–
2 Even

Photon Q 0 0 1 – Odd

Neutrino n ~0 0
1–
2

1–
2 Even



cles and their interactions, which applies for all forces
but gravity. The Standard Model remains a model
though, and does not explain all observed phenomena,
and work continues to find a grand unifying theory.

Radiation

Radiation can be classified into electromagnetic or
particulate. Ionising radiation is radiation that has
sufficient energy associated with it to remove electrons
from atoms, thus causing ionisation. This is restricted
to high-energy electromagnetic radiation (x and γ radi-
ation) and charged particles (α, β–, β+). Examples of
non-ionising electromagnetic radiation include light,
radio, and microwaves. We will concern ourselves
specifically with ionising radiation as this is of most in-
terest in nuclear medicine and radiological imaging.

Electromagnetic Radiation

Electromagnetic radiation is pure energy. The amount
of energy associated with each “bundle”, or quantum,
of energy is determined by the wavelength (λ) of the

radiation. Human senses are capable of detecting some
forms of electromagnetic radiation, for example,
thermal radiation, or heat, (λ ≈ 10–5m), and visible light
(λ ≈ 10–7m). The energy of the radiation can be ab-
sorbed to differing degrees by different materials: light
can be stopped (absorbed) by paper, whereas radiation
with longer wavelength (e.g., radio waves) or higher
energy (γ rays) can penetrate the same paper.

We commenced our discussion at the beginning of
this chapter with the comment that we are dealing with
models of reality, rather than an accurate description
of the reality itself; we likened this to dealing with
paintings of landscapes rather than viewing the land-
scapes themselves. This is certainly the case when we
discuss electromagnetic and particulate radiation. It
had long been known that light acted like a wave, most
notably because it caused interference patterns from
which the wavelength of the light could be determined.
Radiation was thought to emanate from its point of
origin like ripples on the surface of a pond after a stone
is dropped into it. This concept was not without its
difficulties, most notably, the nature of the medium
through which the energy was transmitted. This pro-
posed medium was known as the “ether”, and many ex-
periments sought to produce evidence of its existence
to no avail. Einstein, however, interpreted some experi-
ments performed at the turn of the twentieth century
where light shone on a photocathode could induce an
electric current (known as the photoelectric effect) as
showing that light acted as a particle. Einstein pro-
posed that radiant energy was quantized into discrete
packets, called photons. Thus, electromagnetic radia-
tion could be viewed as having wave-like and particle-
like properties. This view persists to this day and is
known as the wave–particle duality. In 1924, Louis
Victor, the Duc de Broglie, proposed that if wave–parti-
cle duality could apply to electromagnetic radiation, it
could also apply to matter. It is now known that this is
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Figure 2.4. Examples of even (left) and odd (right) functions, to illustrate parity. In the even example (y = cos(x)) the positive and negative values of x have
the same y-values; for the odd function (y = sin(x)) the negative x-values have opposite sign to the positive x-values.

Table 2.2. The table indicates whether the property listed is conserved
under each of the fundamental interactions shown (gravity is omitted).

Property Electromagnetic Strong Weak

Charge Yes Yes Yes
Energy/mass Yes Yes Yes
Angular momentum Yes Yes Yes
Linear momentum Yes Yes Yes
Iso-spin No Yes No
Parity Yes Yes No
Strangeness Yes Yes No



true: electrons, for example, can exhibit particle-like
properties such as when they interact like small billiard
balls, or wave-like properties as when they undergo dif-
fraction. Electrons can pass from one position in space
to another, separated by a “forbidden zone” in which
they cannot exist, and one way to interpret this is that
the electron is a wave that has zero amplitude within
the forbidden zone. The electrons could not pass
through these forbidden zones if viewed strictly as 
particles.

An important postulate proposed by Neils Bohr was
that De Broglie’s principle of wave–particle duality was
complementary. He stated that either the wave or the
particle view can be taken to explain physical phenom-
ena, but not both at the same time.

Electromagnetic radiation has different properties
depending on the wavelength, or energy, of the quanta.
Only higher-energy radiation has the ability to ionize
atoms, due to the energy required to remove electrons
from atoms. Electromagnetic ionising radiation is re-
stricted to x and γ rays, which are discussed in the fol-
lowing sections.

X rays: X rays are electromagnetic radiation pro-
duced within an atom, but outside of the nucleus.
Characteristic X rays are produced when orbital elec-
trons drop down to fill vacancies in the atom after an
inner shell electron is displaced, usually by firing elec-
trons at a target in a discharge tube. As the outer shell
electron drops down to the vacancy it gives off energy
and this is known as a characteristic X ray as the
energy of the X ray is determined by the difference in
the binding energies between the electron levels 
(Fig. 2.5).

As any orbital electron can fill the vacancy, the
quanta emitted in this process can take a number of
energies. The spectrum is characteristic, however, for
the target metal and this forms the basis of quantitative
X-ray spectroscopy for sample analysis. The spectrum
of energies emerging in X-ray emission displays a 
continuous nature, however, and this is due to a 
second process for X-ray production known as
Bremsstrahlung (German: “braking radiation”).

Bremsstrahlung radiation is produced after a free
electron with kinetic energy is decelerated by the
influence of a heavy target nucleus. The electron and
the nucleus interact via a Coulomb (electrostatic
charge) interaction, the nucleus being positively
charged and the electron carrying a single negative
charge. The process is illustrated in Fig. 2.6. The elec-
tron loses kinetic energy after its deceleration under
the influence of the target nucleus, which is given off as
electromagnetic radiation. There will be a continuum
of quantized energies possible in this process depend-
ing on the energy of the electron, the size of the
nucleus, and other physical factors, and this gives the
continuous component of the X-ray spectrum. The
efficiency of Bremsstrahlung radiation production is
highly dependent on the atomic number of the
nucleus, with the fraction of positron energy converted
to electromagnetic radiation being approximately
equal to ZE/3000, where Z is the atomic number of the
absorber and E is the positron energy in MeV. For this
reason, low Z materials such as perspex are preferred
for shielding positron emitters.

X rays generally have energies in the range of
~103–105 eV.
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Figure 2.5. The characteristic X-ray production process is shown. In (i) an electron(A) accelerated in a vacuum tube by an electric field gradient strikes the
metal target and causes ionization of the atom; in this case in the k-shell. The electron (B) is ejected from the atom (C). Subsequently (ii), a less tightly bound
outer orbital electron fills the vacancy (D) and in doing so gives up some energy (X), which comes off at a characteristic energy equal to the difference in
binding energy between the two energy levels. The radiation produced is an X ray.



Gamma Radiation

Gamma rays are electromagnetic radiation emitted
from the nucleus after a spontaneous nuclear decay.
This is usually associated with the emission of an alpha
or beta particle although there are alternative decay
schemes. X and γ rays are indistinguishable after they
are emitted from the atom and only differ in their site
of origin. After the emission of a particle in a radioac-
tive decay the nucleus can be left in an excited state
and this excess energy is given off as a γ ray, thus con-
serving energy.

Gamma ray emission is characteristic, and it is de-
termined by the difference in energy levels between the
initial and final state of the energy level transitions
within the nucleus.

Annihilation Radiation

As this book is primarily concerned with positrons and
their applications, we include a further classification
for electromagnetic radiation which is neither x nor γ.
Annihilation radiation is the energy produced by the
positron–electron annihilation process. The energy of
the radiation is equivalent to the rest mass of the elec-
tron and positron, as we saw in the section on Mass
and Energy, above. The mechanism of positron decay is
discussed in depth in the next section.

Annihilation radiation, arising from positron–elec-
tron annihilation, is produced outside of the nucleus,
and often outside of the positron-emitting atom.
There are two photons produced by each positron
decay and annihilation. Each photon has energy of
0.511 MeV, and the photons are given off at close to
180° opposed directions. It is this property of
collinearity that we exploit in PET, allowing us to
define the line-of-sight of the event without the need
for physical collimation.

Particulate Radiation

Particle emission from natural radioactive decay was
the first observation of radioactivity. Wilhelm Röntgen
had produced X rays in 1896, and a year later Henri
Becquerel showed that naturally occurring uranium
produced radiation spontaneously. While the radiation
was thought initially to be similar to Röntgen’s x rays,
Rutherford showed that some types of radiation were
more penetrating than others. He called the less pene-
trating radiation alpha (α) rays and the more penetrat-
ing ones beta (β) rays. Soon after, it was shown that
these radiations could be deflected by a magnetic field,
i.e., they carried charge. It was clear that these were not
electromagnetic rays and were, in fact, particles.

Radioactive Decay

The rate at which nuclei spontaneously undergo ra-
dioactive decay is characterized by the parameter
called the half-life of the radionuclide. The half-life is
the time it takes for half of the unstable nuclei present
to decay (Fig. 2.7). It takes the form of an exponential
function where the number of atoms decaying at any
particular instant in time is determined by the number
of unstable nuclei present and the decay constant (λ) of
the nuclide. The rate of decay of unstable nuclei at any
instant in time is called the activity of the radionuclide.
The activity of the nuclide after a time t is given by

At = A0e–λt (5)

where A0 is the amount of activity present initially, At is
the amount present after a time interval t, and λ is the
decay constant. The decay constant is found from

λ = (6)

and the units for λ are time–1. The SI unit for radioac-
tivity is the becquerel (Bq). One becquerel (1 Bq)
equals one disintegration per second.

Example: calculate the radioactivity of a 100 MBq
sample of 18F (t1–2

= 109.5 mins) 45 minutes after calibra-
tion and from this deduce the number of atoms and
mass of the radionuclide present:

λ = = 6.330 × 10–3 min–1

At = 100 × e–6.330 × 10–3 x 45 (7)

= 75.2 MBq 

The total number of 18F atoms present, N, can be
calculated from the activity and the decay constant
using:

0.6931
109.5

loge (2)
t1–2
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Figure 2.6. The Bremsstrahlung process is responsible for the continuous
spectrum of X rays.
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N = (8)

In this example the total number of 18F nuclei present
would be:

N = (9)

= 7.13 × 1011 nuclei

We can determine the mass of this number of nuclei
using Avogadro’s number (NA = 6.023 × 1023 mole–1)
and the mass of a mole of 18F (18 g) to be

m = = × 18 g 

= 2.13 × 10–11g (21.3 pg) (10)

There are two other terms related to radioactivity that
are useful. Specific Activity is the ratio of radioactivity
to total mass of the species present. It has units of
TBq/gm or TBq/mole. Branching ratio is the fraction of
atoms that decay by the emission of a particular radia-
tion. For example, 11C is a pure positron emitter and
therefore has a branching ratio of 1.00 (or 100%). 18F,
however, decays to 18O by positron emission only 96.9%
of the time, the remaining time being by electron
capture (EC) which does not emit a positron. Its
branching ratio is 0.969 (or 96.9%). Note that the
radioactivity of a nuclide is the number of atoms
decaying per second, not the number of radiation par-
ticles given off. Thus, to calculate the radioactivity
from a measurement of the emitted rate of particles or
photons, a correction is required to account for the
non-radiative disintegrations.

Correcting for decay is often required in calculations
involving radioactivity. The decay correction factor can
be calculated from the point in time of an instanta-
neous measurement to a reference time. The decay cor-
rection factor (F) is given by:

F = eλ(t–t0) (11)

where t is the time of the measurement and t0 is the
reference time. It is often necessary to account for
decay within the interval of the counting period, espe-
cially with short-lived tracers as are used in positron
imaging. The correction factor (Fint) to account for
decay during a measurement is:

Fint = (12)

although taking the time t from the mid-point of the
counting interval (rather than the time at the start of
the measurement) to the reference time in the calcula-
tion of F introduces an error of typically less than 1%
for counting intervals <0.75t1–2

.

Alpha Decay

Alpha particles are helium nuclei (4
2 He2+). They are

typically emitted from high Z-number atoms and form
the components of many naturally occurring radioac-
tive decay series. Due to their large mass, alpha parti-
cles deposit large amounts of energy in a very small
distance in matter. Therefore, as a radiation hazard
they represent a very large problem if ingested,
however, conversely, as they are relatively easy to stop,

λt
1–e–λt

7.13 × 1011

6.023 × 1023
N
NA

75.2 × 106

1.055 × 10–4 (sec–1)

At

λ
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Figure 2.7. The decay of a radionuclide follows an exponential form seen in
the top graph, which gives a straight line in the log-linear plot on the
bottom. The dashed lines indicate the amount remaining after each half-life.
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they are easily shielded. An example of alpha decay is
shown in the following:

92
238U → 90

234Th + 42α + γ (13)

The half-life for this particular process is 4.5 × 109 years.

Beta Decay

Beta particles are negatively charged electrons that are
emitted from the nucleus as part of a radioactive disin-
tegration. The beta particles emitted have a continuous
range of energies up to a maximum. This appeared at
first to be a violation of the conservation of energy. To
overcome this problem, in 1931 Wolfgang Pauli pro-
posed that another particle was emitted which he
called the neutrino (ν). He suggested that this particle
had a very small mass and zero charge. It could carry
away the excess momentum to account for the differ-
ence between the maximum beta energy and the spec-
trum of energies that the emitted beta particles
displayed. In fact, we now refer to the neutrino emitted
in beta-minus decay as the antineutrino, indicated by
the ‘_’ over the symbol ν. β– decay is an example of a
weak interaction, and is different to most other funda-
mental decays as parity is not conserved.

The following shows an example of a beta decay
scheme for 131I:

53
131I → 54

131Xe + -1
0β – + γ + ν̄ (14)

The half-life for 131I decay is 8.02 days. The most abun-
dant β particle emitted from 131I has a maximum
energy of 0.606 MeV and there are many associated γ
rays, the most abundant (branching ratio = 0.81)
having an energy of 0.364 MeV.

Positron Decay

There are two methods of production of positrons: by
pair production, and by nuclear transmutation. Pair
production will be discussed in the following section.
Positron emission from the nucleus is secondary to the
conversion of a proton into a neutron as in:

1
1p + → 1

0n + 01β + + ν (15)

with in this case a neutrino is emitted. The positron is
the antimatter conjugate of the electron emitted in β–

decay.
The general equation for positron decay from an

atom is:
A
Z X → Z–1

A Y + 0
1β + + ν + Q (+e –) (16)

where Q is energy. The atom X is proton-rich and
achieves stability by converting a proton to a neutron.

The positive charge is carried away with the positron.
As the daughter nucleus has an atomic number one less
than the parent, one of the orbital electrons must be
ejected from the atom to balance charge. This is often
achieved by a process known as internal conversion,
where the nucleus supplies energy to an orbital elec-
tron to overcome the binding energy and leave it with
residual kinetic energy to leave the atom. As both a
positron and an electron are emitted in positron decay
the daughter nucleus must be at least two electron
masses lighter than the parent.

The positron will have an initial energy after emis-
sion, which, similar to the case of β– decay, can take a
continuum of values up to a maximum. After emission
from the nucleus, the positron loses kinetic energy by
interactions with the surrounding matter. The positron
interacts with other nuclei as it is deflected from its
original path by one of four types of interaction:

(i) Inelastic collisions with atomic electrons, which is
the predominant mechanism of loss of kinetic
energy,

(ii) Elastic scattering with atomic electrons, where the
positron is deflected but energy and momentum
are conserved,

(iii) Inelastic scattering with a nucleus, with deflection
of the positron and often with the corresponding
emission of Bremsstrahlung radiation,

(iv) Elastic scattering with a nucleus where the
positron is deflected but does not radiate any
energy or transfer any energy to the nucleus.

As the positron passes through matter it loses energy
constantly in ionisation events with other atoms or by
radiation after an inelastic scattering. Both of these sit-
uations will induce a deflection in the positron path,
and thus the positron takes an extremely tortuous
passage through matter. Due to this, it is difficult to es-
timate the range of positrons based on their energy
alone, and empirical measurements are usually made
to determine the mean positron range in a specific 
material.

The positron eventually combines with an electron
when both are essentially at rest. A metastable interme-
diate species called positronium may be formed by the
positron and electron combining. Positronium is a
non-nuclear, hydrogen-like element composed of the
positron and electron that revolve around their com-
bined centre of mass. It has a mean life of around 10–7

seconds. As expected, positronium displays similar
properties to the hydrogen atom with its spectral lines
having approximately half the frequency of those of
hydrogen due to the much smaller mass ratio.
Positronium formation occurs with a high probability
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in gases and metals, but only in about one-third of
cases in water or human tissue where direct annihila-
tion of the electron and the positron is more favorable.
Positronium can exist in either of two states, para-
positronium (spin = + ) or orthopositronium 

(spin = + ). Approximately three-quarters of the 
positronium formed is orthopositronium.

Positron emission from the nucleus, with subsequent
annihilation, means that the photon-producing event
(the annihilation) occurs outside the radioactive
nucleus. The finite distance that positrons travel after
emission contributes uncertainty to the localisation of
the decaying nucleus (the nucleus is the species that we
wish to determine the location of in positron tomogra-
phy, not where the positron eventually annihilates).
The uncertainty due to positron range is a function
that increases with increasing initial energy of the

positron. For a high-energy positron such as 82Rb (Emax

= 3.4 MeV), the mean range in water is around 5.9 mm.
Table 3.3 shows some commonly used positron emit-
ting nuclides and associated properties.

When the positron and electron eventually combine
and annihilate electromagnetic radiation is given off.
The most probable form that this radiation takes is of
two photons of 0.511 MeV (the rest-mass equivalent of
each particle) emitted at 180° to each other, however,
three photons can be emitted (<1% probability). The
photons are emitted in opposed directions to conserve
momentum, which is close to zero before the 
annihilation.

Many photon pairs are not emitted strictly at 180°,
however, due to non-zero momentum when the
positron and electron annihilate. This fraction has
been estimated to be as high as 65% in water. This con-
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Table 2.3. Properties of some positron-emitting nuclides of interest in PET compiled from a variety of sources.  

Nuclide Emax Emode t1–2
Range in Water (mm) Use in PET

(MeV) (MeV) (mins) Max Mean

11C 0.959 0.326 20.4 4.1 1.1 Labelling of organic molecules
13N 1.197 0.432 9.96 5.1 1.5 13NH3
15O 1.738 0.696 2.03 7.3 2.5 15O2, H2

15O, C15O, C15O2
18F 0.633 0.202 109.8 2.4 0.6 [18F]-DG, 18F-

68Ga 1.898 0.783 68.3 8.2 2.9 [68Ga]-EDTA, [68Ga]-PTSM
82Rb 3.40 1.385 1.25 14.1 5.9 Generator-produced perfusion tracer
94mTc 2.44 † 52 ‡ ‡ β+-emitting version of 99mTc
124I 2.13 † 6.0 × 103 ‡ ‡ Iodinated molecules

‡Not reported to date.
†Many-positron decay scheme hence no Emode value given.

Figure 2.8. Annihilation radiation is produced subsequent to a positron being ejected from the nucleus. The positron travels a finite distance, losing energy by
interaction with other electrons and nuclei as it does, until it comes to rest and combines (annihilates) with an electron to give rise to two photons, each equiv-
alent to the rest-mass energy of the particles. The two photons are approximately anti-collinear and it is this property that is used to localize events in PET.

18F
9

18O8



tributes a further uncertainty to the localisation of the
nuclear decay event of 0.5° FWHM from strictly 180°,
which can degrade resolution by a further 1.5 mm (de-
pendent on the distance between the two coincidence
detectors). This effect, and the finite distance travelled
by the positron before annihilation, places a funda-
mental lower limit of the spatial resolution that can be
achieved in positron emission tomography.

Interaction of Radiation with Matter

When high-energy radiation interacts with matter
energy can be transferred to the material. A number of
effects may follow, but a common outcome is the ionisa-
tion or excitation of the atoms in the absorbing material.

In general, the larger the mass of the particle the
greater the chance of being absorbed by the material.
Large particles such as alpha particles have a relatively
short range in matter, whereas beta particles are more
penetrating. The extremely small mass of the neutrino,
and the fact that it has no charge, means that it inter-
acts poorly with material, and is very hard to stop or
detect. High-energy photons, being massless, are highly
penetrating.

Interaction of Particulate Radiation with Matter

When higher energy particles such as alphas, betas,
protons, or deuterons interact with atoms in an absorb-
ing material the predominant site of interaction is with
the orbital electrons of the absorber atoms. This leads
to ionisation of the atom, and liberation of excited elec-
trons by the transfer of energy in the interaction. The
liberated electrons themselves may have sufficient
energy to cause further ionisation of neighboring
atoms and the electrons liberated from these subse-
quent interactions are referred to as delta rays.

Positron annihilation is an example of a particulate
radiation interacting with matter. We have already ex-
amined this process in detail.

Interaction of Photons with Matter

High-energy photons interact with matter by three
main mechanisms, depending on the energy of the
electromagnetic radiation. These are (i) the photoelec-
tric effect, (ii) the Compton effect, and (iii) pair pro-
duction. In addition, there are other mechanisms such
as coherent (Rayleigh) scattering, an interaction
between a photon and a whole atom which predomi-
nates at energies less than 50 keV; triplet production
and photonuclear reactions, where high energy gamma

rays induce decay in the nucleus, and which require en-
ergies of greater than ~10 MeV. We will focus on the
three main mechanisms which dominate in the ener-
gies of interest in imaging in nuclear medicine.

Photoelectric Effect

The photoelectric effect occupies a special place in the
development of the theory of radiation. During the
course of experiments which demonstrated that light
acted as a wave, Hertz and his student Hallwachs
showed that the effect of an electric spark being
induced in a circuit due to changes in a nearby circuit
could be enhanced if light was shone upon the gap
between the two coil ends. They went on to show that a
negatively charged sheet of zinc could eject negative
charges if light was shone upon the plate. Philipp
Lenard demonstrated in 1899 that the light caused the
metal to emit electrons. This phenomenon was called
the photoelectric effect. These experiments showed
that the electric current induced by the ejected elec-
trons was directly proportional to the intensity of the
light. The interesting aspect of this phenomenon was
that there appeared to be a light intensity threshold
below which no current was produced. This was
difficult to explain based on a continuous wave theory
of light. It was these observations that led Einstein to
propose the quantized theory of the electromagnetic
radiation in 1905, for which he received the Nobel
Prize.

The photoelectric effect is an interaction of photons
with orbital electrons in an atom. This is shown in 
Fig. 2.9. The photon transfers all of its energy to the
electron. Some of the energy is used to overcome the
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Figure 2.9. The photoelectric effect involves all of the energy from a
photon being transferred to an inner shell electron, causing ionization of the
atom.
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binding energy of the electron, and the remaining
energy is transferred to the electron in the form of
kinetic energy. The photoelectric effect usually occurs
with an inner shell electron. As the electron is ejected
from the atom (causing ionisation of the atom) a more
loosely bound outer orbital electron drops down to
occupy the vacancy. In doing so it will emit radiation
itself due to the differences in the binding energy for
the different electron levels. This is a characteristic X
ray. The ejected electron is known as a photoelectron.
Alternately, instead of emitting an X ray, the atom may
emit a second electron to remove the energy and this
electron is known as an Auger electron. This leaves the
atom doubly charged. Characteristic X rays and Auger
electrons are used to identify materials using spectro-
scopic methods based on the properties of the emitted
particles.

The photoelectric effect dominates in human tissue
at energies less than approximately 100 keV. It is of par-
ticular significance for X-ray imaging, and for imaging
with low-energy radionuclides. It has little impact at
the energy of annihilation radiation (511 keV), but
with the development of combined PET/CT systems,
where the CT system is used for attenuation correction
of the PET data, knowledge of the physics of interac-
tion via the photoelectric effect is extremely important
when adjusting the attenuation factors from the X-ray
CT to the values appropriate for 511 keV radiation.

Compton Scattering

Compton scattering is the interaction between a
photon and a loosely bound orbital electron. The elec-
tron is so loosely connected to the atom that it can be
considered to be essentially free. This effect dominates
in human tissue at energies above approximately 100
keV and less than ~2 MeV. The binding potential of the
electron to the atom is extremely small compared with
the energy of the photon, such that it can be consid-
ered to be negligible in the calculation. After the inter-
action, the photon undergoes a change in direction and
the electron is ejected from the atom. The energy loss
by the photon is divided between the small binding
energy of the energy level and the kinetic energy im-
parted to the Compton recoil electron. The energy
transferred does not depend on the properties of the
material or its electron density (Fig. 2.10).

The energy of the photon after the Compton scatter-
ing can be calculated from the Compton equation:

e.g., What is the energy of an annihilation photon after
a single scatter through 60°?

From consideration of the Compton equation it can be
seen that the maximum energy loss occurs when the
scattering angle is 180° (cos (180°) = –1), i.e., the
photon is back-scattered. A 180° back-scattered annihi-
lation photon will have an energy of 170 keV.

Compton scattering is not equally probable at all en-
ergies or scattering angles. The probability of scatter-
ing is given by the Klein–Nishina equation [1]:

where dσ/dΩ is the differential scattering cross-section,
Z is the atomic number of the scattering material, r0 is
the classical electron radius, and α = Eγ/m0c2. For
positron annihilation radiation (where α = 1) in tissue,
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Figure 2.10. In Compton scattering, part of the energy of the incoming
photon is transferred to an atomic electron. This electron is known as the
recoil electron. The photon is deflected through an angle proportional to the
amount of energy lost.
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this equation can be reduced for first-order scattered
events to give the relative probability of scatter as:

Figure 2.11 shows the form that this function takes in
the range 0–180°. A number of Monte Carlo computer
simulation studies of the interaction of annihilation ra-
diation with tissue-equivalent material in PET have
shown that the vast majority (>80%) of scattered
events that are detected have only undergone a single
scattering interaction.

Pair production: The final main mechanism for
photons to interact with matter is by pair production.
When photons with energy greater than 1.022 MeV
(twice the energy equivalent to the rest mass of an elec-
tron) pass in the vicinity of a nucleus it is possible that
they will spontaneously convert to two electrons with
opposed signs to conserve charge. This direct electron
pair production in the Coulomb field of a nucleus is
the dominant interaction mechanism at high energies
(Fig. 2.12). Above the threshold of 1.022 MeV, the prob-
ability of pair production increases as energy in-
creases. At 10 MeV, this probability is about 60%. Any
energy left over after the production of the
electron–positron pair is shared between the particles
as kinetic energy, with the positron having slightly
higher kinetic energy than the electron as the interac-
tion of the particles with the nucleus causes an acceler-
ation of the positron and a deceleration of the 
electron.

Pair production was first observed by Anderson
using cloud chambers in the upper atmosphere, where
high-energy cosmic radiation produced tracks of di-
verging ionisation left by the electron–positron pair.

The process of pair production demonstrates a
number of conservation laws. Energy is conserved in
the process as any residual energy from the photon left
over after the electron pair is produced (given by
Eγ – 2m0 c2) is carried away by the particles as kinetic
energy; charge is conserved as the incoming photon
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Figure 2.12. The pair production process is illustrated. As a photon passes
in the vicinity of a nucleus spontaneous formation of positive and negatively
charged electrons can occur. The threshold energy required for this is equal
to the sum of the rest masses for the two particles (1.022 MeV).

Figure 2.11. The angular probability distribution
(differential scattering cross-section, broken line)
and resultant energy (solid line) for 
Compton-scattered annihilation photons are
shown.
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has zero charge and the outgoing positive and negative
electrons have equal and opposite charge; and momen-
tum is conserved as the relatively massive nucleus
absorbs momentum without appreciably changing its
energy balance.

Electron–positron pair production offered the first
experimental evidence of Dirac’s postulated “antimat-
ter”, i.e., that for every particle in the universe there
exists a “mirror image” version of it. Other particles
can produce matter/antimatter pairs, such as protons,
but, as the mass of the electron is much less than a
proton, a photon of lower energy is required for elec-
tron–positron pair production, thus making the
process more probable. The particles produced will
behave like any other free electron and positron,
causing ionisation of other atoms, and the positron will
annihilate with an orbital electron, producing annihila-
tion radiation as a result.

At energies above four rest-mass equivalents of the
electron, pair production can take place in the vicinity
of an electron. In this case it is referred to as “triplet
production” as there is a third member of the interac-
tion, the recoiling electron.

Attenuation and Scattering of Photons

In the previous section we have seen how radiation in-
teracts with matter at an atomic level. In this section
we will examine the bulk “macroscopic” aspects of the
interaction of radiation with matter, with particular
reference to positron emission and detection.

Calculations of photon interactions are given in
terms of atomic cross sections (σ) with units of
cm2/atom. An alternative unit, often employed, is to
quote the cross section for interaction in barns/atom
(b/atom) where 1 barn = 10–24cm2. The total atomic
cross section is given by the sum of the cross sections
for all of the individual processes [2], i.e.,

σtot = σpe + σincoh + σcoh + σpair + σtripl + σnph (24)

where the cross sections are for the photoelectric effect
(pe), incoherent Compton scattering (incoh), coherent
(Rayleigh) scattering (coh), pair production (pair),
triplet production (tripl), and nuclear photoabsorption
(nph). Values for attenuation coefficient are often given
as mass attenuation coefficients (μ/ρ) with units of
cm2.g–1. The reason for this is that this value can be
converted into a linear attenuation coefficient (μl) for
any material simply by multiplying by the density (ρ)
of the material:

μ1(cm–1) = μ/ρ (cm2.g–1)ρ(g.cm–3) (25)

The mass attenuation coefficient is related to the total
cross section by

μ/ρ (cm2.g–1) = (26)

where u(g) = 1.661 × 10–24g is the atomic mass unit
(1/NA where NA is Avogadro’s number) defined as
1/12th of the mass of an atom of 12C, and A is the rela-
tive atomic mass of the target element [2].

An example of the total cross section as a function of
energy is shown in Fig. 2.13.

Photon Attenuation

We have seen that the primary mechanism for photon
interaction with matter at energies around 0.5 MeV is
by a Compton interaction. The result of this form of in-
teraction is that the primary photon changes direction
(i.e., is “scattered”) and loses energy. In addition, the
atom where the interaction occurred is ionized.

For a well-collimated source of photons and detec-
tor, attenuation takes the form of a mono-exponential
function, i.e.,

Ix = I0e–μx (27)

σtot

u(g)A
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Figure 22.13. Total atomic cross-section as a function of photon energy for
lead. The scattering cross-sections (σ) are given for coherent (COH), inco-
herent (INCOH) or Compton scattering, photonuclear absorption (PH.N.),
atomic photoelectric effect (τ), nuclear field pair production (κn), electron
field pair production (triplet) (κe), and the overall total cross section (TOT).
(Reproduced with permission of the Institute of Physics Publishing from:
Hubbell JH. Review of photon interaction cross section data in the medical
and biological context. Phys Med Biol 1999;44(1):R1–22).



where I represents the photon beam intensity, the
subscripts “0” and “x” refer respectively to the unat-
tenuated beam intensity and the intensity measured
through a thickness of material of thickness x, and m
refers to the attenuation coefficient of the material
(units: cm–1). Attenuation is a function of the photon
energy and the electron density (Z number) of the at-
tenuator. The attenuation coefficient is a measure of
the probability that a photon will be attenuated by a
unit length of the medium. The situation of a well-
collimated source and detector are referred to as
narrow-beam conditions. The narrow-beam linear at-
tenuation coefficients for some common materials at
140 keV and 511 keV are shown in Table 2.4 and 
Fig. 2.14.

However, when dealing with in vivo imaging we do
not have a well-collimated source, but rather a source

emitting photons in all directions. Under these uncolli-
mated, broad-beam conditions, photons whose original
emission direction would have taken them out of the
acceptance angle of the detector may be scattered such
that they are counted. The geometry of narrow and
broad beam detection are illustrated in Fig. 2.15.

In the broad-beam case, an uncollimated source
emitting photons in all directions contributes both un-
scattered and scattered events to the measurement by
the detector. In this case the detector “sees” more
photons than would be expected if unscattered events
were excluded, and thus the transmission rate is higher
than anticipated (or, conversely, attenuation appears
lower). In the narrow-beam case, scattered photons are
precluded from the measurement and thus the trans-
mission measured reflects the bulk attenuating proper-
ties of the object alone.
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Figure 2.14. Narrow-beam transmission factors for 511 keV photons in
smooth muscle, bone, NaI(Tl) and BGO as a function of the thickness of the
material.
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Figure 2.15. Broad-beam geometry
(left) combines an uncollimated source
of photons and an uncollimated detec-
tor, allowing scattered photons to be
detected. The narrow-beam case
(right) first constrains the photon flux
to the direction towards the detector,
and second, excludes scattered
photons by collimation of the detector.

Table 2.4. Narrow-beam (scatter-free) linear attenuation coefficients
for some common materials at 140 keV (the energy of 99mTc photons) and
511 keV (annihilation radiation). 

Material Density (ρ) μ (140 keV) μ (511 keV) 
[g.cm–3] [cm–1] [cm–1]

Adipose tissue* 0.95 0.142 0.090
Water 1.0 0.150 0.095
Lung* 1.05¶ ~0.04–0.06§ ~0.025–0.04§

Smooth muscle 1.05 0.155 0.101
Perspex (lucite) 1.19 0.173 0.112
Cortical bone* 1.92 0.284 0.178
Pyrex glass 2.23 0.307 0.194
NaI(Tl) 3.67 2.23 0.34
Bismuth germanate 7.13 ~5.5 0.95
(BGO)
Lead 11.35 40.8 1.75

(Tabulated from Hubbell [3] and *ICRU Report 44 [4]). 
¶This is the density of non-inflated lung. 
§Measured experimentally.



The geometry of scattered events is very different for
PET and single photon emission computed tomography
(SPECT). As PET uses coincidence detection, the line-of-
sight ascribed to an event is determined by the paths
taken by both annihilation photons. In this case, events
can be assigned to lines of response outside of the object.
This is not true in the single-photon case where, assum-
ing negligible scattering in air, the events scattered
within the object will be contained within the object
boundaries. The difference in illustrated in Fig. 2.16.

Positron emission possesses an important distinc-
tion from single-photon measurements in terms of at-
tenuation. Consider the count rate from a single
photon emitting point source of radioactivity at a
depth, a, in an attenuating medium of total thickness, D
(see Fig. 2.17). The count rate C observed by an exter-
nal detector A would be:

Ca = C0e–μa (28)

where C0 represents the unattenuatted count rate from
the source, and μ is the attenuation coefficient of the
medium (assumed to be a constant here). Clearly the
count rate changes with the depth a. If measurements
were made of the source from the 180° opposed direc-
tion the count rate observed by detector B would be:

Cb = C0e–μ(D–a) (29)
where the depth b is given by (D – a). The count rate
observed by the detectors will be equivalent when a = b.

Now consider the same case for a positron-emitting
source, where detectors A and B are measuring coinci-
dent photons. The count rate is given by the product of
the probability of counting both photons and will be:

C = (C0e–μa) × (C0e–μ(D–a))
= C0 (e–μa .e–μ(D–a))
= C0 e–μ(a + (D–a))

= C0 e–μD (30)
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Origin of emission

Photon path

Ascribed line of response

Figure 22.16. Scattered photons in SPECT and PET are shown. In SPECT, the recorded scatter is constrained within the object boundaries as there is low proba-
bility for scattering in air. In PET, as two photons are utilized, the line of response connecting the detectors may not intersect the object at all. This fact can be
used to infer the underlying scatter distribution within the object by interpolation of the projections (see Ch. 6).

Figure 22.17. Detectors A and B record attenuated count rates arising from
the source (�) located a distance a from detector A and b from detector B.
For each positron annihilation, the probability of detecting both photons is
the product of the individual photon detection probabilities. Therefore, the
combined count rate observed is independent of the position of the source
emitter along the line of response. The total attenuation id determined by
the total thickness (D) alone. 

a b
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e-μa e-μb

e-μa x e-μb = e-μ(a+b) = e-μD



which shows that the count rate observed in an object
only depends on the total thickness of the object, D;
i.e., the count rate observed is independent of the posi-
tion of the source in the object. Therefore, to correct
for attenuation of coincidence detection from annihila-
tion radiation one measurement, the total attenuation
path length (–μD), is all that is required. In single-
photon measurements the depth of the source in the
object, in principle, must be known as well.

Radiation Detection

The interactions of ionising radiation with matter form
the basis upon which radiation detectors are devel-
oped. The inherent idea in these detectors is to
measure the total energy lost or deposited by radiation
upon passage through the detector. Typically, radiation
detectors convert the deposited energy into a measur-
able electrical signal or charge. The integral of this
signal is then proportional to the total energy de-
posited in the detector by the radiation. For mono-en-
ergetic incident radiation, there will be fluctuations as
well as large variations in the total charge collected by
the detector (see energy spectrum in Fig. 2.18). The
large variations represent incomplete deposition of
energy by the incident radiation. For example, in PET
some of the incident 511 keV photons may undergo
one or more Compton scatter, deposit a portion of
their energy and then exit the detector. Multiple
Compton scatter could eventually lead to deposition of
almost the entire energy by the photon, thereby
pushing the event into the photopeak of the energy
spectrum. The continuous portion of the energy spec-
trum (Fig. 2.18) shows the Compton region for this
measured energy spectrum with partial deposition of
energy. The small fluctuations in the energy spectrum,
however, arise due to several processes. The most dom-
inant are the statistical fluctuations in the conversion
process of the deposited energy into measurable
charge or signal. In Fig. 2.18, the peak position marks
the mean energy of the incident radiation (after com-
plete deposition in the detector). The width of this
peak (called the photopeak) shows the effect of fluctua-
tions in the measured charge for complete deposition
of energy by the mono-energetic photons. The ability
of the radiation detector to accurately measure the de-
posited energy is of paramount importance for most of
its uses. This accuracy is characterized by the width of
the photopeak in the energy spectrum, and is referred
to as the energy resolution of the detector. The energy

resolution is a dimensionless number and is defined as
the ratio of the full width at half maximum (FWHM) of
the photopeak to its centroid position.

Radiation Detectors

Radiation detectors can generally be divided into three
broad categories: proportional (gas) chambers, semi-
conductor detectors, and scintillation detectors.

The proportional chamber works on the principle of
detecting the ionisation produced by radiation as it
passes through a gas chamber. A high electric field is
applied within this chamber that results in an accelera-
tion of the ionisation electrons produced by the radia-
tion. Subsequently, these highly energetic electrons
collide with the neutral gas atoms resulting in sec-
ondary ionisations. Hence, a cascade of electrons is
eventually collected at the cathode after some energy
deposition by the incident radiation. Typically, inert
gases such as xenon are used for detecting photons.
The cathode normally consists of a single thin wire, but
a fine grid of wires can be utilized to measure energy
deposition as a function of position within the detec-
tor. Such position-sensitive Multi-wire Proportional
Chambers (MWPC) have been used in high-energy
physics for a long time, and PET scanners have been
developed based upon such a detector [5, 6]. However,
the disadvantage of these detectors for use in PET is
the low density of the gas, leading to a reduced stop-
ping efficiency for 511 keV photons, as well as poor
energy resolution.

Another class of radiation detectors is the semicon-
ductor or solid-state detectors. In these detectors, inci-
dent radiation causes excitation of tightly bound
(valence band) electrons such that they are free to
migrate within the crystal (conduction band). An
applied electric field will then result in a flow of charge
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Figure 22.18. Photon energy spectrum measured by a scintillation detector.



through the detector after the initial energy deposition
by the photons. Semiconductor detectors have excellent
energy resolution but because of their production
process, the stopping efficiency for 511 keV photons is
low.

The third category of radiation detectors, which are
of most interest to us, are the scintillation detectors.
These detectors consist of an inorganic crystal (scintil-
lator) which emits visible (scintillation) light photons
after the interaction of photons within the detector. A
photo-detector is used to detect and measure the
number of scintillation photons emitted by an interac-
tion. The number of scintillation photons (or intensity
of light) is generally proportional to the energy de-
posited within the crystal. Due to their high atomic
numbers and therefore density, scintillation detectors
provide the highest stopping efficiency for 511 keV
photons. The energy resolution, though much better
than the proportional chambers, is not as good as that
attained with the semiconductor detectors. This is due
to the inefficient process of converting deposited
energy into scintillation photons, as well as the subse-
quent detection by the photo-detectors. However, for
PET, where both high stopping efficiency as well as
good energy resolution are desired, scintillation detec-
tors are most commonly used. For a more thorough
treatment of radiation detection and measurement the
reader is referred to Knoll (1988) [7].

Scintillation Detectors in PET

As mentioned above, scintillation detectors are the
most common and successful mode for detection of
511 keV photons in PET imaging due to their good
stopping efficiency and energy resolution. These detec-
tors consist of an appropriate choice of crystal (scintil-
lator) coupled to a photo-detector for detection of the
visible light. This process is outlined in further detail in
the next two sections.

Scintillation Process and Crystals Used in PET

The electronic energy states of an isolated atom consist
of discrete levels as given by the Schrödinger equation.
In a crystal lattice, the outer levels are perturbed by
mutual interactions between the atoms or ions, and so
the levels become broadened into a series of allowed
bands. The bands within this series are separated from
each other by the forbidden bands. Electrons are not
allowed to fill any of these forbidden bands. The last
filled band is labelled the valence band, while the first
unfilled band is called the conduction band. The energy
gap, Eg, between these two bands is a few electron volts
in magnitude (Fig. 2.19).

Electrons in the valence band can absorb energy by
the interaction of the photoelectron or the Compton
scatter electron with an atom, and get excited into the
conduction band. Since this is not the ground state, the
electron de-excites by releasing scintillation photons
and returns to its ground state. Normally, the value of
Eg is such that the scintillation is in the ultraviolet
range. By adding impurities to a pure crystal, such as
adding thallium to pure NaI (at a concentration of
~1%), the band structure can be modified to produce
energy levels in the prior forbidden region. Adding an
impurity or an activator raises the ground state of the
electrons present at the impurity sites to slightly above
the valence band, and also produces excited states that
are slightly lower than the conduction band. Keeping
the amount of activator low also minimizes the self-ab-
sorption of the scintillation photons. The scintillation
process now results in the emission of visible light that
can be detected by an appropriate photo-detector at
room temperature. Such a scintillation process is often
referred to as luminescence. The scintillation photons
produced by luminescence are emitted isotropically
from the point of interaction. For thallium-activated
sodium iodide (NaI(Tl)), the wavelength of the
maximum scintillation emission is 415 nm, and the
photon emission rate has an exponential distribution
with a decay time of 230 ns. Sometimes the excited
electron may undergo a radiation-less transition to the
ground state. No scintillation photons are emitted here
and the process is called quenching.

There are four main properties of a scintillator
which are crucial for its application in a PET detector.
They are: the stopping power for 511 keV photons,
signal decay time, light output, and the intrinsic energy
resolution. The stopping power of a scintillator is char-
acterized by the mean distance (attenuation length =
1/μ) travelled by the photon before it deposits its
energy within the crystal. For a PET scanner with high
sensitivity, it is desirable to maximize the number of
photons which interact and deposit energy in the de-
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Figure 2.19. Schematic diagram of the energy levels in a scintillation
crystal and the mechanism of light production after energy is absorbed. The
photon energy is sufficient to move a valence band electron to the conduc-
tion band. In returning to the ground state, light photons are emitted.
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tector. Thus, a scintillator with a short attenuation
length will provide maximum efficiency in stopping
the 511 keV photons. The attenuation length of a scin-
tillator depends upon its density (ρ) and the effective
atomic number (Zeff). The decay constant affects the
timing characteristics of the scanner. A short decay
time is desirable to process each pulse individually at
high counting rates, as well as to reduce the number of
random coincidence events occurring within the
scanner geometry (see Ch. 6). A high light-output scin-
tillator affects a PET detector design in two ways: it
helps achieve good spatial resolution with a high en-
coding ratio (ratio of number of resolution elements,
or crystals, to number of photo-detectors) and attain
good energy resolution. Good energy resolution is
needed to efficiently reject events which may Compton
scatter in the patient before entering the detector. The
energy resolution (ΔE/E) achieved by a PET detector is
dependent not only upon the scintillator light output
but also the intrinsic energy resolution of the scintilla-
tor. The intrinsic energy resolution of a scintillator
arises due to inhomegeneities in the crystal growth
process as well as non-uniform light output for interac-
tions within it. Table 2.5 shows the properties of scintil-
lators that have application in PET. They are:

(i) sodium iodide doped with thallium (NaI(Tl)),
(ii) bismuth germanate Bi4Ge3O12 (BGO),
(iii) lutetium oxyorthosilicate doped with cerium

Lu2SiO5:Ce (LSO),
(iv) yttrium oxyorthosilicate doped with cerium

Y2SiO5:Ce (YSO),
(v) gadolinium oxyorthosilicate doped with cerium

Gd2SiO5:Ce (GSO), and
(vi) barium fluoride (BaF2).

The energy resolution values given in this table are
for single crystals. In a full PET system, variations
between crystals and other factors such as light read-
out due to block geometry contribute to a significant
worsening of the energy resolution. Typically, NaI(Tl)
detectors in a PET scanner achieve a 10% energy reso-
lution for 511 keV photons, while the BGO scanners
have system energy resolution of more than 20%.

NaI(Tl) provides very high light output leading to
good energy and spatial resolution with a high encod-
ing ratio. The slow decay time leads to increased detec-
tor dead time and high random coincidences (see
Energy Resolution and Scatter, below). It suffers from
lower stopping power than BGO, GSO or LSO due to its
lower density. BGO, on the other hand, has slightly
worse timing properties than NaI(Tl) in addition to
lower light output. However, the excellent stopping
power of BGO gives it high sensitivity for photon de-
tection in PET scanners. Currently, commercially pro-
duced whole-body scanners have developed along the
lines of advantages and disadvantages of these two in-
dividual scintillators. The majority of scanners employ
BGO and, when operating in 2D mode, use tungsten
septa to limit the amount of scatter by physically re-
stricting the axial field-of-view imaged by a detector
area. This results in a reduction of the scanner sensitiv-
ity due to absorption of some photons in the septa. The
low light output of BGO also requires the use of small
photo-multiplier tubes to achieve good spatial resolu-
tion, thereby increasing system complexity and cost.
The NaI(Tl)-based scanners [8] compromise on high
count-rate performance by imaging in 3D mode in
order to achieve acceptable scanner sensitivity.

LSO, a relatively new crystal, appears to have an ideal
combination of the advantages of the high light output
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Table 2.5. Physical properties of commonly used scintillators in PET. The energy resolution and attenuation coefficients (linear (μ) and mass (μ/ρ)) are
measured at 511 keV

Property NaI(Tl) BGO LSO YSO GSO BaF2

Density (g/cm3) 3.67 7.13 7.4 4.53 6.71 4.89
Effective Z 50.6 74.2 65.5 34.2 58.6 52.2
Attenuation length 2.88 1.05 1.16 2.58 1.43 2.2
Decay constant (ns) 230 300 40 70 60 0.6
Light output (photons/keV) 38 6 29 46 10 2
Relative light output 100% 15% 75% 118% 25% 5%
Wavelength λ(nm) 410 480 420 420 440 220
Intrinsic ΔE/E (%) 5.8 3.1 9.1 7.5 4.6 4.3
ΔE/E (%) 6.6 10.2 10 12.5 8.5 11.4
Index of refraction 1.85 2.15 1.82 1.8 1.91 1.56
Hygroscopic? Yes No No No No No
Rugged? No Yes Yes Yes No Yes
μ (cm–1) 0.3411 0.9496 0.8658 0.3875 0.6978 0.4545
μ/ρ(cm2/gm) 0.0948 0.1332 0.117 0853 0.104 0.0929



of NaI(Tl) and the high stopping power of BGO in one
crystal [9]. In spite of its high light output (~75% of
NaI(Tl)), the overall energy resolution of LSO is not as
good as NaI(Tl). This is due to intrinsic properties of
the crystal. Another disadvantage for general applica-
tions of this scintillator is that one of the naturally oc-
curring isotopes present (176Lu, 2.6% abundance), is
itself radioactive. It has a half-life of 3.8 × 1010 years
and decays by β– emission and the subsequent release
of γ photons with energies from 88–400 keV. The in-
trinsic radioactivity concentration of LSO is approxi-
mately ~280 Bq/cc; approximately 12 counts per sec
per gram would be emitted that would be detected
within a 126–154 keV energy window. Thus its use in
low-energy applications is restricted. This background
has less impact in PET measurements due to the higher
energy windows set for the annihilation radiation and
the use of coincidence counting.

GSO is another scintillator with useful physical prop-
erties for PET detectors. One advantage of GSO over
LSO, in spite of a lower stopping power and light
output, is its better energy resolution and more
uniform light output. Commercial systems are now
being developed with GSO detectors.

Finally, the extremely short decay time of BaF2 (600
psec) makes it ideal for use in time-of-flight scanners
(see Time-of-flight Measurement, below), which helps
to partially compensate for the low sensitivity arising
due to the reduced stopping power of this scintillator.

In addition to these scintillators, which have all been
used in PET tomographs already, new inorganic scintil-
lators continue to be developed. Many of the newer
scintillators are based on cerium doping of lanthanide
and transition metal elements. Examples include
LuAP:Ce, Y2SiO5 (YSO), LuBO3:Ce, and others based on
lead (Pb), tungsten (W) and gadolinium (Gd).

Photo-detectors and Detector Designs Used 
in PET

Generally, the photo-detectors used in scintillation de-
tectors for PET can be divided into two categories, the
photo-multiplier tubes (PMTs) and the semiconductor-
based photodiodes. Photo-multiplier tubes (Fig. 2.20)
represent the oldest and most reliable technique to
measure and detect low levels of scintillation light.
They consist of a vacuum enclosure with a thin photo-
cathode layer at the entrance window. An incoming
scintillation photon deposits its energy at the photo-
cathode and triggers the release of a photo-electron.
Depending upon its energy, the photo-electron can
escape the surface potential of the photo-cathode and
in the presence of an applied electric field accelerate to
a nearby dynode which is at a positive potential with
respect to the photo-cathode. Upon impact with the
dynode, the electron, with its increased energy, will
result in the emission of multiple secondary electrons.
The process of acceleration and emission is then re-
peated through several dynode structures lying at in-
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Figure 2.20. Schematic diagram of a photomultiplier tube and a photograph of a hexagonal 6 cm-diameter tube (inset). Light entering the PMT displaces a
photoelectron which is electrostatically focused to the first-stage dynode. Each dynode has a positive voltage bias relative to the previous one, and so electrons
are accelerated from one dynode to the next. The increase in kinetic energy acquired by this process is sufficient to displace a number of electrons at the next
dynode, and so on, causing large amplification by the end-stage dynode (usually tenth or twelfth).
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creasing potentials, leading to a gain of more than a
million at the final dynode (anode). This high gain ob-
tained from a photo-multiplier tube leads to a very
good signal-to-noise ratio (SNR) for low light levels
and is the primary reason for the success and applica-
bility of photo-multiplier tubes for use in scintillation
detectors. The only drawback of a photo-multiplier
tube is the low efficiency in the emission and escape of
a photo-electron from the cathode after the deposition
of energy by a single scintillation photon. This prop-
erty is called the Quantum Efficiency (QE) of the
photo-multiplier tube and it is typically 25% for most
of the photo-multiplier tubes. Different, complex
arrangements of the dynode structure have been de-
veloped over the years in order to maximize the gain,
reduce the travel time of the electrons from the
cathode to the anode, as well as reduce the variation in
the travel times of individual electrons. In particular, a
fine grid dynode structure has been developed which
restricts the spread of photoelectrons while in trajec-
tory, thereby providing a position-sensitive energy
measurement within a single photo-multiplier tube en-
closure (Position Sensitive PMT or PS-PMT). More re-
cently, a multi-channel capability has been developed
which essentially reduces a single photo-multiplier
tube enclosure into several very small channels. It uses
a 2D array of glass capillary dynodes each of which is a
few microns wide. Additionally, a multi-anode struc-
ture is used for electron collection, thereby providing a
dramatically improved position-sensitive energy mea-
surement with very little cross-talk between adjacent
channels (Multi-Channel PMT, MC-PMT).

Photodiodes, on the other hand, are based upon
semiconductors which, unlike the situation for detect-
ing the photons, have high sensitivity for detecting the
significantly lower energy scintillation photons. These
detectors typically are in the form of PIN diodes (PIN
refers to the three zones of the diode: P-type, Intrinsic,
N-type). Manufacturing a PIN photodiode involves
drifting an alkali metal such as lithium onto a p-type
semiconductor such as doped silicon. Incident scintil-
lation photons produce electron–hole pairs in the de-
tector and an applied electric field then results in a
flow of charge that can be measured through an exter-
nal circuit. A significant disadvantage of the photodi-
odes is the low SNR achieved due to the presence of
thermally activated charge flow and very low intrinsic
signal amplification. In recent years, a new type of
photodiode, called the Avalanche Photo Diode (APD),
has been developed which provides an internal
amplification of the signal, thereby improving the SNR.
These gains are typically in the range of a few hundred
and are still several orders of magnitude lower than the

photo-multiplier tubes. More importantly, APD gains
are sensitive to small temperature variations as well as
changes in the applied bias voltage.

In general, there are three ways of arranging the
scintillation crystals and coupling them to photo-de-
tectors for signal readout in a PET detector. The first is
the so-called one-to-one coupling, where a single
crystal is glued to an individual photo-detector. A
close-packed array of small discrete detectors can then
be used as a large detector that is needed for PET
imaging. The spatial resolution of such a detector is
limited by the size of the discrete crystals making up
the detector. In order to achieve spatial resolution
better than 4 mm in one-to-one coupling, very small
photo-detectors are needed. However, individual
photo-multiplier tubes of this size are not currently
manufactured. One solution is the use of photodiodes,
or APDs instead of photo-multiplier tubes. The APDs
are normally developed either as individual compo-
nents or in an array, and so are ideal for use in such a
detector design [10, 11]. However, as mentioned earlier,
the APD gain is sensitive to variations in temperature
and bias voltage that can lead to practical problems of
stability in their implementation for a complete PET
scanner. Another option is the coupling of individual
channels of a PS-PMT or a MC-PMT to the small crys-
tals [12]. Due to the large package size of these photo-
multiplier tubes, however, clever techniques are needed
to achieve a close-packed arrangement of the crystals
in the scanner design. Despite the very good spatial
resolution and minimal dead time achieved by the one-
to-one coupling design, the inherent complexity
(number of electronic channels) and cost of such PET
detectors limits their use at present to research tomo-
graphs; in particular, small animal systems.

The next two detector schemes are attempts at re-
ducing these disadvantages by increasing the encoding
for the detector. Both the designs involve the use of
larger photo-multiplier tubes without intrinsic posi-
tion-sensing capabilities. The Anger detector, originally
developed by Hal Anger in the 1950s, uses a large (e.g.,
1 cm thick × 30–50 cm in diameter) NaI(Tl) crystal
glued to an array of photo-multiplier tubes via a light
guide. This camera is normally used with a collimator
to detect low-energy single photons in SPECT imaging.
An application of the Anger technique to a PET detec-
tor, on the other hand, uses 2.5 cm-thick NaI(Tl) scin-
tillators. An array of 6.5 cm-diameter photo-multiplier
tubes can be used to achieve a spatial resolution of
about 5 mm [8]. A weighted centroid positioning algo-
rithm is used for estimation of the interaction position
within the detector. This algorithm uses a weighted
sum of the individual photo-multiplier tube signals
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and normalizes it with the total signal obtained from
all the photo-multiplier tubes. The weights for the
photo-multiplier tube signals depend exclusively upon
the photo-multiplier tube position within the array.
Since these detectors involve significant light sharing
between photo-multiplier tubes, a high light-output
scintillator such as NaI(Tl) is needed to obtain good
spatial resolution. The use of large photo-multiplier
tubes produces a very high encoding ratio, leading to a
simple and cost-effective design. However, a disadvan-

tage of this detector, independent of the use of NaI(Tl)
as a scintillator, is the spread of scintillation light
within the crystal which leads to significant detector
dead time at high count rates.

The block detector design uses Anger positioning in
a restricted manner to achieve good spatial resolution
and reduced dead time at the expense of a lower en-
coding ratio. The initial design used an 8 × 4 array of
6 × 14 × 30 mm3 BGO crystals glued to a slotted light
guide [13]. The slots in the light guide are cut to
varying depths with the deepest slots cut at the detec-
tor’s edge (see Fig. 2.21, left and centre).

The read-out in this block design is performed by
four 25 mm-square photo-multiplier tubes. The slotted
light guide allows the scintillation light to be shared to
varying degrees between the four photo-multiplier
tubes depending upon the position of the crystal in
which the interaction takes place. The centroid calcula-
tion is performed here as well to identify the crystal of
interaction. An improved design of this detector allows
the identification of smaller, 4 × 4 × 30 mm3, leading to
an improved spatial resolution but with smaller 19 mm
photo-multiplier tubes. Besides the advantages and dis-
advantages of BGO as a scintillator, the block detector
design has the benefit of reduced detector dead time
compared to the large-area Anger detector due to the
restricted light spread. This, however, is achieved by
increasing the number of detector channels (lower
encoding ratio), thus leading to increased cost. A
modification of the block design, called the quadrant-
sharing block design [14], can distinguish smaller (half
the size in either direction) crystals by straddling the
19 mm photo-multiplier tube over four block quad-
rants (see Fig. 2.22, right). This design, in comparison
to the standard block, results in a better spatial resolu-
tion with almost double the encoding ratio, but in-
creased detector dead time due to the use of nine
photo-multiplier tubes (not four) for signal readout
from an event.
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Figure 2.21. A block detector from a Siemens-CTI ECAT 951 PET scanner is
shown. The sectioned (8 × 8 elements) block of BGO is in the bottom left
corner, with the four square PMTs attached in the center, and the final pack-
aged module in the top right corner. The scanner would contain 128 such
modules in total, or 8192 individual detector elements. (Figure courtesy of
Dr Ron Nutt, CTI PET Systems, Knoxville, TN, USA).

Figure 2.22. The standard block detector design from the side (left) and looking down through the crystals (middle). The quad-sharing block design as seen
from the top through the crystals is shown on the right. Figures are not drawn to scale.



Timing Resolution and Coincidence
Detection

The timing resolution of a PET detector describes the
uncertainty in the timing characteristics of the scintil-
lation detector on an event-by-event basis due to statis-
tical fluctuations. With a fast signal (or short decay
time), the timing resolution is small as well. The timing
resolution of a PET detector is important because it in-
volves the detection of two photons originating from a
single coincident event. Since the timing resolution
represents the variability in the signal arrival times for
different events, it needs to be properly accounted for
when detecting coincident events. Figure 2.23 gives a
schematic representation of two detectors set up to
measure coincident photons being emitted from a
point equidistant from the two detectors.

The amplitude of the signal from the two detectors
(V1 and V2 in Fig. 2.23) may be different owing to in-
complete deposition of energies or varying gains of the
photo-detectors in the two detectors. The coincidence
circuitry, however, generates a narrow trigger pulse
when the detector signals cross a certain fixed fraction
of their individual amplitudes. At time t1, signal A trig-
gers pulse 1 which also produces a coincidence time
window of a predetermined width, 2τ. Signal B, de-
pending upon the timing resolution of the detector,
will trigger at a later time, t2. Depending upon the dif-
ference t2 – t1, the start of pulse 2 may or may not
overlap with the coincidence window. For detectors
with poor timing resolution, a large value for 2τ needs
to be used in order to detect most of the valid coinci-
dence events.

In a PET scanner, the two coincident photons will be
emitted from anywhere within the scanner field-of-

view (FOV), and so the distance travelled by each of
them before interaction in the detectors will be differ-
ent. For a typical whole-body scanner, this distance can
be as large as the scanner diameter (about 100 cm).
Using the value of speed of light (c = 3 × 108 m/s), one
can calculate an additional maximum timing differ-
ence of about 3–4 ns between the two signals (the
photons travel 1 m in 3.3 ns). As a result, the coinci-
dence timing window (2τ) of a PET detector needs to
be increased even more than the requirements of the
timing resolution. For an extremely fast scintillator
such as BaF2, the timing resolution is very small.
However, the coincidence timing window cannot be
reduced to less than 3–4 ns (in a whole-body scanner
geometry) due to the difference in arrival times of two
photons emitted at the edge of the scanner field of
view, as this would restrict the transverse field of view.

Random Coincidences

Random coincidences are a direct consequence of
having a large coincidence timing window. They arise
when two unrelated photons enter the opposing detec-
tors and are temporally close enough to be recorded
within the coincidence timing window. For such
events, the system produces a false coincident event.
Due to the random nature of such events, they are la-
belled as random or accidental coincidences. Random
coincidences add uncorrelated background counts to
an acquired PET image and hence decrease image con-
trast if no corrections are applied to the acquired data.
In Fig. 2.23, if signal A and signal B are unrelated, then
a large coincidence timing window will result in an in-
creased number of such events being registered as co-
incident events (random coincidences). The random
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coincidence rate in a PET scanner is proportional to
2τA2, where A is the activity present in the scanner
field of view. The true coincident rate, on the other
hand, increases linearly with a given activity level in
the scanner. Hence, at high activity levels, the random
coincidences will overwhelm the true coincidences.

The random coincidence rate can be estimated
during data collection and a correction applied to the
projected data. These techniques will be outlined in
further detail in the following chapters. However, it is
important to point out that the random correction
techniques result in a propagation of noise through the
data set and so the image signal-to-noise ratio suffers.
Thus, the best way to improve image contrast without
reducing its signal-to-noise ratio is to minimize the
collection of random coincidences. Since random co-
incidences are proportional to the coincidence timing
window, a narrow window helps in reducing their oc-
currence within the detector. Hence, for PET imaging a
fast scintillator with good timing resolution is desir-
able for reducing the number of random coincidences.

Time-of-flight Measurement

Good timing resolution of a PET detector, besides
helping reduce the number of random coincidences,
can also be use to estimate the annihilation point
between the two detectors by looking at the difference
in arrival times of the two photons. For this, an ex-
tremely fast scintillator, such as BaF2, is needed.

In Fig. 2.24, point P marks an annihilation point
which is located a distance d1 from the point which is
exactly halfway (distance d) between the two detectors.
A photon moving along PA will travel a distance d – d1,
while the coincident photon travels a total distance 
d + d1 along PB before entering detector B. Thus, one
photon will travel an extra distance (d + d1) – (d – d1)
= 2d1 relative to the other. The coincident detectors can
be used to measure the difference in arrival times (δt)
of the two photons. Using the speed of light, c, for the
speed of the photons, d1 can be calculated from 2d1 =
cδt. In order to obtain a good estimation of d1,
however, an accurate measurement of δt is needed,

which in turn requires a fast scintillator with a timing
resolution of less than 0.8 ns. Thus, the timing resolu-
tion of a PET detector introduces a blurring in the esti-
mation of d1. It can be shown from the above
calculation that for BaF2 with δt = 0.8 ns, a blurring of
about ±6 mm is introduced in the d1 estimation. Slow
scintillators will increase this blurring significantly.
Presently, only BaF2 is feasible for use as a scintillator in
time-of-flight measuring PET scanners, and such
scanner designs have been successfully implemented.
The advantage of estimating the location of the annihi-
lation point is the improved signal-to-noise ratio ob-
tained in the acquired image, arising due to a reduction
in noise propagation during the image reconstruction
process. However, since BaF2 also has a very low stop-
ping power, time-of-flight scanners have a reduced sen-
sitivity leading to lower signal-to-noise ratios. Hence,
the overall design of such scanners requires a careful
trade-off between the scanner sensitivity and the time-
of-flight measurement so that the overall SNR for the
scanner remains high.

Energy Resolution and Scatter

The energy resolution of a radiation detector charac-
terizes its ability to distinguish between radiation at
different energies. In scintillation detectors the energy
resolution is a function of the relative light output of
the scintillator, as well as its intrinsic energy resolu-
tion. The intrinsic energy resolution accounts for other
non-statistical effects that arise in the energy measure-
ment process. Good energy resolution is necessary for
a PET detector (especially in 3D volume imaging
mode) in order to achieve good image contrast and
reduce background counts in the image.

A PET scanner acquires three different kinds of co-
incident events: true, random, and scatter coincidences.
True coincidences are emissions from single annihila-
tion points that enter the PET detector without under-
going any significant interactions within the imaging
field of view. Random coincidences, as we have already
seen, arise due to the accidental detection of two unre-
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Figure 2.24. Time-of-flight measurement. P marks the
annihilation point from where the two photons originate and are
recorded in detectors A and B. 



lated, single events within the coincidence timing
window. These coincidences add to the image back-
ground and so reduce its contrast. Finally, scatter coin-
cidences are true coincidence events from single
annihilation points, but where one or both the photons
undergo Compton scatter within the imaging FOV
before entering the PET detector (see Fig. 2.25). Since
scattered coincidences lead to mis-positioned lines-of-
response, and therefore misrepresent the true activity
distribution within the FOV, the image contrast
worsens.

The density of tissue in human body is approxi-
mately the same as that of water, and so the mean free
path of a 511 keV photon is about 7 cm in human
tissue. Since the cross-section of a human body is
much greater than 7 cm, many of the photons originat-
ing inside the human body are Compton scattered
before they enter the PET detectors. Since scatter in-
volves loss of energy, in principle some of these scat-
tered coincidences can be rejected using an
energy-gating technique around the photopeak in the
energy spectrum. Good energy resolution for the de-
tector allows the application of a very narrow energy
gate, and thus a more extensive and accurate rejection
of scatter coincidences can be performed. However,
some scattered events may be indistinguishable from

true coincidences based upon the energy if they lie
within the photopeak. For example, in NaI(Tl)-based
detectors the good energy resolution allows the use of
about 450 keV as the lower energy gate on the photo-
peak. Assuming only single scatter within the object, this
implies that the maximum deviation from true line-of-
response for scattered events within the photopeak will
be about 30o. In comparison, for the BGO-based detec-
tors, the lower energy gate is set at 300–400 keV, leading
to a maximum deviation of more than 70o from the true
line-of-response. Hence, additional scatter-correction
techniques which estimate the distribution of scattered
radiation are then employed in order to remove them
from the image and improve image contrast.

Sensitivity and Depth of Interaction

The sensitivity of a PET scanner represents its ability
to detect the coincident photons emitted from inside
the scanner FOV. It is determined by two parameters of
the scanner design; its geometry and the stopping
efficiency of the detectors for 511 keV photons.
Scanner geometry defines the fraction of the total solid
angle covered by it over the imaging field. Small-diam-
eter and large axial FOV typically leads to high-sensi-
tivity scanners. The stopping efficiency of the PET
detector is related to the type of detector being used.
As we have seen, scintillation detectors provide the
highest stopping power for PET imaging with good
energy resolution. The stopping power of the scintilla-
tion detector is in turn dependent upon the density
and Zeff of the crystal used. Hence, a majority of com-
mercially produced PET scanners today use BGO as the
scintillator due to its high stopping power (see Table
2.4). A high-sensitivity scanner collects more coinci-
dent events in a fixed amount of time and with a fixed
amount of radioactivity present in the scanner FOV.
This generally translates into improved SNR for the re-
constructed image due to a reduction in the effect of
statistical fluctuations.

A high stopping power for the crystal is also desir-
able for the reduction of parallax error in the acquired
images. After a photon enters a detector, it travels a
short distance (determined by the mean attenuation
length of the crystal) before depositing all its energy.
Typically, PET detectors do not measure this point,
known as the depth of interaction (DOI) within the
crystal. As a result, the measured position of energy de-
position is projected to the entrance surface of the de-
tector (Fig. 2.26). For photons that enter the detector at
oblique angles, this projected position can produce
significant deviations from the real position, leading to a
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Figure 2.25. Scattered and random coincidences in a PET scanner. Event 1
shows a coincident event where one of the γ rays is scattered leading to an
incorrectly assigned line-of-response (LOR, dotted) for image reconstruction
(scatter coincidence). Events 2 and 3 represent two unrelated events with
only one photon being detected (singles events). If they occur within the co-
incidence timing window, then an incorrect LOR (dotted) gets assigned
(random coincidence).
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blurring of the reconstructed image. Typically, annihila-
tion points located at large radial distances from the
scanner’s central axis suffer from this parallax blurring.
For a BGO whole-body scanner, measurements show that
the spatial resolution worsens from 4.5 mm near the
centre of the scanner to about 8.9 mm at a radial distance
of 20 cm [15]. A thin crystal with high stopping power
will help reduce the distance travelled by the photon in
the detector and so reduce parallax effects. However, a
thin crystal reduces the scanner sensitivity. Thus, to sep-
arate this inter-dependence of sensitivity and parallax
error, an accurate measurement of the photon depth-of-
interaction within the crystal is required.

Development of PET detectors with depth-of-inter-
action measurement capabilities is an ongoing re-
search interest. Currently there are two practically
feasible techniques that can be used for depth-of-inter-
action measurement. The first is the phoswich detector
[16] method that involves stacking thin layers of differ-
ent scintillators on top of each other, instead of using a
thick layer of one crystal type. The depth-of-interac-

tion measurement in a phoswich detector depends on
the identification of interaction layer through an exam-
ination of the different signal decay times for the scin-
tillators. As a result, the scintillators used in a phoswich
detector need to have significantly different decay
times in order to successfully distinguish them via
pulse shape discrimination techniques. Another poten-
tial problem in its implementation is the optical cou-
pling between the individual layers of crystals. Good
optical coupling is necessary for the successful trans-
mission of scintillation photons from the crystals into
the photo-detectors, thereby achieving good spatial
and energy resolution as well.

Another technique for determining the depth of inter-
action involves the use of photo-detectors at both the
ends of a thick (or long) scintillator. This technique is
based upon the physical principle according to which the
relative number of scintillation photons reaching either
of the end photo-detectors is a function of the photons
depth of interaction in the crystal. Figure 2.27 shows a
single-channel implementation of this technique. For a
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Figure 2.26. Schematic representation of parallax
error introduced in the measured position due to
the unknown depth-of-interaction of the photons
within the detectors for a flat detector (left) and
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Figure 2.27. A single channel of one layer detector
for DOI determination through the use of two
photo-detectors at the crystal ends. In this
schematic conventional light collection by PMTs are
used at one end and an array of avalanche
photodiodes are used on the incident face of the
detector.



practical implementation in a scanner design, the use of
regular photo-multiplier tubes at both ends is not
feasible. As result, at least one such detector design has
considered using a different type of photo-detector, such
as PIN photodiodes or Avalanche photodiodes, on the
crystal end that enters the scanner field of view [17].

Concluding Remarks

PET detectors and instrumentation have developed into
sophisticated clinical tools, but further scope exists to
develop higher-sensitivity, higher-resolution devices.
There are now a number of scintillator crystals employed
in commercial scanners, each with their own unique
characteristics, including price. The range of scintillators
may expand even further, especially if time-of-flight
machines are developed. Light-collection technology
may move away from photomultiplier tubes to solid-state
devices (photodiodes) which will improve coupling and
increase the bandwidth for data collection and pro-
cessing by reducing the multiplexing of the signals.

Scanner design will continue to evolve and provide
challenges in terms of photon detection, discrimina-
tion, and performance. Developments in basic physics
will underpin many of these enhancements.
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3 Data Acquisition and Performance Characterization in
PET*

Dale L Bailey

Introduction

Positron emission detection systems have developed
since their first use in the 1950s to the high-resolution,
high-sensitivity tomographic devices that we have today.
Configurations differ far more than for a gamma
camera, with such variables as the choice of scintillation
crystal, 2D or 3D acquisition mode capability, continu-
ous or discrete detectors, full or partial surrounding of
the patient, and a variety of transmission scanning
arrangements and radioactive sources. In addition, PET
instrumentation is an area that has continued to evolve
rapidly, especially over the last decade, with the em-
phases on increasing sensitivity, improving resolution,
and decreasing patient scanning times. This chapter dis-
cusses the issues that are determinants of PET system
performance. Much of the discussion is based on circu-
lar tomographs with discrete detectors, however, the
principles are applicable also to flat detector systems
and rotating gamma camera PET systems.

Detected Events in Positron Tomography

Event detection in PET relies on electronic collimation.
An event is regarded as valid if:

(i) two photons are detected within a predefined
electronic time window known as the coincidence
window,

(ii) the subsequent line-of-response formed between
them is within a valid acceptance angle of the to-
mograph, and,

(iii) the energy deposited in the crystal by both
photons is within the selected energy window.

Such coincident events are often referred to as prompt
events (or “prompts”).

However, a number of prompt events registered as
having met the above criteria are, in fact, unwanted
events as one or both of the photons has been scat-
tered or the coincidence is the result of the “acciden-
tal” detection of two photons from unrelated positron
annihilations (Fig. 3.1). The terminology commonly
used to describe the various events in PET detection
are:

(i) A single event is, as the name suggests, a single
photon counted by a detector. A PET scanner typ-
ically converts between 1% and 10% of single
events into paired coincidence events;

(ii) A true coincidence is an event that derives from a
single positron–electron annihilation. The two an-
nihilation photons both reach detectors on oppos-
ing sides of the tomograph without interacting
significantly with the surrounding atoms and are
recorded within the coincidence timing window;

(iii) A random (or accidental) coincidence occurs when
two nuclei decay at approximately the same time.
After annihilation of both positrons, four photons
are emitted. Two of these photons from different
annihilations are counted within the timing
window and are considered to have come from
the same positron, while the other two are lost.
These events are initially regarded as valid,
prompt events, but are spatially uncorrelated with
the distribution of tracer. This is clearly a func-
tion of the number of disintegrations per second,
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and the random event count rate (Rab) between
two detectors a and b is given by:

Rab = 2τNaNb (1)
where N is the single event rate incident upon the
detectors a and b, and 2τ is the coincidence
window width. Usually Na ≈ Nb so that the random
event rate increases approximately proportionally
to N2. There are two common methods for remov-
ing random events: (i) estimating the random
event rate from measurements of the single event
rates using the above equation, or (ii) employing a
delayed coincidence timing window. These
methods are discussed in detail in Ch. 6.

(iv) Multiple (or triple) events are similar to random
events, except that three events from two annihi-
lations are detected within the coincidence timing
window. Due to the ambiguity in deciding which
pair of events arises from the same annihilation,
the event is disregarded. Again, multiple event de-
tection rate is a function of count rate;

(v) Scattered events arise when one or both of the
photons from a single positron annihilation de-
tected within the coincidence timing window have
undergone a Compton interaction. Compton scat-
tering causes a loss in energy of the photon and

change in direction of the photon. Due to the rela-
tively poor energy resolution of most PET detec-
tors, many photons scattered within the emitting
volume cannot be discriminated against on the
basis of their loss in energy. The consequence of
counting a scattered event is that the line-of-re-
sponse assigned to the event is uncorrelated with
the origin of the annihilation event. This causes in-
consistencies in the projection data, and leads to
decreased contrast and inaccurate quantification in
the final image. This discussion refers primarily to
photons scattered within the object containing the
radiotracer, however, scattering also arises from ra-
diotracer in the subject but outside the coincidence
field of view of the detector, as well as scattering off
other objects such as the gantry of the tomograph,
the lead shields in place at either end of the camera
to shield the detectors from the rest of the body, the
floor and walls in the room, the septa, and also
within the detector. The fraction of scattered events
is not a function of count rate, but is constant for a
particular object and radioactivity distribution.

The prompt count rate is given by the sum of the true
plus random plus scattered event rates, as all of these
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True Scatter

Random Multiple

Figure 3.1. The various coincidence events
that can be recorded in PET are shown dia-
grammatically for a full-ring PET system. The
black circle indicates the site of positron anni-
hilation. From top left clockwise the events
shown are: a true coincidence, a scattered
event where one or both of the photons
undergo a Compton interaction (indicated by
the open arrow), a multiple coincidence
arising from two positron annihilations in
which three events are counted, and a random
or accidental coincidence arising from two
positrons in which one of the photons from
each positron annihilation is counted. In the
case of the scattered event and the random
event, the mis-assigned line of response is in-
dicated by the dashed line.



events have satisfied the pulse height energy criteria
for further processing. The corrections employed for
random and scattered events are discussed in Ch. 6.

The sensitivity of a tomograph is determined by a
combination of the radius of the detector ring, the axial
length of the active volume for acquisition, the total
axial length of the tomograph, the stopping power of
the scintillation detector elements, packing fraction of
detectors, and other operator-dependent settings (e.g.,
energy window). However, in general terms the overall
sensitivity for true (T), scattered (S), and random (R)
events are given by [1–3]:

where Z is the axial length of the acquisition volume, D
is the radius of the ring, and L is the length of the
septa. For a multi-ring tomograph in 2D each plane
needs to be considered individually and the overall
sensitivity is given by the sum of the individual planes.

Image Formation in PET

Historically, PET systems have generally developed as
circular “rings”. The earliest tomographs consisted of
few detectors that rotated and translated to obtain a
complete set of projection data, but soon full ring
systems were developed. As PET uses coincidence de-
tection, the detectors have to encompass 360° for com-
plete sampling, unlike SPECT (single photon emission
computed tomography) where 180° is sufficient. Today,
PET systems use either full ring circular (or partial
ring) configurations or multiple flat detector arrange-
ments. In the case of gamma camera PET (GC-PET)
systems, two or three large-area flat detectors that
rotate are employed. Various configurations for PET
detector systems are shown in Fig. 3.2.

Radial Sampling

The geometry and coordinate system that will be used
to describe the PET systems in this section are shown
in Fig. 3.3. The angle that the transaxial (x–y) plane
makes with the z-axis is referred to as the polar angle,
θ, and the rotated x–y plane forms an azimuthal angle,
φ, around the object. In 2D PET, data are acquired for 
θ ≈ 0°, while in 3D PET, the polar angle can be opened
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Figure 33.2. Various configurations of PET tomographs are shown in this
figure. The solid lines show coincidence lines-of-response (LORs).
Configurations (a) and (c) are stationary fixed systems, while (b) and (d)
both need to rotate to acquire a complete data set. Configuration (a) is a
full-ring circular system, (b) is a partial-ring circular system with continuous
rotation, (c) consists of a number (typically 6–8) of flat detectors (LORs not
measured indicated by the dashed line), and (d) is the geometry used for
gamma camera PET and some other prototype systems using multi-wire
proportional counters, where the detectors typically exhibit “step-and-
shoot” acquisition protocols to obtain a complete data set.

a b

c d

Figure 33.3. A diagram of a full-ring camera is shown with the coordinate
system that describes the orientation of the camera. The azimuthal angle
(φ) is measured around the ring, while the polar angle (θ) measures the
angle between rings.
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up to the desired acceptance to strike a trade-off
between sensitivity gain and scatter increase.

Individual detector elements form coincidence pairs
with opposing detectors (both in-plane and axially)
and are mapped to the sinogram space as indicated in
Fig. 3.4. Sinograms consist of approximately parallel
projections; they are approximately parallel because in-
creased sampling can be achieved by interpolation to
form quasi-parallel projections between the detectors
that contribute the truly parallel lines of response.

Instead of forming projections between detectors
thus:

(Da : Db), (Da+1 : Db+1), (Da+2 : Db+2) (3)

etc., in effect “double sampling” is achieved with the
scheme:

(Da : Db), (Da+1 : D), (Da+1 : Db+1),
(Da+2 : Db+1), (Da+2 : Db+2) (4)

etc., where the detector combinations in italics are
formed between detectors with an offset of one detec-
tor between them, but assumed to be parallel to the ad-
jacent projection formed between directly opposed
detectors (Fig. 3.5).

The transaxial field of view of a PET tomograph is
defined by the acceptance angle in the plane. This is de-
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Figure 3.4. The mapping from sampling
projections to sinograms is shown. The fan angle of
acceptance in the ring in the top left corner maps
to a diagonal line in the sinogram. 

Figure 3.5. Sampling of the projections is doubled by forming coincidences
between “opposite-but-one” detectors (dashed lines) as well as with the di-
rectly opposed detectors (solid lines). The azimuthal angle assumed for
these interpolated lines of response is the same as for the direct lines-of-re-
sponse. This effectively doubles the sampling in the projections.

p(s,0)



termined by the electronics, which permit an individ-
ual detector to be in coincidence with a finite number
of detectors in the opposing side of the ring; the
greater the acceptance angle the larger the number of
detectors which form the “fan”. The width of the fan
along the diameter of the tomograph determines the
width of the field of view (Fig. 3.6).

The fact that a circular ring is the geometry often
used leads to a number of distortions in the sampling
which require correction prior to (or as part of) the re-
construction process. The two main effects are:

(i) the distance between the opposing detectors de-
creases towards the edges of the sampling space
(maximum distance from the central line of re-
sponse). This causes an opening of the acceptance
angle and effectively makes these lines of response
more sensitive. However, this is offset to some
extent by the decreasing surface area of the face of
the detector exposed at this increasingly oblique
angle, and,

(ii) the lines of response are not evenly spaced in the
projection; they get closer together for the lines of
response farthest from the central axis of the
scanner (see Fig. 3.2(a)). This has the effect of de-
creasing the inter-detector spacing. Corrections
for both effects are discussed in the following
chapters.

Axial Sampling

The sinograms formed in PET are composed of projec-
tions p (s, φ, θ, z). In the 2D case all data are sampled
(or assumed to be sampled) with polar angle θ = 0°. In
the 3D case this is extended to measuring projections
at polar angles θ > 0°. According to Orlov’s criteria, the
data acquired in 2D are sufficient for reconstructing
the entire volume [4, 5]. However, in the 3D case all
projections formed from angles with θ ≠ 0° are redun-
dant, as the object can be completely described by the
2D projections. The θ ≠ 0° data are useful, however, as
they contribute an increase in sensitivity and hence
improve the signal-to-noise ratio of the reconstructed
data. The redundancy of the oblique lines of response
was exploited in the 3D reprojection algorithm [6, 7].
This is discussed further in the next chapter.

A convenient graphical representation was intro-
duced by the Belgian scientist Christian Michel to il-
lustrate the plane definitions used in a large multi-ring
PET system, showing how the planes can be combined
to optimize storage space and data-handling require-
ments. They have become known as “Michelogram”
representations. Different modes of acquisition are
shown in the Michelograms in Fig. 3.7 for a simple
eight-ring tomograph.

The situation gets far more complicated for a larger
number of rings, and when operating in 3D mode.
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Angle of acceptance for
coincidence events from
single detector

Transaxial field of view

Center of
tomograph

Detector ring

Figure 33.6. The transverse field of view of a PET tomograph is determined by the length of the chord defined by the acceptance angle of the electronics along
the central axis of the system.



Examples are shown in Fig. 3.8 for the case of a 48-ring
scanner in one particular 2D configuration, with planes
added up to a maximum ring difference of ± 4 rings,
and in a 3D acquisition configuration, where there are
482 (= 2,304) possible planes of response, but in this
case the maximum acceptance angle between rings in
limited to a ring difference of 40, with up to five axial
lines of response being combined into a single plane.

The entire motivation for 3D PET is to increase sen-
sitivity. While radionuclide emission imaging tech-
niques in general use minute tracer amounts (usually

micrograms or less), the proportion of the available
signal detected is still relatively poor. A radiotracer in
most cases distributes throughout the body with only a
small fraction localizing in the target organ (if one
exists), and collimation, attenuation, and scattering
preclude many emitted photons from being detected. A
conventional PET camera with interplane septa in 2D
mode detects around 4,000–5,000 coincidence events
per 106 (~0.5%) positron emissions with approximately
uniform sensitivity over the axial profile, apart from
the less sensitive end planes (Fig. 3.9). A gamma
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Figure 33.7. The graphical Michelogam is shown for three different acquisition modes on a simple eight-ring tomograph. Each point in the graph represents a
plane of response defined between two sets of opposed detectors (a sinogram). In the graph on the left (a simple 2D acquisition with no “inter-planes”), the
first plane defined is ring 0 in coincidence with the opposing detectors in the same ring, 0; ring 1 in coincidence with ring 1; etc, for all rings, resulting in a total
of eight sinograms. In the middle graph, the same planes are acquired with the addition of a set of “inter-planes” formed between the rings with a ring differ-
ence of ±1 ring (ring 0 with ring 1, ring 1 with ring 0, etc). These planes are added together to form a single plane, indicated by the line joining them. This
would lead to approximately twice the count rate in this plane compared with the adjacent plane which contains data from one ring only. Physically, this plane
is positioned half way between detector rings 0 and 1. While the data come from adjacent rings they are assumed to be acquired with a polar angle of 0° for the
purposes of reconstruction. This pattern is repeated for the rest of the rings. This results in 15 (i.e., 2N – 1) sinograms. This is a conventional 2D acquisition
mode, resulting in almost twice the number of planes as the previous mode, improving axial sampling, and contributing over 2.5 times as many acquired
events. In the graph on the right, a fully 3D acquisition is shown with each plane of data being stored separately (64 in total). The 3D mode would require a fully
3D reconstruction or some treatment of the data, such as a rebinning algorithm, to form 2D projections prior to reconstruction (see Ch. 4).

Figure 33.8. Michelograms representing the plane combinations for a 48-ring scanner are shown for the 2D case (left) and the 3D case (right). The x and y axes
represent ring numbers on opposing sides of the scanner. Each point on the graph defines a unique plane of response (e.g., all lines-of-response in ring 1 in
combination with ring 2).The diagonal lines joining individual dots indicate that the planes of response are combined (added together) thus losing information
about each individual point’s polar acquisition angle. This form of combination of data from different planes represents a “lossy” compression scheme.



camera, with its inefficient lead collimator, detects only
around 200 of every 106 photons emitted. In spite of
this modest efficiency, PET remains the most sensitive
emission tomographic modality.

Constraining the allowed coincidences to a narrow
plane orthogonal to the z axis of the PET camera se-
verely restricts the overall sensitivity of the technique.
Historically, the reasons for this restriction were
twofold: the lack of appropriate 3D reconstruction
software, and to keep the scatter fraction low. When the
interplane septa are removed and all possible lines-of-
response within the field-of-view are acquired in 3D,
sensitivity is increased by two factors:

(i) the increased number of lines-of-response that it
is now possible to acquire without the septa in
place, and,

(ii) the amount by which the detector crystals are
“shadowed” by the septa when they are in place
[7–9]. The 3D acquisition mode leads to a non-
uniform axial sensitivity profile, though, as shown
in Fig. 3.10 for a 16-ring scanner and a distributed
source.

In a 16-ring tomograph the sensitivity gain can be
up to around thirty times greater in the center of the
scanner compared to the end planes. The “average”
gain over the entire axial feld-of-view is around five- to
sevenfold. It is possible to separate the contributions of
the two factors indicated above by scanning the same
source in 2D mode both with and without the inter-
plane septa using the usual 2D configurations of plane-
defining lines-of-response. This demonstrates the
effect due to septal shadowing alone, seen in Fig. 3.11.

The shadowing effect of the septa is greater when the
plane definition utilizes cross-planes as is usually done
in a conventional 2D acquisition, as would be expected.
The average sensitivity improvement due to shadowing
is a factor of approximately 2.2. In the studies with a
maximum ring difference (dmax) of zero, the compo-
nent of sensitivity lost due to the thickness of the septa
themselves (1 mm), and the amount of the detector
that this covers is seen in isolation. The second compo-
nent of the increase in sensitivity is the greater number
of lines-of-response that can be accepted in 3D. When
the 16 direct rings only are used (dmax = 0), this corre-
sponds to 16 planes-of-response accepted; with the
usual 31 plane definition for 2D acquisitions (ring dif-
ference d = 0, ±2 for odd-numbered planes (apart from
the end detectors) and d = ±1, ±3 for even-numbered
planes) this becomes a total of 100 planes-of-response.
In a full 3D acquisition this would become 16 × 16 for
this tomograph, i.e., 256 planes-of-response, as now
each ring is in coincidence with every other ring on the
opposing fan. This gives a factor of 256/100 = 2.56 in-
crease in sensitivity due to the increased numbers of
planes accepted compared with conventional 2D mode.
However, there is a concomitant increase in the
acceptance of scattered events axially as well.

A further effect produces a gain in coincidence count
rates in 3D PET compared with 2D in addition to septal
shadowing and acquiring more lines-of-response at
greater polar acceptance angle. It has been shown that
the 3D mode of acquisition is more efficient at convert-
ing single events into an annihilation pair which are
both detected [9]. Measurements on a first-generation
2D/3D PET system have shown that the conversion rate
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Figure 33.9. The 2D axial sensitivity profile for
a line source in air on a 16-ring tomograph
(CTI ECAT 951R) demonstrates both the
bimodal pattern resulting from the two blocks
used in this camera and the sinogram-to-
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sinograms) axial lines-of-response in forming
the sinogram. The end sinograms, which
contain only one axial line-of-response, are
only 20% as efficient as the sinograms formed
in the center of the block detector. 



from single events to coincidences for a line source
measured in air (i.e., no scatter) was 6.7% in 2D and
10.2% in 3D. For the same source measured in a 20 cm-
diameter water-filled cylinder, the conversion rate in
2D was 2.4% and 4.8% in 3D. The ratio of these results
show that, without scatter, the increase in conversion
from single photons to coincidences for 3D compared
to 2D is over 50% (10.2/6.7) higher, and in a scattering
medium approaches 100% (4.8/2.4), although many of
these events will be scattered events. The explanation is
simple: more single photons can now form coincidence
pairs in 3D where, in 2D, one or both would have been

lost to the system by virtue of the flight angle (outside
the allowed maximum ring difference) or by attenua-
tion by the septa.

The non-uniform axial sampling in 3D, however,
causes truncation of the projections, which is poten-
tially a far greater problem for reconstruction than an
axial variation in sensitivity (Fig. 3.12). This problem
was solved, however, in 1989 with the development of
the “reprojection” algorithm [6, 7]. This method ex-
ploits the fact that the data contains redundancy and
the volume can be adequately reconstructed from the
direct ring data (dmax = 0). The first step in this algo-
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variation for the 3D acquisition geometry
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rithm is to reconstruct the volume from the conven-
tional 2D data sinograms. The unmeasured, or missing,
data are then synthesized by forward projection
through this volume. After this the data are complete
and shift-invariant, and a fully 3D reconstruction algo-
rithm can be used. This algorithm is discussed in depth
in the next chapter.

From PProjections tto RReconstructed IImages

Finally in this section, a brief description of how the
data discussed are used to reconstruct images in
positron tomography is included. The theory of recon-
struction is dealt with in detail in the next chapter.

The steps involved and the different data sets re-
quired for producing accurate reconstructed images in
2D PET are shown in Fig. 3.13. All data (apart from the
reconstructions) are shown as sinograms (i.e., the co-
ordinates are (s,φ)). The usual data required are:

(i) the emission scan which is to be reconstructed,
(ii) a set of normalization sinograms (one per plane in

2D) to correct for differential detector efficiencies
and geometric effects related to the ring detector,

or a series of individual components from which
such a normalization can be constructed (see 
Ch. 6), and,

(iii) a set of sinograms of attenuation correction
factors to correct for photon attenuation (self-
absorption or scattering) by the object.

The normalization factor singrams can include a
global scaling component to account for the plane-to-
plane variations seen in Fig. 3.9. The attenuation
factor sinograms are derived from a “transmission”
scan of the object and a transmission scan without
the object in place (often called a “blank” or reference
scan); the ratio of blank to transmission gives the at-
tenuation correction factors. The most common
method for acquiring the transmission and blank
scans is with either a ring or rotating rod(s) of a
long-lived positron emitter such as 68Ge/68Ga, with
which the object is irradiated [10]. The emission
sinograms are first corrected for attenuation and
normalized for different crystal efficiencies, and then
reconstructed using the filtered back-projection
process. During the final step, scalar corrections for
dead time and decay may also be applied.
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Figure 33.12. In the 3D acquisition case truncation of the projections occurs for those polar angles > 0°. At the top (d = 0) the entire field of view is sampled –
this is the usual 2D case. When the ring difference is increased there is truncation of the axial field of view resulting in loss of data corresponding to the ends of
the tomograph (center). In the limiting case (bottom) it results in severe truncation of the object.



Development of Modern Tomographs

To understand the current state of commercial PET
camera design, and why, for example, the development

of 3D PET on BGO ring detector systems was only rela-
tively recent, it is instructive to briefly trace the devel-
opment of full ring PET systems. One of the first widely
implemented commercial PET cameras was the Ortec
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ECAT (EG&G Ortec, Oak Ridge, Tennessee, USA) [11].
This single-slice machine used NaI(Tl) and had a
hexagonal arrangement of multiple crystals with rota-
tional and axial motion during a scan. Its axial resolu-
tion could be varied by changing the width of the
slice-defining lead side shields, thereby altering the
exposed detector area. This not only changed the reso-
lution, but also the scatter and random event accep-
tance rates as well. In their paper of 1979, the
developers of this system even demonstrated that in
going from their “high-resolution” mode to “low-reso-
lution” mode, they measured a threefold increase in
scatter within the object (0.9%–2.7%), although total
scatter accepted accounted for only around 15% of the
overall signal [12]. In this and other early work on
single-slice scanners, the relationship between increas-
ing axial field-of-view and scatter fraction was recog-
nized [1]. Various scintillation detectors have been
used in PET since the early NaI(Tl) devices, but
bismuth germanate (BGO) has been the crystal of
choice for more than a decade now for non time-of-
flight machines [13, 14]. BGO has the highest stopping
power of any inorganic scintillator found to date.

After the adoption of BGO, the next major develop-
ment in PET technology was the introduction of the
“block” detector [15]. The block detector (shown
schematically in Fig. 3.14) consists of a rectangular
parallelepiped of scintillator, sectioned by partial saw
cuts into discrete detector elements to which a number
(usually four) of photomultiplier tubes are attached.
An ingenious scheme of varying the depth of the cuts
permits each of the four photomultiplier tubes to “see”
a differential amount of the light released after a
photon has interacted within the block, and from this
the point where the photon deposited its energy can be

localized to one of the detectors in the array. The aim
of this development was to reduce crystal size (thereby
improving resolution while still retaining the good-
pulse-height-energy spectroscopy offered by a large
scintillation detector), modularize detector design, and
reduce detector cost. Small individual detectors with
one-to-one coupling to photomultiplier tubes is im-
practical commercially due to packaging limitations
and the cost of the large number of components re-
quired. The block detector opened the way for large,
multi-ring PET camera development at the expense of
some multiplexing of the signals. However, a station-
ary, full ring of small discrete detectors encompassing
the subject meant that rapid temporal sequences could
be recorded with high resolution, as the gantry no
longer needed to rotate to acquire the full set of projec-
tions. The evolution and continuously decreasing 
detector and block size is shown in Fig. 3.15.

The major drawback for the block detector is count-
rate performance, as the module can only process a
single event from one individual detector in a particu-
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Figure 33.14. A schematic diagram of the block detector system, shown
here as an 8 % 8 array of detectors, and the four PMTs which view the light
produced is shown. The light shared between the PMTs is used to calculate
the x and y position signals, with the equations shown.

Scintillator Block (8 x 8 detectors)

4 Photomulitiplier Tubes

A B

C D

X =
(B+D)–(A+C)

A+B+C+D

y =
(A+B)–(C+D)

A+B+C+D

Figure 33.15. The evolution of PET detectors from CTI is shown. In the top
right corner is the original ECAT 911 detector, then the first true block detec-
tor, the ECAT 93x block (8×4 detectors) with four PMTs attached, the 95x
series block, which had double the number of axial saw-cuts, thus doubling
the axial sampling compared with the 93x, and the high-resolution ECAT
HR+ series block in the bottom left corner, where each detector element
measures approximately 4 mm × 4mm × 30 mm. For scale, US25c coins are
shown. (Photo courtesy of Dr Ron Nutt, CTI PET Systems).



lar block in a given time interval. Individual detectors
with one-to-one coupling to the opto-electronic device
would be a lot faster, however, at far greater expense
and with a problem of packaging and stability of the
great number of devices that would be required.

In a conventional 2D PET camera each effective
“ring” in the block is separated by lead or tungsten
shields known as septa. The aim was to keep the multi-
ring tomograph essentially as a series of separate rings
with little cross-talk between rings. This helped keep
scatter and random coincidence event rates low, reduce
single-photon flux from outside the field of view, and
allowed conventional single-slice 2D reconstruction al-
gorithms to be used. However, it limited the sensitivity
of the camera.

Alternative systems to block-detector ring-based
systems exist. Work commenced in the mid-1970s
using large-area, continuous NaI(Tl) flat (or more re-
cently curved) detectors in a hexagonal array around
the subject and has resulted in commercially viable
systems (GE Quest, ADAC C-PET) [16–19]. These
systems have necessarily operated in 3D acquisition
mode due to the lower stopping power of NaI(Tl)
compared with BGO. The NaI(Tl) detectors, with their
improved energy resolution, also provide better
energy discrimination for improved scatter rejection
based on pulse height spectroscopy. Larger detectors
will always be susceptible to dead time problems,
however, even when the number of photo-multiplier
tubes involved in localizing the event in the crystal is
restricted, and hence the optimal counting rates for
these systems is lower than one with small, discrete
detector elements. This affects clinical protocols by
restricting the amount of radiotracer than can be 
injected.

PET Camera Performance

PET systems exhibit many variations in design. At the
most fundamental level, different scintillators are used.
The configuration of the system also varies greatly
from restricted axial field of view, discrete (block-de-
tector) systems to large, open, 3D designs. With such a
range of variables, assessing performance for the pur-
poses of comparing the capabilities of different scan-
ners is a challenging task.

In this section, a number of the determinants of PET
performance are discussed. New standards for PET
performance have been published which may help to
define standard tests to make the comparison of differ-
ent systems more meaningful [27].

Measuring Performance of PET Systems

Spatial Resolution

Spatial resolution refers to the minimum limit of the
system’s spatial representation of an object due to the
measurement process. It is the limiting distance in dis-
tinguishing juxtaposed point sources. Spatial resolu-
tion is usually characterized by measuring the width of
the profile obtained when an object much smaller than
the anticipated resolution of the system (less than half)
is imaged. This blurring is referred to as the spread
function. Common methods to measure this in emis-
sion tomography are to image a point source (giving a
point spread function (PSF)), or, more usually, a line
source (line spread function (LSF)) of radioactivity.
The resolution is usually expressed as the full width at
half maximum (FWHM) of the profile. A Gaussian
function is often used as an approximation to this
profile. The standard deviation is related to the FWHM
by the following relationship:

(5)

where σ is the standard deviation of the fitted Gaussian
function. There are many factors that influence the res-
olution in a PET reconstruction. These include:

(i) non-zero positron range after radionuclide decay,
(ii) non-collinearity of the annihilation photons due

to residual momentum of the positron,
(iii) distance between the detectors,
(iv) width of the detectors,
(v) stopping power of the scintillation detector,
(vi) incident angle of the photon on the detector,
(vii) the depth of interaction of the photon in the de-

tector,
(viii) number of angular samples, and
(ix) reconstruction parameters (matrix size, window-

ing of the reconstruction filter, etc.).

Resolution in PET is usually specified separately in
transaxial and axial directions, as the sampling is not
necessarily the same in some PET systems. In general,
ring PET systems are highly oversampled transaxially,
while the axial sampling is only sufficient to realize the
intrinsic resolution of the detectors. The in-plane over-
sampling is advantageous because it partially offsets
the low photon flux from the center of the emitting
object due to attenuation. Transaxial resolution is often
subdivided into radial (FWHMr) and tangential
(FWHMt) components for measurements offset from
the central axis of the camera, as these vary in a ring
tomograph due to differential detector penetration at
different locations in the x–y plane (see Fig. 3.16). Due

FWHM = 8 2loge σ

52 Positron Emission Tomography



to the limited, discrete sampling in the axial direction
with block detector tomographs (one sample per
plane), it is inappropriate to measure axial resolution
(FWHMz) on such systems from profiles of recon-
structed data as there are insufficient sampling points
with which it can be accurately estimated (only one
point per plane). However, measurement of axial slice
sensitivity of a point source as it passes in small steps
through a single slice can be shown to be equivalent to
2D axial resolution, and thus can be utilized to over-
come the limited axial sampling to measure the axial
resolution.

Energy Resolution

Energy resolution is the precision with which the
system can measure the energy of incident photons.
For a source of 511 keV photons the ideal system
would demonstrate a well-defined peak equivalent to
511 keV. BGO has low light yield (six light photons per
keV absorbed) and this introduces statistical uncer-
tainty in determining the exact amount of energy de-
posited. There are two possible ways to define the
energy resolution for a PET scanner: the single event
energy resolution, or the “coincidence” (i.e., both
events) energy resolution.

Energy resolution is usually measured by stepping a
narrow energy window, or a single lower-level discrimi-
nator, in small increments over the energy range of in-
terest while a source is irradiating the detector(s). The

count rate in each narrow window is then plotted to give
the full spectrum. The data in Fig. 3.17 show the system
energy resolution for single photons for a BGO tomo-
graph for three different source geometries. An increase
is seen in lower energy events in the scattering medium
compared with the scatter-free air measurement.

Energy resolution is a straightforward measurement
for single events, but less so for coincidence events. A
method often used in coincidence measurements is to
step a small window in tandem over the energy range.
However, this is not the situation that is encountered in
practice as it shows the spectrum when both events fall
within the narrow energy band. It is more useful is to
examine the result when the window for one coinci-
dence of the pair is set to accept a wide range of ener-
gies (e.g., 100–850 keV) while the other coincidence
channel is narrow and stepped in small increments
over the energy range. This allows detection of, for
example, a 511 keV event and a 300 keV event as a co-
incidence (as happens in practice). This is the method
used in Fig. 3.18. It demonstrates energy resolution for
a line source of 68Ge/68Ga in air of approximately 20%
at 511 keV for a BGO scanner, similar to that obtained
for the single photon counting spectrum.

Count Rate Performance

Count rate performance refers to the finite time it
takes the system to process detected photons. After a
photon is detected in the crystal, a series of optical
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Radial

Tangential

Figure 3.16. Transaxial resolution is separated into
tangential and radial components. As the source of
radioactivity is moved off-axis there is a greater chance
that the energy absorbed in the scintillator will be spread
over a number of detector elements. This uncertainty in
localizing the photon interaction to one discrete detector
degrades the spatial resolution in this direction.



and electronic processing steps results, each of which
requires a finite amount of time. As these combine in
series, a slow component in the chain can introduce a
significant delay. Correction for counting losses 
due to dead time are discussed in detail in Ch. 6. In

this section we will restrict ourselves to the 
determination of count rate losses for PET systems
for the purposes of comparing performance.

The most common method employed in PET for
count rate and dead time determinations is to use a
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source of a relatively short-lived tracer (e.g., 18F, 11C) in
a multi-frame dynamic acquisition protocol and record
a number of frames of data of suitably short duration
over a number of half-lives of the source. Often, a
cylinder containing a solution of 18F in water is used.
From this, count rates are determined for true,
random, and multiple events. The count rates recorded
at low activity, where dead time effects and random
event rates should approach zero, can then be used to
extrapolate an “ideal” response curve with minimal
losses (observed = expected count rates). An example
of the counting rates achieved for a BGO-based
scanner in 2D mode is shown in Fig. 3.19.

It is possible to apply appropriate models to calculate
dead time parameters. The data in Fig. 3.19 were charac-
terized by modelling as a cascaded non-paralysable/

paralysable system (Fig. 3.20) [20]. From this analysis,
the non-paralysable dead-time component (τnp) and the
paralysable dead-time component (τp) were found to be
approximately 3μs and 2μs respectively. Clearly, this is
very different to the coincidence timing window dura-
tion (in this case 2τ = 12ns). The purposes of such para-
meter determinations might be to derive a dead-time
correction factor from the observed counting rates.

The purpose of defining count rate performance is
motivated by the desire to assess the impact of increas-
ing count rates on image quality. Much of the theory
behind measuring image quality derives from the
seminal work of Dainty and Shaw with photographic
film [21] and has been applied in a general theory of
quality of medical imaging devices to measure detector
quantum efficiency [22]. In PET an early suggestion for
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Figure 33.20. The true coincidence count rate for a 16-ring
BGO scanner modelled as a combined paralysable and non-
paralysable system produces the above fit to the data. From
this, estimates of the dead time components can be derived.



the use of such a figure of merit defined an ‘“effective”
image event rate, Q to be:

Q = DI (dI / dT); dT = dI + dS + dA (6)

where dI, dS, and dA are the count rates per cm from the
center of a uniform cylinder containing radioactivity
for the unscattered, scattered, and accidental (random)
coincidences respectively, DI is the total unscattered co-
incidence rate and (dI/dT) is the contrast. It was sug-
gested that “… Q may also be called an ‘effective’ image
event rate, since the same signal-to-noise ratio would be
obtained in an ideal tomograph… .” [2].

This has been further developed in recent years.
Comparison of the count rate performance of different
tomographs, or of the same scanner operating under
different conditions (e.g., 2D and 3D acquisition mode)
have been difficult to make because of the vastly differ-
ent physical components of the measured data (e.g.,
scatter, randoms) and the strategies for dealing with
these. These effects necessitate a comparison which can
take account of these differences. The noise equivalent
count (NEC) rate [23] provides a means for making
meaningful inter-comparisons that incorporate these
effects. The noise equivalent count rate is that count rate
which would have resulted in the same signal-to-noise
ratio in the data in the absence of scatter and random
events. It is always less than the observed count rate.

The noise equivalent count rate is defined as:

(7)

where Ttotal is the observed count rate (including scat-
tered events), T and S are the unscattered and scattered

event rates respectively, f is the “random event field
fraction”, the ratio of the source diameter to the tomo-
graph’s transaxial field-of-view, and R is the random
coincidence event rate. This calculation assumes that
the random events are being corrected by direct mea-
surement and subtraction from the prompt event rate
and that both measurements contain noise, hence the
factor of 2 in the denominator (see Ch. 6). The NEC
rate is shown, along with the data from which it was
derived, in Fig. 3.19.

Some caution is required when comparing NECs from
various systems, namely what scatter fraction was used
and how it was determined, how the randoms fraction
(R) was determined and how randoms subtraction was
applied (delay-line method, estimation from single
event rates, etc). However, the NEC does provide a para-
meter which can permit comparisons of count rate, and
therefore an index of image quality, between systems.

Scatter Fraction

Scatter fraction is defined as that fraction of the total
coincidences recorded in the photopeak window which
have been scattered. The scattering may be of either, or
both, of the annihilation photons, but it is predomi-
nantly scattering of one photon only. Scattering arises
from a number of sources:

(i) scattering within the object containing the
radionuclide,

(ii) scattering off the gantry components such as lead
septa and side shields,

(iii) scattering within the detectors.

A number of methods for measuring scatter have been
utilized. Perhaps the simplest method is to acquire data
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Figure 33.21. Log-linear count rate profiles from sinograms of a line source of 68Ge in air (left) and centered in a 20 cm-diameter water-filled cylinder (right)
demonstrate the additive scatter component outside of the central peak in the measurement in the cylinder. Interpolation of this section permits an estimate of
the scatter fraction to be made. Both measurements were in 2D mode.



from a line source containing a suitably long-lived
tracer in a scattering medium (typically a 20 cm-
diameter water-filled cylinder) and produce profiles in
the s dimension. Interpolation under the peak of the
profile recorded outside the known location of the
source permits an estimate of the scatter contribution,
as used in the previous standard defined by the
National Electrical Manufacturers’ Association
(NEMA) [24]. One criticism of this approach, however,
is the assumption about the shape of the “wings”
extending into the central section of the profile under
the peak, and whether or not it be included in the
scatter or non-scattered term (Fig. 3.21).

Scatter in 2D PET is usually relatively small and typi-
cally less than 15% of the total photopeak events. Thus
it has been a small correction in the final image and
often ignored with little impact on quantitative accu-
racy. The first scatter correction régimes for emission
tomography were in fact developed for 2D PET [25].

The largest single difference between 2D and 3D PET
after the increase in sensitivity is the greatly increased
scatter that is included in the 3D measurements. Septa
were originally included in PET camera designs for two
reasons: (i) 3D reconstruction algorithms did not exist
at the time, and (ii) to restrict random, scattered, and
out of field-of-view events. One of the earliest demon-
strations of scattered radiation in an open PET geome-
try was measured on the first positron tomograph PC-1
[26] in Boston in November 1973 shown in Fig. 3.22.
Data were taken on this system which comprised two

planar opposed arrays of NaI(Tl) detectors. This demon-
strates clearly the increase in scatter in the profiles.

Scatter constitutes 20–50%+ of the measured signal
in 3D PET. The scatter is dependent on object size,
density, acceptance angle, energy discriminator set-
tings, radiopharmaceutical distribution, and the
method by which it is defined. The scatter fraction and
distribution will vary for distributed versus localized
sources of activity, and as such, the method for mea-
suring and defining scatter as well as the acquisition
parameters (axial acceptance angle, energy thresholds,
etc) need to be quoted with the value for the measure-
ment. In the updated NEMA testing procedures [27] a
line source of 18F positioned 45 mm radially from the
center of a 20 cm diameter by 70 cm long water-filled
cylinder is used to measure the scatter fraction. The
scatter is measured on the projections by considering
the events detected in the region outside of the cylin-
der boundary +20 mm on each side, which is interpo-
lated to estimate the scattered events within the peak of
the line source location. As mentioned in Ch. 2, scatter
in PET is not strongly correlated spatially with the
object boundary as it is in SPECT as the line of re-
sponse from two photons is used. This is dramatically
demonstrated in Fig. 3.23, which shows diagrams of the
profiles of count rate obtained when a line source is
moved laterally in a fixed-position water-filled cylin-
der. Even when the line source is centered within the
object, the profile does not show any discontinuity at
the boundary of the cylinder.
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Figure 33.22. One of the earliest demonstrations of scattered radiation in coincidence PET measurements was by Jones and Burnham in 1973 on the first to-
mographic positron system, the PC-1, developed at the Massachusetts General Hospital in Boston. The process involved measuring a line source suspended ver-
tically in air (left) and then immersing the source in a bucket of water (right) and repeating the measurement. The plots shown here are from the personal
notebook of Terry Jones and are reproduced with his permission.



Chapter 6 covers scatter correction techniques in
detail.

Sensitivity of Positron Tomographs

The most commonly used mode for PET scanning at
present is the 2D mode, with performance attributes as
described in this chapter. Many of the corrections re-
quired (such as for dead time and crystal efficiency
normalization) are well understood, making quantita-
tive measurements accurate and precise. This has
allowed PET to be used routinely as a highly sensitive
tool for in vivo functional studies in spite of the 0.5%
overall efficiency. However, while the sensitivity of 2D
PET is unquestionably high compared with other
modalities, the absolute sensitivity remains low com-
pared with the potential signal available from the ra-
diotracer, and consequently there remains room for
improvement not only in detection efficiency, but in
improving the spatial resolution of the technique as
well. As Hoffman has shown, resolution improvements
must be accompanied by an approximately third-
power increase in sensitivity to maintain equivalent
signal-to-noise ratio to realize the improvement in
image quality [28]. This is intuitively seen by consider-
ing a twofold improvement in resolution: this decreases
the effective resolution volume by two in each of the x,
y, and z directions and therefore a 23 increase in sensi-
tivity would be required to maintain equivalent signal-
to-noise ratio per voxel. This is partially offset, though,
by an effect known as signal amplification [29], which
has guided PET detector designs for over a decade now.
Signal amplification essentially means that an improve-
ment in resolution per se will lead to an improvement
in signal-to-noise in the reconstructed image as the
higher resolution means that the reconstructed values
will be “spread” over a smaller region, due purely to the
higher resolution. This is turn means a higher recon-
structed count within the region containing the activ-
ity, and hence better noise properties. However,
increasing sensitivity still remains the main focus for
improving the quality of PET data, and for these
reasons the challenge in recent years has focussed on
improving sensitivity.

The purpose of a sensitivity measurement on a
positron tomograph is primarily to facilitate compar-
isons between different systems, as, in general, the
higher the sensitivity the better signal-to-noise ratio in
the reconstructed image (neglecting dead time effects).
The sensitivity of positron tomographs has tradition-
ally been measured using a distributed source of a
relatively long-lived tracer, such as 18F, in water. The
value was quoted in units of counts per second per
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Figure 33.23. Demonstration of the spatial nature of scatter in 3D PET. The
graphs show the profile from a line source in a water-filled cylinder in three
different positions, with cylinder (grey circle) and line source (black dot) lo-
cations superimposed (to scale). The scatter profiles clearly demonstrate
that the distribution of the scattered lines of response are only poorly corre-
lated with the object, and can extend a large distance outside of the object.
This is not true for SPECT where all scatter is constrained within the object
boundaries. The reason for this is that two photons detected are ascribed a
line of response joining the detectors in which they deposited their energy,
and this can occur well beyond the object boundary.
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microCurie per millilitre (cts.sec–1.μCi–1.ml–1) in non-
SI units, without correction for attenuation or scattered
radiation. This measurement was adequate to compare
systems of similar design, e.g.‚ 2D scanners with
limited axial field of view. However, with the advent of
vastly different designs emerging, and, especially, the
use of 3D acquisition methods, this approach is limited
for making meaningful comparisons. In 3D, scatter
may constitute 20–50% or more of the recorded events
and this needs to be allowed for in the sensitivity cal-
culation. In addition, comparison of the true sensitivity
compared to SPECT would be meaningless due to the
differing attenuation at the different photon energies
used. Thus, an absolute sensitivity measurement that is
not affected by scatter and attenuation is desirable. A
simple source of a suitable positron emitter could be
used, however, a significant amount of surrounding
medium is required for capture of the positrons within
the source, which in itself causes attenuation of the an-
nihilation photons.

A method has been developed to make absolute sensi-
tivity measurements in PET [30], and has been adopted
in the new updated NEMA testing procedures [27]. It
employs the measurement of a known amount of 18F (or
99mTc for SPECT) in a small source holder made from
aluminum. The thickness of the aluminum wall of the
source holder used is sufficient to stop all of the
positrons, causing annihilation radiation to be produced,
but which also causes some attenuation. The count rate
for this source is found by measuring it for a defined
period in the camera. Next, another tube of aluminum of
known thickness is added to the holder, causing further

attenuation, and this is counted again. This is done for a
number of extra tubes of aluminum, all of known thick-
ness, and an attenuation curve is produced. The extrapo-
lated y-intercept from this curve gives the “sensitivity in
air” for the camera. The units of this measurement are
ct.sec–1.MBq–1. This provides an absolute measure of sen-
sitivity. The method can also be used for PET system cal-
ibration of reconstructed counts without requiring
scatter or attenuation correction [31].

In spite of the improvements in sensitivity with 3D
PET, however, much of the available signal still goes
undetected. Due to scatter, dead time, and random
event rates, the effective sensitivity is far less than is
measurable in an “absolute” sense. In an attempt to
quantify this, a parameter combining the NEC with the
absolute sensitivity measurements has been proposed
[32]. At extremely low count rates where detector dead
time and random events are negligible, the effective
sensitivity (as it relates to the image variance) in a dis-
tributed object is simply the absolute sensitivity level
with a correction for the scatter in the measurement.
As the count rate increases, this effective sensitivity de-
creases due to the increased dead time and random
events while scatter remains constant. Therefore, the
effective sensitivity as a function of count rate can be
expressed as the quotient of the noise equivalent rate
divided by the ideal trues count rate with no scatter,
dead time or random events, multiplied by the absolute
sensitivity. The effective sensitivity, CEff(a), is defined
as:

CEff (a) = × CAbs (8)
NEC (a)
TIdeal (a)
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where CAbs is the absolute sensitivity and NEC(a) and
TIdeal(a) are the noise equivalent and ideal (no count
rate losses or random events) trues rates, respectively,
which are functions of the activity concentration in the
object. The effective sensitivity is a function of the ac-
tivity in the object. This effective sensitivity is shown
for 3D measurements using a small elliptical cylinder
and a 20 cm cylinder in Fig. 3.24. The effective sensitiv-
ity demonstrates that the increase in solid angle from
3D acquisition is only one aspect of improving the sen-
sitivity of PET, and that increasing detector perfor-
mance by keeping the detectors available for signal
detection for a longer proportion of the time can be
thought of in a similar manner to increasing the solid
angle as both improve the sensitivity of the device.

Other Performance Measures

In addition to the parameters described above (resolu-
tion, count rate, scatter, sensitivity), a number of other
parameters are specified by bodies such as NEMA to
assess PET scanner performance. These include accu-
racy of corrections for attenuation, scatter, randoms
and dead time, and image quality assessments.
Uniformity is another parameter that has been found
to be useful to test. Energy resolution, though a major
determinant of PET performance, has not been in-
cluded in the latest NEMA PET tests [27]. No explicit
tests for assessing transmission scan quality are
specified, although a need exists with the variety of
systems now available.

A difficulty in extrapolating from performance in
standards test to the clinical situation is the highly un-
realistic (clinically relevant) nature of the objects
scanned. This has been recognized and attempts to
address this have been made by employing long test
objects (70 cm cylinder, NEMA) and objects which re-
semble the body in cross-section (EEC phantom [33]).

Impact of Radioactivity Outside the Field
of View

Scanner design has traditionally included significant
lead end-shields to restrict the majority of single
photons emitted from outside the axial field of view of
the scanner from having direct line-of-sight trajecto-
ries to the detectors. Single photons from outside the
field of view will not form a true coincidence, but will
increase the number of events the detector has to
process leading to increased dead time and random co-
incidences. Some true coincidences from scattered
photons may be included if the positron annihilation

was just outside the axial field of view, but in general,
the photons from outside the field of view will be un-
paired events.

Single photons from outside the field of view were
not a large problem with 2D tomographs that used in-
terplane septa, as the septa added extra shielding for
the detectors for photons from outside the field of view
as well as inside. However, a number of developments
over the past decade have exacerbated this situation:

(i) the move to acquire data in high-sensitivity 3D
mode, thereby removing the interplane septa,

(ii) the increase in length of the axial field of view,
which has the effect of increasing the acceptance
angle for single photons from outside the field of
view, and,

(iii) decreasing the length of the end shielding to ac-
commodate large subjects. This has the effect of
“opening up” the acceptance angle even further.

Examples illustrating this effect are shown in Fig. 3.25.
It is a particular issue when using detectors such as
BGO or NaI(Tl), which are not fast scintillators, and co-
incidence timing windows that are relatively long, of
the order of 10 nsec or greater.

A number of solutions have been proposed, includ-
ing “staggered” partial septa to restrict the out-of-field-
of-view component without greatly decreasing the
axial acceptance angle for true coincidences, shielding
the subject (rather than the detectors) by placing or
wrapping some form of flexible lead over the part of
the body outside the field of view, and decreasing the
coincidence window width. As the random coincidence
rate varies linearly with window width (recall 
Rab = 2τNaNb where 2τ is the width of the coincidence
timing window), a decrease by a factor of two from 
12 nsec to 6 nsec would be expected to halve the
random event rate. However, this would be at the
expense of energy and positioning information due to
the need to truncate the pulses from the detectors. One
simple solution that has been widely employed in brain
studies is to add a removable lead shield to the end of
the tomograph on the patient side, effectively extend-
ing the end shielding [34]. Unfortunately this is only
applicable for brain studies. Nevertheless, it is very
effective in this application [35].

The solution would appear to be to use a fast scintil-
lator, such as LSO, YSO, or GSO, and a shorter coinci-
dence window. However, a time window of 4 nsec or
less would require the use of time-of-flight electronics
as the time window duration is now approaching the
time it would take for an annihilation photon produced
at the edge of the transaxial field of view (perhaps
from a transmission source) to travel to the opposing 

60 Positron Emission Tomography



detector, a distance close to one metre away. If non-
time-of-flight electronics are employed the width of
the transaxial field of view will be restricted.

There will also be an increase in true coincidences
arising from outside the field of view in which one or
both photons are scattered. This poses a problem for
scatter-correction algorithms that use estimation
methods, rather than direct measurements, to define
the scatter contribution. Some algorithms combine

both approaches by using the measured event rate
outside the object being imaged, which must be due to
scatter, to scale the estimated scatter within the object.
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was intended for whole-body scanning, the end shields were limited in
extent to allow a large subject aperture (64 cm). This produced an enormous
single-photon field of view which impacted on performance. A modification
to the same tomograph, with removable lead end shields for use in brain
studies (c), improved performance dramatically by restricting the single-
photon field of view. The broken lines show the single-photon field of view
without the shields in place.
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4 Image Reconstruction Algorithms in PET*

Michel Defrise, Paul E Kinahan and Christian J Michel

Introduction

This chapter describes the 2D and 3D image recon-
struction algorithms used in PET and the most impor-
tant evolutions in the last ten years: the introduction of
3D acquisition and reconstruction and the increasing
role of iterative algorithms. As will be seen, iterative al-
gorithms improve image quality by allowing more ac-
curate modeling of the data acquisition. This model
includes the detection, the photon transport in the
tissues, and the statistical distribution of the acquired
data, i.e. the noise properties. The popularity of itera-
tive methods dates back to the seminal paper of Shepp
and Vardi on the maximum-likelihood (ML) estima-
tion of the tracer distribution. Practical implementa-
tion of this algorithm has long been hindered by the
size of the collected data, which has increased more
rapidly than the speed of computers. Thanks to the in-
troduction of fast iterative algorithms in the nineties,
such as the popular Ordered Subset Expectation
Maximization (OSEM) algorithm, iterative reconstruc-
tion has become practical. Reconstruction time with it-
erative methods nevertheless remains an issue for very
large 3D data sets, especially when multiple data sets
are acquired in whole-body or dynamic studies. Speed,
however, is not the only reason why filtered-back-
projection (FBP) remains important: analytic algo-
rithms are linear and thereby allow an easier control of
the spatial resolution and noise correlations in the re-
construction, a control which is mandatory for quanti-
tative data analysis.

The chapter is organized as follows. First, the organi-
zation of the data acquired in 2D mode is described,

and the reconstruction problem is defined. The third
section reviews the classical analytic reconstruction of
2D tomographic data and describes the FBP method,
which remains a workhorse of tomography. Iterative
reconstruction is presented in the following section,
where the accent is set on the key concepts and on their
practical implications. Owing to the wide variety of
iterative methods, only the popular ML-EM and OSEM
methods are described in detail, though this does not
entail any claim that these algorithms are optimal. The
last sections concern the reconstruction of data
acquired in 3D mode. Three-dimensional FBP is
described, as well as fast rebinning algorithms, which
reduce the redundant 3D data set to synthetic 2D data
that can be processed by analytic or iterative 2D algo-
rithms. Hybrid algorithms combining rebinning with a
2D iterative algorithm are introduced, and the chapter
concludes with a discussion of the practical aspects of
fully 3D iterative reconstruction.

Presented here as a separate chapter, image recon-
struction cannot be understood independently of the
other steps of the data-processing chain, including data
acquisition, data corrections (described in chapters 2,
3, 5), as well as the quantitative or qualitative analysis
of the reconstructed images. The variety of algorithms
for PET reconstruction arises from the fact that there is
no such thing as an optimal reconstruction algorithm.
Different algorithms may be preferred depending on
factors such as the signal-to-noise ratio (number of
collected coincident events in the emission and trans-
mission scans), the static or dynamic character of the
tracer distribution, the practical constraints on the
processing time, and, most importantly, the specific
clinical task for which the image is reconstructed. It is
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important to keep this observation in mind when dis-
cussing reconstruction as an isolated topic.

2D Data Organization

Line of Responses

A PET scanner counts coincident events between pairs
of detectors. The straight line connecting the centers of
two detectors is called a line of response (LOR).
Unscattered photon pairs recorded for a specific LOR
arise from annihilation events located within a thin
volume centered around the LOR. This volume typi-
cally has the shape of an elongated parallelipiped and
is referred to as a tube of response.

To each pair of detectors da,db is associated an LOR
Lda,db

and a sensitivity function ψda,db
(r� = (x, y, z)) such

that the number of coincident events detected is a
Poisson variable with a mean value

< pda,db
> = τ�FOV dr�f(r�)ψ da,db

(r�) (1)

where τ is the acquisition time and f(r�) denotes the
tracer concentration. We assume that the tracer
concentration is stationary and that f(r�) = 0 when 
√(x2 + y2) > RF, where RF denotes the radius of the
field-of-view (FOV). The reconstruction problem con-
sists of recovering f(r�) from the acquired data pda,db 

,
{da, db} = 1 · · · ,NLOR, where NLOR, the number of detec-
tor pairs in coincidence, can exceed 109 with modern 
scanners.

The model defined by Eq. (1) is linear and hence
implies that nonlinear effects due to random coinci-
dences and dead time be pre-corrected. In the absence
of photon scattering in the tissues, the sensitivity func-
tion vanishes outside the tube of response centered on
the LOR. In such a case, the accuracy of the spatial lo-
calization of the annihilation events is determined by
the size of the tube of response, which in turn depends
on the geometrical size of the detectors and on other
factors such as the photon scattering in the detectors,
or the variable depth of interaction of the gamma rays
within the crystal (parallax error, figure 2.26).

We have so far considered a scanner comprising
multiple small detectors. Scanners based on large-area,
position-sensitive detectors such as Anger cameras can
be described similarly if viewed as consisting of a large
number of very small virtual detectors.

Analytic reconstruction algorithms assume that the
data have been pre-corrected for various effects such
as randoms, scatter and attenuation. In addition, these
algorithms model each tube of response as a mathe-
matical line joining the center of the front face of the
two crystals(1). This means that the sensitivity function
ψda,db

(r�) is zero except when r� ∈ Lda,db 
. With this ap-

proximation, the data are modeled as line integrals of
the tracer distribution:

Sinogram Data and Sampling

The natural parameterization of PET data uses the
indices (da, db) of the two detectors in coincidence, as
in Eq. (1). However, there are several reasons to modify
this parameterization:

• The natural parameterization is often poorly
adapted to analytic algorithms. This is why raw data
are usually interpolated into an alternative sinogram
parameterization described below.

• The number of recorded coincidences Nevents in a
given scan may be too small to take full advantage of
the nominal spatial resolution of the scanner. In such
a case, undersampling by grouping neighboring
LORs reduces the data storage requirements and the
reconstruction time without significantly affecting
the reconstructed spatial resolution, which is primar-
ily limited by the low count density.

Another approach to reduce data storage and process-
ing time when NLOR » Nevents consists of recording the
coordinates (da,db) of each coincident event in a se-
quential data stream called a list-mode data set.
Additional information such as the time or the energy
of each detected photon can also be stored. In contrast
to undersampling, list-mode acquisition does not com-
promise the accuracy of the spatial localization of each
event. But the fact remains that the number of mea-
sured coincidences may be too low to exploit the full
resolution of the scanner.

Let us define the standard parameterization of 2D
PET data into sinograms. Consider a transaxial section
z = z0 measured using a ring of detectors. Figure 4.1
defines the variables s and φ used to parameterize a
straight line (an LOR) with respect to a Cartesian coor-
dinate system (x, y) in the plane. The radial variable s is

〈 〉 = ∫p drf rd da b
da db

, ( ) ( )
,

r r

L
2
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the signed distance between the LOR and the center of
the coordinate system (usually the center of the detec-
tor ring). The angular variable φ specifies the orien-
tation of the LOR. Line integrals of the tracer
distribution are then defined as

(3)

where t, the integration variable, is the coordinate
along the line. In the presentation of the 2D recon-
struction problem below, we will omit the z arguments
in the functions p and f.

The next section describes how a function f(x, y) can
be reconstructed from its line integrals measured for |s|
< RF and 0 ≤ φ < π. The mathematical operator
mapping a function f(x, y) onto its line integrals p(s, φ)
is called the x-ray transform(2), and this operator will
be denoted X, so that p(s, φ) = (Xf)(s, φ). The function
p(s, φ) is referred to as a sinogram, and the variables (s,
φ) are called sinogram variables. This name was coined
in 1975 by the Swedish scientist Paul Edholm because
the set of LORs containing a fixed point (x0, y0) are
located along a sinusoid s = x0 cos φ + y0 sin φ in the (s,
φ) plane, as can be seen from Eq. (3). For a fixed angle φ
= φ0, the set of parallel line integrals p(s, φ0) is a 1D 
parallel projection of f.

At the line integral approximation, and after data
pre-correction, the PET data provide estimates of the
x-ray transform for all LORs connecting two detectors,

i.e., pda,db
� p(s, φ), where the parameters (s, φ) corre-

spond to the radial position and angle of da,db
. Thus,

the geometrical arrangement of discrete detectors in a
scanner determines a set of samples (s, φ) in sinogram
space. The most common arrangement is a ring
scanner: an even number Nd of detectors uniformly
spaced along a circle of radius Rd > RF

(3). Each detector,
in coincidence with an arc of detectors on the opposite
side of the ring, defines a fan of LORs (figure 3.6), and
the corresponding sampling of the sinogram is:

where the pair of indices j, k corresponds to the coinci-
dences between the two detectors with indices da = 
j – k and db = k. Due to the curvature of the ring, each
parallel projection j is sampled non-uniformly in the
radial variable, with a sampling distance Δs � 2πRd/Nd

near the center of the FOV (i.e. for s � 0). The radial
samples of two adjacent parallel projections j and j +1
are shifted by approximately Δs/2, as can be seen by
shifting only one end of a LOR (Fig. 4.2).

For practical and historical reasons, it is customary
in PET to reorganize the data on a rectangular 
sampling grid

(5)s k s k N N
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Figure 4.1. Schematic representation of a ring scanner. A tube of response
between two detectors da and db is represented in grey with the correspond-
ing LOR, which connects the center of the front face of the two detectors.
The sinogram variables s and φ define the location and orientation of the
LOR. 
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Figure 4.2. Representation of the sinogram sampling for a ring scanner
with 20 detectors. The interleaved pattern provided by the LORs connect-
ing detector pairs is shown by +’s. Note the decrease of the radial sam-
pling distance at large values of s, which is exaggerated here because the
plot extends to 90% of the ring radius. PET acquisition systems reorganize
these data into the rectangular sampling pattern (see equation (5)) shown
by ×’s. 
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2 In 2D, the x-ray transform coincides with the Radon transform, see [2].
3 If the depth of interaction is not measured, an effective value of Rd is used that accounts for the mean penetration of the 511 keV
gamma rays into the crystal.



with Δφ = 2π/Nd, Nφ = Nd/2, and a uniform radial sam-
pling interval Δs = Rdπ/Nd equal to half the spacing
between adjacent detectors in the ring. The parallel-
beam sampling defined by Eq. (5) will be used in the rest
of the chapter. In this scheme the line defined by a
sample (j, k) no longer coincides with a measured LOR
connecting two detectors. The reorganization into paral-
lel-beam data therefore requires an interpolation
(usually linear interpolation) to redistribute the counts
on the rectangular sampling grid (Eq. (5)). This interpo-
lation entails a loss of resolution, which is usually negli-
gible owing to the relatively low SNR in PET(4). In
addition, the geometry of some scanners is not circular,
but hexagonal or octagonal. Resampling is then needed
anyway if standard analytic algorithms are to be used.

When the average number of detected coincidences
per sinogram sample is small, undersampling is often
applied to reduce the storage and computing require-
ments. Angular undersampling (increasing Δφ) is
called transaxial mashing in the PET jargon. The
mashing factor defined by m = ΔφNd/(2π) is usually an
integer so that undersampling simply amounts to
summing groups of m consecutive rows (j’s) in the
sinogram. Angular undersampling results in a loss of
resolution, which is smallest at the center of the FOV
and maximum at its edge. Therefore, the maximum
allowed mashing factor depends not only on the SNR
but also on the radius RF of the reconstructed FOV: for
a fixed SNR, we can allow more mashing for a brain
scan than for a whole-body study. Radial undersam-
pling (increasing Δs) tends to generate more severe ar-
tifacts, and is rarely used. A rule of thumb to match the
radial and angular sampling is the relation Δφ � Δs/RF,
which is derived using Shannon’s sampling theory [2].

Multi-slice 2D Data

So far we have discussed data sampling for a single
ring scanner located in the plane z = z0. Multi-ring
scanners are stacks of NR rings of detectors spaced
axially by Δz and indexed as r = 0, · · ·, NR – 1 [3]. The
coincidences between two detectors belonging to the
same ring r are organized in a direct sinogram p(s, φ, z
= rΔz) as described in the previous section. This is the
sinogram of the function f(x, y, z = rΔz) (Fig. 4.3).
Multi-ring scanners also collect coincidences between
detectors located in a few adjacent rings, i.e. between
one detector in some ring r and another detector in
one of the rings r + d, with d = –d2D,max, · · · , d2D,max. The

LORs connecting such detector pairs are not trans-
axial, but the maximum ring difference d2D,max is chosen
to be small enough (typically 5) that the angle between
these oblique LORs and the transaxial planes 
(δθ � d2D,max Δz/(2Rd)) can be neglected(5).

Consider first the LORs between detectors in adja-
cent rings r and r + 1. These data are assembled in a 2D
sinogram p(s, φ, z = (r +1/2)Δz) and used to recon-
struct a transaxial slice that is approximated as lying
midway, axially, between the two detector rings. Each
sample in this cross-plane sinogram is the average of
two LORs: on the one hand the LOR connecting a de-
tector da in ring r to a detector db in ring r + 1, and on
the other hand the LOR connecting detectors da in ring
r + 1 and db in ring r. Indeed, these two LORs coincide
if we neglect the small angles ±δθ they form with the
transaxial plane. One effect of the introduction of the
cross-plane sinograms is to increase the sampling rate
in the axial direction so that instead of reconstructing
Nr image planes of thickness Δz, we end up with 2Nr – 1
image planes separated by Δz/2.

More generally, the LORs between rings r – j and 
r + j, with j = 0, 1, 2, .. ≤ d2D,max/2 are added to form the
direct sinogram of slice z = rΔz, and the LORs between
rings r – j + 1 and r + j, with j = 0, 1, 2, .. ≤ (d2D,max +
1)/2 are added to form the cross-plane sinogram of
slice z = (r + 1/2)Δz. There are an odd number of ring
pairs contributing to the direct plane sinograms and
an even number of ring pairs contributing to the cross-
plane sinograms (Fig. 4.3). For small values of d2D,max,
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Fiigguurree  4..33.. Longitudinal view of a multi-ring scanner with Nr = 8 rings, op-
erated in 2D mode, illustrating the formation of sinograms for two transaxial
slices (in grey), with d2D,max = 2. The sinogram for the cross slice at 
z = 13�z/2 (top) is obtained by averaging the coincidences between two
rings pairs (ra, rb) = (6, 7) and (7, 6). The sinogram for the direct slice at z =
8�z/2 (bottom) is obtained by averaging the coincidences between three
rings pairs (ra, rb) = (3, 5), (5, 3) and (4, 4). 
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4 Parallel-beam resampling is used by some CT scanners despite more severe requirements in terms of spatial resolution.
5 For d = ±1 this approximation is of the same order as when resampling the sinogram to parallel beam.



there is thus a significant difference in the number of
LORs contributing to the different types of sinograms,
and therefore also a difference in the corresponding
SNRs (see also figure 3.9). As d2D,max increases, the SNR
of both types of sinograms increases and the differ-
ences diminish; however, there is a degradation in the
image resolution as we will see later in the single-slice
rebinning algorithm. In practice, the value of d2D,max is
chosen to balance these trade-offs, with typical values
ranging from 3 to 11.

Analytic 2D Reconstruction

Properties of the X-ray Transform

In this section, we solve the inverse 2D x-ray transform.
A closed-form solution of the integral equation, Eq. (3)
is first derived assuming a continuous sampling of the
sinogram variables over (s, φ) ∈ [–RF,RF ] × [0, π]. An
approximation to this exact solution will then be written
in terms of the discrete data samples (defined by 
Eq. (5)), leading to the standard filtered-backprojection
algorithm (FBP). We refer for this section to the com-
prehensive books by Natterer [2, 4], Kak and Slaney [5],
Barrett and Swindell [6], and Barrett and Myers [7].

First, two properties of Eq. (3) should be stressed:

• The problem is invariant for translations in the sense
that the x-ray transform of a translated image ft(x, y)
= f(x – tx, y – ty) is (Xft)(s, φ) = (Xf)(s – tx cos φ – ty sin
φ, φ). Translating the image simply shifts each sino-
gram row.

• The problem is invariant for rotations in the sense
that the x-ray transform of a rotated image fθ(x, y) =
f(x cos θ – y sin θ, x sin θ + y cos θ) is (Xfθ)(s, φ) =
(Xf)(s, φ + θ).

These two invariances, and also the algorithms de-
scribed in the next sections, are valid only when the
scanner measures all line integrals crossing the
support of the image (the disc of radius RF), so that the
sinogram is sampled over the complete range (s, φ) ∈
[– RF, RF] × [0, π]. When this condition is not satisfied,
the problem is called an incomplete data problem
(among many references, see [2] Ch. VI, [4, 8, 9]). This
happens in particular with hexagonal or octagonal
scanners such as the Siemens/CPS HHRT, where the
gaps between adjacent flat panel detectors cause un-
measured diagonal bands in the sinogram [10]. Before
applying the FBP algorithm presented below, the in-
completely measured sinograms must first be com-

pleted by estimating the missing LOR data. When the
gaps in the sinogram are not too wide, simple interpo-
lation can be used, but more sophisticated techniques
have been proposed [11, 12]. An alternative is to apply
iterative reconstruction techniques, which are less sen-
sitive to the specific geometry. We note, however, that
the use of iterative methods does not provide a solu-
tion for the missing data problem. Rather it simplifies
the introduction of prior knowledge which can par-
tially compensate for the missing data.

The Cornerstone of Tomographic
Reconstruction: The Central Section
Theorem

Tomographic reconstruction relies on Fourier analysis.
Recall that the Fourier transform of a function f(x, y) is
defined by

(6)

and is inverted by changing the sign of the argument of
the complex exponential

(7)

We use νx and νy to denote the frequencies associated
to x and y respectively, and denote the Fourier trans-
form of a function, e.g., f, by the corresponding upper
case character, e.g., F. These definitions are extended in
the obvious way to N dimensions.

A key property of the Fourier transform is the convo-
lution theorem, which states that the Fourier transform
of the convolution of two functions f and h,

is the product of their Fourier transforms:

In signal- or image-processing terms, convolving f with
h amounts to filtering f with a shift-invariant (i.e. in-
variant for translations) point spread function h. The
convolution theorem simplifies convolution by reduc-
ing it to a product in frequency space. In general, the
Fourier transform is useful for all problems that are in-
variant for translation, and therefore also for tomo-
graphic reconstruction as will now be shown.

The central section theorem, also called the projection
slice theorem, states that the 1D Fourier transform of the
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x-ray transform Xf with respect to the radial variable s is
related to the 2D Fourier transform of the image f by

where

and ν is the frequency associated to the radial variable s.
This theorem is easily proven by replacing the x-ray

transform p(s, φ) = (Xf)(s, φ) in the right hand side of
Eq. (11) by its definition (Eq. (3)) as a line integral of f.
Thus the 1D Fourier transform of a parallel projection
of an image f at an angle φ determines the 2D Fourier
transform of that image along the radial line in fre-
quency plane (νx, νy) that forms an angle φ with the νx

axis. The implication for reconstruction is the follow-
ing: if we measure all projections φ ∈ [0, π], the radial
line sweeps over the whole frequency plane and
thereby allows the recovery of F(νx, νy) for all frequen-
cies (νx, νy) ∈ �2. The image f can then be recon-
structed by inverse 2D Fourier transform (Eq. (7)).

The discrete implementation of the inversion
formula combining Eqs. (11), (10) and (7) is referred to
as the direct Fourier reconstruction. This algorithm is
numerically efficient because the discretized 2D
Fourier transform (Eq. (7)) can be calculated with the
FFT algorithm. The 2D FFT requires as input the values

of F on a square grid (νx = kΔ, νy = lΔ), (k, l) ∈ Z2,
which does not coincide with the polar grid of samples
provided by the data (see the right hand side of Eq. 10).
Direct Fourier reconstruction therefore involves a 2D
interpolation to map the polar grid onto the square
grid. This interpolation is often based on gridding
techniques similar to those used for magnetic reso-
nance imaging [13, 14, 15].

The Filtered Backprojection Algorithm

The FBP algorithm is the standard algorithm of tomog-
raphy. It is equivalent to the direct Fourier reconstruc-
tion in the limit of continuous sampling, but its
discrete implementation differs.

The FBP inversion explicitly combines Eqs. (11), (10)
and (7). Straight-forward manipulations involving
changing from Cartesian (νx, νy) to polar (ν, φ) coordi-
nates lead to a two-step inversion formula (Fig. 4.4):

where the filtered projections are

p s ds p s h s sF
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X

X*X*
*h(s)

f(x,y) p(s,φ)

pF(s,φ)

x0 cosφ + y0 sinφ =s

(x0, y0)

+

Figure 44.4. Illustration of 2D filtered backprojection. The
top row shows a brain section and its sinogram p = Xf. The
backprojection X*p of the sinogram (bottom right) is the 2D
convolution of f with the point spread function 1/√(x2 + y2)
and illustrates the blurring effect of line integration. The
filtered sinogram pF obtained by 1D convolution with the
ramp filter kernel has enhanced high frequencies, and
when backprojected, yields the original image f, up to noise
and discretization errors. 



and the ramp filter kernel is defined as

Three remarks are in order.

(i) The operator X* mapping pF onto f in Eq. (12) is
called the backprojection and is the dual of the x-
ray transform. Geometrically, (X*pF )(x, y) is the
sum of the filtered data pF for all lines that contain
the point (x, y).

(ii) The convolution (Eq. (13)) can be expressed using
the convolution theorem as PF (ν, φ) = |ν| P(ν, φ).

(iii) The integral (Eq. (14)) defines the kernel h as the
inverse 1D Fourier transform of the ramp filter
function |ν|. This integral does not converge in the
usual sense, and h is only defined as a generalized
function (see chapter 2 in [7]).

Discrete Implementation of the FBP

The discrete implementation of Eqs. (12) and (13)
using the measured samples of p(s, φ) described in the
section on sinogram data and sampling, above 
(Eq. (5)), involves four approximations:

(i) The approximation of the kernel h(s) by an
apodized kernel

(15)

where w(ν) is a low-pass filter which suppresses
the high spatial frequencies, and will be discussed
later in the section on the ill-posedness of the
inverse X-ray transform.

(ii) The approximation of the convolution integral by
a discrete quadrature. Usually standard trape-
zoidal quadrature is used:

(16)

The calculation of this discrete convolution can be
accelerated using the discrete Fourier transform
(FFT) (see [16] section 13.1). In this case, some
care is needed when defining the discrete filter: to
avoid bias, this filter must be calculated as the FFT
of the sampled convolution kernel hw(kΔs), k = 0,
±1, ±2, …, and not by simply sampling the contin-
uous filter function |ν|w(ν).

(iii) The approximation of the backprojection by a dis-
crete quadrature

(17)

for a set of image points (x, y) (usually a square
pixel grid)(6).

(iv) The estimation of pF (s = x cos φj + y sin φj, φj) in
Eq. (17) from the available samples pF (kΔs, φj).
This is usually done using linear interpolation:

(18)

where k is the integer index such that kΔs ≤ s < (k
+ 1)Δs. Instead of linear interpolation some imple-
mentations apply a faster nearest-neighbor inter-
polation to filtered projections which have first
been linearly interpolated on a finer grid (typically
sampled at a rate Δs/4).

Remarkably, most FBP implementations only use
simple tools of numerical analysis, such as linear in-
terpolation and trapezoidal quadrature, despite many
attempts to demonstrate the benefits of more sophisti-
cated techniques.

The Ill-posedness of the Inverse X-ray
Transform

Like many problems in applied physics, the inversion
of the x-ray transform is an ill-posed problem: the solu-
tion f defined by Eqs. (11), (10) and (7) does not
depend continuously on the data p(s, φ). Concretely,
this means that an arbitrarily small perturbation of p
due to measurement noise can cause an arbitrarily
large error on the reconstructed image f. We refer to
Bertero and Boccacci [20] and Barrett and Myers [7]
for an introduction to the concept of ill-posedness and
its implication in tomography. Intuitively, ill-posedness
can be understood by noting that the ramp filter |ν|
amplifies the high frequencies during the filtering step
P(ν, φ) → PF (ν, φ) = |ν|P(ν, φ). The power spectrum of
a typical image decreases rapidly with increasing fre-
quencies, whereas the noise power spectrum decreases
in general slowly(7). Consider a hypothetical perturba-
tion of the data p(s, φ) → p(s, φ) + cos(2πν0s)/√ν0 for
some νo > 0. This perturbation becomes arbitrarily
small when ν0 tends to ∞, but the corresponding
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6 Alternative and faster implementations of the backprojection have been proposed [17, 18, 19].
7 In the so-called white noise limit, the noise power spectrum is constant.



perturbation of the filtered projection is easily seen to
be pF (s, φ) → pF (s, φ) + √ν0 cos(2πν0s) and is arbitrar-
ily large for large ν0. This artificial example illustrates
the fact that the ill-posedness of the inverse x-ray
transform (and of most inverse problems) arises from
high-frequency perturbations.

This discussion suggests that the reconstruction can
be stabilized by filtering out the high frequencies. This
is achieved by introducing a low-pass apodizing
window w(ν) as in Eq. (15). A window frequently used
in tomography is the Hamming window

(19)

where νc is some cut-off frequency. The rectangular
window

(20)

results in a better spatial resolution, but introduces
ringing artifacts near sharp boundaries. Figure 4.5 il-
lustrates the apodized window and the convolution

kernel hw(s). The choice of the cut-off frequency must
take two factors into account:

• Given the radial sampling distance Δs in the sino-
gram, Shannon’s sampling theory states that the
maximum frequency that can be recovered without
aliasing is 1/2Δs. The cut-off frequency is therefore
constrained by νc ≤ 1/2Δs.

• As we have seen, stabilization requires suppressing
high frequencies. Therefore, lower values of νc are
selected when the signal-to-noise ratio (i.e. the
number of detected coincidences) is low.

The stability of the discrete FBP can be analyzed as-
suming a Poisson distribution for the measurement
noise. Consider the reconstruction of a disc of radius R
containing a uniform tracer distribution, from 2D PET
data comprising Nevents coincident events. Neglecting
attenuation, scatter and random, the relative variance
of the reconstructed image at the center of the disc can
be shown [21] to be
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Figure 4.5. The convolution kernels corresponding to the rectangular window in equation (20) (top), and to the Hamming window (19) (bottom) are shown
with arbitrary vertical scales. The smaller width of the central lobe of hrec(s) results in higher spatial resolution in the reconstruction, while the larger side lobes,
compared to hham(s) indicate a higher sensitivity to noise. A transaxial slice of an FDG brain scan reconstructed using FBP with these two windows is shown on
the right. 
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where Δs is the radial sampling and a rectangular
window with νc = 1/2Δs has been used. This result
means that the number of detected events, hence the
scanner sensitivity, should be multiplied by a factor
of 8 when the spatial resolution Δs is halved. This is
to be compared with the factor 4 increase that
suffices in the absence of tomographic reconstruc-
tion, e.g. if perfect time-of-flight information is avail-
able, or if f is obtained from planar scintigraphy as in
single photon imaging. The supplementary factor of
2 reflects the ill-posed character of the inverse x-ray
transform. For a multi-slice 2D reconstruction, an ad-
ditional factor of 2 must be included if the axial reso-
lution is also halved, leading to a 16 fold increase of
the number of counts when the isotropic resolution is
halved. When an improvement in detector resolution
is not matched by an increase in sensitivity, a cut-off
frequency νc smaller than the Nyquist frequency
1/2Δs must be used to limit noise. In such a case, the
improvement in detector resolution is not fully trans-
lated in the reconstructed image resolution. The im-
provement nevertheless remains beneficial because
the modulation transfer function is enlarged at the
lower frequencies |ν| ≤ νc, allowing better recovery
coefficients for small structures.

Iterative Reconstruction

This section introduces the major concepts of the it-
erative reconstruction algorithms, which play an in-
creasingly important role in clinical PET. These
algorithms rely on a discrete representation of both
the data and the reconstructed image, in contrast
with the analytic algorithms, which are derived as-
suming a continuous data sampling and introduce
the discrete character of the data a posteriori. We
begin this section with a general discussion of the in-
gredients of an iterative algorithm: the data model,
the image model, the objective function, and the opti-
mization algorithm. We refer to [22, 23] for more
details. The various possible choices for each of these
ingredients explains the wide variety of iterative al-
gorithms in the literature. One specific algorithm will
be described in detail in the section on ML-EM and
OSEM (below).

One of the strengths of iterative algorithms is that
they are largely independent of the acquisition geome-
try. Therefore, the concepts presented below apply
equally to 2D and to 3D PET data.

The General Ingredients of Iterative
Reconstruction Algorithms: Data Model

The data are represented using Eq. (1). To simplify no-
tations, a single index j is used to denote the detector
pair (da, db), and the mean number of events detected
for one LOR is then rewritten as

(22)

Any linear physical effect can be modeled in the sensi-
tivity function Ψj : attenuation and scatter (assuming a
known density map), gaps in the detectors, non-uniform
resolution of the detectors, etc. The accuracy of the
physical model ultimately determines the accuracy of
the reconstruction. Nevertheless, approximate models
are often used to limit the computational burden, and
these approximations are justified for low-count studies
where image quality is primarily limited by noise. Many
approaches can be found, ranging from a simple line in-
tegral model (as for FBP) up to a highly accurate model
required for high SNR studies with small-animal scan-
ners. A clever exploitation of the symmetries of the
scanner and the use of lookup tables, as described in Qi
et al. [24], allows the computational costs of such a
complex modeling to be kept to a reasonable level.

Eq. (22) represents the mean value of the data. The
statistical distribution of each LOR data pj around its
mean value < pj > must also be modeled. An inaccu-
rate statistical model results not only in a sub-optimal
variance, but also in a bias. Usually, the “raw data” pj are
counted numbers of detected photon pairs and are dis-
tributed as independent Poisson variables. The likeli-
hood function then has the form

(23)

Due to the various forms of data pre-processing, the
actual distribution of the data presented to the algo-
rithm often deviates from the Poisson model. If the
number of counts per bin is high enough, the distribu-
tion is approximately Gaussian

(24)

and the variance σ 2
j of each LOR can be estimated

knowing the data pre-processing steps. A more general
Gaussian model with a non-diagonal covariance
matrix may be needed if the pre-processing introduces
correlations between LORs.

  

Pr{
 

exp(
r
p f

p p

j

j j

jj

N LOR

| }
( )

)= −
− 〈 〉

∏
=

1

2 2

2

21 π σ σ

Pr{ exp(
r
p f p p pj j

j

N
p

j

LOR
j| } ) / != −〈 〉 〈∏ 〉

=1

〈 〉 = 〈 〉 = =∫
r r r r

Kp p drf r r j Nj j LOR
FOV

{ ( ) ( ), , , }τ Ψ 1

Image Reconstruction Algorithms in PET 71



Another variant has been proposed to model data
pre-corrected for random coincidences(8). When this is
done by subtracting delayed coincidences, the sub-
tracted data (the “prompts” minus the “delayed”) are
no longer Poisson variables. An approximate model,
the shifted Poisson model, for the distribution of such
pre-corrected data has been proposed in [25, 26].

We conclude this section on data modeling with a
few words on the reconstruction of transmission data
acquired with monoenergetic photons of energy E.
Typically, E = 511 keV if a positron source such as
68Ge/68Ga is used or E = 662 keV for a 137Cs single
photon source. These data are also distributed as
Poisson variables but with mean values

(25)

instead of Eq. (22). Here, p0
j is the mean number of co-

incident events in the reference (blank) scan, Ψtr
j is the

sensitivity function for the transmission data, and μ(r�,
E) is the attenuation coefficient to be reconstructed.
The difference between this model and Eq. (22) shows
that specific iterative algorithms are needed for trans-
mission data [27, 28, 29, 30]. An alternative is to apply
algorithms developed for emission data to the loga-
rithm log(p0

j / pj), but this approach introduces
significant biases because the logarithm of the data is
not a Poisson variable any more. Examples of these
biases are given in [31].

The Image Model: Basis Functions and
Prior Distribution

Iterative algorithms model the image as a linear combi-
nation of basis functions 

Most algorithms use contiguous and non-overlapping
pixel basis functions, which partition the field of view:

with i = (ix, iy) and the center of the ith pixel is 
(xi = ixΔx, yi = iyΔx). The pixel size is Δx = Δs/Z, where
Z is the zoom factor.

The pixel basis function is not band-limited: its
Fourier transform (F bi)(νx,νy) decreases slowly at
large frequencies due to the discontinuity at the
boundary of the pixel. This property is at odds with the
fact that the frequencies larger than νc = 1/2Δs cannot
be recovered from sampled data (see The Ill-posedness
of the Inverse X-ray Transform, above). An alternative
proposed by Lewitt [32] consists of using smooth 
basis functions which are essentially band-limited.
Significant improvements in image quality have been
demonstrated using truncated Kaiser–Bessel functions,
dubbed blobs [33]. These radially symmetrical basis
functions have a compact support, but they do overlap,
which increases the processing time unless the spacing
and size of the basis functions are carefully chosen. At
the time of writing, most iterative algorithms are still
based on discontinuous basis functions, but at least one
clinical scanner implements blobs.

In principle, the choice of the basis functions deter-
mines the image model and reduces image reconstruc-
tion to the estimation of a vector {fi, i = 1, · · · , P},
usually with the constraint fi ≥ 0. The constraint im-
plicit in this discrete representation(9) helps to stabilize
the reconstruction, but may be insufficient. In such a
case, a small perturbation of the data vector p� still
causes an unacceptably large perturbation of the re-
construction f�. The set of admissible images must then
be further restricted. Several techniques can be used
for this purpose, we focus here on the popular
Bayesian scheme (see, for example, [34, 35, 7]).

In the Bayesian scheme, regularization is achieved
by considering the image as a random vector with a
prescribed probability distribution Pr(f�). This distrib-
ution is called the prior distribution (or simply “the
prior”). Typically, the prior enforces smoothness by as-
signing a low probability to images having large dif-
ferences |fix, iy

– fix ± 1, iy ± 1| between neighboring pixels.
One says that large differences between neighboring
pixels are penalized by the prior. In practice, priors are
defined empirically because the clinically relevant
prior information is usually too complex to be ex-
pressed mathematically. We will see in the section on
the cost function (below) how the prior is incorporated
in the reconstruction.

Priors based on a Gaussian distribution with a
uniform (i.e. shift-invariant) covariance are in essence
equivalent to the linear smoothness constraint intro-
duced in the FBP algorithm by low pass windows w(ν)
discussed earlier. More sophisticated priors can
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8 In contrast with the randoms, the contribution of scattered coincidences is linearly related to true coincidences and hence can in
principle be included in the model Ψj(r�).However, the scatter background is more often subtracted from the data prior to recon-
struction for the sake of numerical efficiency. See chapter 5.
9 Mathematically we constrain f(x, y) to belong to the P-th dimensional space of functions spanned by the bi.



improve image quality, especially sharpness, in specific
situations and for specific tasks, but may introduce
subtle nonlinear biases and noise correlations.

An attractive class of prior distributions exploits a
registered anatomic, MR or CT, image of the patient [36,
37, 38, 39, 40]. This image defines likely boundaries
between regions in which uniform tracer concentration
is expected. These boundaries can be incorporated in a
prior that enforces smoothness only between pixels be-
longing to the same anatomical region. Despite promis-
ing results, that approach still needs further validation
and comparison with the alternative approach in which
the MR or CT prior information is exploited visually
using, for example, image fusion techniques.

Let us finally stress that the 2D or 3D nature of the
image model is independent of the fact that the data are
acquired in 2D or 3D mode. Indeed, true 3D image
models based, for example, on 3D blobs and on 3D
smoothness constraints are useful even when the data
are collected independently for each slice (or rebinned,
see section on 3D analytic reconstruction by rebinning
(below)) [41]. For dynamic or gated PET studies, mixed
basis functions depending on both the time and the
spatial coordinates can be defined to model the ex-
pected behavior of the tracer kinetics [42, 43].

The System Matrix

We can now summarize the assumptions in the two
previous sections. Putting the image model (Eq. (26))
into the data model (Eq. (22)) reduces the problem to a
set of linear equations:

(28)

where the elements of the system matrix are

A line integral model including only attenuation cor-
rection and normalization generates a sparse system
matrix a with elements simple enough to be calculated
on the fly. More accurate models that include scatter
lead to densely populated matrices, which are complex
to calculate. A practical algorithm then requires a com-
promise between accuracy, required storage, and
speed. A useful approach is to factor a as a product of

matrices, each of which models a specific aspect of the
data acquisition [24].

A direct inversion of the linear system (Eq. (28))
with the < pj > replaced by the measured data pj is im-
practical for two reasons:

• The discrete system is ill-conditioned: the condition
number of a is large(10). Consequently, the solution(11)

of Eq. (28) is unstable for small perturbations 
pj– < pj > of the data. Ill-conditioning is the discrete
equivalent of the ill-posedness of the inverse x-ray
transform discussed in the section on the ill-
posedness of the inverse X-ray transform (above).

• Numerically, the inversion of matrix a is hindered by
its very large size (typically P = 106 unknowns and
NLOR � 106 up to NLOR � 109 in 3D PET).

The first problem is solved by incorporating prior
knowledge in a cost function. The second, numerical
problem, is solved by optimizing the cost function by
successive approximations.

The Cost Function

The key ingredient of an iterative algorithm is a cost
function Q(f� = (f1, · · ·, fp), p�), which depends on the
unknown image coefficients and on the measured data.
Q(f�, p�) is also called the objective function. The recon-
structed image estimate f* is defined as one that maxi-
mizes Q:

(30)

with usually the constraint fj ≥ 0. The role of the cost
function is to enforce (i) a good fit with the data, i.e.,
Eq. (28) should be approximately satisfied, (ii) the prior
conditions on the image model.

In the Bayesian framework, the cost function is the
posterior probability distribution

(31)

The first factor in the numerator of the right hand side
is the data likelihood (given, for example, by the
Poisson model (Eq. (23)), and the second factor is the
prior probability discussed above in the section on 
the image model. The denominator is independent of f�
and can be dropped. Maximizing the posterior proba-
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10 The condition number of a matrix is the ratio between its largest and smallest singular values.
11 Or the generalized Moore–Penrose solution if a is singular or p� ∉ range a, see [20].



bility is equivalent to maximizing its logarithm, and
the cost function becomes

The first term penalizes images which do not well fit
the data, whereas the second one stabilizes the inver-
sion by penalizing images which are deemed a priori
“unlikely”. An image maximizing Q(f�, p�) is called a
maximum a posteriori (MAP) estimator. When the 
log-likelihood is Gaussian (Eq. (24)), the first term in
Eq. (32) is a quadratic function and the algorithm max-
imizing Q(f�, p�) is called a penalized weighted least-
square method [44, 45].

Ideally, the maximum of Q should be unique.
Uniqueness is guaranteed when the cost function is
convex, i.e., when the Hessian matrix

is negative definite for all feasible f�. Non-convex cost
functions may still have an unique global maximum,
but they can also have local maxima, which complicate
the optimization.

Optimization Algorithms

The cost function (assuming it has an unique global
maximum) defines the looked-for estimate f�* of the
tracer distribution. To actually calculate f�*, an opti-
mization algorithm is needed. Such an algorithm is a
prescription to produce a sequence of image estimates
f�n, n = 0, 1, 2, · · ·, which should converge asymptoti-
cally to the solution:

Asymptotic convergence is not the only requirement:
the optimization algorithm should be stable, efficient
numerically, and ensure fast convergence indepen-
dently of the choice of the starting image f�0. A further
property is that of monotonic convergence, which
guarantees that Q(f�n+1, p�) ≥ Q(f�n, p�) at each iteration.
Though not strictly needed, monotonic convergence is
useful in practice and is often the key property used to
prove asymptotic convergence.

In principle, the choice of the optimization algorithm
should not influence the solution, which is defined by
Eq. (30). In practice, however, the image that will be
used is produced by a necessarily finite number of iter-
ations and thereby does depend on the algorithm.

When the cost function is differentiable and a non-
negative solution is required, the solution f�* must
satisfy the Karush–Kuhn–Tucker conditions:

where the gradient of the cost function is the vector
with components

When positivity is not enforced, the Karush–
Kuhn–Tucker condition reduces to the first line of Eq.
(35). If in addition the cost function is quadratic (e.g.,
with a Gaussian log-likelihood), optimization reduces
to a set of P linear equations in P unknowns. With a
Gaussian likelihood without prior, these equations are
the so-called normal equations corresponding to Eq. 28
[7, 20].

There is a considerable literature on optimization,
and even within the field of tomography a wide
variety of methods have been proposed. A detailed
overview (see [7, 16, 22, 46]) is beyond the scope of
this chapter, but it may be useful to briefly list a few
basic tools that can be used to develop iterative
methods. The major difficulty is that the system of
equations (Eq. (35)) is large, strongly coupled, and
often non-linear. Many algorithms are based on the
replacement at each iteration of the original
optimization problem (Eq. (30)) by an alternative
problem which is easier to solve because

• it has a much smaller dimensionality, and/or
• the modified cost function is quadratic in its un-

knowns, or even better separable in the sense that its
gradient is a sum of functions each depending on a
single unknown parameter fj .

Standard examples include:

(i) Gradient-based methods. The prototype is the
steepest-ascent method, which reduces the
problem to a one-dimensional optimization along
the direction defined by the gradient. The nth itera-
tion is defined by:

(37)

The step length αn maximizes the cost function
along the gradient direction, taking into account
possible constraints such as positivity.
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(ii) Methods using subsets of the image vector. Only a
subset of the components of the unknown image
vector (i.e., a subset of voxels) is allowed to vary at
each iteration, while the value of the other compo-
nents is kept constant. A different subset of voxels
is allowed to vary at each iteration. In the coordi-
nate ascent algorithm, a single voxel is varied at
each iteration, according to:

where J(n) defines the order in which voxels are ac-
cessed in successive iterations, e.g., J(n) = n mod P.

(iii) Methods based on surrogate cost functions. The
original cost function Q(f�, p�) is replaced at each
step by a modified objective function Q̃(f�, f�n, p�)
that satisfies the following conditions [47]:
• Q̃(f�, f�n, p�) can easily be maximized with

respect to f�, e.g., it is quadratic or separable,
• Q̃(f�, f�, p�) = Q(f�, p�)
• Q̃(f�, f�n, p�) ≤ Q(f�, p�)

The two last conditions ensure that the next image
estimate

(39)

monotonically increases the value of the cost func-
tion: Q(f�n+1, p�) ≥ Q(f�n, p�). The ML-EM algorithm
(next section), the least-square ISRA algorithm
[48, 49], and Bayesian variants [50] can be derived
using surrogate functions.

(iv) Block-iterative methods use at each iteration only a
subset of the data. They are called row-action
methods when a single datum is used at each itera-
tion as in the ART algorithm. The OSEM method
(see next section) and its variants are also block-
iterative methods. While allowing significant accel-
eration of the optimization, these methods do not
guarantee a monotonic increase of the cost func-
tion. In addition, the iterated image estimates tend
asymptotically to cycle between S slightly different
solutions, where S is the number of subsets.
Appropriate under-relaxation can be used to alle-
viate the problem.

ML-EM and OSEM

The most widely used iterative algorithms in PET are
the ML-EM (maximum-likelihood expectation maxi-

mization) algorithm and its accelerated version
OSEM (Ordered Subset EM). The ML-EM method
was introduced by Dempster et al in 1977 [51] and
first applied to PET by Shepp and Vardi [52] and
Lange and Carsson [27]. The algorithm is akin to the
Richardson–Lucy algorithm developed for image
restoration in astronomy (see, for example, [20]). The
OSEM variation of the ML-EM algorithm, proposed
in 1994 by Hudson and Larkin was the first iterative
algorithm sufficiently fast for clinical applications.

The cost function in the ML-EM and OSEM algo-
rithms is the Poisson likelihood (Eq. (23)). Putting 
Eq. (28) into Eq. (23), taking the logarithm, and drop-
ping the terms that do not depend on the unknowns fi,
we get

If the matrix a is non-singular, this cost function is
convex and defines a unique image.

The EM iteration is a mapping of the current image
estimate f�n onto the next estimate f�n+1 :

Usually, the first estimate is a uniform distribution fi
1 = 1,

i = 1, …, P. The sum over i′ in the denominator of the
second factor in the right hand side is a forward pro-
jection and corresponds to Eq. (28): therefore the de-
nominator is the average value <pj

n> that would be
measured if f�n was the true image. The sum over j in
the numerator is a multiplication with the transposed
system matrix and represents the backprojection of the
ratio between the measured and estimated data.
Finally, the denominator in the first factor is equal to
the sensitivity of the scanner for pixel i.

The ML-EM iteration has several remarkable prop-
erties:

• The cost function increases monotonically at each it-
eration, Q(f�n+1, p�) ≥ Q(f�n, p�),

• The iterates f�n converge for n → ∞ to an image f�*

that maximizes the loglikelihood,
• All image estimates are non-negative if the first one is,
• The algorithm can easily be implemented with list-

mode data [53, 54, 55, 56] because the only LORs that
contribute to the backprojection sum over j in 
Eq. 41 are those for which at least one event has been
detected (pj ≥ 1).
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What about stability? The ML-EM cost function does
not include any prior. The algorithm converges there-
fore to the image that “best” fits the data (“best” in the
sense defined by the Poisson likelihood). But fitting too
closely the noisy data of an ill-conditioned problem
induces instabilities (Fig. 4.6). In practice, this instabil-
ity corrupts the image estimates f�n by high-frequency
“checkerboard-like” artifacts when the number of iter-
ations exceeds some threshold [57, 58].Various methods
can remedy this problem:

• Introduce a Bayesian prior term into the cost func-
tion (see [59] and references therein),

• apply a post-reconstruction filter, typically a 3D
Gaussian filter with a FWHM related to the spatial
resolution that is deemed achievable given the SNR,

• filter the data before applying the ML-EM algorithm,
• stop the algorithm after nmax steps, and use f�nmax as

solution estimate. Methods to automatically estimate
an appropriate number of iterations have been pro-
posed [60, 61] though all clinical implementations
determine nmax empirically.

The Ordered Subset Expectation Maximization algo-
rithm [62] is based on a simple modification of
Eq. (41), which has a significant impact on clinical PET
imaging by making iterative reconstruction practical.
The LOR data are partitioned in S disjoint subsets 
J1, · · · , JS � [1, · · ·,NLOR]. For 2D sinogram data (see 
Eq. (5)), one usually assigns the 1D parallel projections
m,m + S,m + 2S, · · · ,≤ Nφ to the subset Jm+1.

76 Positron Emission Tomography

Figure 4.6. 2D reconstruction of a mathematical phantom with the ML-EM algorithm (Nr = 128,Nφ = 256,Nx = Ny = 256). The Poisson log-likelihood (left scale)
and the square reconstruction error with regard to the reference image (right scale) are plotted versus the iteration number. The left plot is for ideal noise-free
data. For the right plot, pseudo-random Poisson noise has been added for a total of 400,000 coincidences. The cost function increases monotonically in contrast
with the error, which reaches a minimum around 10 iterations. The 13th and 64th image estimates obtained from noisy data are shown.



The ML-EM iteration (Eq. (41)) is then applied in-
corporating the data from one subset only. Each
subset is processed in a well-defined order, usually in
a periodic pattern where subset Jn mod S is used at 
iteration n(12):

Empirically, the convergence is accelerated by a factor
� S with respect to ML-EM. But the asymptotic con-
vergence to the maximum-likelihood estimator is no
longer guaranteed. In fact, OSEM tends to cycle
between S slightly different image estimates. To mini-
mize the adverse effects of this behavior it is recom-
mended to keep the number of 1D parallel
projections in each subset equal to at least 4. In addi-
tion, several authors suggest progressively decreasing
the number of subsets during iteration. Finally, we
only mention here the row action maximum likeli-
hood (RAMLA) algorithm [63] and the rescaled
block-iterative ML-EM algorithm [64]. These two al-
gorithms for maximum-likelihood estimation with a

Poisson distribution are closely related to OSEM, but
guarantee asymptotic convergence under certain
conditions.

Compared to FBP reconstructions, some qualitative
characteristics of images reconstructed from Poisson
data using ML-EM or OSEM are:

• Reduced streak artifacts
• A better SNR in regions of low tracer uptake, result-

ing in particular in a better visibility of the contours
of the body

• Some non-isotropy and non-uniformity of the
spatial resolution, especially when the range of
values of the attenuation correction factor is large, as
e.g. in the chest

• A slower convergence for regions of low tracer
uptake than for regions of high tracer uptake.

Figure 4.7 illustrates some of these properties.
Finally, some comments are in order about data cor-

rections prior to reconstruction with ML-EM or OSEM.
Physical effects such as detector efficiency variations,
attenuation, scattered and random coincidences, etc.,
must be accounted for to obtain quantitatively correct
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Figure 4.7. Comparison between the FBP and the OSEM reconstruction of a 2D FDG whole-body study, showing a frontal section. The algorithms used for the
reconstruction of the transmission scan and of the emission scan are FBP-FBP (left), OSEM-FBP (center), OSEM-OSEM (right).

12 In the OSEM jargon, such an iteration is called a sub-iteration, and an iteration denotes a set of S consecutive sub-iterations, cor-
responding to one pass through the whole data set.



images. With analytical algorithms such as FBP the
data are corrected before reconstruction to comply
with the line integral model. With the ML-EM algo-
rithm, on the contrary, pre-correction must be avoided
because it would destroy the Poisson character of the
data and thereby could bias the reconstruction. This
means that the ML-EM algorithm should be applied to
the raw data, and that all physical effects should be in-
cluded in the system matrix as described in the section
on the system matrix (above). A full modeling,
however, can be impractical when the system matrix is
too large to be pre-computed. A faster, approximate,
procedure consists of including only the most
significant effect – attenuation – in the system matrix.
Corrections for scattered and random coincidences can
be of the order of 50%, but are often less. Attenuation
correction, however, involves multiplication by factors
ranging from 5 to more than 100 ! The attenuation cor-
rection is multiplicative and can easily be incorporated
in the ML-EM iteration as shown by Hebert and Leahy
[65],

where the pj are the data corrected for all effects except
attenuation, αj is the pre-computed attenuation correc-
tion factor(13) for LOR j, and the system matrix a does
not include the effect of attenuation. This attenuation-
weighting (AW) of the ML-EM algorithm is easily
extended to the attenuation-weighted OSEM algorithm
(AW-OSEM). The AW-OSEM approach has been shown
to perform almost as well as algorithms that model all
physical effects, with only modest increases in compu-
tation time over OSEM applied to pre-corrected sino-
gram data [66].

The previous approach can also be applied to other
multiplicative corrections such as the normalization
for detector efficiency variations. For more complex,
e.g., non-linear, relations between the raw data pj and
the corrected data pc

j , an approximate statistical mod-
eling can be achieved by applying the ML-EM algo-
rithm to scaled data ps

j = βjpc
j, where βj = <pc

j>/var(pc
j) is

a low-variance (smoothed) estimate of the ratio
between the mean and the variance of the corrected
data. With this choice of βj the scaled data satisfy the
same relation <ps

j> � var(ps
j) as data obeying Poisson

statistics, and it is therefore reasonable to reconstruct

them using the ML-EM algorithm [30]. This yields the
following iteration:

In the case of the attenuation correction, pc
j = αjpj ,

and one easily checks that βj = 1/αj, and ps
j = pj, so that

Eqs. (44) and (43) coincide.
When the data are acquired in true mode as the dif-

ference between the prompt and delayed coincidences,
the shifted Poisson model (described earlier) leads to
the following modified ML-EM algorithm [26],

where the pj are the data corrected for random and
scatter (but not attenuation), αj and aj,i are as in equa-
tion (43), and r̄j and s̄j are low-variance estimates of the
random and scatter background in LOR j. The mean
random r̄j is generally estimated using variance reduc-
tion techniques or from the single photon data (see
sections Randoms Variance Reduction and Estimation
from Single Rates in next chapter). The mean scatter ¯
s̄j is estimated using a model based scatter model (see
section Simulation-based Scatter Correction in next
chapter).

Variance and resolution with 
non-linear reconstruction
algorithms

Predicting and controling the statistical properties and
the resolution of reconstructed PET images is of para-
mount importance for quantitative applications of PET
and for task oriented performance studies using nu-
merical observers. For clinical PET, a good awareness
of these properties helps minimizing the probability of
erroneous image interpretations.

Denote the “true” image by f�, the measured data
vector by p�, and the mean data by < p� >= Af�, where A
is the system matrix (see Eq. (28)). Consider any
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13 The ratio between the blank and transmission scans.



specific algorithm denoted by T (for example 100 ML-
EM iterations with a uniform initial image estimate).
The reconstruction is then f�* = T (p�), and the recon-
struction error is

f�* – f� = (T (p�) – < T (p�) >) + (< T (p�) > – f�) (46)

where < T (p�) > denotes the mean value of the recon-
structed image, which could be estimated by averaging
a large number of images reconstructed by applying the
algorithm T to statistically independent realizations of
the random data vector p�. The first term in the RHS of
Eq. (46) is the statistical error due to the fluctuations of
data p� around its mean value < p� >. The statistical error
is characterized by the covariance matrix

Vj,j′ = < (T (p�)j – < T (p�)j >) (T (p�)j′ – < T (p�)j′ >) >
j, j′ = 1, … , P (47)

the diagonal elements of which give the variance of
each reconstructed pixel value. The second term in the
RHS of Eq. (46) is the systematic error or bias: even the
mean value of the reconstructed image is not exact
because of sampling, apodization, finite number of
iterations, etc.

For a linear reconstruction algorithm the image co-
variance can easily be determined once we know the
statistical (e.g. Poisson) properties of the data. In addi-
tion, with a linear algorithm, the systematic error is
fully characterized by the point response defined as the
reconstruction of the mean data of a point source
located in a voxel j0 ∈ [1, … , P]. While the point re-
sponse depends in general on the position of the voxel
j0 relative to the scanner, it does not depend on the
strength of the point source, or on whether that source
is sitting or not over some background. This allows an
unambiguous definition of the resolution, using para-
meters such as the FWHM of the point response. For
the FBP algorithm, in particular, the statistical error
and the bias are determined by the apodized ramp
filter, and the trade-off between these two errors is well
understood (see the section Ill-posedness of the
Inverse X-ray Transform).

For non-linear algorithms such as ML-EM, the de-
rivation of analytical expressions for the covariance
matrix is complex. More importantly, the point re-
sponse becomes object dependent. To understand this
important point, consider any data set p�, measured e.g.
as a “normal” whole-body tracer distribution. Consider

also some additional point source Δf� located in voxel
j0: Δfj = δj,j0, and denote the corresponding mean con-
tribution to the data by Δp� = AΔf�. Then the non-lin-
earity of the algorithm T means that, in general,

A concrete consequence of this non-linearity can be ob-
served when the ML-EM algorithm is used with the
small number of iterations typical of clinical practice:
the reconstruction of a unit “point source” sitting on top
of a uniform background broadens when the strength of
the background is increased. Similarly, the anisotropy of
the attenuation correction factors for an elongated
object such as the chest at the level of the shoulders is
translated by ML-EM into an anisotropy of the point re-
sponse: if the point source is located in an ellipsoidal at-
tenuating medium with long axis along the x-axis, the
point response takes an ellipsoidal shape with long axis
along the y-axis. One should therefore interpret with
care results on the “reconstructed resolution of ML-EM”
obtained for isolated point or line sources. Similar ob-
servations hold for MAP or other non-linear algorithms.

A local infinitesimal point response function, de-
pending both on the data p� and on the position at voxel
j0, can be defined as the image

Approximate expressions and efficient numerical tech-
niques have been developed [67] to calculate this point
response, as well as methods to design a penalty term
log Pr{f�} in Eq. (32)14 that guarantee homogeneous res-
olution [68]. An alternative approach to improve the
homogeneity of the resolution consists in pursuing the
ML-EM iteration beyond the point where the image is
deemed acceptable, and in post-filtering this image
with an appropriate filter [69].

The image covariance (Eq. (47)) can be estimated
numerically by reconstructing a large number of
data sets simulated with statistically independent
pseudorandom noise realizations. An alternative for
maximum-likelihood algorithms is to calculate the
Fisher information matrix, the inverse of which is
related by the Cramer-Rao theorem to the covariance of
the ML estimator (see e.g. [7]). An approximate expres-
sion of the covariance, for the more relevant case where
ML-EM iteration is stopped well before convergence,
was derived in [57], and validated numerically in [58].

r r r r
r

rδ
ε

ε ∂
∂ε

p j
j

Pp p p
Af

f, ( ( )– ( ))
( )

( )
0

0
0

49= + = ∈
→

lim
1 T � T T

�

Image Reconstruction Algorithms in PET 79

14 This penalty depends on the data and can no longer be interpreted as a real Bayesian prior.The algorithm is then better referred to
as a penalized likelihood method.

T (p� + Δp�) ≠ T (p�) + T (Δp�) (48)



The major conclusion is that the variance of the ML-
EM reconstruction is roughly proportional to the
image itself, i.e.

Vj,j � C < fj >2 j = 1, … , P (50)

for some constant C depending on the object and on
the number of iterations. Thus, the ML-EM reconstruc-
tions have lower variance in regions of low tracer
uptake, thereby allowing good detectability in these
regions. This is in contrast with FBP reconstructions,
in which the noise arising from the high uptake regions
spreads more uniformly over the whole FOV, resulting
in particular in the well-known streak artefacts.

3D Data Organization

Two-dimensional Parallel Projections

We have seen in the previous section that 2D data ac-
quired with a ring scanner can be stored in a sinogram
p(s, φ). If the data are modeled as line integrals, as for
analytic algorithms, the sinogram is a set of 1D parallel
projections of f(x, y) for a set of orientations φ ∈ [0, π].
Similarly, the LORs measured by a volume PET scanner
can be grouped into sets of lines parallel to a direction
specified by a unit vector n� = (nx, ny, nz) = (–cos θ sin φ,
cos θ cos φ, sin θ) ∈ S2 where S2 denotes the unit
sphere. The angle θ is the angle between the LOR and
the transaxial plane, so that the data acquired in a 2D
acquisition therefore correspond to θ = 0. The set of
line integrals parallel to n� is a 2D parallel projection of
the tracer distribution:

where the position of the line is specified by the vector
s� ∈ n�⊥, which belongs to the projection plane n�⊥ orthog-
onal to n�.

Consider a cylindrical scanner with Nr rings of
radius Rd, extending axially over 0 ≤ z ≤ L, where L =
NrΔz. Assuming continuous sampling, this scanner
measures all LORs such that the line defined by (s�, n�)
has two intersections with the lateral surface of the
cylinder (these intersections are the positions of the
two detectors in coincidence). The set of measured ori-
entations is

with , where RF is the radius 

of the transaxial FOV. However, for each θ ≠ 0, not all
LORs parallel to n� and crossing the FOV of the scanner
are measured. That is, the parallel projection p(s�, n�) is
measured only for some subset of LORs s� ∈ M(n�) � n�⊥.
One says that this projection is truncated.

Two important properties of the 3D data can already
be stressed:

(i) 3D data are redundant since four variables are re-
quired to parameterize p(s�, n�) (two for the orienta-
tion n� and two for the vector s�) whereas the image
only depends on three variables (x, y, z).

(ii) 3D data are not invariant for translation as in the
2D case because the cylindrical detector has a finite
length and the measured projections are truncated.

The vector s� can be defined by its components (s, u) on
two orthonormal basis vectors in n�⊥.

The variable s coincides with the 2D radial sinogram
variable of Eq. (3). We will thus write p(s�, n�) = p(s, u, φ,
θ). The subset p(s, u, φ, 0) is the 2D sinogram of the
slice z = u.

The LORs measured by a PET scanner do not uni-
formly sample the variables (s, u, φ, θ), and therefore in-
terpolation is needed to reorganize the raw data into
parallel projections. This holds both for multi-ring
scanners and for scanners based on flat panel detectors.

Oblique Sinograms

Some analytic algorithms use an alternative parame-
terization of the parallel projections, where the vari-
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Figure 44.8. A transverse and a longitudinal view of a multi-ring scanner.
An LOR connecting a detector da in ring ra to a detector db in ring rb is shown,
with the four variables (s, φ, ζ, θ) used for the oblique sinogram parameteri-
zation. The particular LOR represented has φ = 0. 
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able u in Eq. (53) is replaced by the axial coordinate 
� = u/ cos θ, the average of the axial coordinates of the
two detectors in coincidence. One defines weighted
parallel projections

The domain of the variables is |s| ≤ RF, φ ∈ [0, π),

, and 

(Fig. 4.8). For each pair �, θ the 

function ps(., ., �, θ) is called an oblique sinogram by
analogy with Eq. (3). The similarity with the 2D format
makes this oblique sinogram format suited to the ana-
lytic rebinning algorithms, which reduce the 3D data to
2D data.

Consider now the discrete sampling of the oblique
sinograms. The measured LORs connecting detector da

in ring ra to detector db in ring rb corresponds to para-
meters (s, φ, �, θ) in Eq. (48), where s and φ are deter-
mined as in the 2D case (Eq. (4)), and the axial
variables are determined by

If the radius of the FOV is small, θ in Eq. (55) is ap-
proximately independent of s. With this approximation,
the coincidences between two rings ra and rb can be
used to build an oblique sinogram ps(., ., �, θ) with 
� = (ra + rb)Δz/2 and tan θ = (rb–ra)Δz/(2Rd).

To save storage and computation, some volume scan-
ners use axial angular undersampling by averaging sets
of sinograms with adjacent values of θ. The degree of
undersampling is characterized by an odd integer pa-
rameter S, called the span. The resulting sampling is
non-interleaved:

where zmin(iθ) = max(0, |iθ|S – S/2). Each sample 
(iθ, iz) is obtained by averaging data from all pairs of
rings such that

The sampling scheme is often illustrated on a 2D
diagram, the “Michelogram”, in which each grid point
represents one ring pair and each sampled oblique
sinogram (iθ, iz) is represented by a line segment con-
necting the contributing pairs ra, rb (Fig. 4.9). Just as for
the azimuthal undersampling (“mashing”, see end of
sinogram data and sampling section, above), a good
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Figure 4.9. A Michelogram for a 16-ring
scanner, illustrating the axial sampling with
a span S = 5 and a maximum ring difference
defined by imax = 2. Each grid point
corresponds to a ring pair, and each
diagonal line segment links the ring pairs (2
or 3 except at the edge of the FOV) that are
averaged to form one oblique sinogram.
The samples located outside the square
(dots) are the unmeasured oblique
sinograms needed to obtain a shift-
invariant response. In the 3DRP algorithm,
these missing sinograms are estimated by
forward-projecting an initial 2D
reconstruction of the direct segment 
iθ = 0. 
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choice of the span S depends both on the SNR and on
the radius of the FOV. Values between 3 (for high-sta-
tistics brain studies) and 9 (for low-count, whole-body
studies) are standard.

When the radius of the FOV is large, more accurate
interpolation is needed to reorganize the raw data into
parallel projections according to Eq. (55), but the sam-
pling pattern (Eq. (56)) can be kept.

3D Analytic Reconstruction by
Filtered-backprojection

The Central Section Theorem

The central section theorem (Eq. 10) can be general-
ized to 3D, and states that

where

is the 2D Fourier transform of a parallel projection and
F is the 3D Fourier transform of the image. Note that as
the integral in Eq. (59) is over the whole projection
plane n� , the central section theorem is only valid for
non-truncated parallel projections.

Geometrically, this theorem means that a projection
of direction n� allows the recovery of the Fourier trans-
form of the image on the central plane orthogonal to n�
in 3D frequency space. A corollary is that the image can
be reconstructed in a stable way from a set of non-
truncated projections n� ∈Ω � S2 if and only if the set
Ω has an intersection with any equatorial circle on the
unit sphere S2. This condition is due to Orlov [70]. The
equatorial band Ω(θmax) in Eq. (52) satisfies Orlov’s
condition for any θmax > 0.

The direct 3D Fourier reconstruction algorithm is a
direct implementation of Eq. (58) [71]. This technique
involves a complex interpolation in frequency space,
and has not so far been used in practice. However,
Matej [15] recently demonstrated a significant gain of
reconstruction time compared to the standard FBP.

3D Filtered Backprojection

Following the same lines as for the 2D FBP inversion,
Eq. (58) leads to a two-step inversion formula for a set

of non-truncated 2D projections with orientations n� ∈
Ω, where Ω is a subset of the unit sphere that satisfies
Orlov’s condition. The reconstructed image is a 3D
backprojection

which, as in 2D, is the sum of the filtered projections pF

for all lines containing the point r�. The filtered projec-
tions are given by

In this equation, the 2D convolution kernel hC(s�) is the
2D inverse Fourier transform of the filter function due
to Colsher [72]:

where δ is the Dirac delta function, and LΩ(ν�) is the arc
length of the intersection between Ω and the great
circle normal to ν� (Fig. 4.10). Orlov’s condition ensures
that LΩ(ν�) > 0. An expression of this filter in terms of
the variables νs, νu, φ, θ can be found in [72]. Like the
ramp filter, Colsher’s filter is proportional to the
modulus of the frequency. In contrast to the 2D case,
however, the filter depends on the angular part of the
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Figure 4.10. Each vector on the unit sphere S2 is the direction of one 2D
parallel projection p( , ). The set of directions Ω(θmax) measured by a 
cylindrical scanner (equation (52)) is shown as a grey subset. The Fourier 
transform F( ) can be recovered from any projection along the measured 
(thick line) segment of the great circle orthogonal to . The 
reciprocal I/LΩ of the length of this segment is the angular part of the
reconstruction filter. 
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frequency. Another specificity of 3D reconstruction,
due to the redundancy of the 3D data, is that the recon-
struction filter is not unique [73]. Colsher’s filter,
however, yields the reconstructed image with the
minimal variance under fairly general assumption on
the data statistics [74].

The discretization of the 3D FBP algorithm is based
as in 2D on replacing integrals by trapezoidal quadra-
tures and on linear interpolation in s� for the 3D
backprojection. The 3D backprojection is the most
time-consuming step in the algorithm and various
techniques have been proposed to accelerate this pro-
cedure (see [17] and references therein). The 2D convo-
lution is implemented in frequency space as:

where P(ν�, n�) is the 2D Fourier transform of the non-
truncated projection and w(ν�) is an apodizing window,
which plays the same stabilizing role as in 2D (see the
remark below Eq. (16) and reference [75] for details on
the discrete implementation using the 2D FFT).

The Reprojection Algorithm

The 3D FBP algorithm is valid only for non-truncated
parallel projections. In almost all PET studies, the
tracer distribution extends axially over the whole FOV
of the scanner, and the only non-truncated parallel
projections are those with θ = 0. For sampled data, the
equality θ = 0 is replaced by θ < θ0 for some small
maximum oblicity angle θ0, which corresponds typi-
cally to the maximum ring difference d2D,max incorpo-
rated in a 2D acquisition.

The standard analytic reconstruction algorithm for
volume PET scanners is the 3D reprojection algorithm
(3DRP) [76], which consists of four steps:

(i) Reconstruct a first image estimate f2D(r�) by apply-
ing the 2D FBP algorithm to the non-truncated
data subset θ < θ0.

(ii) Forward project f2D(r�) to estimate the unmeasured
parts p( s� ∉ M(n�), n�) of a set of 2D parallel projec-
tions n� ∈ Ω(θmax),

(iii) Merge the measured and estimated data to form
non-truncated projections,

(iv) Reconstruct these merged data with the 3D FBP al-
gorithm described in the previous section.

In general, a value of θmax smaller than the scanner
maximum axial acceptance angle is used to limit the
amount of missing data, which must be estimated and

backprojected. With a 24-ring scanner, using dmax = 19
instead of the maximum value Nr – 1 = 23 still incorpo-
rates 95% of the data.

Images reconstructed with the 3DRP algorithm
share many features with 2D FBP reconstructions, in-
cluding linearity (the reconstructed FWHM in a given
point is the same for a cold and for a hot spot) and the
prevalence of streak artifacts in low-count studies. One
difference with 2D reconstructions is the axial depen-
dence of the spatial resolution, due to the increasing
contribution of the estimated data near the edges of
the axial FOV (see Fig. 4.9). This property of 3DRP
reflects the non-uniform sensitivity of the volume PET
scanner. Clearly, any analytic or iterative algorithm has
to somehow reflect this property in the reconstruction.
With the rebinning algorithms described below, the
lower sensitivity in the edge slices is translated in an
increased variance rather than in a degraded spatial
resolution.

3D Analytic Reconstruction by
Rebinning

The high sensitivity of a PET scanner operated in 3D
mode is directly related to the large number of
sampled LORs, which is much larger than the number
of reconstructed pixels: NLOR >> P (by a factor propor-
tional to Nr). We have already mentioned in the previ-
ous section that this data redundancy results in the
non-uniqueness of the reconstruction filter. From the
practical point of view, redundancy increases the data
storage requirements and the computational load for
reconstruction and data correction.

This observation has motivated the development of
rebinning algorithms. A rebinning algorithm is an al-
gorithm that estimates the ordinary sinogram (Eq. (3))
of each sampled transaxial section z ∈ [0, L], i.e.

from the measured oblique sinograms ps(s, φ, �, θ)
defined by Eq. (54). Each rebinned sinogram is then re-
constructed separately using a 2D reconstruction algo-
rithm. This procedure is illustrated in Fig. 4.11.

Rebinning would be trivial for noise-free data
because one easily checks by comparing Eqs. (54) and
(3) that
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In the presence of noise, however, an efficient rebin-
ning method should optimize the SNR by exploiting
the whole set of oblique sinograms to estimate preb.

Several approximate [77, 78, 79, 80, 81] and exact [82,
83] rebinning methods have been published. We only
summarize the two algorithms that have been most
used in practice.

The Single-slice Rebinning Algorithm
(SSRB)

This approximate algorithm [77] is based on the as-
sumption that each measured oblique LOR only tra-
verses a single transaxial section within the support of
the tracer distribution. Referring to the third argument
of f in Eq. (54), this assumption amounts to neglecting
the product RF tan θ, where RF , the radius of the FOV,

is the maximum value of the variable t′. Using this ap-
proximation, Eq. (65) can be extended to

(66)

and by averaging all available estimates, SSRB defines
the rebinned sinograms by

where θmax (s, z) = arctan is 

the maximum axial aperture for an LOR at a distance s
from the axis in slice z. The algorithm is exact for
tracer distributions which are linear in z, of the type
f(x, y, z) = a(x, y) + zb(x, y). For realistic distributions,
the accuracy of the approximation will decrease with
increasing RF and θmax. Axial blurring and transaxial
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Figure 44.11. Schematic representation of the principle of a rebinning algorithm for 3D PET data.



distortions increasing with the distance from the axis
of the scanner are the main symptoms of the SSRB ap-
proximation.

The discrete implementation of the SSRB algorithm
is simply the extension of the technique described in
the multi-slice 2D data section (above) to build 2D data
with a multi-ring scanner operated in 2D mode, with
d2Dmax replaced by a larger value dmax. The choice of dmax

entails a compromise between the systematic errors
(which increase with dmax) and the reconstructed image
variance (which increases with decreasing dmax).

The Fourier Rebinning Algorithm (FORE)

The approximate Fourier rebinning algorithm [81] is
more accurate than the SSRB algorithm and extends
the range of 3D PET studies that can be processed
using rebinning algorithms. The main characteristics
of FORE is that it proceeds via the 2D Fourier trans-
form of each oblique sinogram, defined as

where k is the azimuthal Fourier index. Rebinning is
based on the following relation between the Fourier
transforms of oblique and direct sinograms:

For each θ such that the oblique sinogram �, θ is
measured (see Eq. (54)), the RHS yields an indepen-
dent estimate of the direct data θ = 0. FORE then av-
erages all these estimates to optimize the SNR. The
accuracy of the approximation (Eq. (69)) breaks
down at low frequencies ν. Therefore, for all frequen-
cies below some small threshold, the Fourier trans-
form of the rebinned data is estimated using the
SSRB approximation.

The main steps of the FORE algorithm are:

(i) Initialize a stack of Fourier transformed sino-
grams Pfore(ν, k, z),

(ii) For each oblique sinogram �, θ
a. Calculate the 2D Fourier transform Ps(ν, k, �, θ),
b. For each frequency component (ν, k), increment

Pfore(ν, k, �–k tan θ/(2πν)) by Ps(ν, k, �, θ),
(iii) Normalize Pfore(ν, k, z) for the varying number of

contributions it has received,
(iv) Take the 2D inverse Fourier transform to get the

rebinned data pfore(s, φ, z).

Like all analytic algorithms, FORE assumes that the
data ps (s, φ, �, θ) are line integrals of the tracer dis-
tribution and that each oblique sinogram is sampled
over the whole range (s, φ) ∈ [–RF,RF ] x [0, π].
Therefore, the raw data must be corrected for all
effects including detector efficiency variations, atten-
uation, and scattered and random coincidences,
before applying FORE. Also, when the data are in-
complete due to gaps in the detector assembly, the
sinograms must be filled as discussed in the section
on properties of the inverse 2D radon transform
(above). Refer to [81] for a detailed description and
for the derivation of FORE.

In practice, FORE is sufficiently accurate when the
axial aperture θmax is smaller than about 20°, though
the limit depends on the radius of the FOV and on the
type of image. Beyond 20°, artifacts similar to those ob-
served with SSRB (at lower apertures) appear [84]: de-
graded image quality at increasing distance from the
axis. Two variations of FORE, the FOREJ and FOREX
rebinning algorithms [82, 83], are exact in the limit of
continuous sampling, and have been shown to over-
come this loss of axial resolution when reconstructing
high statistics data acquired with a large aperture
scanner [85]. However, the current implementation of
the FOREJ algorithm [82] is more sensitive to noise
than FORE since the correction term involves a second
derivative of the data with respect to the axial coordi-
nate �, and the application to low statistics data
remains questionable.

Hybrid Reconstruction Algorithms
for 3D PET

The future evolution of image reconstruction in PET
will most probably lead to the generalized utilization
of iterative algorithms, both for 2D and for 3D data. As
shown in the next section, it is straightforward to
extend iterative methods, such as OSEM, to fully 3D
scanning. These algorithms have the potential to model
accurately the data acquisition, the measurement noise,
and also the prior information on the tracer distribu-
tion. In contrast, analytic algorithms are bound to the
line integral representation of the data. Even though
some physical effects can be incorporated in pre- or
post-processing steps, an accurate modeling of the
Poisson statistics of the data is difficult with analytic
methods. To date, however, the computational burden
of fully 3D iterative algorithms remains a major issue

P v k z P v k z k vs s( , , , ) ( , , / ( ), ) ( )0 2 69� ζ θ π θ= +  tan

P v k d ik ds isv

p s k Z v

s

s

( , , , ) ) )

( , , , ) , ( )

ζ θ φ φ π

φ ζ θ

π
= − ∫∫ ×

∈ ∈

 exp(  exp(-2

    
�

�
0

2

68

Image Reconstruction Algorithms in PET 85



for some applications involving multiple acquisitions,
or for research scanners such as the HRRT which
sample a very large number of LORs. The current prac-
tice of undersampling these data (see above) to acceler-
ate reconstruction is contradictory with the aim of
accurate modeling claimed by iterative methods.

This limitation has led to the application of hybrid
algorithms for 3D PET data [41, 66, 91]. These algo-
rithms first rebin the 3D data into a multi-slice set of
ordinary sinogram data, using e.g. the SSRB method,
or, more often, FORE. Each rebinned sinogram is then
reconstructed using some 2D iterative algorithm. This
hybrid approach provides a significant time gain with
respect to fully 3D iterative reconstruction.

The two components of hybrid algorithms, rebinning
and iterative methods, have been discussed in previous
sections. In this section, we briefly discuss the interplay
between these two elements, the main difficulty being
to model the rebinned data that are presented to the 2D
iterative algorithm. We focus on the application of
FORE followed by a 2D OSEM reconstruction but the
same problems would arise with other combinations,
such as SSRB followed by an iterative minimization of
a 2D penalized weighted least-square (PWLS) cost
function [86].

One of the major benefits of iterative reconstruction
arises from a correct modeling of the data statistics,
which allows to weight each LOR according to its vari-
ance. This is the reason why improved image quality is
obtained by reconstructing the raw, uncorrected data
with a system matrix incorporating the effects of atten-
uation, normalisation and scatter, rather than by recon-
structing pre-corrected data with a system matrix
modeling only the detector’s geometric response.
Ideally, therefore, we would like to develop a hybrid al-
gorithm in which un-corrected rebinned data are re-
constructed by means of a 2D iterative algorithm
including the effects of attenuation, etc. This approach
is impossible because the FORE Eq. (69) must be
applied to fully pre-corrected data as discussed at the
end of the previous section. The rebinned data must
then be reconstructed with a 2D iterative algorithm
which does not model the pre-corrected physical
effects.

One solution to improve the statistical model is to
de-correct the data for the physical effects after the re-
binning. This de-correction restores Poisson-like sta-
tistics to the rebinned data, and the physical effects can
then be reintroduced in the system matrix. If we hy-
pothesize that the most important effect is that of at-
tenuation, we can decorrect for attenuation only and
then reconstruct the de-corrected rebinned data with
AW-OSEM (see Eq. (43)). This approach is referred to

as the FORE+OSEM(AW) algorithm. Note that this al-
gorithm is still approximate: even in the absence of at-
tenuation and scatter, the rebinned sinograms are not
independent Poisson variables because of the complex
linear combination of the 3D data during FORE rebin-
ning. Strictly speaking, it is inappropriate to recon-
struct the rebinned data using the OSEM algorithm
derived for independent Poisson data, and it is prefer-
able to use a weighted least-square method [87] or the
NEC scaling technique [30] (Eq. (44)). In each case, one
needs to estimate the variance of the rebinned data
[88] and also, ideally, the covariance [89].

Finally, modeling the shift-variant detector response
(e.g. due to crystal penetration) has not yet been
attempted with hybrid methods. One approach would
be to apply sinogram restoration prior to rebinning.

A related problem occurs with scanners such as the
Siemens/CPS HRRT [10], which has gaps between adja-
cent flat panel detector heads. Since Fourier rebinning
requires complete sinogram data, these gaps must be
filled before rebinning. Gap filling techniques may
range in complexity from linear interpolation to
forward projection of an image reconstructed from the
2D segment by using a system matrix which accounts
for the missing data [12]. In general, however, a 3D iter-
ative reconstruction is preferable to an hybrid one
because the gap filling procedure followed by the re-
binning is sensitive to noise propagated from regions
with high attenuation.

Despite these difficulties, fast hybrid algorithms such
as FORE+OSEM(AW) have been applied to whole-
body FDG scans, and shown to provide for these
studies an image quality comparable to fully 3D itera-
tive reconstruction (see [90, 92] and the example in
Fig. 4.13 below).

Fully 3D Iterative Reconstruction

Axial and transaxial undersampling techniques were
developed to reduce the data to a manageable size
while hybrid algorithms were developed to achieve
fast reconstruction for clinical PET scanners with
limited computer resources. With sufficient CPU
power and disk capacity these early approaches are
not needed. The application of fully 3D iterative re-
construction methods then allows to overcome the
limitations of the hybrid algorithms discussed in the
previous section.

We have seen that iterative reconstruction methods
are conceptually independent of the 2-D or 3-D nature
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of the data. Several implementations have been de-
scribed for 3-D data, based on the Space Alternating
Generalized EM [93], on ML-EM and OSEM [94], on
Bayesian estimation [26, 95], and on the row-action
maximum likelihood [90]. All algorithms of the 
ML-EM type described above, for instance, can be
readily generalized to 3D PET by replacing the system
matrix aj,i describing the acquisition geometry (equa-
tion (29)) by its 3D equivalent, which takes into
account the axial coordinates of the LORs. For block-
iterative methods such as OSEM (see Eq. (42)), the set
of LORs parameterized by the two transaxial sinogram
indices sk, φj in Eq. (5) and by the two axial coordinates
iθ, iz in Eq. (56) must be divided into subsets. Most
implementations simply subdivide the azimuthal index
φj, exactly as in the 2D case. Each subset then contains
all axial samples iθ, iz.

The benefit expected from fully 3D iterative recon-
struction is easily demonstrated for scanners with
large polar aperture, particularly in the presence of
gaps. Fig. 4.12, for example, shows a high resolution
phantom measured with the HHRT brain scanner. The
bottom image was reconstructed with FORE+OSEM
(AW), while the top one was reconstructed with
OSEM3D(ANW), where “ANW” indicates that both the
normalization and attenuation corrections are incor-
porated in the system matrix. The horizontal streak ar-
tifacts in the coronal section of the FORE+OSEM(AW)
image are attributed to the gap filling step prior to
FORE. Blurring can also be observed on the 3 bright-
est rods at the edge of the cylinder. When the polar
angle is smaller, as with many clinical scanners, the
bias introduced by FORE is small, and the benefit of
3D reconstruction is harder to visualize, especially at

Image Reconstruction Algorithms in PET 87

Figure 4.12. High resolution phantom data acquired on the HRRT: comparison of a fully 3D iterative reconstruction using OSEM3D(ANW) (top) and of a hybrid
reconstruction with FORE+OSEM(AW) (bottom). Both images were reconstructed with 4 iterations and 16 subsets. The phantom is oriented vertically in the FOV
of the scanner and the vertical axis on the coronal section is parallel to the axis of the scanner (courtesy K. Wienhard, Köln).



low count statistics and when regularization is
achieved by post-reconstruction smoothing. This is
illustrated by Fig. 4.13, which shows whole-body
patient data processed with FORE+OSEM(AW) and
OSEM3D(ANW). Note the similarity between the two
reconstructions, even in regions with high attenuation
(shoulder and neck for this patient with arms up).

In contrast with the algorithms illustrated above,
the fully-3D image reconstruction developed by
Leahy et al. [24, 26, 95, 96] is based on an extensive
system model. The algorithm incorporates a shifted
Poisson model that includes the statistics of true,
scattered and random coincidences, as well as
positron range, annihilation photon acolinearity, at-
tenuation, sinogram sampling, detector dead-time
and efficiency, block detector effects, and the spatially
varying detector resolution due to parallax (depth of
interaction) and Compton scatter in the scintillators
(Chapter 2). Although the size of the system matrix is

reduced using a factorized model and by taking
advantage of symmetries, the computation time is
necessarily longer than with simplified system
models. This lead us to considerations of the poten-
tial for parallel-processing of image reconstructions
on processor arrays.

Parallel Implementation of Iterative
Reconstruction

The need for parallel implementation of the ML-EM al-
gorithm was already recognized in the mid-eighties.
Pioneering work proposed the use of a cluster of com-
modity PCs [97] or dedicated hardware [98]. But as
soon as commercial parallel systems became available,
dedicated algorithms were developed on high-end
computers such as transputers [99, 100], hypercubes
[101], meshes [102], rings [103], fine-grain message-
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Figure 4.13. Whole-body FDG scan on an HR+ tomograph, reconstructed using FORE+OSEM(AW) (top) and OSEM3D(ANW) (bottom), in both cases with 4 it-
erations and 16 subsets. A 3D gaussian filter with FWHM 4 mm was applied after reconstruction. The orthogonal views are passing through the cursor (small
circle in the neck area).



passing machines [104], linear arrays of DSPs [105] to
cite a few examples. Recent efforts concentrated on
using clusters of multi-processor PCs, sometimes
called component off the shelf (COS), and combine
both shared and distributed memory approaches. This
choice is dictated by the cost/performance ratio of the
hardware, by its flexibility and by the possibility to
upgrade the system with faster and cheaper hardware
in this very competitive market. One key problem in
distributed computing is to optimize the balance
between computation and communication amongst
the nodes. The ultimate goal is to keep individual
processors busy all the time by interleaving I/O and
computation. A good measure of the performance of a
parallel algorithm is how well the speed-up factor
scales linearly with the number of nodes. In their work,
Shattuck et al [106] describe a parallel implementation
of the MAP-PCG reconstruction [26] using a master-
slave model with 9 dual PC nodes. The work of Vollmar
[107] describes a parallel extension of the OSEM3D re-
construction [92] and is also using a masterslave
model with 7 quad PC nodes. By calculating the system
matrix on the fly and neglecting the physics of the de-
tection system these authors could handle very large
reconstruction problems on the HRRT. The HRRT
scanner acquires generally data in span 3(9) with a
maximum ring difference of 67, which generates 3D
data of 983 MB (326MB). The work of Jones et al [108]
is another parallel extension of the OSEM3D recon-
struction [92]. It uses a single program multiple-data
(SPMD) rather than a master-slave model. These
authors have shown that image space decomposition
(ISD) and projection space decomposition (PSD) were
roughly equivalent since the communication burden
was large at forward projection when using ISD but
was also large at backprojection when using PSD.
However, by developing an efficient I/O subsystem and
reorganizing the data, these authors finally favored the
PSD model [109]. The performance of this parallel
implementation of OSEM3D was shown to scale rela-
tively well up to 16 nodes (32 processors). A commer-
cial implementation of this computing cluster uses 
8 nodes of dual Pentium 4 Xeon at 3.0 Ghz, and per-
forms one iteration of OSEM3D in about 20 min for a
3D sinogram set of 983 MB and an image size of
256×256×207 (27 MB). Finally, the PARAPET initiative,
currently known as the STIR project [110], has devel-
oped a generic, multi-platform and multi-scanner, im-
plementation of OSEM3D using an object-oriented
library [111, 112]. The parallel implementation uses a
master-slave model and a PSD scheme. On a 12-node
Parsytec CC system it provides a factor 7 speed-up
compared to serial mode.
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5 Quantitative Techniques in PET*

Steven R Meikle and Ramsey D Badawi

Introduction

PET has long been regarded as a quantitative imaging
tool. That is, the voxel values of reconstructed images
can be calibrated in absolute units of radioactivity con-
centration with reasonable accuracy and precision. The
ability to accurately and precisely map the radiotracer
concentration in the body is important for two reasons.
First, it ensures that the PET images can be interpreted
correctly since they can be assumed to be free of physi-
cal artefacts and to provide a true reflection of the un-
derlying physiology. Second, it enables the use of tracer
kinetic methodology to model the time-varying distri-
bution of a labelled compound in the body and quan-
tify physiological parameters of interest.

The reputation of PET as a quantitative imaging tool
is largely based on the fact that an exact correction for
attenuation of the signal due to absorption of photons
in the body is theoretically achievable. However, accu-
rate attenuation correction is not so easy to achieve in
practice and there are many other factors, apart from
photon attenuation, that potentially impact on the ac-
curacy and precision of PET measurements. These
include count-rate losses due to dead time limitations
of system components, variations in detector efficiency,
acceptance of unwanted scattered and random coinci-
dences and dilution of the signal from small structures
(partial volume effect). The ability to accurately
measure or model these effects and correct for them,
while minimizing the impact on signal-to-noise ratio,
largely determines the accuracy and precision of PET
images.

This chapter discusses the various sources of mea-
surement error in PET. Methodological approaches to
correct for these sources of error are described, and

their relative merits and impact on the quantitative ac-
curacy of PET images are evaluated. The sequence of
the following sections corresponds approximately to
the order in which the various corrections are typically
applied. It should be noted, however, that the particular
sequence of corrections varies from scanner to scanner
and depends on the choice of algorithms.

Randoms Correction

Origin of Random Coincidences

Random coincidences, also known as “accidental” or
“chance” coincidences, arise because of the finite width
of the electronic time window used to detect true coin-
cidences. This finite width allows the possibility that
two uncorrelated single detection events occurring
sufficiently close together in time can be mistakenly
identified as a true coincidence event, arising from one
annihilation. This is shown schematically in Fig. 5.1.

The rate at which random coincidences occur
between a detector pair is related to the rate of single
events on each detector and to the width of the time
window. The exact relationship is dependent upon the
implementation of the counting electronics. Figure 5.2
shows an implementation whereby each timing signal
opens a gate of duration τ ; if gates on two channels are
open at the same time, a coincidence is recorded. If there
is a timing signal on channel i at time T, there will be a
coincidence on the relevant line-of-response Lij if there
is a timing signal on channel j at any time between T – τ
and T + τ. Therefore, the total time during which a coin-
cidence may be recorded with the event on channel i (a
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parameter known as the resolving time of the circuit, or
the coincidence time window) is 2τ. So, if the rate of
single events in channel i is ri counts per second, then in
one second the total time during which coincidences can
be accepted on Lij will be 2τ ri. If we can assume that the
single events occurring on channel j are uncorrelated
with those on channel i (i.e., there are no true coinci-

dences), then Cij, the number of random coincidences on
Lij per second, will be given by

where rj is the rate of single events on channel j. While
it is obviously not generally true that there is no corre-
lation between the single events on channel i and the

C r rij i j= 2 1τ ( )
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Random
coincidence

True
coincidence

=  Annihilation event
=  Gamma ray
=  Assigned LOR

Figure 55.1. Types of coincidence event recorded by a PET scanner. 

Figure 55.2. Figure 5.2  Example coincidence circuitry. Each detector generates a pulse when a photon deposits energy in it; this pulse passes to a time pick-off
unit. Timing signals from the pick-off unit are passed to a gate generator which generates a gate of width τ. The logic unit generates a signal if there is a
voltage on both inputs simultaneously. This signal then passes to the sorting circuitry. 



single events on channel j, the number of single events
acquired during a PET acquisition is typically 1 to 2
orders of magnitude greater than the number of coin-
cidences. In such an environment, equation (1) pro-
vides a good estimate of the random coincidence rate.

The timing of commercial tomographs is usually
governed by a system clock. A timing signal on channel
i is thus assigned to a particular clock cycle. If there is
a timing signal on channel j within a certain range of,
say, n neighbouring clock cycles, a coincidence is
recorded on Lij (Fig. 5.3). Therefore the randoms rate
on Lij would be given by

where tc is the duration of a single clock cycle. A typical
BGO tomograph might have a 2.5 nanosecond clock
cycle, and n = 5 clock cycles. Thus, the total coinci-
dence time window ntc (equivalent to 2τ for an analog
system) would equal 12.5 nanoseconds.

Equations (1) and (2) indicate that the overall
randoms rate for an acquisition will change at a rate
proportional to the square of the overall singles rate.
Provided dead time is small, this means that for a given
source distribution the randoms will change roughly in
proportion to the square of the activity concentration.

Random coincidences can form a significant fraction
of all recorded coincidences in PET imaging, particu-
larly if large amounts of activity are used or if scans
are performed in 3D mode. The number of randoms
detected may be reduced by shortening the coinci-
dence window. However, the window must be large
enough to prevent loss of true coincidences due to the
difference in arrival times (which may be up to 2 ns for
an annihilation pair originating 30 cm from the centre
of the tomograph) or statistical variations in the trig-
gering of the event timing circuitry. Thus, selection of
the coincidence window is a trade-off between min-
imising acceptance of randoms and loss of sensitivity
to true coincidences. The coincidence window is typi-
cally set to 3 to 4 times the full width half maximum
(FWHM) timing resolution of the tomograph.

The use of fast scintillators such as LSO or GSO
reduces timing uncertainty (compared to that obtain-
able with slower scintillators such as BGO or NaI), but
the window width cannot be less than 3 nsec to 4 nsec
without accounting for time-of-flight effects. Randoms
may also be reduced by shielding the detectors from
activity that lies outside the tomograph field of view–
this reduces the singles rates without adversely affect-
ing sensitivity to true coincidences [1, 2].

Randoms tend to be fairly uniformly distributed
across the field of view. This contrasts with true coinci-
dences, which follow activity concentration and are
reduced in regions of high attenuation. Thus, the frac-
tion of random coincidences in regions of high attenu-
ation can become very large and, if uncorrected,
substantial quantitative errors can arise.

Corrections for Random Coincidences

Tail Fitting 

Because the distribution of random coincidences in
sinogram or projection space tends to be a slowly
changing function, it may be possible to estimate the
distribution within the object by fitting a function such
as a paraboloid or Gaussian to the tails falling outside
the object. This method requires that the object
subtend only a fraction of the field of view, so that the
tails are of reasonable length and contain a reasonable
number of counts--otherwise small changes in the tails
will result in large changes in the randoms estimate. In
some systems this method has been used to correct for
both scatter and randoms simultaneously [3].

Estimation from Singles Rates

The total number of randoms on a particular line of re-
sponse Lij can, in principle, be determined directly
from the singles rates ri and rj using equation (1) or (2).
Consider an acquisition of duration T. The random co-
incidences Rij in the data element corresponding to the

C nt r rij c i j= ( )2
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line of response Lij may be found by integrating 
equation (1) or (2) over time:

If ri(t) and rj(t) change in the same way over time, we
can factor out this variation to obtain

where k is a constant and si and sj are the single event
rates at, say, the start of the acquisition. For an emis-
sion scan, f(t) is simply the square of the appropriate
exponential decay expression, provided that tracer re-
distribution can be ignored. Rij can then be determined
from the single events accumulated on channels i and j
over the duration of the acquisition. It should be noted
that the randoms total is proportional to the integral of
the product of the singles rates, and not simply the
product of the integrated singles rates. Failure to
account for this leads to an error of about 4% when the
scan duration T is equal to the isotope half-life T1–2

, and
about 15% when T = 2T1–2

.
For coincidence-based transmission scans, where

positron-emitting sources are rotating in the field of
view, f(t) becomes a complicated function dependent
on position as well as time, and equation (4) is no
longer valid. However, in principle the total number of
randoms could still be obtained by sampling the
singles rates with sufficiently high frequency.

The singles rates used for calculating randoms
should ideally be obtained from data that have already
been qualified by the lower energy level discriminator
– they are not the same as the singles rates that deter-
mine the detector dead-time. Correction schemes have
been implemented which use detector singles rates
prior to LLD qualification [4], but the differences
between the energy spectrum of events giving rise to
randoms and that giving rise to trues and scatter must
be carefully taken into account. These differences are
dependent upon the object being imaged and upon the
count-rate, since pulse pile up can skew the spectra [5].

In its simplest form this method does not account
for the electronics dead-time arising from the coinci-
dence processing circuitry (to which the randoms in
the coincidence data are subject).

Delayed Coincidence Channel Estimation

The most accurate (and currently the most commonly
implemented) method for estimating random coinci-

dences is the delayed channel method. In this scheme, a
duplicate data stream containing the timing signals
from one channel is delayed for several times the dura-
tion of the coincidence window before being sent to
the coincidence processing circuitry. This delay
removes the correlation between pairs of events arising
from actual annihilations, so that any coincidences de-
tected are random. The resulting coincidences are then
subtracted from the coincidences in the prompt
channel to yield the number of true (and scattered) co-
incidences. The coincidences in the delayed channel
encounter exactly the same dead-time environment as
the coincidences in the prompt channel, and the accu-
racy of the randoms estimate is not affected by the
time-dependence of the activity distribution.

While accurate, this method has two principal
drawbacks. Firstly, the increased time taken to
process the delayed coincidences contributes to the
overall system dead time. Secondly, and more impor-
tantly, the estimates of the randoms on each line-of-
response are individually subject to Poisson counting
statistics. The noise in these estimates propagates di-
rectly back into the data, resulting in an effective dou-
bling of the statistical noise due to randoms. This
compares poorly to the estimation from singles
method, since the singles rates are typically two
orders of magnitude greater than the randoms rates,
so that the fractional noise in the resulting randoms
estimate is effectively negligible. To reduce noise, the
delayed channel can be implemented with a wider co-
incidence time window. However, this will further
increase the contribution of delayed channel coinci-
dences to system dead time.

Randoms Variance Reduction

Where randoms form a significant fraction of the ac-
quired events, as is frequently the case in 3D imaging,
it becomes desirable to obtain randoms estimates that
are accurate but contain less noise than those ob-
tained using the delayed channel method. Most
delayed channel implementations allow the acquisi-
tion of separate datasets from the prompt and delayed
coincidence channels – this allows the possibility of
post-processing the randoms estimate to reduce noise,
prior to subtraction from the prompt coincidence
channel data.

The simplest form of variance reduction is to
smooth the delayed data. The success of this approach
will depend somewhat on the architecture of the
scanner. In full-ring block detector systems, there are
significant differences between the efficiency of adja-
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cent detectors. This information is lost during smooth-
ing, and if unaccounted for, high-frequency circular
artefacts can appear in the reconstructed images [6].
However, in rotating systems, lines of response may be
sampled by many detectors (particularly in the centre
of the field of view), so that efficiency differences
become less important. Caution must still be exercised,
because rotational sampling effects can result in
varying sensitivity to randoms across the field of view
[7]. One solution is to smooth only over lines of re-
sponse which share a common radius.

More accurate methods of variance reduction can be
envisaged. A randoms sinogram consists of noisy esti-
mates of the Rij, the randoms in the prompt data. A
typical data acquisition may consist of a few million
such estimates (one for each LOR), but there may only
be a few thousand of the singles values si (one for each
detector element). There is therefore substantial redun-
dancy in the data, which may be used to reduce the
effects of statistical noise. Let us consider two opposing
groups of N detectors, A and B. Detector i is a member
of group A and j is a member of B (Fig. 5.4).

If the singles flux varies in the same way for all de-
tectors for the duration of the acquisition, so that equa-
tion (4) is valid, then RiB, the sum of the randoms on all
the lines of response joining detector i and group B
may be written

similarly, RjA, the sum of the randoms on all the lines of
response joining detector j and group A may be written

Now RAB, the sum of all the randoms over all possible
lines of response between groups A and B is simply the
sum of RjA over all possible j:
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Figure 55.4. Accurate randoms variance reduction. To obtain a variance-reduced estimate of the number of random coincidences in the LOR joining detectors i
and j, the product of the mean values of the LORs in each of the two LOR fans shown is calculated, and divided by the mean value of all possible LORs between
detectors in groups A and B. For ease of implementation, the LOR data from the relevant sinograms can be re-binned into histograms as shown. (From [9], with
kind permission from Kluwer Academic publishers.)



If we multiply equations (5) and (6) and divide by
equation (7), we get

All of the terms on the left hand side of equation (8)
can be obtained from the data, and we have obtained
another estimate of Rij. However, if N is large enough
the variance of this estimate is less than that of the
original estimate, since the line-of-response sums RjA,
RiB and RAB are all larger than Rij by factors of approxi-
mately N, N and N2 respectively (assuming that there
are roughly the same number of randoms on each line
of response). This method was devised by Casey and
Hoffman [8], who also showed that the ratio Q of the
variance of the noise-reduced estimate and the origi-
nal estimate of Rij is given by

so that there is an improvement in the noise provided
N, the number of detectors per group, is three or more.

Several related algorithms have been developed and
applied to the problem of randoms variance reduction,
but the one described here has been shown to be the
most accurate [9]. The only significant drawback of
this method (compared to direct subtraction of the
delayed channel data) is that acquiring a separate
randoms sinogram doubles the size of the dataset. This
can be a particular problem for fast dynamic scanning
in 3D mode, where sorter memory and data transfer
time can be a limiting factor.

Normalisation

Lines of response in a PET dataset have differing sensi-
tivity for a variety of reasons including variations in
detector efficiency, solid angle subtended and summa-
tion of neighbouring data elements. Information on
these variations is required for the reconstruction of
quantitative and artefact-free images – indeed, most al-
gorithms require that these variations be removed
prior to reconstruction. The process of correcting for
these effects is known as normalisation, and the indi-
vidual correction factors for each LOR are referred to
as normalisation coefficients.

Causes of Sensitivity Variations

Summing of Adjacent Data Elements

It is common practice to sum adjacent data elements
in order to simplify reconstruction or to reduce the
size of the dataset. This is usually performed axially,
but may also be performed radially (a process known
as “mashing”). Summation of data elements axially
cannot be performed uniformly across the entire field
of view and image planes at the ends of the field of
view have substantially reduced sensitivity compared
to those in the centre. This effect is fairly simple to
account for, since the degree of summing is always
known. However, it can complicate the process of cor-
recting for other effects if the summing is performed
prior to normalisation [10, 11].

Rotational Sampling

In a rotating system, LORs at the edge of the field of
view are sampled just once per half-rotation, while
those near the centre are sampled many times (see Fig.
5.5). As a result, sensitivity falls as radius increases.

Detector Efficiency Variations

In a block detector system, detector elements vary in
efficiency because of the position of the element in the
block, physical variations in the crystal and light
guides and variations in the gains of the photomulti-
plier tubes. These variations result in substantial high-
frequency non-uniformities in the raw data. In
particular there is a systematic variation in detector
efficiency with the crystal position within the block
(the “block profile”) which results in significant varia-
tions in the sensitivity of the tomograph in the axial
direction. Radially the effect is not so great, because
any one pixel in the image is viewed by many detectors
and there is a tendency for these effects to cancel out
during reconstruction. Nevertheless, failure to correct
for them leads to radial streaking in the image, and the
systematic block profile effects can reinforce during re-
construction, resulting in circular “saw-tooth” artefacts.
Detector efficiency, and in particular the block profile,
can be affected by count rate. One result of pulse pileup
within a block detector is the shifting of detected
events towards the centre of the block [12]. This is not
really a normalisation effect in the conventional sense,
but since it results in a systematic change in the appar-
ent efficiency of the lines of response with position in
the block it manifests itself in a very similar way. The
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effect can be reduced by measuring normalisation
coefficients at a similar count-rate to that used during
data acquisition, or by creating a rate-dependent look-
up table of normalization coefficients [13].

If this is not possible, any resulting image artefacts
may be reduced by extracting systematic effects from the
raw data after normalisation but prior to reconstruction.

Geometric and Solid Angle Effects

Figure 5.6 shows that in a system with segmented detec-
tors, such as a block-detector based system, lines of re-
sponse close to the edge of the field of view are
narrower and more closely spaced than those at the
centre. This geometric effect is also apparent axially
and can be significant for large area tomographs oper-
ating in 3D mode. The narrowing of the LORs results in
a tighter acceptance angle and in reduced sensitivity, al-
though in the transaxial plane this effect is partially
compensated by the fact that the separation between
opposing detectors is less towards the edge of the field
of view, so that the acceptance angle is changed in the
opposite direction. The narrowing of LORs also results
in reduced sampling distance. However, this effect is
easily describable analytically and can be corrected for
at reconstruction time – a process known as “arc cor-
rection”. Arc correction may not be an issue for systems
that employ continuous detectors, as it is usually possi-
ble to bin the data directly into LORs of uniform width.

An effect that is relevant for systems employing
either continuous or discrete detectors, and that is not
so easy to describe analytically, is related to the angle
of incidence of the line of response at the detector face.
A photon entering a crystal at an angle will usually
have more material in its path than one entering nor-
mally, thus having an increased probability of interac-
tion. In the case of a ring scanner, this results in
measurable changes in sensitivity as the radial position
of the line of response is increased and is known as the

Quantitative Techniques in PET 99

Figure 55.5. Rotational sampling. (Left) Lines of response at the edge of the transaxial field of view are sampled once per detector half-rotation. (Right) lines of
response close to the centre of the field of view are sampled many times, as more detector elements are brought to bear.

Figure 55.6. Lines of response narrow as the radial distance increases.



radial, or transaxial, geometric effect (Fig. 5.7). However,
a photon entering a detector close to its edge and at an
angle may have significantly less material along its path
and may therefore be more likely to escape. For block
detector systems this results in a pattern of sensitivity
change which varies both with radial position and with
the position of the line of response with respect to the
block (Fig. 5.8). This has become known as the “crystal
interference” effect [10]. Again, similar effects can be
found in the axial direction [11].

It should be noted that the photon incidence angle is
most strongly correlated with the line of response for
true coincidences – these geometric effects would be
expected to be much weaker or non-existent for
random and scattered coincidences [14].

Time Window Alignment

For coincidence detection to work efficiently, timing
signals from each detector must be accurately synchro-

nised. Asynchronicity between detector pairs results in
an offset and effective shortening of the time window
for true and scattered (but not random) coincidences.
This, in turn, results in variations in the sensitivity to
true and scattered coincidences. For block detector
systems, the greatest source of such variations occurs
at the block level. Figure 5.9 shows the variations in
efficiency resulting from time alignment effects in a
block tomograph plotted as a sinogram. Each diamond
corresponds to a different block combination.

Structural Alignment

In a ring tomograph, the accuracy with which the de-
tectors are aligned in the gantry can affect line of re-
sponse efficiency. Such variations will manifest in
different ways depending on the exact design of the to-
mograph, the detectors and any casing in which the de-
tectors are contained. Frequently, block detectors are
mounted in modules or cartridges, each containing
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Figure 55.7. Figure 5.7. Mean radial geometric profiles for three
block-detector tomographs – the Siemens/CTI ECAT 951, the
Siemens/CTI ECAT 962 and the GE Advance, measured using the
rotating transmission sources. The 951 data shows asymmetry
due to the fact that the centre of rotation of the transmission
sources is not coincident with the centre of the detector ring.
(From [11], with permission.)

Figure 55.8. Crystal interference factors for the Siemens/CTI ECAT 951.
(From [15], with permission.)

Figure 55.9. Time-window alignment factors for the Siemens/CTI ECAT 951.
The factors range in value from 0.872 to 1.120. (From [15], with permission.)



several units. Misalignments of these modules can have
noticeable affects on LOR sensitivity [11, 15]. Some
full-ring systems have a “wobble” feature designed to
improve spatial sampling – this feature allows the de-
tectors to describe a small orbit about the mean detec-
tor position. As a result, it is possible that the
transmission sources can rotate about a point which is
not actually the centre of the detector ring, and if they
are used to perform normalisation measurements, er-
roneous asymmetries can be introduced into the nor-
malisation coefficients [11].

Septa

Septa can affect LOR sensitivity in a variety of ways.
They have a significant shadowing effect on the detec-
tors, which can reduce sensitivity by 40% or more [16].
For block detector systems, they also preferentially
shadow the edges of the detectors, which may change
their relative performance. On systems which can
operate either with or without septa, it is therefore
preferable to have a separate normalisation measure-
ment for each case.

Direct Normalisation

The simplest approach to normalisation is to illumi-
nate all possible LORs with a planar or rotating line
positron source (usually 68Ge). Once an analytical cor-
rection for non-uniform radial illumination has been
applied, the normalisation coefficients are assumed to
be proportional to the inverse of the counts in each
LOR. This process is known as “direct normalisation”.
Problems with this approach include:

1. To obtain adequate statistical quality in the normali-
sation dataset, scan times are long, typically several
hours.

2. The sources used must have a very uniform activity
concentration or the resultant normalisation
coefficients will be biased.

3. The amount of scatter and its distribution in the
normalisation acquisition may be substantially dif-
ferent from that encountered in normal imaging,
particularly if the tomograph is operating in 3D
mode. This can result in bias and possibly artefacts.

To reduce normalisation scan times, variance reduc-
tion techniques similar to those devised for randoms
correction can be applied. However, in order to imple-
ment these, the normalisation coefficients must be fac-
tored into a series of components, each reflecting a
particular source of sensitivity variation. A drawback

of this approach is that the accuracy of the normalisa-
tion is dependent on the accuracy of the model used to
describe the tomograph. However, it has the advantage
that a more intelligent treatment of the different prop-
erties of scattered and true coincidences is possible,
which can be very helpful in 3D imaging.

A Component-based Model for
Normalization

Consider a tomograph where detectors are indexed
using the coordinate system shown in Fig. 5.4. A
general expression for the activity contained in a par-
ticular LOR joining a detector i in ring u and detector j
in ring v can be written as follows:

where Auivj is the activity within the LOR, Puivj , Suivj and
Ruivj are the prompt, scattered and random count rates
respectively, ACuivj is the attenuation correction factor
for the LOR, DTuivj is the dead time correction factor
for the LOR and η uivj

true is the normalization coefficient
for true coincidences. We will assume that Ruivj, ACuivj

and DTuivj can be measured accurately for each LOR.
However, Suivj cannot be measured directly and must be
calculated. Most algorithms for calculating scatter
result in a smoothly varying function that does not
include normalization effects. Where scatter is only a
small proportion of the signal (e.g., 2D imaging) this is
probably unimportant. In 3D imaging, where scatter
can make up a significant fraction of detected events,
we can modify equation (10) as follows:

where the η uivj
scatter are the normalization coefficients for

scattered coincidences.
As a first approximation, we could say that ηscatter ≈

ηtrues . However, this leads to bias because some of the
more important normalization effects for true coinci-
dences arise because photons resulting in coincidences
on a particular LOR have a tightly constrained angle of
incidence at the detector face, a condition which is
clearly not met for scatter. Allowing ηscatter to take dif-
ferent values to ηtrues was first proposed by Ollinger
[14]. This is still an approximation, because the distrib-
ution of incidence angles and photon energies for
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scattered photons will be dependent on the source and
attenuation distribution, so that, in general, there will
be no unique value for η uivj

scatter. However, at the present
time, errors in this formulation are likely to be small
compared to errors in the scatter estimate itself.

The task of normalization is to obtain values for the
η uivj

scatter and the η uivj
true. It is clear from the discussion

above that there is no generally applicable model
which will yield the η uivj

scatter and the η uivj
true for all tomo-

graph designs. We can, however, write down an
example expression for a block detector system:

where

• the ε are the intrinsic detector efficiency factors,
describing the random variations in detector
efficiency due to effects such as crystal non-
uniformity and variations in PMT gain

• the btr are the transaxial block profile factors, de-
scribing the systematic transaxial variation in detec-
tor efficiency with position in the block detector.
These are frequently incorporated into the ε;
however, it can be useful to consider them separately
if count-rate dependent effects are to be included in
the normalization process

• the bax are the axial block profile factors – they are
the relative efficiencies of each axial ring of detec-
tors. Again, these are rate dependent to a degree –
however, the primary reason for separating them
from the ε is to simplify the process of measurement
(see section on axial block profile factors below)

• the t are the time-window alignment factors
• the gtr are the transaxial geometric factors, describ-

ing the relationship between LOR efficiency, photon
incidence angle and detector position within the
block. In this formulation they include the crystal
interference effect.

• the gax are the axial geometric factors. There is one
factor for each ring combination.As with the axial block
profile factors, they are separated from their transaxial
counterparts simply for ease of measurement.

• the m are the structural misalignment factors. These
are similar to the geometric factors in that they will
usually vary with photon incidence angle.

The analytically derivable components are missing
from this model since they do not need to be measured.

The normalization coefficients for scatter may be
written as follows:

The geometric components have been removed and the
efficiency components retained. This model makes the
assumption that scattered photons have a random dis-
tribution of incidence angles for any particular LOR
[14], and that the efficiency factors are the same for
trues and scatter. Thus, any dependence of the distribu-
tion of incidence angles for scattered photons on the
source and attenuation distribution is ignored, as are
any changes in detection efficiency with photon
energy.

Measurement of the Components

Although several components must be accounted for
in component-based normalisation, they can be
measured from just two separate scans using a rela-
tively simple protocol. A typical protocol involves
scanning a rotating rod source with nothing in the
field of view and a uniform cylindrical source. Both
scans are performed with low activity concentrations
to minimise dead time effects and the scan times are
quite long, typically several hours, to ensure adequate
counting statistics. The rod scan is used to calculate
the geometric effects while the uniform cylinder scan
is used to calculate the crystal efficiencies. The details
of how the various factors are extracted from each of
these scans are given in the following sections (Fig.
5.10).

Axial Block Profile Factors, b uax and Axial Geometric
Factors, g uv

ax

The axial block profile factors may be calculated from
an acquisition of a central uniform right cylinder
source. If scatter is not significant, the calculation is
straightforward – the total counts Cu in each of the
direct plane (i.e., ring difference = 0) sinograms are
computed, and the bu

ax are then given by

where Cu
—

is the mean value of the total counts in each
sinogram. In 3D imaging, the amount of scatter can be
large, and more importantly, the distribution can vary in
the axial direction. The data should therefore be scatter
corrected prior to the calculation of the bu

ax. A simple al-
gorithm such as fitting a Gaussian to the scatter tails is
usually sufficient for this purpose, but care must be taken
to ensure that high-frequency variations in detector
efficiencies do not bias the results [11].
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The axial geometric factors guv
ax are also computed

from cylinder data, after they have been corrected for
scatter and for the axial block profile. If Cuv is the sum
of the counts in the sinogram indexed by ring u and
ring v, the corresponding axial geometric factor guv

ax is
obtained simply by dividing Cuv by the mean value of
all the Cuv and inverting the result.

If the axial acceptance angle is large, it may be neces-
sary to correct for the variation in source attenuation
between sinograms corresponding to large and small
ring differences prior to calculating the guv

ax.
An unfortunate consequence of calculating the

values of the axial components in this way is that errors
in the scatter correction give rise to bias in the normal-
isation coefficients [15].

In some implementations, the axial block profile and
geometric factors are not calculated directly. Instead,
the cylinder data are reconstructed and correction
factors are computed by comparing the counts in each
image plane with the mean for all planes. This works
well in 2D imaging, where the data used to reconstruct
any one image plane is effectively independent of those
used to reconstruct any other. In 3D imaging this is not
the case, and the use of post-reconstruction correction
factors entangles effects due to normalisation, recon-
struction and source distribution.

Intrinsic Detector Efficiencies, εui , and Transaxial
Block Profile, b utr

The intrinsic detector efficiencies are again usually
computed from an acquisition of a central uniform
right cylinder source, although planar or rotating line

sources can also be used. Variance reduction may be ef-
fected using the fan-sum algorithm, which is essentially
a simplified version of that used in randoms variance
reduction. In the fan-sum algorithm, the fans of LORs
emanating from each detector and defining a group A
of opposing detectors are summed (see Fig. 5.11). It is
assumed that the activity distribution intersected by
each fan is the same, and that the effect of all normali-
sation components apart from detector efficiency is
also the same for each fan. The total counts in each fan
Cui then obeys the following relation:
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Figure 5.11. Lines of response in the fan-sum algorithm.

Figure 5.10. Effects of normalisation on image uniformity. Images (summed over all axial planes) from a low-variance 20 cm cylinder acquisition, performed
in 3D mode on a Siemens/CTI ECAT 951. (From [15], with permission.) 

(Upper  row) linear grey scale covering entire dynamic range. 
(Lower row) linear grey scale, zero-point set to 70% of image maximum. 

(a) no scatter correction; (e) no transaxial block profile correction;
(b) no normalisation; (f) no crystal interference correction; 
(c)no correction for the radial profile; (g) no time alignment correction;
(d) no crystal efficiency correction; (h) fully normalised and scatter corrected.
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If A contains a sufficiently large number of detectors, it

can be assumed that the expression is also a

constant (the fan-sum approximation, attributable to 17).
The εui are then given by the following expression:

where Cui
—

is the mean value of all the fan-sums for de-
tector ring u. Note that the efficiencies are not deter-
mined using the mean value of the Cui computed over
all detector rings as the numerator in equation (16).
This avoids potential bias arising from the fact that the
mean angle of incidence of the LORs at the detector
face varies from the axial centre to the front or back of
the tomograph.

If the Cui are calculated by summing only over LORs
lying within detector ring u, the method is known as
the 2D fan-sum algorithm. This method is quite widely
implemented because of its simplicity, and because it
can be used for both 2D and 3D normalization.
However, in the 3D case it is both less accurate and less
precise than utilizing all possible LORs [18]. The accu-
racy of the fan-sum approximation also depends cru-
cially on utilizing an accurately centered source
distribution [19–21]. Other algorithms for calculating
the εui also exist (see, for example, [17, 18, 20–22]).

The εui calculated in this way incorporate the
transaxial block profile factors bu

tr. If required, they can
be extracted from the εui very simply – they are just the
mean values of the detector efficiencies calculated for
each position in the block detector:

where N is the number of detectors around the ring
and D is the number of detectors across a detector
block. In practice, the bu

tr are obtained by averaging
data across such a large and evenly sampled propor-
tion of the field of view that they are effectively inde-
pendent of the source distribution. As a result, changes
in the transaxial block profile factors due to count-rate
effects can be computed directly from the emission
data, a process known as self-normalisation [24].

The Transaxial Geometric Factors g utr
ivj

Rotating transmission sources, planar sources and
scanning line sources have all been used to generate

data for calculating the transaxial geometric factors
[e.g., 16, 22, 25, 26]. Once the data have been collected,
an analytic correction is applied to compensate for
non-uniform illumination of the LORs by the source.
The data are then corrected for variations in detector
efficiency and block profile. For systems where “crystal
interference” is not expected to be a problem, the
transaxial geometric factors can be obtained by averag-
ing the data in each sinogram over all LORs sharing a
common radius. Thus, one “radial profile” describing
the transaxial geometric effect is obtained for each
sinogram. Otherwise, the data are averaged over LORs
which share a common radius and a common position
within block detectors, resulting in D radial profiles
per sinogram, where D is the number of detectors
across a block. Each radial profile is then divided by its
mean and inverted to yield the transaxial geometric
factors.

The Time-Window Alignment Factors tuivj

As with the transaxial geometric factors, time-window
alignment factors can be derived from the data ac-
quired using rotating transmission sources, planar
sources or scanning line sources. Non-uniform illumi-
nation is compensated for, and the data are then cor-
rected for intrinsic detector efficiency, block profile
and all geometric effects. Data elements with common
block detector combinations are summed to produce
an array with one element for each block combination.
This array is then divided by the mean of all its ele-
ments and inverted to yield the tuivj.

The Structural Misalignment Factors, muivj

The effects of structural misalignment are not easy to
predict. They can often be determined by examining
data used for calculating the transaxial geometric
factors after normalisation for all other known com-
ponents. On the GE Advance (GE Medical Systems,
Milwaukee,WI), this process reveals high-frequency
non-uniformities which are consistent in every sino-
gram, regardless of ring difference. These non-unifor-
mities are correlated with rotational misalignments of
the block modules, which extend for the entire length
of the tomograph. However, examination of data from
the Siemens/CTI ECAT 962 tomograph (CTI Inc.,
Knoxville, TN), which also has block modules that
extend for the entire length of the tomograph, does
not reveal these consistent non-uniformities. On the
Advance, the consistency of the non-uniformities can
be exploited in a simple manner to yield the required
correction factors. Data from a rotating line source is
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corrected for all known normalisation effects and
then summed over all ring differences, yielding a
matrix with the same dimensions as a single sino-
gram. Each element in the matrix is then divided by
the mean over all the matrix elements and inverted to
yield the muivj.

Frequency of Measurement

The geometric factors do not normally change with
time and need only be measured once. Depending on
their nature, the misalignment factors may either be
fixed, or may need to be re-measured as components
are replaced. The time window alignment factors
should be re-measured whenever detector compo-
nents are replaced. The detector efficiency and block
profile components can change with time, as photo-
multiplier tube gains drift, and should be re-measured
routinely (usually monthly or quarterly, but possibly
more often in a less stable environment such as that
found in a mobile PET system). The rate-dependent
component of the transaxial block profile can, if nec-
essary, be determined for each individual scan using
self-normalisation.

Dead Time Correction

Definition of Dead Time

PET scanners may be regarded as a series of sub-
systems, each of which requires a minimum amount
of time to elapse between successive events for them
to be registered as separate. Since radioactive decay is
a random process, there is always a finite probability
that successive events will occur within this minimum
time, and at high count-rates, the fraction of events
falling in this category can become very significant.
The principle effect of this phenomenon is to reduce
the number of coincidence events counted by the PET
scanner, and since the effect becomes stronger as the
photon flux increases, the net result is that the linear
response of the system is compromised at high count-
rates. The parameter that characterises the counting
behaviour of the system at high event rates is known
as the “dead time”. The fractional dead time of a
system at a given count-rate is defined as the ratio of
the measured count-rate and the count-rate that
would have been obtained if the system behaved in a
linear manner.

Sources of Dead Time

The degree to which a system suffers from dead 
time and the sources of dead time within a system 
are highly dependent on its design and architecture.
We now describe three sources of dead time typically
found in clinical PET scanners. A more detailed
discussion of this topic can be found in [12] and 
[27].

Within a well-designed scintillation detector sub-
system, the primary factor affecting the minimum time
between separable events is the integration time, that
is, the time spent integrating charge from the photo-
multiplier tubes arising from a scintillation flash in the
detector crystal. If a photon deposits energy in the de-
tector crystal while charge is still being integrated from
the previous event (a phenomenon known as “pulse
pileup”), there are two possible outcomes. Either the
total collected charge is sufficiently great that the upper
energy level discriminator threshold is exceeded, in
which case both events will be rejected, or the two
events are treated as one, with incorrect position and
energy (Fig. 5.12). In addition to the integration time,
the detector electronics will usually have a “reset” time,
during which the sub-system is unable to accept
further events. The effects of pulse pileup in block de-
tectors have been investigated by Germano and
Hoffman [28], and in large-area PET detectors by Wear
et al [29]. To reduce the limiting effect of integration
time, several groups have implemented schemes for
fast digitisation of the detector output signal. This
signal can then be post-processed to separate over-
lapped pulses [e.g., 30].

Within the coincidence detection circuitry, there is
the possibility that more than two events might occur
during the coincidence time window. This is known as
a “multiple” coincidence, and since it is impossible to
ascertain which is the correct coincidence pair, all
events comprising the multiple coincidence are
rejected.

Processing a coincidence event also takes time,
during which no further coincidences may be accepted.
Although the number of coincidences is usually small
compared to the number of single events, dead time
arising from coincidence processing can be significant
because of the architecture of the coincidence electron-
ics. There are too many detector pairs in a PET scanner
for each to have its own coincidence circuit. To over-
come this problem, the data channels are multiplexed
into a much smaller number of shared circuits. These
shared circuits have commensurately higher data rates,
and as a result become important contributors to
overall system dead time.
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Measurement of Dead Time

To measure the dead time behaviour for a PET scanner
as a function of count-rate, a “decaying source” experi-
ment is performed. A uniform source containing a
known quantity of a short-lived positron emitter such
as 18F or 11C is placed in the field of view of the PET
scanner. Repeated measurements of the singles, prompt
and random coincidence rates are then made as the ac-
tivity in the field of view decays. The incident count-
rate for a given level of activity in the field of view is
obtained by linear extrapolation from the count-rate
response measured when most of the activity has
decayed away and dead time effects are small. The ratio
between the incident and measured count-rate then
gives the fractional count-rate loss.

Figure 5.13a shows simulated count-rate curves for a
current generation BGO PET scanner based on a vali-
dated count-rate model [31], including the extrapolated
ideal trues rate. For a scanner operating in 3D mode,
the count losses reach 20% at approximately 10
kBq/ml. Note that the total observed count-rate (trues
+ randoms) plateaus at 2.6 × 106 counts/sec which cor-
responds to the bandwidth limit of the coincidence
electronics on this scanner. Figure 5.13b illustrates the
effect of shortening the integration time on dead time
and the resulting count loss curve. These curves
assume no loss of sensitivity to true coincidences as a

result of shortening the integration time as would be
expected if a faster scintillator, such as LSO, was used
instead of BGO.

Approaches to Dead Time Correction

The simplest method for dead time correction involves
constructing a look-up table of dead time correction
factors derived from decaying source measurements.
However, this approach does not account for spatial
variations in source distribution that may alter the rel-
ative count-rate load in the different sub-systems
within the scanner. In practice more accurate dead
time correction schemes are constructed in which,
where possible, the “live time” (= acquisition time × [1–
fractional dead time]) is measured for each sub-
system. For those sub-systems where it is impractical
to measure the live time, an analytic model incorporat-
ing knowledge of the system architecture is con-
structed and fitted to data obtained from decaying
source experiments. The decay correction scheme then
consists of applying a series of measured and modelled
correction factors to the acquired data.

The live time in a sub-system may be measured in a
variety of ways. One possibility is to implement a
second circuit parallel to the measurement circuit for
which the live time estimate is to be made. Regular
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Figure 55.12. Effects of pulse pileup. (a) Single incident photon interacting with scintillation detector. (b) Two photons incident within integration time, re-
sulting in pulse pileup. If the total deposited energy is greater than the upper energy level discriminator (ULD), pileup event is rejected – otherwise it is
assigned incorrect energy and position. In either case at least one event is lost.
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pulses are sent down the second circuit to a counter.
However, if a signal is being processed on the measure-
ment circuit, a gate is closed on the second circuit for
the duration of the processing, preventing pulses from
reaching the counter. The number of pulses observed by
the counter is then approximately proportional to the
live time of the measurement circuit. Other schemes for
measuring dead time are described in [27].

Dead time models usually treat system dead time as
being separable into two components, described as
“paralysable” and “non-paralysable” [e.g., 31, 32, 33].
The paralysable component describes the situation
where the system is unable to process events for a fixed
amount of time τ after each event, regardless of
whether or not the system is dead. For example, if an
event arrives while the system is dead due to a preced-

ing event, the system remains dead for a further τ
seconds from the time of arrival of the second event.
Thus, at a sufficiently high count-rate, the system
becomes saturated, and the recorded count-rate will
actually decrease as the incident count-rate increases.
The dead time behaviour of the detector sub-system
has a substantial paralysing component, because every
time a photon interacts with the crystal, more light is
deposited, which must decay away before the detector
can process the next event. If the time-of-arrival distri-
bution of the events obeys Poisson statistics, the rela-
tionship between the measured event rate m, the actual
event rate n, and the dead time resulting from a single
event τ is given by 

  m ne n= – ( )τ 18
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Figure 55.13. Count-rate curves as a function of
radioactivity concentration in a phantom. The
curves demonstrate the effect of (a) dead time on
count-rate linearity and (b) shortening the signal
integration time. Note the divergence of the
measured true coincidence rate from the ideal
trues rate at high radioactivity concentrations
and that dead time is reduced when the
integration time is shortened. Also note the
discontinuity in the count-rate curves at
approximately 55 kBq/ml which is caused by the
bandwidth limit of the coincidence processing
electronics.



In the non-paralysing case, the system is again ren-
dered “dead” for a time τ after each event, but while the
system is dead, further events have no effect. The dead
time behaviour of the coincidence processing sub-
system is essentially non-paralysing, because events ar-
riving while a coincidence is being processed are
simply ignored. For such systems, the measured count-
rate tends asymptotically to a limiting value of τ–1 as
the actual count-rate increases, and the relationship
between m, n and τ is given by

A more detailed treatment of this topic may be found
in [34]. The two components can be present in the
system in series and this has been shown to be the case
for PET systems (see Chapter 3).

The corrections discussed so far address factors
mainly related to detector sub-system performance, in-
cluding timing resolution, detector uniformity and
count-rate performance. In the following sections, we
discuss factors whose magnitude is also affected by
aspects of tomograph performance but which arise
from measurement errors, including those due to
photon interactions in the body.

Scatter Correction

Characteristics of Scattered Radiation

When a positron annihilates in the body, there is a rea-
sonable chance that one or both of the annihilation
photons will scatter in the body or in the detector
itself. At the energy of annihilation photons (0.511
MeV), the most likely type of interaction is Compton
scattering in which the photon transfers some of its
energy to loosely bound electrons and deviates from its
initial path [35]. Since the coincidence LOR formed
after one or both photons undergo Compton scattering
is no longer colinear with the site of annihilation (Fig.
5.1), such events degrade the PET measurement.
Furthermore, the Compton equation that relates the
photon energy before (E) and after scattering (Esc) to
the scattering angle (Ω) tells us that an annihilation
photon may scatter through as much as 45 degrees and
lose only 115 keV of its energy to the recoil electron:

where m0c2 is the resting energy of the electron before
scattering. Because of the poor energy resolution of PET
scanners, particularly BGO scanners, a coincidence event
involving the scattered photon in this example would
most likely be accepted within the energy window, which
is typically set between 350 and 650 keV. Thus, scattered
coincidences are not easily discriminated from unscat-
tered coincidences based on their energy and may
significantly degrade both image quality (due to loss of
contrast) and quantitative accuracy.

The proportion of accepted coincidences which have
undergone Compton scattering is referred to as the
scatter fraction and its magnitude depends on several
factors, including the size and density of the scattering
medium, the geometry of the PET scanner and the
width of the energy acceptance window (which is
mainly determined by the energy resolution of the de-
tectors). The scatter fraction typically ranges from
about 15% in a ring tomograph with slice-defining
septa (2D mode, or septa extended) to 40% or more for
the same tomograph operated without slice-defining
septa (3D mode, or septa retracted). Indeed, a major
function of slice-defining septa is to minimise scatter
by preventing photons which scatter out of the plane
defined by a ring of detectors from being detected in
an adjacent detector ring and forming an oblique LOR.

Although the underlying physics describing
Compton scattering of annihilation photons is reason-
ably complex, there are several characteristics of the
resultant LORs which can be exploited to estimate their
distribution and potentially correct the measured data.
For example:

● LORs recorded outside the object boundary can
only be explained by scatter in the object (assuming
that randoms have been subtracted) since LORs
arising from unscattered trues must be collinear
with the point of annihilation,

● The scatter distribution is very broad (i.e., it con-
tains mainly low spatial frequencies) and relatively
featureless,

● The portion of the coincidence energy spectrum
below the photopeak has a large (but not exclusive)
contribution from scattered events, and

● Scattered coincidences that fall within the photo-
peak window are mainly due to photons that have
only scattered once (Fig. 5.14).

These various characteristics have given rise to a wide
variety of approaches for estimating and correcting
scattered coincidences in PET data. They can be
broadly divided into four categories: empirical ap-
proaches, methods based on two or more energy
windows, convolution (or, equivalently, deconvolution)
methods and methods which model the scatter distrib-  
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ution during forward projection based on knowledge
of tissue densities (or equivalently attenuation
coefficients) in the body and an initial estimate of the
scatter-free image.

Empirical Scatter Corrections

Fitting the Scatter Tails

Perhaps the simplest approach to scatter correction is
to fit an analytical function to the scatter tails outside
the object in projection space. For example, a second
order polynomial [3] and a 1D Gaussian [36] have both
been used to fit the scatter tails. This approach is based
on the observations that coincidences recorded outside
the object boundary are entirely due to scatter (assum-
ing that randoms have previously been subtracted) and
the scatter distribution contains mainly low spatial fre-
quencies.

The method is effective for neurological PET studies
because it guarantees that the scatter recorded outside
the object is reduced to approximately zero and it in-
herently corrects for scatter arising from activity
outside the axial field of view, something some of the
more complex methods are unable to do. It also has the
advantages of being simple to implement and compu-
tationally very efficient. The main drawback of this ap-
proach is that the scatter distribution is not always well
approximated by a smooth analytical function, partic-
ularly in the thorax where tissue density is heteroge-
nous, which may lead to over- or under-subtraction. A
further problem in the thorax is that the body occupies
a large portion of the field of view leaving relatively

small scatter tails to fit. This reduces the accuracy of
the fit and may lead to over- or under-subtraction of
scatter in the centre of the body.

A Direct Measurement Technique

Another approach takes advantage of differences
between the scatter distribution with septa extended
and the scatter distribution with septa retracted [37].
This method is only applicable to PET scanners with
retractable septa and it was intended primarily as a
means of characterising scatter in 3D PET by direct
measurement. However, it can also be used as an effec-
tive method of scatter correction. The first step is to
make a measurement of the same object with septa ex-
tended and with septa retracted (in 3D mode). After
scaling the septa extended projections to account for
differences in detection efficiency due to septa shadow-
ing, they are subtracted from the projections corre-
sponding to polar angle θ = 0∞ in the 3D dataset to
yield a measurement of the scatter contribution to the
direct plane data. The scatter contribution to oblique
planes is then estimated by interpolation of the direct
plane scatter corresponding to the detector rings from
which the oblique plane was formed. The assumption
in this last step is that the scatter distribution does not
vary markedly with changes in polar angle up to the
maximum polar angle allowed. This assumption may
break down for scanners with a large axial field of view
and a large acceptance angle for oblique sinograms.

This method has the advantages that it makes few as-
sumptions, it is relatively simple to implement and it
inherently corrects for scatter arising from activity
outside the field of view. It also enables direct measure-
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ment of the scatter distribution in complex objects
which may be used to obtain a better understanding of
scattering in 3D PET or to validate other methods of
scatter correction. The main drawbacks are that it re-
quires an additional measurement which may be im-
practical (for example, in dynamic studies where the
scatter distribution may change throughout the study)
and that it is only applicable to PET scanners with re-
tractable septa.

A related scheme has been designed for scanners
with coarse septa – in this method, coincidence data
are acquired for lines of response that intersect the
septa and thus cannot contain trues. These so-called
“shady” lines of response are assumed to provide an
estimate of the scatter that can then be subtracted
from the “sunny” lines of response where the septa
are not intersected [38]. This method has the advan-
tage that the scatter estimate is acquired contempo-
raneously with the data containing the true signal,
but again relies on the assumption that the scatter
distribution does not change significantly with polar
angle.

Multiple Energy Window Techniques

Multiple energy window techniques make use of the
observations that (1) a greater proportion of Compton
scattered events are recorded in the region of the single
photon energy spectrum below the photopeak com-
pared with those recorded near the photopeak and (2)
there exists a critical energy above which only unscat-
tered photons are recorded [39] (Fig. 5.14). Thus, data
recorded in energy windows set below or above the
photopeak window, or both, can be used to derive an
estimate of the scatter contribution within the photo-
peak window. Such techniques have been extensively
employed and investigated for single photon emission
computed tomography (SPECT) (40). Interest in multi-
ple energy window approaches for PET was stimulated
by two advances: the development of energy lookup
tables and threshold setting for individual crystals in
the block detector leading to improved energy resolu-
tion, and improvements in the electronics for NaI(Tl)
PET systems that took advantage of the intrinsically
high energy resolution of NaI(Tl).

Dual Energy Window Methods

There have been two distinct approaches to the use of
dual energy windows for scatter estimation. The dual
energy window (DEW) method uses an energy window
set below the photopeak and abutting it [41] (Fig.
5.15a) while the estimation of trues method (ETM)

uses an energy window whose lower level discrimina-
tor is set above 511 keV and which overlaps the upper
portion of the photopeak window [42] (Fig. 5.15b).
These methods both make use of measurements in the
auxiliary energy window to estimate the scatter contri-
bution to the photopeak.

In the DEW method, the unscattered events in the
photopeak energy window, Cunsc

pw , are defined in terms
of the total coincidence events recorded in the photo-
peak and lower energy windows, Cpw and Clw respec-
tively, and the ratios Rsc and Runsc as follows:

where Rsc is the ratio of scattered events (C sc
lw /Csc

pw ) and
Runsc is the ratio of unscattered events (Cunsc

lw /Cunsc
pw ).

These ratios were determined experimentally using line
and point sources and by Monte Carlo simulation. It was
observed that Runsc was almost constant across the
transaxial field of view, whereas Rsc was not and both
Runsc and Rsc exhibited nonuniformity in the axial direc-
tion, which could be explained by the block structure of
the detector rings used in their tomograph [41].
Despite the nonuniformity of these ratios, they were
essentially independent of object size and shape in the
limited range of phantoms studied. Using this method,
the activity concentration values in a multicompart-
ment phantom were recovered to within 10% of their
correct levels. However, some studies suggest that this
method may be prone to bias when applied to more
complex source distributions or objects with nonuni-
form density [43, 44].

The ETM assumes that coincidences recorded above
a certain energy threshold include only unscattered
events. This is a reasonable approximation in the case
of a PET scanner with energy resolution of approxi-
mately 20% when the lower energy discriminator is
placed above 511 keV. In the original implementation
of ETM, an auxiliary window was set which accepts
coincidences between 550 and 650 keV. This upper
window overlaps with the main photopeak window
which typically accepts coincidences between 350 and
650 keV. Data recorded in the upper window are
scaled to match the total true coincidences recorded
in the photopeak window. Subtracting the scaled
upper window data from the photopeak data yields
an estimate of the scatter contribution to the photo-
peak. This estimate is smoothed and subtracted from
the measurement made in the photopeak energy
window.

The main advantage of the dual energy window
methods is that they take into account scatter arising
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from activity beyond the axial field of view. These
methods should also be well suited to tomographs with
better energy resolution than is typically achieved with
BGO, such as those based on NaI(Tl), LSO and GSO de-
tectors. This was demonstrated in the case of NaI(Tl)
volume PET scanners where an adaptation of the ETM
method performed well for a range of source distribu-
tions [44]. The main drawback is that scatter estimates
are based on Poisson measurements which are noisy,
particularly when derived from the early frames of a
dynamic study and other count limited acquisitions.
For this reason, scatter estimates derived from the aux-
iliary energy window are normally smoothed consider-
ably before subtraction from the photopeak data. This
may not be a major drawback since the scatter distrib-
ution typically contains mainly low spatial frequency
components.

Multiple Energy Window Methods

The triple energy window (TEW) method is a straight-
forward extension of DEW which introduces a
modification factor that accounts for source size and dis-
tribution dependencies in Rsc [45].Under the assumption
that Rsc >> Runsc, the TEW method can be written

Robj and Rcalib are the ratios of counts in the two lower
energy windows for the object being imaged and a
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Figure 55.15. Energy spectra showing the window settings typically used in four energy window based methods: (a) dual energy window (DEW) method [41],
(b) estimation of trues method (ETM) [42]), (c) triple energy window (TEW) method [45] and (d) multispectral method (indicating energy ranges of first 3
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calibration phantom respectively. The parameter b is a
relaxation factor that controls the amount of feedback
of the modification term into the correction and when
b = 0, the TEW technique becomes the DEW tech-
nique. The energy window used in the Clw/Rsc term
may be either of the two lower energy windows (Fig.
5.15c). In the implementation of Shao et al.,
the lower energy windows spanned the energies
385–450 keV and 350–450 keV, the calibration
phantom was a 20 cm diameter uniform cylinder and
the relaxation factor was 0.5 [45]. As in the DEW
technique, the ratios Robj and Rcalib and the
modification factor M are calculated for each sino-
gram element. The TEW method has many of the
same advantages and drawbacks of the dual energy
methods. However, it improves on the DEW method in
particular by reducing the sensitivty of the scatter cor-
rection to variations in source distribution and size.

In the methods discussed so far, a relatively narrow
energy window is set over the photopeak and events
recorded below the lower energy threshold are
assumed to be unwanted events, mainly due to scatter
in the object being imaged. However, when small dis-
crete detectors are used in high resolution tomographs,
such as those designed for animal imaging studies, a
large proportion of events recorded in the low energy
range are due to scattering in the detectors and these
are potentially useful events.

Bentourkia et al demonstrated that with careful char-
acterisation and correction of scatter in multiple energy
windows, it is possible to extend the useful energy range
for acceptance of coincidences without degrading the
image [46]. Specifically, they showed by Monte Carlo
simulation and measurements on a PET simulator that
up to 80% of events recorded above a threshold of 129
keV are either trues or detector scatters and, therefore,
potentially useful for image formation. The approach de-
veloped was to correct for object scatter using position-
dependent convolution subtraction while detector scatter
is handled by nonstationary restoration. First, they care-
fully characterised the slope and amplitude of scatter
components as a function of energy and position by
measuring coincidence data in 16 × 16 energy window
pairs. They summed the coincidence data into energy
windows which had a common upper energy threshold
of 645 keV and a variable lower energy threshold span-
ning the range 129 keV to 516 keV (Fig. 5.15d). Count
profiles derived from these energy windows were fitted
with multi-exponential functions. During imaging, coin-
cidence data are recorded in the same energy windows
and the scatter subtraction-restoration is effected using:

where Pobs are the measured projection data, F0 is the
nonstationary object scatter kernel and Rd is the non-
stationary restoration kernel that corrects for detector
scatter. Rd is defined as:

where fg and fd are the fractions of geometric and
detector scatter components and ℑ and ℑ–1 are the
forward and inverse Fourier transforms respectively.

The multiple energy window approach is not
straightforward to implement as it requires specialised
hardware and extensive measurements to characterise
the scatter components. However, the technique makes
better use of coincidence data measured over a wider
energy range than in conventional imaging, resulting
in an effective increase in sensitivity of approximately
60%. The method is particularly well suited to high
resolution tomographs with small discrete detectors.

Convolution and Deconvolution
Approaches

Whereas the energy based methods derive information
about the scatter distribution from auxiliary measure-
ments, convolution based methods model it with an in-
tegral transformation of the projections recorded in
the photopeak window. Initially, the method was devel-
oped for a ring type PET scanner operated in 2D mode
[47] and the projected scatter distribution in a given
slice took the following analytical form:

where punsc is the one dimensional projection of the
true activity distribution and h(s,x) is the scatter con-
tribution to radial position s (along the projection) due
to a source positioned at x. If h is spatially invariant,
equation (26) is a straightforward convolution integral.
In the initial implementation, however, the scatter re-
sponse was assumed to be position dependent and de-
scribed by the following function:

The scatter response was measured using a line source
positioned at regular intervals across the scanner’s field
of view and the parameters A, b and C corresponding to
each position were determined by least-squares fitting.

The model described by equation (26) does not
provide a means for affecting scatter correction since

  
h s x A x e C xb x s, ( )( ) = ( ) + ( )− ( ) 26

  
P s P t h s t t dtsc unsc( ) = ( ) −( )∫

−∞

∞
, ( )25

   

R
f f

f fd
g d

g d

=
+

+ ( )
⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪
−�

�
1 24( )

  
P P F Runsc obs d= ⊗ ∂ −( ){ }⊗0 23( )

112 Positron Emission Tomography



punsc cannot be measured. However, we can substitute
the measured projection data, pobs, for punsc in equation
(26) and the model still holds to a reasonable degree of
accuracy. Thus, the method consists of convolving the
measured projection data, line by line (i.e., view angle
by view angle), with an experimentally determined
scatter function and then subtracting the resulting
scatter estimate from the measured projections.

The method is sufficiently accurate for 2D slice-ori-
ented scanners but does not take into account scatter-
ing between adjacent planes which is a significant
component in 3D PET. The method was extended to
take into account cross-plane scattering for both large
area PET scanners [48] and multi-ring scanners oper-
ated with the septa retracted [49]. This was done by
defining a two dimensional scatter response function
and performing a two dimensional convolution operat-
ing on the projections:

Here, the projection data and the scatter response func-
tion are defined in terms of the radial (s) and axial (z)
position variables and ⊗ denotes the two dimensional
convolution operator. The scatter correction described
by equation (28) is written as an iterative improvement
method which was suggested by the developers of both
implementations of the 2D method [49, 49] and is
equally applicable to the 1D case. This overcomes the
problem that the scatter model is defined in terms of
an unobservable quantity, punsc, by substituting it with
the previous estimate of the scatter-free data. As in the
1D method, the parameters that define the scatter re-
sponse function are derived from point or line source
measurements made under carefully controlled scat-
tering conditions.

This approach has been demonstrated to perform
reliably in neurological studies where the scattering
medium is relatively homogeneous, providing results
comparable to energy window based methods [50].
Indeed, it has an advantage in dynamic studies since
the scatter estimate is essentially noise-free and, there-
fore, does not contribute additional noise to the
scatter-corrected projections. However, the assump-
tions break down in both the SPECT and PET cases
when more complex objects are studied, such as the
thorax [37, 51, 52]. Also, the method does not take
account of scatter arising from activity outside the
scanners field of view. The possibility of incorporating
information derived from transmission measurements
to determine object/position dependent scatter frac-
tions has been suggested (49), similar to an approach

that was successfully applied in SPECT (53, 54).
However, this has not been fully explored in the PET
case. Alternative and potentially more accurate ap-
proaches that take into account information derived
from both emission and transmission data are de-
scribed in the following sections.

Simulation-based Scatter Correction

Since the physics of photon interactions in matter is
well understood, it is possible to model these processes
and estimate the scatter contribution to projections
given an accurate map of attenuation coefficients in the
scattering medium and an initial estimate of the
scatter-free radioactivity distribution. The scatter can
be estimated analytically or numerically (for example,
using Monte Carlo techniques).

Analytical Simulation

Consider first the analytical approach. If we make the as-
sumption that only one of the annihilation photons
forming a coincidence accepted within the photopeak
undergoes a Compton interaction, the processes involved
in forming such coincidences can be readily modelled.
This assumption has been shown to be reasonable as 75
to 80% of scattered coincidences arise from single scat-
tered events in a ring tomograph with a 10 cm axial field
of view [39, 55]. With reference to Fig. 5.16, the scatter
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Figure 55.16. Geometry of the single scattering model used in simulation
based scatter correction. 
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contribution to the LOR formed by detectors A and B can
be calculated by considering:

1. Attenuation of the annihilation pair along the un-
scattered path s1 which can be determined by ray
tracing through the reconstructed attenuation
volume,

2. The integrated emitter intensity along the path s1

which can be obtained from an initial estimate of
the scatter-free radioactivity distribution,

3. The probability of scattering at point S through
angle Ω towards detector B which can be deter-
mined by integrating the Klein-Nishina formula,

4. Attenuation of the scattered photon along the path
s2 towards detector B, and

5. The efficiencies of detectors A and B as a function of
incidence angle and photon energy. These should
take into account the solid angle subtended by the
detectors, their stopping power, energy resolution
and discriminator settings.

Using the formulation of Watson et al, the single scatter
coincidence rate at LOR AB due to one of the annihila-
tion photons having scattered at S is calculated by inte-
grating over the volume Vs [56, 57]:

λ is the emitter intensity,
μ is the attenuation coefficient,
σAS and σBS are the geometric cross sections for detec-
tors A and B as seen from S,
RAS and RBS are their respective distances from the
scatter point,
εAS and εBS are their respective efficiencies for photons
arriving from the point S,
σc is the Compton scattering cross-section calculated
from the Klein-Nishina formula, and
Ω is the scattering solid angle.

The primed variables correspond to the Compton
scattered photon and are evaluated at the scattered
photon's energy, whereas unprimed variables are eval-
uated at 511 keV. Note that the annihilation leading to
the scatter event depicted in Fig. 5.16 could just as
easily have occurred along path SB as along path AS.

This explains the final term in equation (29) which cal-
culates the attenuated unscattered emitter intensities
for both possibilities (i.e., IA and IB).

Ollinger developed a similar formulation that de-
scribes the single scatter contribution to each LOR
[58]. However, he extended the technique by extrapo-
lating from the distribution of single scattered coinci-
dences to a distribution that includes both single
scatters and multiple scatters. This was done by con-
volving the single scatter distribution with a one di-
mensional Gaussian kernel. Ollinger also took into
account scatter arising from activity outside the axial
field of view in his implementation by extrapolating
the initial scatter-free activity estimate and including
detector side shielding in his forward projection
model.

The methods of Ollinger and Watson et al yield esti-
mates of the scatter distribution that are reasonably ac-
curate under most circumstances (Fig. 5.17), although
there is some evidence that problems can arise in clini-
cal studies of obese patients [59]. However, they are
also computationally demanding if the volume is inte-
grated over every possible scattering point and the
scatter contribution calculated for every LOR. A more
efficient approach, which has been demonstrated to be
practical for clinical PET, is to sample the object
volume on a regular grid of sparsely spaced scattering
points and to calculate the scatter for only a subset of
all LORs [56, 57]. The full scatter distribution is then
interpolated from the calculated LORs. This approach
results in little bias due to the broad scatter distribu-
tion in 3D PET.

The main advantage of the model-based methods of
scatter correction is that they make use of well under-
stood physical principles to produce accurate scatter
estimates. Their main drawbacks are the complexity of
implementation, their computational demand and the
assumptions required to model scatter arising from ac-
tivity outside the axial field of view.

Monte Carlo Simulation

Monte Carlo methods are frequently used to evaluate
scatter correction techniques since this approach
allows separation of the simulated scattered and un-
scattered contributions to the projections which is not
possible using phantom experiments. Furthermore,
many Monte Carlo codes are able to simulate the
scatter distribution for any specified emission and at-
tenuation distribution and several different PET
scanner geometries.

As well as providing a powerful method of evaluat-
ing the accuracy of scatter correction techniques,
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Monte Carlo simulation can itself be used to perform
scatter correction [60, 61]. Like analytical simulation,
the estimation of scatter by Monte Carlo techniques is
based on well understood physical principles that
govern photon interactions in matter. Where this ap-
proach differs is that, rather than calculating the scatter
contribution to a given LOR, photon pairs are gener-
ated at their point of origin (defined by the initial esti-
mate of the activity distribution) with random
orientation and “tracked” as they traverse through the
scattering medium which may be defined by the atten-
uation map. Tracked photons have a random chance of
interaction in each voxel they traverse, with the type
and likelihood of interaction being determined by the
same equations as those used in analytical scatter sim-
ulation.

Most standard codes take too long to compute the
scatter distribution with sufficient counting statistics
to be practical for routine scatter correction, even
when executed on the most powerful computers cur-
rently available. This is because a large proportion of
tracked photons may never contribute to the projec-
tions either because they undergo photoelectric ab-
sorption in the object or because they emerge from the
object with an energy or a trajectory that does not
permit detection. However, recent work demonstrated
that dramatic improvements can be made in the com-
putational efficiency of Monte Carlo simulation by
making reasonable approximations and using imple-
mentation techniques that don't compromise the accu-

racy of scatter estimation [61, 62]. With such improve-
ments, the Monte Carlo method is potentially a very
accurate and practical approach to scatter correction
in PET.

Implementation of Simulation Based Scatter
Correction

There are five main steps which are common to the
simulation based scatter correction methods, including
analytical and Monte Carlo approaches. These are:

1. Reconstruct the attenuation volume: This is nor-
mally done using conventional 2D reconstruction of
the blank and transmission data. However, any
method that produces an accurate map of linear at-
tenuation coefficients (μ, in units cm–1) in the body
can be used, including appropriately registered and
scaled CT data if available.

2. Reconstruct an initial estimate of the emission
volume: Different approaches have been adopted for
this step. Watson et al use 3D reconstruction of the
measured projections which include scatter [57],
while Ollinger determines the initial emission esti-
mate iteratively from direct plane data only [58]. He
showed that the process converges rapidly and re-
quires only a small number of iterations. In the
Monte Carlo implementation due to Holdsworth et
al [61], the initial estimate is obtained by perform-
ing the analytical scatter simulation technique (57),
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Figure 55.17. (a) Reconstructed transaxial slice of the Utah phantom after simulation based scatter correction. (b) Count profiles through the image in (a) at the
level indicated. (From [57], with kind permission from Kluwer Academic Publishers).



as implemented on the EXACT HR+ scanner (CTI
PET Systems, Knoxville, TN).

3. Estimate the scatter contribution to projections:
This is the main step which involves estimating the
scatter contributing to direct and oblique emission
sinograms as described above for the various simu-
lation techniques. Each of the implementations de-
scribed includes some means of estimating the
scatter contribution due to activity outside the field
of view.

4. Scale the scatter estimate: Here the scatter distribu-
tion is scaled globally to ensure a good fit between
the estimated scatter and the measured projections
in regions not sampled by the object (i.e., regions
where only scatter is present). Alternatively, if the
detection system is modelled accurately including
detector efficiencies and energy response, it may be
possible to compute a scatter distribution which is
intrinsically scaled relative to the measured projec-
tions as in a more recent implementation by Watson
[56]. In the Monte Carlo approach, the total coinci-
dences in each projection can be simulated as well
as the scatter coincidences. Thus, the scaling step
simply involves determining the scale factor that
yields the same total coincidences in both the esti-
mated and measured projections. This global scale
factor is less prone to noise in low count studies
than the factor calculated using the scatter tails.

5. Correct 3D emission projections for scatter: The
final step is to subtract the estimated scatter from
direct and oblique sinograms. In some cases, the
scatter estimate is smoothed before subtraction
without loss of accuracy since the scatter distribu-
tion contains only low spatial frequency compo-
nents.

Attenuation Correction

Definition of the Problem

A coincidence event requires the simultaneous detec-
tion of both photons arising from the annihilation of a
positron. If either photon is absorbed within the body
or scattered out of the field of view, a coincidence will
not occur. The probability of detection, therefore,
depends on the combined path of both photons. We
saw in Chapter 2 that, since the total path length is the
same for all sources lying on the line that joins two de-
tectors, the probability of attenuation is the same for
all such sources, independent of source position.

This is true even if the source is positioned outside
the body. In this case, the probability terms are e0 and
e-μD for the near and far detectors respectively (where D
is the total thickness of the body), and the number of
detected coincidences is:

which is the same as that obtained for an internal
source. Therefore, the problem of correcting for photon
attenuation in the body is that of determining the
probability of attenuation for all sources lying along a
particular line of response.

Measured Attenuation Correction

The probability of attenuation for each line of response
can be determined by comparing the count rate from
an external (transmission) source with the unattenu-
ated count rate from the same source when the patient
is not in the tomograph, referred to as a blank scan.
Transmission measurements are routinely performed
in PET to correct for attenuation of the annihilation
photons within the body. These measurements can be
performed using several different source and detector
configurations and these are discussed in the following
sections.

Attenuation Correction Using Coincidence
Transmission Data 

The most common approach has been to use a long-
lived positron emitter, such as 68Ge-68Ga (68Ga is the
positron emitter and 68Ge is its parent isotope with a
half-life of 271 days), and measure the annihilation
photons in coincidence as they pass through the body
from an external source. A transmission scan typically
takes 2–10 minutes to acquire and may be performed
before or after the PET tracer is administered.
However, it is not uncommon to perform transmission
scans after tracer administration, nor is it uncommon
to acquire transmission scans of much shorter dura-
tion for certain types of clinical studies.

In early PET scanner designs, the most common
transmission source arrangement was a ring or multi-
ple rings containing positron emitter. The rings sur-
rounded the patient and were retracted behind lead
shielding at the back of the scanner when not in use.
When extended into the field of view, coincidences are
recorded by detecting annihilation photons arising
from anywhere on the ring(s), with one photon being
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detected on the near side and the other being detected
on the far side after traversing the patient's body.
Despite the relatively high energy of annihilation
photons (511 keV), the likelihood of an annihilation
photon passing through the body unattenuated can be
very low. For example, for lines of response which pass
through the long axis of the shoulders, typically only 1
photon in 50 may reach the far detector. As a result,
transmission (and emission) count-rates for these lines
of response are very low. Therefore, transmission mea-
surements with this source-detector geometry are a
major source of noise in reconstructed PET images
[63–66].

In later generation PET scanners of the ring detector
design, a more common transmission source geometry
is the rotating rod source (Fig. 5.18a) [67]. This ap-
proach has the potential to provide improved signal to
noise ratio (SNR) compared with ring sources due to
reduced random and scatter coincidence fractions
[68–70]. With this source geometry, the contribution of
random and scattered coincidences to the transmission
measurement can be further reduced using sinogram
windowing [68, 71]. This is a technique in which the
acquisition sinogram is electronically masked to dis-
tinguish those lines of response that are approximately
collinear with the rod source at a given moment during
its orbit from those that are not. The events recorded
by lines of response that are not collinear with the rod
source are rejected, as these mostly comprise scattered
and random coincidences.

To maintain reasonable counting statistics in the
transmission measurement, radioactivity in the rods
must be more concentrated than in a ring source. This
produces very high single event rates in the detectors
nearest to the source, resulting in large dead time
losses [12]. Therefore, the radioactivity is normally dis-
tributed among more than one rod source – typically
two or three are used. Sinogram windowing (or “rod
windowing”) can be applied to one or more rotating
rods, provided the exact location of each rod source is
known at all times.

Sinogram windowing also has the potential to enable
the transmission study to be performed after tracer ad-
ministration [72–75]. The transmission scan may be
performed either before the emission study (during the
tracer uptake period) or after the emission scan. In
either case, the time the patient spends on the scanning
bed is reduced compared with the typical pre-injection
transmission protocol, and patient throughput may be
increased.

Furthermore, the feasibility of performing simulta-
neous emission and transmission scans using sino-
gram windowing has been demonstrated. For example,

Thompson et al [76, 77] used two point sources of 68Ge,
one for each detector ring, encapsulated in lead sub-
collimators. The lead collimators were designed to
shape the photon beams into a fan within the imaging
plane, corresponding to the edge of the transaxial field
of view. Sinogram windowing was applied to separate
those lines of response which are collinear with the
transmission source (primarily transmission events)
from those that are far from collinear (primarily emis-
sion events). A rejection band on either side of the
transmission window was also applied, in which
neither emission nor transmission coincidences were
recorded. This combination of physical and electronic
collimation is similar to the approach used with the
scanning line source in SPECT [78]. An alternative ap-
proach uses conventional sinogram windowing of ro-
tating rod sources, but with a substantially reduced
amount of radioactivity in the rod sources [79, 80]. The
reduced source activity is to minimise their impact on
dead time and the randoms contribution to the emis-
sion data. It was demonstrated using this approach,
that the noise equivalent count-rate (NEC) of the emis-
sion data acquired at the same time as transmission
data is only 10 to 15% lower than that of an equivalent
emission source imaged using a separate emission-
transmission scan protocol [79].

The use of simultaneous emission and transmission
scanning has been applied to whole body PET imaging
and, when combined with segmentation of attenuation
images and iterative reconstruction, yields high quality
diagnostic scans in a practical time frame [79].
However, the impact of transmission sources on the
emission data is not negligible and results in bias
which may not be acceptable for quantitative analyses,
particularly when estimating tracer uptake in small
tumours [81]. A more common approach in this clini-
cal setting is to interleave short duration (2–4 minutes)
emission and transmission scans as the patient couch
is translated through the PET scanner gantry in dis-
crete increments. Both approaches result in transmis-
sion data with poor SNR and some form of post
reconstruction image processing, such as segmenta-
tion, is required to produce acceptable data for attenua-
tion correction. Such post-processing methods are
discussed below.

Attenuation Correction Using Singles 
Transmission Data

In tomographs with a dual 2D to 3D imaging capabil-
ity, the slice-defining septa can be extended during
transmission scanning and the acquisition performed
in 2D mode using one of the coincidence detection ap-
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Figure 55.18. Methods of acquiring transmission data for attenuation correction in PET: (a) coincidence measurements using a rotating positron-emitting rod
source, (b) singles measurements using a rotating single photon emitting point source, and (c) X-ray CT measurements performed on a dual modality PET/CT
scanner.
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proaches described above. However, in a scanner with
3D capability only, coincidence transmission scanning
is impractical. This is because in 3D the near detector
is exposed to an extremely high single photon flux
arising from the transmission source. The source activ-
ity can not be reduced sufficiently without compromis-
ing the quality of the transmission data acquired on
the far detector. The exception to this is when a fast de-
tector with dedicated electronics is used as the near
side transmission detector and rotates with the source
[82, 83]. This promising approach is currently under
development.

An alternative approach is to employ a point trans-
mission source and shield the near detector from it, as
suggested by Derenzo et al (Fig. 5.18b) [84]. Data are
acquired with the far detector in “singles” rather than
coincidence mode [85–87]. The shielded point source
can be rotated around the patient and translated along
the axial length of the scanner (or rotated along a
spiral path) and, provided that the source location is
known at all times, LORs can be formed between the
source position and the position of the single photon
event on the far detector. As with coincidence trans-
mission studies, a separate blank scan is performed
and the event rates compared with those recorded
during the transmission scan along common LORs to
determine the attenuation factors.

Use of single photon imaging results in better count-
ing statistics in the transmission data than does coinci-
dence imaging for two reasons. First, single photon
counting is inherently more efficient than coincidence
counting since the count-rate is dependent only on the
efficiency of a single detector, whereas the count-rate
in coincidence counting is dependent on the combined
efficiencies of two detectors which are multiplied, re-
sulting in an overall decrease in efficiency. Second,
since the near detector is shielded from the point
source, the activity can be substantially increased
without severely impacting on dead time.

However, there are also drawbacks with the use of
single photon transmission scanning. In coincidence
transmission scanning, rod windowing substantially
reduces the scatter contribution to the measurement
and the resulting attenuation coefficients are very close
to those expected for a narrow beam geometry. In the
singles case, windowing cannot be employed since any
detected photon could have originated from the
source. Therefore, a significant scatter component may
be included in the measured data and the attenuation
coefficients are considered broad beam. In the case of
NaI(Tl) volume PET scanners, this problem is offset by
the relatively good energy resolution of NaI(Tl) com-
pared with BGO PET scanners, which allows for better

scatter rejection by energy discrimination. However, a
further problem is that the transmission source nor-
mally emits photons at a different energy than the
energy of annihilation photons. In the case of 137Cs, the
photon energy is 662 keV.

The problems of scaling the attenuation coefficients
to those corresponding to 511 keV photons and a
narrow beam geometry are normally addressed by seg-
menting the reconstructed attenuation image into a
small number of tissues and assigning coefficients that
are assumed to be known a priori (Fig. 5.19).
Uncertainties associated with such assumptions are
discussed below.

Attenuation Correction Using CT Data

With the advent of dual modality scanners capable of
acquiring PET and CT data during the same imaging
session, there has been considerable effort put into de-
veloping methods to make use of CT data for PET at-
tenuation correction (Fig. 5.18c). The potential
advantages of this approach arise because the statisti-
cal quality and spatial resolution of CT data is far supe-
rior to conventional transmission data used in PET,
and because a whole body CT can be acquired in less
than 1 minute using current generation multi-slice
spiral scanners (compared to approximately 20
minutes for conventional transmission scanning), re-
sulting in a significant reduction in scan time [88].

However, the fact that CT scanning is so much faster
than PET scanning is also a potential pitfall, because in
CT a snapshot of respiratory motion is obtained, rather
than a time-averaged image. Without due care, this can
lead to substantial artefacts in the reconstructed
images [89]. A further problem arises because the
transaxial field of view for CT scanners may be
insufficient to accommodate the arms of the patient (if
they are held by the sides), resulting in missing data.
Artefacts are also caused by misregistration between
the CT and PET data when the patient moves between
scans – for example, positioning the arms above the
head is not well tolerated by many patients and dis-
comfort increases the likelihood of movement.

More minor problems include the fact that μ values
do not scale linearly from the low energy of X-rays (ap-
proximately 60 keV) to the relatively high energy of an-
nihilation photons (511 keV) – an issue which may be
further complicated when contrast agents are used as
an adjunct to the CT study. Finally, CT images are nor-
mally calibrated in Hounsfield units and must first be
converted to μ values. The last two challenges can be
addressed by segmenting the CT images into a discrete
set of tissue types (see Chapter 8 and [90]). Once the
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images are classified in this way, each discrete tissue
type can be treated separately by applying an empirical
scale factor that scales the corresponding voxels to a μ
value appropriate for 511 keV imaging. The segmenta-
tion algorithm should ideally be sufficiently general to
be able to identify tissue types in the presence of con-
trast agents and metallic prosthetic implants. However,
most current implementations ignore these effects.
After segmenting and scaling the CT data, the images
are normally smoothed to a resolution that matches
the PET data before forward projecting and calculating
the attenuation correction factors.

Calculated Attenuation Correction

Since a transmission scan adds significantly to the time
it takes to perform a PET study, alternative methods of
attenuation correction have been investigated. One
method, which assumes a regular geometric body
outline and constant tissue density, is commonly re-
ferred to as calculated (as opposed to measured) atten-
uation correction. This may be valid for brain studies,
particularly if the skull is taken into account as well as
the soft tissue of the brain. The attenuation factors are
calculated for each coincidence line, based on the con-

stant attenuation along a chord through the object. The
chord is typically calculated from an ellipse selected by
the operator to fit the body outline. An improvement
on this method is to define the body outline automati-
cally using edge detection methods operating on the
emission sinogram [91, 92].

While calculated attenuation correction produces ac-
curate noise-free attenuation factors when imaging
regularly shaped phantoms of uniform density, it is
prone to bias when applied to most regions of the
body, even the brain where it is often considered ap-
plicable. In particular, this approach leads to system-
atic underestimation of attenuation by up to 20% in
the parietal and occipital lobes due to thickening of the
adjacent skull bones, and overestimation by up to 12%
in the gyrus recti due to the close proximity of the
frontal sinuses [75].

Segmented Attenuation Correction

Conventionally, 2D smoothing is applied to transmis-
sion sinograms before dividing into the blank scan to
determine attenuation correction factors (ACF) [65,
93]. However, this method of processing has the unde-
sirable effect of causing a mismatch between the reso-
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Figure 55.19. Transmission images of an anthropomorphic thorax phantom obtained using: (left) a singles transmission source in 3D mode; (middle) a singles
transmission source with segmentation applied to the reconstruction; and (right) a coincidence transmission source in 2D mode with segmentation applied.
The profiles of μ values below each image indicate the reduction in apparent attenuation observed with the singles source due to the greater photon energy
and increased contribution of scatter compared with the coincidence measurement. This problem is overcome by segmentation. (These data were kindly pro-
vided by Dr Lefteris Livieratos, MRC Cyclotron Unit, Hammersmith Hospital, London.)



lution of the emission and transmission data and is not
completely effective in controlling noise propagation
[66]. An alternative approach is to reconstruct attenua-
tion coefficient images derived from the transmission
and blank data and then segment the images into a
small number of tissue types with a priori known at-
tenuation coefficients. For example, Huang et al [94]
described a method where the operator manually
defines the body and lung outlines on the attenuation
images. After assigning attenuation coefficients to
these regions, noiseless attenuation correction factors
are then calculated by forward projection. This method
was shown to provide equivalent results to measured
attenuation correction using a transmission scan ac-
quired for approximately one quarter of the time.

This approach has been extended by several investi-
gators by automating the determination of lung and
body outlines using various morphological operators
and heuristics. For example, Xu et al used a simple
thresholding method to segment attenuation images
into three discrete regions: air, lung and soft tissue
[95]. Unsupervised image segmentation is more prac-
tical than the manual approach, particularly for large
data sets such as those encountered in whole body
PET.

The main problem with segmented attenuation cor-
rection is that there is a large degree of variability in
tissue densities from patient to patient, particularly in
the lungs. Assigning the same population average value
to the lung regions of each patient may lead to
significant bias. An alternative approach is to calculate
the histogram of μ values for each patient study and
assign values based on an assumed probability distrib-
ution for the lung and soft tissue components of the
histogram [66]. More recently, Bettinardi et al de-
scribed an adaptive segmentation method based on a
fuzzy clustering algorithm [96]. This method is also
based on the histogram of μ values but it automatically
determines both the number of tissue classes that can
be supported by the data (based on the variance in the
images) and their centroids. The method is sufficiently
general that it can be applied to any region of the body
and is able to distinguish bony structures from soft
tissue given adequate counting statistics (Fig. 5.20).

As segmentation is a non-linear, non-stationary
process, the various sources of error discussed are
difficult to predict. Therefore, not only is the accuracy
of the method slightly inferior to measured attenuation
correction, but it is also less predictable. This may be a
serious drawback in studies where reliable estimates of
quantitative values, including physiological variables,
are required. However, given the improvement in SNR
that segmentation provides compared with conven-

tional transmission processing, these disadvantages
may not be important in many clinical applications.

Partial Volume Correction

The Partial Volume Effect

In quantitative PET, the reconstructed image should
map the radiotracer concentration with uniform accu-
racy and precision throughout the field of view.
However, due to the partial volume effect, the bias in
reconstructed pixel values may vary depending on the
size of the structure being sampled and its radioactiv-
ity concentration relative to surrounding structures.
The partial volume effect may be described as follows.
When the object or structure being imaged only par-
tially occupies the sensitive volume of the PET scanner,
its signal amplitude becomes diluted with signals from
surrounding structures. The sensitive volume has di-
mensions approximately equal to twice the FWHM res-
olution of the reconstructed image. For example, if a
tomograph has isotropic reconstructed resolution of 6
mm FWHM, then a structure which has any dimension
less than 12 mm will have its signal diluted and the
degree of underestimation of radioactivity concentra-
tion will depend not only on its size but also on the rel-
ative concentration in surrounding structures.

There are several possible approaches to correcting
or minimising the partial volume effect. These include
methods that attempt to recover resolution losses
before or during image reconstruction and methods
that use side information from anatomical imaging
modalities such as CT and MRI.

Resolution Recovery

One can attempt to improve the resolution of the re-
constructed images either by applying resolution re-
covery techniques to the data before reconstruction,
through the use of inverse filtering for example, or by
extending the imaging model during image recon-
struction to include resolution effects. The latter is
done within an iterative reconstruction framework
using a Bayesian approach where the additional infor-
mation is treated as a prior [97, 98]. This approach is
discussed in detail in Chapter 4 but the general outline
is as follows. Projection data are estimated based on a
model of the imaging system, which may include reso-
lution effects, and an initial estimate of the radiophar-
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maceutical distribution in the body. The estimated pro-
jections are compared with the measured projections
and the errors are back projected and used to improve
the image estimate. The process is repeated iteratively
until a very close match between the estimated and
measured projections is achieved. Clearly, if the model
of the imaging system is a good one, the image esti-
mate after convergence will closely resemble the un-
derlying radiopharmaceutical distribution in the body
and if the model includes resolution effects, the impact
of the partial volume effect should also be minimised.

The method has the potential to account for a
number of factors affecting the spatially varying reso-
lution of PET images, including geometric effects and
physical effects such as positron range and non-
collinearity of the annihilation photons. Therefore, it is
potentially more accurate than simple inverse filtering
but the accuracy depends on the quality of information
incorporated into the imaging model.

Use of Anatomical Imaging Data

An example of how anatomical information can be
used to effect partial volume correction is illustrated in
Fig. 5.21 using the method described by Müller-
Gartner et al [99]. This method, like most others based
on post reconstruction image analysis, only applies to
brain imaging. The PET image volume is first spatially
coregistered to the corresponding MR image of the
same subject. Then, the MR image is segmented into
grey and white matter regions of the brain. Separate
images representing grey and white matter regions are
convolved with a smoothing kernel which is derived
from the point spread function (PSF) of the PET
scanner. The smoothed white matter image is nor-
malised to the counts in a white matter region of inter-
est on the PET image and then subtracted from the
PET image to remove spill over of white matter signal
into grey matter regions. The final step is to divide the

122 Positron Emission Tomography

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14

Attenuation coefficient, μ  (cm-1 )

N
u

m
b

er
 o

f 
vo

xe
ls

a

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14

Attenuation coefficient, μ  (cm-1 )

N
u

m
b

er
 o

f 
vo

xe
ls

b

c

Figure 55.20. Histograms of attenuation
coefficients obtained from a 3-minute
transmission scan (a) and a 16-minute
transmission scan (b) of an anthropomorphic
thorax phantom (Data Spectrum, Chapel Hill,
NC). The original (first column) and segmented
images of the same phantom are shown in (c).
The 3-minute scan is on the top row and the 
16-minute scan is on the bottom row. The
images in the middle column were segmented
using a histogram-based technique [66], while
the images in the 3rd column were segmented
using an adaptive classification technique [96].
Note that the adaptive technique correctly
classifies the more highly attenuating spine
insert. 



resulting image by the smoothed grey matter image.
The effect of this final step is to preferentially enhance
the signal in regions where the smoothing step resulted
in greatest dilution of the signal (i.e., small and/or thin
structures).

Other methods which are also based on high resolu-
tion anatomical imaging data and a model of the PET
scanner PSF have been described. For example, the
geometric transfer matrix (GTM) method assumes that
the PET image can be divided into a discrete number
of tissue domains or ROIs, each of which has uniform
radiotracer concentration [100]. The ROIs are defined
on an anatomical atlas or a MR image coregistered
with the PET image and the mean value within the ROI
is modelled as the weighted sum of the true activity
values in surrounding voxels belonging to the same
domain. The weights are independent of the radio-
tracer concentration and can be determined from
knowledge of the position dependent PSF. The correc-
tion is applied by inverting the matrix of weights to
recover the voxel values of the true radioactivity
concentration.

An alternative approach to that of modelling the PET
scanner PSF is to incorporate information from
anatomical imaging into the reconstruction model
[101, 102]. As in the case of resolution recovery, the in-
corporation of side information from anatomical
imaging data is normally done in a Bayesian context
where the additional information is treated as a prior.
This method requires that the anatomical and func-

tional images are spatially coregistered [103] and nor-
mally involves segmenting the MRI or CT image into a
small number of tissue classes. The segmented image is
then used to constrain the reconstruction such that
smoothing is allowed within boundaries defined on the
segmented image but not across boundaries [101, 104,
105]. This has the effect of controlling noise in the
image while at the same time preserving high resolu-
tion information at functional/anatomical boundaries.
While this approach does not directly address the
partial volume effect, it has the potential to minimise
its impact on signal recovery from small structures
and, hence, quantitative accuracy. Problems with this
approach may potentially arise if there is mismatch
between the functional and anatomic characteristics of
the tissue in question.

PET Scanner Calibration

Once the corrections for the various sources of bias de-
scribed in this chapter have been applied to PET data,
images can be reconstructed which are free of artefacts
and which reflect the regional concentration of radio-
tracer in the body. In most clinical applications of PET
this is sufficient as the images are interpreted visually
without reference to the absolute voxel values. Indeed,
this degree of “quantification” is sufficient in some
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Figure 55.21. An FDG PET study of a patient with AIDS dementia illustrating the application of partial volume correction. The images in order of processing
steps applied (clockwise from top left) are: (a) original uncorrected PET image, (b) coregistered MR image of the same patient, (c) segmented grey matter
image, (d) segmented white matter image, (e) blurred white matter image, (f) blurred grey matter image, (g) PET grey matter image obtained by subtracting e
from a, and (h) corrected PET image obtained by dividing g by f.



types of kinetic research study also. For example,
methods which take a reference tissue as the input
function for the kinetic model do not require the PET
images to be calibrated in absolute units of tracer con-
centration. However, for most kinetic study protocols
PET image values must be related to the tracer concen-
tration in blood samples withdrawn during the study.
These blood samples are normally counted in a well
counter. Thus, it is essential in these studies to have an
accurate calibration between the PET scanner and the
well counter. This is usually achieved by scanning a
phantom with uniform radioactivity concentration and
then counting an aliquot taken from the phantom in
the well counter. The phantom images are recon-
structed using the same corrections as are applied in
research studies and the voxel values directly com-
pared with the counted aliquot to determine a calibra-
tion factor.

Note that the above procedure still does not neces-
sarily provide a reading in absolute units of radioactiv-
ity concentration for the PET image voxels unless the
radioactivity concentration in the aliquot is accurately
known. Once again, this is not usually necessary for
quantitative tracer kinetic studies. It is usually
sufficient to have an accurate calibration factor that
relates PET image values to well counter measure-
ments. If absolute units of radioactivity concentration
are required, a procedure is available which results in a
measurement of the detection efficiency of the tomo-
graph in air [106]. When PET images are corrected for
all the effects described above, the image values (in
units of counts/sec/voxel) can be divided by the tomo-
graph efficiency (in units of counts/sec/kBq) and then
divided by the voxel volume to yield images calibrated
in units of kBq/ml.
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6 Tracer Kinetic Modeling in PET*

Richard E Carson

Introduction

The use of radiopharmaceuticals and the imaging of
their biodistribution and kinetics with modern instru-
mentation are key components to successful develop-
ments in PET. Clever design and synthesis of sensitive
and specific radiopharmaceuticals is the necessary first
step. Each tracer must be targeted to measure a physio-
logical parameter of interest such as blood flow, metabo-
lism, receptor content, etc., in one or more organs or
regions. State-of-the-art PET instrumentation produces
high-quality 3-dimensional images after injection of
tracer into a patient, normal volunteer, or research
animal. With an appropriate reconstruction algorithm
and with proper corrections for the physical effects such
as attenuation and scatter, quantitatively accurate mea-
surements of regional radioactivity concentration can be
obtained. These images of tracer distribution can be use-
fully applied to answer clinical and scientific questions.

With the additional use of tracer kinetic modeling
techniques, however, there is the potential for a sub-
stantial improvement in the kind and quality of infor-
mation that can be extracted from these biological
data. The purpose of a mathematical model is to define
the relationship between the measurable data and the
physiological parameters that affect the uptake and
metabolism of the tracer.

In this chapter, the concepts of mathematical model-
ing as applied to PET are presented. Many of these con-
cepts can be applied to radioactivity measurements from
small animals made by tissue sampling or quantitative
autoradiography. The primary focus in this chapter will
be on methods applicable to data that can be acquired

with PET imaging technology. The advantages and dis-
advantages of various modeling approaches are pre-
sented. Then, classes of models are introduced, followed
by a detailed description of compartment modeling and
of the process of model development and application.
Finally, the factors to be considered in choosing and
using various model-based methods are presented.

Overview of Modeling

PET imaging produces quantitative radioactivity mea-
surements throughout a target structure or organ. A
single static image may be collected at a single specific
time post-injection or the full time-course of radioactiv-
ity can be measured. Data from multiple studies under
different biological conditions may also be obtained. If
the appropriate tracer is selected and suitable imaging
conditions are used, the activity values measured in a
region of interest (ROI) in the image should be most
heavily influenced by the physiological characteristic of
interest, be it blood flow, receptor concentration, etc. A
model attempts to describe in an exact fashion this rela-
tionship between the measurements and the parameters
of interest. In other words, an appropriate tracer kinetic
model can account for all the biological factors that con-
tribute to the tissue radioactivity signal.

The concentration of radioactivity in a given tissue
region at a particular time post-injection primarily
depends upon two factors. First, and of most interest, is
the local tissue physiology, for example, the blood flow
or metabolism in that region. Second is the input func-
tion, i.e., the time-course of tracer radioactivity concen-
tration in the blood or plasma, which defines the
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availability of tracer to the target organ. A model is a
mathematical description (i.e., one or more equations) of
the relationship between tissue concentration and these
controlling factors. A full model can predict the time-
course of radioactivity concentration in a tissue region
from knowledge of the local physiological variables and
the input function. A simpler model might predict only
certain aspects of the tissue concentration curve, such as
the initial slope, the area under the curve, or the relative
activity concentration between the target organ and a
reference region.

The development of a model is not a simple task. The
studies that are necessary to develop and validate a
model can be quite complex. There are no absolute rules
defining the essential components of a model. A success-
ful model-based method must account for the limita-
tions imposed by instrumentation, statistics, and patient
logistics. To determine the ultimate form of a useful
model, many factors must be considered and compro-
mises must be made. The complexity of a “100%-accu-
rate” model will usually make it impractical to use or
may produce statistically unreliable results. A simpler,
“less accurate” model tends to be more useful.

A model can predict the tissue radioactivity measure-
ments given knowledge of the underlying physiology. At
first, this does not appear to be useful, since it requires
knowledge of exactly the information that we seek to de-
termine. However, the model can be made useful by in-
verting its equations. In this way, measurements of tissue
and blood concentration can be used to estimate
regional physiological parameters on a regional or even
pixel-by-pixel basis. There are many ways to invert the
model equations and solve for these parameters. Such
techniques are called model-based methods. They may
be very complex, requiring multiple scans and blood
samples and using iterative parameter-estimation tech-
niques. Alternatively, a model-based method may be a
simple clinically oriented procedure.With the knowledge
of the behavior of the tracer provided by the model,
straight-forward study conditions (tracer administration
scheme, scanning and blood data collection, and data
processing) can be defined to measure one or more
physiological parameters.

This chapter provides an overview of the wide as-
sortment of ways to develop a useful model and to use
the models to obtain absolute or relative values of
physiological parameters.

The Modeling Process

Once a radioactive tracer has been selected for evalua-
tion, there are a number of steps involved in developing a

useful model and a model-based method. Figure 6.1
gives an overview of this process. Based on prior infor-
mation of the expected in vivo behavior of the tracer, a
“complete” model can be specified. Such a model is
usually overly complex and will have many more para-
meters than can be determined from PET data due to the
presence of statistical noise. Based on initial modeling
studies, a simpler model whose parameters can be deter-
mined (identified) can be developed. Then, validation
studies can be performed to refine the model and verify
that its assumptions are correct and that the estimates of
physiological parameters are accurate. Finally, based on
the understanding of the tracer provided by these mod-
eling studies, a simpler protocol can be defined and
applied for routine patient use. This method may involve
limited or no blood measurements and simpler data
analysis procedures. Under many conditions, such a pro-
tocol may produce physiological estimates of compara-
ble precision and accuracy as those determined from the
more complex modeling studies.
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Figure 66.1. Steps in developing a model. A priori information concerning
the expected biochemical behavior of the tracer is used to specify a com-
plete model. Initial modeling studies will define an identifiable model, i.e., a
model with parameters that can be determined from the measurable data.
Validation studies are used to refine the model, verify its assumptions, and
test the accuracy of its estimates. After optimization procedures and error
analysis and accounting for patient logistical considerations, a model-based
method can be developed that is both practical and produces reliable, accu-
rate physiological measurements.

Identifiable Model

Validation Studies

Practical Model

Model-based Method

“Complete” Model

Initial Modeling Studies

A priori information

Quantitative Physiological Assay

Optimization



Many factors will affect the ultimate form of a useful
model. In addition to the biological characteristics of
the tracer, the characteristics of the instrumentation
are important. It is essential to understand the accu-
racy of the reconstruction algorithm and its correc-
tions, as well as the noise level in the measurements,
which depends on the injected dose, camera sensitivity,
reconstruction parameters, scan time, and ROI size. It
may be of little use to develop a sophisticated model if
there are significant inaccuracies in the radioactivity
measurements due to improper corrections for attenu-
ation or scatter. The noise level in the data also affects
the number of parameters that may be estimated.
It also is the primary determinant of the precision
(variability) in the estimated parameters.

Tracers and Models

In this chapter, the labeled compounds will be referred to
as tracer, radiotracer, or radiopharmaceutical. The term
tracer implies that the injected compound, including
both labeled and unlabelled molecules, is present in the
tissue at negligible mass concentrations, so that little or
no change in the saturation of relevant enzymes or re-
ceptors occurs. For this discussion, we assume that tracer
levels are appropriate, except where explicitly noted.

Figure 6.2 provides an overview of the various paths
that a tracer X may follow after delivery by intravenous
injection. Arterial inflow delivers X to the region of in-
terest and venous outflow carries it away. The tracer
may cross the capillary membrane and enter the tissue.
From the tissue, it may be bound irreversibly or re-
versibly to intra- or extracellular sites, or may be me-
tabolized into one or more chemical forms. The
original labeled tracer or the metabolites may exit the
tissue to the blood.

Characteristics of Radiotracers

Before discussing models, it is important to consider the
basic characteristics of radioactive tracers.A tracer is de-
signed to provide information about a particular physio-
logical function of interest, such as blood flow, blood
volume, a metabolic process, a transport step, a binding
process, etc. However, since any given tracer will likely
have many biochemical fates following injection, great
care and judgment are required to choose an appropriate
compound. Ideally, the only factor controlling the uptake
and distribution of the tracer will be the physiological

process under study. Realistically, other factors will
always affect a tracer’s distribution and kinetics. For
example, for a receptor-binding radiotracer, regional ra-
dioactivity concentration data are affected by regional
blood flow, plasma protein binding, capillary permeabil-
ity, nonspecific tissue binding, receptor association and
dissociation rates, free receptor concentration, tracer
clearance from blood (controlled by whole-body
uptake), tracer metabolism (throughout the body), and
regional uptake of any radioactive metabolites. For a
well-designed tracer, the net effect of these extraneous
factors is minor.

A tracer may either be a direct radiolabeled version of
a naturally occurring compound, an analog of a natural
compound, or a unique compound, perhaps a radiola-
beled drug. An analog is a compound whose chemical
properties are slightly different from the natural com-
pound to which it is related. For example, [11C]glucose is
identical to glucose except for the replacement of a 12C
atom with 11C. Analogs of glucose are deoxyglucose [1]
and fluorodeoxyglucose (FDG) [2-4], which are chemi-
cally different from glucose. Often, because the naturally
occurring compound has a very complex biochemical
fate, a model describing the tissue radioactivity data of a
directly labeled compound may need to be quite
complex. A carefully designed analog can dramatically
simplify the modeling and improve the sensitivity of the
model to the parameter of interest. Deoxyglucose and
FDG are good examples. Deoxyglucose and glucose enter
cells by the same transport enzyme and are both phos-
phorylated by the enzyme hexokinase. However, de-
oxyglucose is not a substrate for the next enzyme in the
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Figure 66.2. Overview of processes associated with delivery, uptake,
binding, and clearance of a radioactive tracer X. Arterial inflow delivers X to
the region of interest and venous outflow carries it away. The tracer may
cross the capillary membrane and enter the tissue. From the tissue, it may be
bound irreversibly or reversibly to intra- or extracellular sites, or may be me-
tabolized (XP) into one or more chemical forms. The original labeled tracer
or the metabolites may exit the tissue to the blood.
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glycolytic pathway, so deoxyglucose-6-phosphate accu-
mulates in tissue. In this way, the tissue signal directly
reflects the rate of metabolism, since there is little clear-
ance of metabolized tracer. One important disadvantage
of using an analog is that the measured kinetic parame-
ters are those of the analog itself, not of the natural com-
pound of interest. To correct for this, the relationship
between the native compound and the radioactive
analog must be determined. For deoxyglucose and FDG,
this relationship is summarized by the lumped constant
[1, 5]. To make the analog approach widely applicable, it
is necessary to test if this constant changes over a wide
range of pathological conditions [5-9].

Ideally, the parameter of interest is the primary de-
terminant of the uptake and retention of a tracer, i.e.,
the tissue uptake after an appropriate period is di-
rectly (i.e., linearly) proportional to this parameter.
This is the case for radioactive microspheres [10].
Many other compounds are substantially trapped in
tissue shortly after uptake and are called chemical mi-
crospheres [11, 12]. For this class of compounds, a
single scan at an appropriate time post-injection can
give sufficient information about the parameter of in-
terest. For other tracers, which both enter and exit
tissue, scanning at multiple time points post-injection
may be necessary to extract useful physiological in-
formation.

It is obvious that another important attribute of a
tracer is that there be sufficient uptake in the organ of
interest, i.e., the radioactivity concentration must
provide sufficient counting statistics in a scan of rea-
sonable length after injection of an allowable dose.
Thus, the size of the structure of interest and the char-
acteristics of the imaging equipment can also affect the
choice of an appropriate tracer.

Types of Models

There are a wide variety of approaches to extract mean-
ingful physiological data from PET tissue radioactivity
measurements. All modeling approaches share some
basic assumptions, in particular the principle of conser-
vation of mass. A number of sources provide a compre-
hensive presentation of modeling alternatives [13–18].
Some approaches are termed stochastic or non-compart-
mental, and require minimal assumptions concerning
the underlying physiology of the tracer’s uptake and me-
tabolism [19]. These methods permit the measurement
of certain physiological parameters, such as mean transit
time and volume of distribution, without an explicit de-
scription of all of the specific pools or compartments
that a tracer molecule may enter.

Alternatively, there are distributed models that try to
achieve a precise description of the fate of the radio-
tracer. These models not only specify the possible
physical locations and biochemical forms of the tracer,
but also include the concentration gradients that exist
within different physiological domains. In particular,
distributed models for capillary–tissue exchange of
tracer have been extensively developed [20–26]. Since
this is the first step in the uptake of any tracer into
tissue, a precise model for delivery of tracer at the cap-
illary is important. Distributed models are also used to
account for processes, such as diffusion, where concen-
tration gradients are present [27].

A class of models whose complexity lies between
stochastic and distributed is the compartmental
models. These models define some of the details of the
underlying physiology, but do not include concentra-
tion gradients present in distributed models. The de-
velopment and application of these models is the
principal focus of this chapter. The most common ap-
plication of compartmental modeling is the mathemat-
ical description of the distribution of a tracer
throughout the body [28, 29]. Here, different body
organs or groups of organs are assigned to individual
compartments, and the model defines the kinetics into
and out of each compartment. This type of model is
useful when the primary measurable data is the time-
concentration curve of the tracer in blood and urine. If
there are many measurements with good accuracy,
fairly complex models with many compartments and
parameters can be used.

In PET, compartmental modeling is applied in a dif-
ferent manner. Here, scanners provide one or more
measurements of radioactivity levels in a specific
organ, region, or even pixel. If the tracer enters and
leaves the organ via the blood, the tracer kinetics in
other body regions need not be considered to evaluate
the physiological traits of the organ of interest. In this
way, each region or pixel can be analyzed indepen-
dently. Generally, there must be some knowledge of the
time-course of blood radio activity. Since each region
can be evaluated separately, the models can be rela-
tively simple, and can therefore be usefully applied to
determine regional physiological parameters from PET
data.

Compartmental Modeling

Compartmental modeling is the most commonly used
method for describing the uptake and clearance of ra-
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dioactive tracers in tissue [28, 30, 31]. These models
specify that all molecules of tracer delivered to the
system (i.e., injected) will at any given time exist in one
of many compartments. Each compartment defines
one possible state of the tracer, specifically its physical
location (for example, intravascular space, extracellu-
lar space, intracellular space, synapse) and its chemical
state (i.e., its current metabolic form or its binding
state to different tissue elements, such as plasma pro-
teins, receptors, etc.). Often, a single compartment rep-
resents a number of these states lumped together.
Compartments are typically numbered for mathemati-
cal notation.

The compartmental model also describes the possi-
ble transformations that can occur to the tracer, allow-
ing it to “move” between compartments. For example, a
molecule of tracer in the vascular space may enter the
extracellular space, or a molecule of receptor-binding
tracer that is free in the synapse may become bound to
its receptor. The model defines the fraction or propor-
tion of tracer molecules that will “move” to a different
compartment within a specified time. This fractional
rate of change of the tracer concentration in one com-
partment is called a rate constant, usually expressed as
“k”, and has units of inverse time, e.g., min–1. The
inverse minute unit reflects the fraction per minute,
i.e., the proportion of tracer molecules in a given com-
partment that will “move” to another compartment in
one minute. To distinguish the various rate constants
in a given model, subscripts are used to define the
source and destination compartment numbers. In
much of the compartmental modeling literature, k12,
for example, reflects the rate of tracer movement to
compartment 1 from 2. This nomenclature is especially
convenient for large models and is motivated by the
nature of matrix algebra notation. In PET applications,
the number of compartments is small (1–3), as is the
number of rate constants (1–6), so it is typical to use a
notation with one subscript (e.g., k3) where the source
and destination compartments associated with each
constant are explicitly defined.

The physiological interpretation of the source and
destination compartments defines the meaning of the
rate constants for movement of tracer between them.
For example, the rate constant describing tracer move-
ment from a receptor-bound compartment to the
unbound compartment will reflect the receptor disso-
ciation rate. For a freely diffusible inert tracer, the rate
constant of transfer from arterial blood to the tissue
compartment will define local blood flow. By determin-
ing these rate constants (or some algebraic combina-
tion of them), quantitative estimates or indices of local
physiological parameters can be obtained. The under-

lying goal of all modeling methods is the estimation of
one or more of these rate constants from tissue ra-
dioactivity measurements.

Examples of Compartmental Models

Figure 6.3 shows examples of compartmental model
configurations. In many depictions of models, a rectan-
gular box is drawn for each compartment, with arrows
labeled with the rate constants placed between the
boxes. In most whole-body compartmental models,
the blood is usually counted as a compartment.
Measurements from blood are often the primary set of
data used to estimate the model rate constants. In the
PET applications described here, we are most inter-
ested in the model constants associated with the tissue
regions that are being imaged. Typically, measurements
will be made from the blood to define the “input func-
tion” to the first tissue compartment (see Input
Functions and Convolution, below). In this presenta-
tion, we will treat these blood input measurements as
known values, not as concentration values to be pre-
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Figure 66.3. Examples of compartmental models. Ca is the concentration of
tracer in arterial blood, C1, C2, and C3 are the tracer concentrations in com-
partments 1–3, and K1, k2, etc., are the rate constants that define the rate of
tracer movement between compartments. A the simplest compartmental
model having one tissue compartment with irreversible uptake of tracer,
e.g., microspheres. B a model with one tissue compartment appropriate for a
tracer that exhibits reversible tissue uptake, e.g., a diffusible blood flow
tracer. C a model with two tissue compartments, e.g., FDG. D a three tissue-
compartment model for a receptor-binding ligand where the three compart-
ments represent 1) free tracer, 2) tracer specifically bound to receptor, and
3) tracer nonspecifically bound to other tissue elements
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dicted by the model. Thus, blood will not be counted
as a compartment.

Figure 6.3A shows the simplest model having one
tissue compartment with irreversible uptake of tracer.
This irreversible uptake is shown by the presence of a rate
constant K1 for tracer moving from the blood to com-
partment 1, but with no rate constant for exit of tracer
back to blood. Such a model is appropriate for radioac-
tive microspheres [10] or for a tracer that is irreversibly
trapped in tissue. This model is often used as an approxi-
mation when tissue trapping is nearly irreversible [11].
Figure 6.3B shows a one-tissue-compartment model, ap-
propriate for a tracer that exhibits reversible tissue
uptake. This is a common model for inert tracers used to
measure local blood flow [13]. Here, the rate at which the
tracer exits the tissue compartment and returns to the
blood is denoted k2. Figure 6.3C shows a model with two
tissue compartments. This model may be appropriate for
a tracer that enters tissue from blood, and then is either
metabolized to a form that is trapped in the tissue (at a
rate defined by k3) or returns to blood (at a rate defined
by k2), such as deoxyglucose [1]. Compartment 1 repre-
sents the unmetabolized tracer and compartment 2 the
metabolized tracer. Figure 6.3D shows a three-tissue-
compartment model for a receptor-binding ligand where
the three compartments represent free tracer, tracer
specifically bound to receptor, and tracer nonspecifically
bound to other tissue elements [32].

Compartmental Modeling Assumptions

The successful application of simple compartmental
models to a complex biological system requires that
many assumptions be true. These assumptions are typ-
ically not completely valid, so that successful use of
these models depends upon whether errors in these as-
sumptions produce acceptable errors in model mea-
surements (see Error Analysis, below). Compartmental
models, by their nature, assume that each compart-
ment is well mixed, i.e., there are no concentration gra-
dients within a single compartment. Therefore, all
tracer molecules in a given compartment have equal
probability of exchange into other compartments. This
well-mixed assumption has the great advantage of pro-
ducing relatively simple mathematical relationships.
However, it limits the ability of compartmental models
to provide an accurate description of some biological
structures. For example, a compartmental model
cannot include the change of activity concentration in
a capillary from arterial to venous ends, or the hetero-
geneous distribution of receptors in a patch of tissue.
Often, in PET applications, the “well-mixed” assump-

tion is also violated by the nature of the imaging
process. Due to low resolution, even single-pixel data
from reconstructed images represent a mixture of un-
derlying tissues. When larger ROIs are used to improve
the statistical precision of the measurements, hetero-
geneity in the measurements increases.

A primary assumption of most compartmental
models is that the underlying physiological processes
are in steady state. Mathematically, this means that the
rate constants of the system do not change with time
during a study, and causes the mathematics of the
model to be linear differential equations (see Model
Implementation). If these rate constants reflect local
blood flow or the rate of a metabolic or binding
process, then the rate at which these processes occur
should remain constant during a study. Since the rates
of many biological processes are regulated by substrate
and product concentrations, maintaining processes in
steady state usually requires constant concentrations of
these regulating molecules. In practice, this require-
ment is never precisely met. However, these assump-
tions are adequately met so long as any changes in the
underlying rates of flow, metabolism, receptor binding,
etc., are slow with respect to the time scale of the data
being analyzed. Note that the concentrations of the in-
jected radiopharmaceuticals may change dramatically
during a study; however, this does not violate the
steady-state assumption so long as the radioactive
species exists at a negligible (tracer) concentration
with respect to the non-radioactive natural biological
substrates (see Biochemical Reactions and Receptor–
Ligand Binding). For studies using injections of radio-
pharmaceuticals with low specific activity, saturation
of receptors or enzymes can be significant, and non-
linear modeling techniques are required.

To generate the equations of a model, the magnitude
of tracer movement from compartment A to compart-
ment B per unit of time must be defined. This is called
the flux (JAB). If tracer concentration is expressed in
units of kBq per mL, then flux has units of kBq per mL
per min (or another appropriate time unit). The as-
sumptions of well-mixed compartments and physio-
logical processes in steady state lead to the
mathematical relationship that the flux JAB is a linear
multiple of the amount, or concentration, of tracer in
the source compartment A (CA), i.e.,

where k is a rate constant with units of inverse minute
and which is independent of the concentration in any
compartment. This simple equation is the basis of the
differential equations that describe compartmental
models (see Model Implementation).

  J k CAB A= ( )1
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Interpretation of Model Rate Constants

The physiological interpretations of the rate constants
(such as k in Eq. 1) depend upon the definition of the
source and destination compartments. A single com-
partment of a model may often lump a number of
physiological entities together, for example, tracer in
extracellular and intracellular spaces or tracer that is
free in tissue and nonspecifically bound. This section
discusses the physiological meaning of model rate 
constants.

Blood Flow and Extraction

The first step in most in vivo models is the delivery of
tracer to the target region from the blood. The flux of
tracer into the first tissue compartment from the blood
is governed by the local blood flow and the rate of ex-
traction of the tracer from the capillary into the tissue.
Conventional fluid flow describes the volume of liquid
passing a given point per unit of time and has units of
mL per min. A more useful physiological measure is
perfusion flow, the volume of blood passing in and out
of a given volume (or weight) of tissue per unit of time,
which has units of mL per min per mL of tissue or mL
per min per gram of tissue. In the physiological litera-
ture, the term blood flow usually means perfusion flow.

Determining blood flow and extraction information
from model parameters begins with the Fick Principle
(see, for example, Lassen and Perl [15]). The net flux (J)
of tracer into or out of a tissue element equals the dif-
ference between the influx (Jin) and outflux (Jout), i.e.,

where the influx is the product of the blood flow (F)
and the arterial concentration (Ca), and the outflux is
the product of the blood flow and the venous concen-
tration (Cv). The unidirectional (or first-pass) extrac-
tion fraction E is the fraction of tracer that exits the
blood and enters the tissue on one capillary pass, or

A tracer with low extraction has a small
arterial–venous difference on first pass. Equation 2 can
then be rewritten as

Equation 4 describes the unidirectional delivery of
tracer from blood to tissue. The rate constant k
defining this uptake process is the product of blood
flow and unidirectional extraction fraction. The inter-

pretation of the extraction fraction was further devel-
oped by Kety [13], Renkin [33], and Crone [34] by con-
sidering the capillary as a cylinder to produce the
following relationship:

where P is the permeability of the tracer across the
capillary surface (cm per min), S is the capillary
surface area per gram of tissue (cm2 per gram), and F
is the blood flow (mL per min per gram). For highly
permeable tracers, the product PS is much greater
than the flow F, so the exponential term in Eq. 5 is
small, and the extraction fraction is nearly 1.0. In this
case, the rate constant for delivery is approximately
equal to flow. Such tracers are therefore useful to
measure regional blood flow and not useful to
measure permeability, i.e., they are flow-limited. For
tracers with permeability much lower than flow, the
relationship in Eq. 5 can be approximated as

and the rate constant k (F·E) becomes PS. Such tracers
are useful to measure permeability and not useful to
measure flow. Most tracers lie between these two ex-
tremes, so that the rate constant for delivery from arte-
rial blood to tissue is affected by both blood flow and
permeability. These relationships are directly applica-
ble to tracers that enter and leave tissue by passive dif-
fusion. For tracers transported into and out of tissue
by facilitated or active transport, the PS product is
mathematically equivalent to the transport rate, which
depends upon the concentration and reaction rate of
the transport enzymes (See Biochemical Reactions).

The interpretation of a delivery rate constant k as the
product of flow and extraction fraction may depend
upon whether the blood activity concentration Ca is
measured in whole blood or in plasma. If there is very
rapid equilibration between plasma and red blood
cells, then the whole blood and plasma concentrations
will be identical. However, if equilibrium is slow with
respect to tracer uptake rates into tissue, or if there is
trapping or metabolism of the tracer in red blood cells,
than the plasma concentration should be used. In the
extreme of no uptake of tracer into red cells, then the
delivery rate constant k is the product of extraction
fraction and plasma flow, where plasma flow is related
to whole blood flow based on the hematocrit. If
binding of tracer to plasma proteins is significant,
similar changes in interpretation of the rate constants
may also be required.
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Diffusible Tracers and Volume of Distribution

One of the simplest classes of tracers is those that enter
tissue from blood and then later return to blood. The
net flux of tracer into a tissue compartment can be ex-
pressed as follows:

K1 is the rate of entry of tracer from blood to tissue
and is equal to the product of extraction fraction and
blood flow, and Ca is the concentration of tracer in arte-
rial blood. The rate constant k2 describes the rate of
return of tracer from tissue to blood, where C is the
concentration of tracer in tissue. The physiological in-
terpretation of k2 can best be defined by introducing
the concept of the volume of distribution. Suppose the
concentration of tracer in the blood remained con-
stant. Ultimately, the concentration of the diffusible
tracer in the tissue compartment would also become
constant and equilibrium would be achieved. The ratio
of the tissue concentration to the blood concentration
at equilibrium is called the volume of distribution (or
alternatively the partition coefficient). It is termed a
volume because it can be thought of as the volume of
blood that contains the same quantity of radioactivity
as 1 mL (or 1 gram) of tissue. Once the blood and
tissue tracer concentrations have reached constant
levels, i.e., equilibrium, the net flux J into the tissue
compartment is 0, so the volume of distribution VD can
be expressed as

where the last equality is derived by setting the flux J in
Eq. 7 to 0. Therefore, the physiological definition for
the rate constant k2 is the ratio of K1 to VD. Thus, k2 has
information concerning flow, tracer extraction, and
partition coefficient.

Biochemical Reactions

Often, two compartments of a model represent the sub-
strate and product of a chemical reaction. In that case,
the rate constant describing the “exchange” between
these compartments is indicative of the reaction rate. For
enzyme-catalyzed reactions [35], the flux from substrate
to product compartments is the reaction velocity v:

Vm is the maximal rate of the reaction, C is the concen-
tration of substrate, and Km is the concentration of sub-
strate that produces half-maximum velocity. This is the

classic Michaelis–Menten relationship. It shows that
the velocity is not a linear function of the substrate
concentration, as in Eq. 1. However, when using tracer
concentrations of a radioactive species and if the con-
centrations of the native substrates are in steady state
(see Compartmental Modeling Assumptions), the
linear form of Eq. 1 still holds. In the presence of a
native substrate with concentration C, and the radioac-
tive analog with concentration C*, the reaction rate for
the generation of radioactive product v* is as follows:

Vm
* and Km

* are the maximal velocity and half-maximal
substrate concentration for the radioactive analog. If
the radioactive species has high specific activity (the
concentration ratio of labeled to unlabelled compound
in the injectate) so that its total concentration (labeled
and unlabelled) is small compared to the native sub-
strate, i.e., C*/Km

* « C/Km, then Eq. (6.10) reduces to

The term in large brackets in Eq. 11 is composed of
terms that are assumed to be constant throughout a
tracer experiment. Therefore, when using radiophar-
maceuticals at tracer concentrations, enzyme-catalyzed
reactions can be described with a linear relationship as
the product of a rate constant k and the radioactive
substrate concentration C*. The rate constant k includes
information about the transport enzyme and the con-
centration of unlabelled substrate.

Receptor–ligand Binding

For radiotracers that bind to receptors in the tissue
(see, for example, Eckelman [36]), the rate of binding,
i.e., the rate of passage of tracer from the free com-
partment to the bound compartment, can also be de-
scribed by the linear form of Eq. 1 under tracer
concentration assumptions. For many receptor
systems, the binding rate is proportional to the
product of the concentrations of free ligand and free
receptor. This classical bi-molecular association can
be described mathematically as
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where kon is the bi-molecular association rate
(nM–1min–1), Bmax is the total concentration of recep-
tors (nM), B is the concentration of receptors currently
bound (either by the injected ligand or by endogenous
molecules), and F is the concentration of free ligand.
When a radioactive species is added and competes
with endogenous compound for receptor binding, the
radiopharmaceutical binding velocity is

where kon
* is the association rate of the radiopharmaceu-

tical and B* is the mass concentration of the bound ra-
diopharmaceutical. If the radioactive compound has
high specific activity, then B* « B, and Eq. 13 becomes

where B′max is the free receptor concentration (Bmax – B).
Thus, using a high specific activity receptor-binding
ligand, measurement of the reaction rate constant k
provides information about the product of kon

* and B′max,
but cannot separate these parameters. Since B′max is sen-
sitive to change in total receptor and occupancy by en-
dogenous or exogenous drugs, receptor-binding ligands
can be extremely useful to measure receptor occupancy
or dynamic changes in neurotransmitter levels [37].
Note that the description of receptor-binding radioli-
gands is mathematically identical to that for enzyme-
catalyzed reactions, although the conventional
nomenclature is different.

Model Implementation

This section presents an overview of the mathematics
associated with compartmental modeling. This in-
cludes the mathematical formulation of these models
into differential equations, the solution equations to a
few simple models, and a summary of parameter esti-
mation techniques used to determine model rate con-
stants from measured data. Here, we concentrate on
applications where we have made measurements in an
organ or region of interest which we wish to use to as-
certain estimates of the underlying physiological rates
of this region.

Mathematics of Compartmental Models

This section describes the process of converting a com-
partmental model into its mathematical form and de-

termining its solution. For a more complete discussion
of these topics, consult basic texts on differential equa-
tions [38] as well as a number of specialized texts on
mathematical modeling of biological systems [16, 28].

First, we start with a particular model configuration
like those in Fig. 6.3. The compartments are numbered
1, 2,…, and the radioactivity concentration in each
compartment is designated C1, C2, …. Radioactivity
measurements in tissue are typically of a form such as
counts per mL or kBq per gram. The volume or weight
unit in the denominator reflects the full tissue volume.
However, the tracer may exist only in portions of the
tissue; for example, just the extracellular space. In this
case, the concentration of the tracer within its distribu-
tion space will be higher than its apparent concentra-
tion per gram of tissue. When these concentration
values are used to define reaction rates, instead of the
true local concentration, the interpretation of the rele-
vant rate constant should include a correction for the
fraction of total tissue volume in which the tracer
distributes.

Differential Equations

The net flux into each compartment can be defined as
the sum of all the inflows minus the sum of all the
outflows. Each of these components is symbolized by
an arrow into or out of the compartment, and the mag-
nitude of each flux is the product of the rate constant
and the concentration in the source compartment. The
net flux into a compartment has units of concentration
(C) per unit time and is equal to the rate of change
(d/dt) of the compartment concentration, or dC/dt.
Consider the simple one-tissue-compartment model in
Fig. 6.3B. The differential equation describing the rate
of change of the tissue concentration C1 is

Here, Ca(t) is the time course of tracer in the arterial
blood, also called the input function. K1 is the rate con-
stant for entry of tracer from blood to tissue, and k2 is
the rate constant for return of tracer to blood. The cap-
italization of the rate constant K1 is not a typographical
error. K1 is capitalized because it has different units
than other rate constants. The blood radiotracer mea-
surements are typically made per mL of blood or
plasma. In non-imaging studies in animals, tissue con-
centration measurements are made per gram of tissue.
Thus, C1 had units of kBq per gram, and Ca had units of
kBq per mL. Therefore, K1 must have units of mL blood
per min per gram tissue (usually written as mL/min/g).
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The other rate constants have units of inverse minute.
PET scanners actually acquire tissue radioactivity
measurements per mL of tissue. Thus, to present
results in comparable units to earlier work, corrections
for the density of tissue must be applied to convert kBq
per mL tissue to kBq per gram tissue.

Before solving Eq. 15 for a general input function
Ca(t), first consider the case of an ideal bolus input, i.e.,
the tracer passes through the tissue capillaries in one
brief instant at time t = 0, and there is no recirculation.
If Ca is the magnitude of this bolus, the model solution
for the time-concentration curve for compartment 1 is
as follows:

Thus, at time zero, the tissue activity jumps from 0 to
a level K1Ca and then drops towards zero exponen-
tially with a rate k2 per min or a half-life of 0.693/k2

min.
Now consider the two tissue-compartment model in

Fig. 6.3C. For this model there will be two differential
equations, one per compartment:

Note that there is a term on the right side of Eqs. 17, and
18 for each of the connections between compartments in
Fig. 6.3C. An outflux term in Eq. 17 [e.g., -k3C1(t)] has a
corresponding influx term in Eq. 18 [+k3C1(t)]. The solu-
tion to these coupled differential equations, again for the
case of an ideal bolus input, is as follows:

A11, A12, A22, α1, and α 2 are algebraic functions of the
model rate constants K1, k2, k3 and k4 [4]. Here, the time
course of each compartment is the sum of two expo-
nentials. One special case of interest is when the tracer
is irreversibly bound in tissue so that the rate of return
of tracer from compartment 2 to compartment 1, k4, is
zero. In this case, the solution becomes

Note that in most cases, the measured tissue activity
will be the total in both compartments, so that the
model prediction will be the sum C1(t) + C2(t).

These solutions for tissue concentration are linearly
proportional to the magnitude of the input, Ca.
Doubling the magnitude of the input (injecting more)
will double the resultant tissue concentration. The
equations are non-linear with respect to many of the
model rate constants (those that appear in the expo-
nents) but is linear in K1.

Input Functions and Convolution

In the previous section, mathematical solutions were
presented for simple models under the condition of an
ideal bolus, i.e., the tracer appears for one capillary
transit with no recirculation. In reality, the input to the
tissue is the continuous blood time–activity curve. The
equations above are linear with respect to the input
function Ca. This permits a direct extension of these
bolus equations to be applied to solve the case of a con-
tinuous input function. Fig. 6.4 illustrates this concept.
Figure 6.4a and 6.4c show ideal bolus input functions
of different magnitudes at different times. Figure 6.4b
and 6.4d show the corresponding tissue responses for
the model with one tissue compartment (Fig. 6.3b).
Suppose, as in Fig. 6.4e, the combination of the two
inputs is given, i.e., there is a bolus input of magnitude
A at time t = T1, and a second bolus of magnitude B at t
= T2. The resulting tissue activity curve is:

(24)

In other words, the tissue response is a sum of the indi-
vidual responses to each bolus input. The responses are
scaled in magnitude and shifted in time to match each
bolus input.

Suppose now there is a series of bolus administra-
tions at times Ti, i = 1,…, each of magnitude Ca(Ti) as
depicted by the square waves in Fig. 6.4g. The total
tissue response (Fig. 6.4h) can be written as the
summation:

where the exponentials are defined to have zero value
for negative arguments (i.e., t<Ti). If we now consider
the continuous input function Ca(t) (bold line in Fig.
6.4g) as an infinite summation of individual boluses,
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the summation in Eq. 25 becomes an integral, and the
tissue response (bold line in Fig. 6.4h) is:

Here, s is the integration variable. This is called a con-
volution integral, and is often written as

with the symbol ⊗ denoting convolution. This presen-
tation corresponds to the one-compartment model of
Fig. 6.3B and extends the bolus solution (Eq. 16) to the
case of a general input function (Eq. 27). However, con-
volution applies to any compartmental model whose
solution has a linear relationship to its input function.
Let hi(t) be the impulse response function for compart-
ment i, i.e., the time course of tissue response from a
bolus input of magnitude 1 [K1exp(–k2t) for the one-
compartment model]. Then the tissue activity result-
ing from the general input function Ca(t) is written as

Thus, for linear compartmental models, the tissue
time–activity curve is the convolution of the input
function with the impulse response function. For com-
partmental models, the latter is a sum of exponentials,
typically one exponential per compartment. A number
of approaches have been used to implement and solve
Eq. 28 on a computer if the arterial input function is
determined from serial samples. One approach is to fit
the measured input function data to a suitable model
[39] and then solve the convolution integral by stan-
dard mathematical methods. Alternatively, a continu-
ous input function can be approximated by linear
interpolation between the sample data values, and then

Eq. 28 can be solved by analytical integration over each
time period between blood samples.

Figure 6.5 shows the effects that variations in the
input function can produce on the resulting tissue re-
sponse. Figure 6.5a shows three input functions. The
solid line is a measured arterial input function. The
other two input curves were calculated based on the
measured data so that the area under all curves is a
constant. The tissue concentration curves produced in
response to each input function are shown as the cor-
responding curves in Fig. 6.5b. In all cases, the tissue
response is calculated from the one-compartment
model, Eq. 27, using the same parameters (K1 = 0.1
mL/min/mL and k2 = 0.1 min–1). The difference in
shape between the input functions produces compara-
ble differences in the tissue concentration curves.
These differences in shape do not reflect differences in
the local physiological parameters of the tissue, since
the rate constants were the same in all cases. Thus, the
main point of Fig. 6.5 is that a time–activity curve in a
tissue region cannot be interpreted without knowledge
of the input function.

The linear compartmental models discussed to this
point have the tremendous advantage of providing
exact mathematical solutions, predicting the tissue re-
sponse in the form of Eq. 28. In some cases, the flux
between compartments cannot be described mathe-
matically as the product of a rate constant times the
concentration of tracer in the source compartment 
(J = kC). For example, in modeling receptor-binding
ligands, the linear flux assumption holds if the radio-
pharmaceutical is administered at tracer levels and
does not produce detectable saturation of the receptor
sites (Eq. 14). If such a ligand is administered in low
specific activity so that it produces a change in recep-
tor occupancy during the data collection period, the
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differential equations governing the model are no
longer linear. This can be seen in Eq. 13 where the flux
from the free to the bound compartments v* cannot be
described as a constant multiplied by F*, since the
bound concentration B* also appears in the relation-
ship. To solve the model in this and most other non-
linear cases requires techniques of numerical
integration of differential equations [40, 41]. The basic
idea to numerically estimate the activity in each com-
partment is to take small steps in time and use the dif-
ferential equations to determine how much each
compartment’s concentration should change over each
time step. The most commonly used method for nu-
merical integration is called Runge–Kutta, which pro-
vides increased accuracy with longer time steps by
averaging multiple estimates of the derivative dC/dt.

In implementing models, it is important that the
model formulation matches the nature of PET scan data.
The models presented above predict the tissue concen-
tration at an instant in time. Image values represent the
average tissue activity collected over each scan interval.
The instantaneous model value can be used to determine
the integrated scan value. For example, for the one-com-
partment model (Eq. 15 and Eq. 27), the integrated scan
value from time T1 to T2 is as follows:

Another practical issue is radioactive decay. This can
be handled either by explicit decay correction of both
the tissue and blood data or by incorporating decay
into the model formulation. The latter approach can be
accomplished by adding an additional rate constant
corresponding to the decay rate (0.693/half life) to each
compartment. This method is slightly more accurate
than explicit decay correction for short-lived tracers,
since decay correction does not account for biological
change in tracer concentration within one scan 
interval.

Parameter Estimation

The previous sections presented the mathematical
techniques necessary to solve the model equations.
Thus, with knowledge of the input function Ca(t), the
model configuration, and its rate constants, the tissue
concentration curve can be predicted mathematically.
This section provides an overview of the inverse
problem, i.e., given measurements of the tissue activity
and the input function and a proposed model configu-

ration, one can produce estimates of the underlying
rate constants. Many references are available on the
topic of parameter estimation [42–44].

There are many ways to accomplish the estimation
of model parameters. The choices available and the
success of any given method depend upon the form of
the model and the sampling and statistical quality of
the measured data. If only a single measurement of
tissue radioactivity is made, obviously only a single pa-
rameter can be determined. Collection of multiple time
points permits the estimation of some or all of the pa-
rameters of a model. Since measured data always have
some associated noise, the estimates of model parame-
ters from such data will also be noisy. It is often the
goal of a statistical estimation method to minimize the
variability of the resulting parameter estimates. Note
also that the values of the parameters will affect the
statistical quality of the results. For example, blood
flow estimates produced by a particular method may
be reliable for high-flow regions but unreliable for low-
flow regions.

When many tissue measurements are collected after
radionuclide administration, the most commonly used
method of parameter estimation is called least-squares
estimation. Qualitatively, the goal of this technique is to
find values for the model rate constants that, when in-
serted into the model equations, produce the “best” fit to
the tissue measurements. Quantitatively, the goal is to
minimize an optimization function, specifically the sum
of the squared differences between the measured tissue
concentration data and the model prediction, i.e.,

where there are N tissue measurements, Ci, i=1,…,N, at
times Ti, and C(Ti) is the model prediction of tissue ac-
tivity at each of these times. This particular form is
used because of the nature of the noise in the mea-
sured data. Parameter estimates produced by minimiz-
ing the sum of squared differences have minimum
variability if the noise in each scan measurement is sta-
tistically independent, additive, Gaussian, and of equal
magnitude. Additive and independent statistical noise
is usually a good assumption for PET image data,
however, often the variance of the measurements will
not be constant across different scans in one multiple-
scan acquisition, particularly for short-lived isotopes
such as 15O or 11C. In this case, the least-squares func-
tion can be modified to accommodate variable noise
levels as follows:
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where wi is a weight assigned to data point i. This
method is called weighted least-squares estimation, and
the optimal weight for each sample is the inverse of the
variance of the data [43]. For simple count data, the
variance of the data can be estimated from the count
data itself based on its Poisson distribution [45]. For
reconstructed data, many algorithms have been pro-
posed to calculate or approximate the noise in pixel or
region-of-interest data [46–52].

It is important to recognize that there are many non-
random or deterministic error sources in the modeling
process that cause inconsistencies between the model
and the measured data (see section on random and de-
terministic errors). When fitting data to a model, the
parameter estimation procedure is naïve in that it be-
lieves that the specified model is absolutely correct.
The algorithm will do its best to minimize the opti-
mization function. Therefore, if there are deterministic
errors in the model or the input function, the estima-
tion algorithm can produce unsuitable results. It may
be appropriate in some situations to adjust the weights
of some data points (e.g., early time points where
errors in the model due to intravascular activity are
most significant) to reduce the sensitivity of the model
to the presence of deterministic errors.

Once an optimization function (Eq. 30 and Eq. 31)
has been defined, there are many algorithms available
to determine the values of the model parameters that
minimize it [41, 43]. Unfortunately, in most cases with
compartmental models, there are no direct solutions
for the parameters. This is true because, although the
models themselves are linear (i.e., all fluxes between
compartments are linear multiples of the concentra-
tion in the source compartment), the solutions to
these models are functions that are non-linear in at
least one of the model parameters. For example,
Eq. 27, the solution to the one-compartment model

(Fig. 6.3B) is linear with respect to the parameter K1

but is non-linear with respect to the parameter k2. To
solve for the parameters, iterative algorithms are re-
quired. First, an initial guess is made for the parameter
values. Then the algorithm repeatedly modifies the pa-
rameters, at each step reducing the value of the opti-
mization function. Convergence is reached when
changes to the parameters from one iteration to the
next become exceedingly small. Great care is required
in the use of iterative algorithms, because incorrect so-
lutions can be obtained, particularly if the initial guess
is not appropriate.

Figure 6.6 provides an example of the process of pa-
rameter estimation applied to time-activity data col-
lected after a bolus injection of fluorodeoxyglucose
(FDG) [53]. Figure 6.6a shows a plot of region-of-inter-
est values (occipital cortex) taken from reconstructed
PET images. The solid line through the data points is
the best fit obtained by minimizing the weighted sum
of squared differences between the data and the two-
compartment model (Figure 6.3c). Figure 6.6b shows a
plot of the weighted residuals versus time. The residual
is the difference between each data point and the
model prediction. When weighted least squares is used,
the residuals are scaled by the square root of each
weight, wi, so that the sum-of-squares optimization
function equals the sum of squared residuals. Ideally
the residuals would be random, have zero mean, and
uniform variance. If a good estimate of the noise level
in the data is known, the weighted residuals should
have a standard deviation of approximately 1. Thus,
when plotting the residuals versus time or versus con-
centration, the residuals would appear as a uniform
band centered on zero. The residuals in Fig. 6.6b rea-
sonably satisfy these expectations.

Many parameter estimation algorithms provide esti-
mates of the uncertainties of the parameter estimates
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called standard errors. These values can be used as es-
timates of the minimum random uncertainty in the es-
timate. The algorithm determines these standard
errors based on the structure of the model, the para-
meter estimates, and the magnitude of the residual
sum of squares. However, this measure is an underesti-
mate of the true uncertainty of the parameters, since
there are usually many sources of “real-world” errors
that are not explicitly included.

It is often useful to calculate functions of the rate
constants which provide different physiological infor-
mation. For example, in the one-compartment model
(Fig. 6.3B), a parameter estimation problem may be
posed to estimate the rate constants K1 and k2. From
these parameters, the distribution volume (V = K1/k2)
can be calculated. To determine the uncertainty in the
distribution volume estimate, information about the
individual standard errors in K1 and k2 is required
along with the correlation between them. The parame-
ter estimates will be correlated since both values are
determined simultaneously from the same noisy data.
The coefficient of variation (CV, the ratio of the stan-
dard error to the parameter value) of the distribution
volume can be calculated by propagation of errors
calculations:

where ρ12 is the estimated correlation coefficient
between the parameter estimates K1 and k2.

Least squares is the best optimization criterion for
estimating parameters when a large number of as-
sumptions are met. If any of these assumptions are not
true, better estimates may be obtained by other
methods (see section on error analysis). A better esti-
mate is one that may be more accurate (less biased) or
more precise (less variable). In addition, iterative least-
squares algorithms may be very computationally inten-
sive, particularly if it must be carried out individually
for every pixel in an imaging volume. Often, iterative
least-squares procedures are used only for a small
number of regions of interest. However, it is often more
useful if the data analysis procedure produces func-
tional images where each pixel represents a physiologi-
cal parameter of interest. To do this, rapid computation
schemes are required. Rapid implementations of itera-
tive least-squares procedures have been developed for
the simplest non-linear models with just one non-
linear parameter, e.g., the one-compartment model
with solution in Eq. 27. These techniques have been
applied to the measurement of cerebral blood flow [54,
55] and total volume of distribution of receptors
[56–58]. In addition, a number of methods have been
derived that allow direct non-iterative calculation of

the parameter estimates by reformulating the problem
in terms of integrals of the tissue and blood data
[59–66]. These methods do not minimize the sum-of-
squares optimization function, but in many cases have
been shown to have comparable statistical quality to
the least-squares techniques and often have less sensi-
tivity to deterministic errors in the model. Another in-
teresting approach for parameter estimation from non-
linear models is called spectral analysis and uses the
methods of linear programming with the knowledge
that all the exponential clearance terms (αi in Eq. 19
and Eq. 20, for example) are positive [67].

As shown above, the measured tissue activity is the
convolution of the input function with the under-
lying impulse-response function (Eq. 28). This
impulse-response function has a much simpler math-
ematical form (usually a sum of exponentials) and is
therefore more easily analyzed. Some investigators
have used the approach of deconvolution, whereby an
estimate of the impulse-response function is deter-
mined from measurements of the tissue response and
the input function [68]. However, because the process
of deconvolution greatly amplifies noise in the tissue
measurements and is often mathematically unstable,
great care is required in the application of these
techniques.

Development of Mathematical
Models

The primary factor affecting the form of a model is the
nature of the tracer itself. Usually, a priori information
can be used to predict all of the relevant metabolic
paths of the tracer in tissue, i.e., a complete model.
However, technical and statistical limitations of the
available data will prevent the use of such a compre-
hensive model, which includes all steps in the physio-
logical uptake, metabolism, and clearance of a tracer.

Figure 6.1 shows the process of development and ap-
plication of a model in PET [69, 70]. This section pre-
sents the steps starting with a complete model, then
generating an identifiable model, and ultimately a prac-
tical model. An identifiable model is one which can be
applied to regional kinetic data and used to extract esti-
mates of model parameters. Such a model is a simplified
version of a comprehensive description of the interac-
tions of a radiotracer in tissue. However, this model may
not be workable if its parameter estimates are too vari-
able or inaccurate. A useful model may be derived by
further simplification of the identifiable model. The

CV V CV k CV k CV K CV k2 2
1

2
2 12 1 22 32( ) ( ) ( ) ( ) ( ) ( )= + − ρ
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useful model provides reproducible and accurate esti-
mates of model parameters. Validation studies are nec-
essary to demonstrate these characteristics.

Model Identifiability

The first step in defining a model is to determine
identifiability, meaning that the parameters of a model
can be uniquely determined from measurable data.
There is an extensive literature on this topic [16, 19,
71–77], including studies with particular attention to
PET applications [78–80]. In some cases, the structure of
the model itself does not permit the unique definition of
parameter values, even with noise-free data. One
example of this is the case of high specific-activity
studies with receptor-binding ligands. Here, the associa-
tion rate kon

* and the free receptor concentration B′max

appear as a product in the model differential equations
(Eq. 14) and therefore can not be separated [32, 81].

A more significant problem in many applications is
that of numerical identifiability. Here, parameter esti-
mation can be successfully performed with low-noise
data, but, with realistic noise levels the uncertainties in
the resulting parameter estimates are large. This issue
can be complicated by the fact that the values of the
model parameters themselves may affect the ability to
distinguish kinetic compartments. This is a common
problem in brain neuroreceptor studies where the
same model cannot be applied to brain regions with
varying concentrations of receptor [82]. In addition,
small deterministic errors in the model or in tissue ra-
dioactivity quantification can produce large changes in
the parameter estimates. Thus, while an identifiable
model is essential, it is not necessarily a useful model.

A common approach resulting from this form of
model instability is to determine those parameters
which are common to a set of models and are esti-
mated with good precision, no matter what the model
form. For example, in a complete receptor model, the
free receptor concentration B′max appears in the rate
constant describing the movement of tracer from a free
to a bound compartment. Ideally, therefore, receptor
information can be obtained from this rate constant,
but, in fact, functions that include this rate constant are
also sensitive to Bmax. One example of a useful lumped
parameter is the total volume of distribution V de-
scribed above for diffusible tracers (Eq. 8). For recep-
tor-binding radiotracers, V represents the ratio at
equilibrium between total tracer in tissue to that in
plasma. Instead of trying to use individual parameter
estimates, the total volume of distribution, which can
be derived from the model rate constants, has been

found to be a particularly useful and reliable measure
for receptor quantification [56, 83, 84]. V is an algebraic
function of the rate constants and has smaller uncer-
tainty due to the positive correlation between esti-
mated model parameters (Eq. 32). For a model with
one tissue compartment, V can be calculated by setting
the derivative in the differential equation (Eq. 15) to 0,
resulting in V = K1/k2 (Eq. 8). For a model with two
tissue compartments, setting the derivatives in Eq. 17
and Eq. 18 to zero yields, V = K1/k2(1 + k3/k4). In addi-
tion, if V becomes the primary parameter of interest,
simpler methods to directly estimate this parameter
can be developed (see Model-based Methods).

The process of model selection proceeds as follows:
Tissue measurements after injection of the radiophar-
maceutical are collected. Then, a number of possible
model configurations are proposed. Usually, the
number of compartments covers a range from very
complex to very simple, and there is a range of differ-
ent numbers of parameters to be estimated in these
models. Parameter estimation procedures are per-
formed with the measured data using each model. The
goodness-of-fit of each model to the data is assessed
from the residual sum of squares (Eq. 31) using statisti-
cal tests such as the F-test, the Akaike information cri-
terion [85], or the Schwarz criterion [86] to determine
which model is most appropriate. In general, the use of
a more complex model with additional parameters will
produce a better fit to the data and a smaller residual
sum of squares. However, this will be the case even if
the additional parameters added by the more complex
model are only providing a better fit to the noise in the
data and have no relationship to the underlying true
tissue model. The statistical tests used for model com-
parison determine whether the residual sum of squares
has been reduced using the more complex model by an
amount that is significantly greater than what is ex-
pected by random chance.

Another very useful approach for model comparison
is the examination of the pattern of residuals as in 
Fig. 6.6b [43]. If the residuals from a fit of one model
configuration do not appear as randomly distributed
around zero, then a more complex model may be ap-
propriate. However, given all the error sources (see
section on random and deterministic errors), no model
will ever be perfect. It will therefore often be the case
that an overly complex model will still provide a statis-
tically significant improvement in the fit compared to a
simpler model. The modeler must have a good under-
standing of the degree of accuracy in the data in order
to avoid an unduly complicated model.

To simplify models, pairs of compartments can be
combined together. Two compartments can be collapsed
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into one by assuming that the rate constants “connect-
ing” them are large enough so that the two compart-
ments remain in continuous equilibrium. When this
occurs, the physiological interpretation of the remaining
rate constants in the reduced model must be changed. In
this way, a set of “nested” models can be defined. Figure
6.3 shows some examples of nested models. Here, a
simple model with a few rate constants can be consid-
ered to be a special case of a more complex model with
more parameters. For example, the model in Fig. 6.3B is a
simplified version of Fig. 6.3C which is itself a simplified
version of Fig. 6.3D.

It is good practice to test a set of nested models to
determine which one best characterizes a set of mea-
sured data [56]. An example of this process is shown
for the opiate receptor antagonist [18F]cyclofoxy [84,
87–89]. Figure 6.7a shows a typical time–activity
curve measured in the thalamus with PET after bolus
injection. The symbols are measured data points. The
solid line is the best-weighted least squares fit using a
model with two tissue compartments (Fig. 6.3c). The
dashed line is the best fit using a model with one

tissue compartment (Fig. 6.3B). Both models also in-
cluded an additional parameter to account for ra-
dioactivity present in the tissue vascular space, so
five and three parameters were estimated, respec-
tively. The plots of weighted residuals versus time
from these fits are shown in Fig. 6.7b (one compart-
ment) and Fig. 6.7c (two compartment). The one-
compartment results show a deterministic pattern of
residuals. The residual points are not randomly dis-
tributed about zero, but instead show runs of sequen-
tial values that are all positive or all negative. The
residual pattern is more random when using the two-
compartment model. In this case, the more complex
model was found to have produced a statistically
significant reduction in the residual sum of squares.
However, this improvement was not large and was
not found uniformly for all patients or for all brain
regions.

The absolute magnitude of the residual noise can
also be useful in determining if a particular model
configuration is appropriate. If the model is exactly
correct and the magnitude of data noise is known,
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Figure 66.7. Comparison of model fits. a PET tissue concentration data
from the thalamus acquired after bolus injection of the opiate antagonist
[18F]cyclofoxy. Symbols are measured data points. Solid line is weighted
least-squares fit using a model with two compartments and five parame-
ters (K1, k2, k3, k4, and blood volume fraction). Dashed line is best fit using 
a model with one compartment and three parameters (K1, k2, and blood
volume fraction). b plot of weighted residuals versus time for the three-pa-
rameter model. c plot of weighted residuals versus time for the five-para-
meter model. The residuals for the three-parameter model show a
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the weighted sum of squares (Eq. 31) will be approxi-
mately equal to N – np, where N is the number of data
points and np is the number of model parameters
being estimated. If the actual sum of squares from
data fits are close to this value, the modeler gains ad-
ditional confidence that the chosen model configura-
tion is appropriate.

Model Constraints

A typical situation in PET modeling problems is that
a simple model with few parameters is often not ade-
quate to describe the tissue concentration curve.
However, a more complex model that does adequately
describe the data frequently produces parameter esti-
mates that have large uncertainties (standard errors).
Specifically, a simple one-compartment, two-parame-
ter model is often insufficient, whereas a two-com-
partment, four-parameter model is “better” by
various statistically significant measures. A number
of authors have dealt with this conflict by applying
constraints. These entail specifying exact values for
certain parameters or defining relationships between
the parameters that must be met. In either case, the
effect is to reduce the number of parameters that
must be determined from the model. If the con-
straints are accurate (or reasonably so), then the sen-
sitivity of the model data to the remaining
parameters is increased and the uncertainty in their
estimation is reduced. Often the constraint equations
use a priori values for physiological constants based
on the presumed interpretation of the model para-
meters in terms of Michaelis–Menten parameters
[90–92]. Alternatively, some parameters may be con-
strained based on measurements made in other
regions [93]. For example, a common approach for
receptor-binding tracers is first to analyze a reference
region known to have little or no specific binding to
determine parameters associated with the magnitude
of nonspecific binding. Then, regions with specific
binding are analyzed with nonspecific-binding rate
constants constrained to equal those estimated in the
reference region [81, 94]. Alternatively, additional
studies can be performed to aid the estimation
process by constraining parameters to be common to
the analysis of both studies. For receptor-binding
tracers, a study with an inactive enantiomer can be
used to determine parameters of nonspecific binding
[95, 96]. In addition, paired studies with high and low
specific activity injections and/or displacement can
be performed and analyzed simultaneously with

some parameters shared in the models for the two
studies [97, 98].

Validation of Physiological Measures

In the process of developing and selecting a suitable
model formulation and methodology, it is important
to perform validation studies which prove that the
parameter estimates produced by a model are
correct. These studies determine the precision and
accuracy of model estimates, verify the legitimacy of
the model assumptions, and help choose between
various approaches. Such an evaluation invariably
must be done in animals because of constraints on
experimental design, scan duration, and radiation
dosimetry in humans. Practical limits on animal
studies include limitations on total blood sampling
for input function measurements and the effects of
anesthesia.

Although much of the work of model development
and validation is performed using small or large
animals, it is important to realize that there are
considerable differences between PET image data and
autoradiographic or tissue-sampling measurements,
as well as the species differences among rodents,
large animals, and humans, which may limit the ap-
plicability of the information obtained in the animal
experiments. For example, measurement of tissue
concentration data at multiple time points in rodents
requires multiple animals. PET studies allow acquisi-
tion of multiple time points in a single study, avoid-
ing inter-individual variability. However, the spatial
resolution and statistical reliability of scan data are
substantially worse than measurements from tissue
samples in rats. Therefore, kinetic parameters that
can be reliably determined from rat data may not be
numerically identifiable from human scan data.
Therefore, many validation studies should be re-
peated wherever practical with human subjects.

The simplest test of a model is reproducibility, i.e.,
the variability of the model parameters under identi-
cal conditions, either on the same day or different
days [99]. Repeating studies on the same day will
generally produce smaller differences in scan data
results, since there will be less variation in subject
positioning and scanner calibration. Measurements
of population variability of model estimates provide
information concerning the most useful model
configurations. Clearly, model parameters with large
coefficients of variation will not generally be useful.
Also, models should provide physiologically reason-
able values. Although in vivo measurements can cer-
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tainly produce different results than in vitro tests, it
is up to the investigator to demonstrate the accuracy
of a model that produces parameter estimates incon-
sistent with previous results in the literature.
Additionally, one can compare parameters from one
tracer to another when there is reason to believe they
should be similar, e.g., comparing the K1 values of
two tracers with high extraction, in which case both
K1 values should approximate flow [58].

The next steps in validation of a model are interven-
tion studies. Here, one or more of the physiological
parameters that affect tracer uptake are altered, and
the model is tested to verify that the parameters
change in the proper direction and by an appropriate
magnitude in response to a variety of biological
stimuli. For example, brain blood flow can be altered
by changing arterial pCO2, or free receptor concentra-
tion can be reduced by administration of a cold
ligand. It is also useful to test whether the parameters
of interest do not change in response to a perturbation
in a different factor, e.g., does an estimate of receptor
number remain unchanged when blood flow is in-
creased [100]? Alternatively, changing the form of the
input function should ideally have no effect on the
model parameters [84, 101–103]. Model assumptions,
e.g., parameters whose values have been constrained,
should be tested. At a minimum, computer simulations
of the effects of errors in various assumptions upon
model results can be performed (see section on error
analysis). The limitation of these simulations is that
they are only as good as the models on which they are
based. Therefore, experimental validation of model as-
sumptions should be performed where possible.

Finally, the absolute accuracy of model parameters
can be tested by direct comparison with a “gold stan-
dard.” To test the accuracy of regional measurements,
such a validation study can only be carried out with
animals. While this validation step is very appealing, it
is often very difficult to achieve. There is often no gold
standard available for the measurement of interest.
Even if such a standard is available, the comparison
will require careful matching of scan data with tissue
sample data. If the regions being compared are small,
the effects of inaccurate registration and scanner reso-
lution can make evaluation of the model’s accuracy
difficult at best. Even without a gold standard, other
validations of the model can be performed. For
example, model predictions of concentrations in sepa-
rate compartments can be compared to biochemical
measurements of tissue samples [104]. Also, microdial-
ysis provides a method to assess extracellular tracer
concentration directly for comparison with model
predictions [105].

Model-based Methods

To this point, the design, development, and validation
of a tracer kinetic model have been presented. Ideally,
the modeling effort generates a complete, validated
model that describes the relationship between tissue
measurements and the underlying physiological para-
meters. With this knowledge, we can design a method
of data acquisition and processing suitable for human
studies. This section concerns this final step in the
modeling process shown in Fig. 6.1: the adaptation of
such a useful model to produce a practical patient pro-
tocol [69, 106]. It is often the case that the original
modeling studies are complex and may not be suitable
for human subjects, particularly certain patient popu-
lations. For example, arterial blood sampling may not
be feasible, or a long data acquisition period may not
be practical, or the statistical quality of data in humans
may limit the number of parameters that can be reli-
ably estimated. From the understanding of the charac-
teristics of the tracer and with knowledge of the
limitations imposed by instrumentation and logistical
considerations, a model-based method can be devel-
oped that can achieve a useful level of physiological
accuracy and reliability.

Many questions must be considered in converting a
model into a model-based method. To what extent are
the extra complexities of a full modeling study neces-
sary or useful? What are the best trade-offs to maintain
an adequate signal-to-noise ratio in the data? Can an
appropriate input function be measured less invasively
than from arterial samples, e.g., from direct scan mea-
surements, from venous samples, or from a reference
region? What is a practical data collection period that
is compatible with the time availability on the scanner,
the statistical requirements of the collected images,
and the characteristics of the patients? Which parame-
ters are of prime importance? Can parameter estimates
be calculated on a pixel-by-pixel basis to generate func-
tional images or must time-consuming iterative non-
linear methods be applied to region-of-interest data?
What reasonable assumptions can be incorporated into
the model to reduce the number of parameters to a
workable set that can be determined with reasonable
precision? Is the method overly sensitive to measure-
ment errors or to inaccuracies in model assumptions,
particularly in patient groups? If the method is
simplified too much, could differences between pa-
tients and controls be exaggerated or hidden because
physiological factors properly included in the original
model are now ignored?
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This section presents some approaches that have
been used to produce model-based methods. These
methods are generally simpler than the full parameter
estimation studies, use additional assumptions, and
typically allow production of functional images of the
physiological estimates. In addition, sources of error in
model approaches are discussed along with error
analysis methodology. Finally, the trade-offs between
using model-based techniques and simple empirical
methods are examined.

Graphical Analysis

One increasingly common method applied to tracer
kinetic data is that of graphical analysis [90, 107–112].
The basic concept of this method is that after appro-
priate mathematical transformation, the measured data
can be converted into a straight-line plot whose slope
and/or intercept has physiological meaning. This ap-
proach has advantages, since it is simple to verify visu-
ally the linearity of the data and it is simple to
determine the slope and intercept by non-iterative
linear regression methods. It is also generally easy to
determine these values on a pixel-by-pixel basis, thus
producing a functional image of the parameter [113].
For many models, the simplified equations of graphical
analysis will not apply for all times post-injection, e.g.,
at early times when the blood activity is changing
rapidly and some tissue compartments have not yet
reached equilibrium with the blood. Therefore, care
must be taken in selecting the time period for determi-
nation of the slope and intercept. However, it is also
true that avoiding the time periods where the kinetics
are rapid also makes the method less sensitive to errors
introduced by oversimplifications in the model, partic-
ularly those dealing with tracer exchange between cap-
illary, extracellular space, and intracellular space.

The most widely used graphical analysis technique is
the Patlak plot [107–109]. This approach is appropriate
when there is an irreversible or nearly irreversible trap-
ping step in the model. Conceptually, the transforma-
tions of the Patlak plot convert a bolus injection
experiment to a constant infusion. A simple example of
this model is the two-compartment model (Fig. 6.3C), in
which the rate constant for return of tracer from com-
partment 2 to compartment 1, k4, is zero or is small, i.e.,
irreversible trapping. In this case, the model solution
(from Eqs. 21, 22 and 28) for the total tissue tracer con-
centration C(t) for an arbitrary input function Ca(t) is

If the arterial input function were held constant (Ca),
the solution to Eq. 33 would be

After an appropriate time, t*, after which the exponen-
tial term in Eq. 34 becomes sufficiently small, the ratio
of tissue to blood activity becomes

which is a linear equation. The slope of this equation,
K, is

The term K is the net uptake rate of tracer into the irre-
versibly bound compartment 2. It is the product of two
terms: K1, the rate of entry into the tissue from the
blood, and k3/(k2 + k3), the fraction of the tracer in the
tissue that reaches the irreversible compartment 
(Fig. 6.3C).

For the case when the input function is not a con-
stant, the Patlak transformation is as follows:

The term in brackets in Eq. 37 is often called
stretched time or normalized time, since it has units
of time and it distorts time based on the shape of
the input function. If the ratio of tissue to blood ac-
tivity, which is called the apparent volume of distri-
bution, is plotted versus stretched time, under the
appropriate conditions a linear plot is obtained with
slope K and intercept V0 (the initial volume of dis-
tribution). Note that in the case of a constant arter-
ial input, stretched time becomes exactly equal to
true time.

In applying this graphical method, it is important to
verify that the Patlak plot is in fact linear over the
range of time used, an assumption that can often be
evaluated in animal studies, where longer experiments
can be performed [114]. For purposes of fitting data to
estimate K, instead of fitting Eq. 37, it is equivalent to
use multiple linear regression to fit the measured tissue
data directly:
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This approach is better if the later values of the input
function are noisy (e.g., due to metabolite correction),
and more easily allows regression weights based di-
rectly on image noise estimates to be added to the esti-
mation process.

Figure 6.8 provides an example of the use of a Patlak
plot as applied to brain PET data after the injection of
FDG [53]. In this study, subjects were studied on two
occasions, approximately one week apart. For one scan,
the subjects underwent a hyperinsulinemic euglycemic
clamp, whereby high levels of insulin were infused, and
simultaneously blood glucose levels were maintained
at a constant level, thus maintaining the steady-state
assumption of the tracer kinetic model. On the second
occasion, a sham clamp was performed, i.e., a control
study. The high insulin levels in the clamp study caused
a dramatic change in the plasma input function, i.e.,
the rate of FDG clearance from plasma was much
higher. Figure 6.8a shows the tissue curves for an
average of gray matter regions in one individual. There
is clearly a dramatic difference in the two curves. The
Patlak transformation of Eq. 37 was applied to these
data and is shown in Fig. 6.8b with a plot of the appar-
ent volume of distribution versus stretched time. The
two plots nearly overlay each other, demonstrating that
most of the difference between the two tissue time–
activity curves of Fig. 6.8a can be accounted for by the
differences in the input function, not by differences in
the tissue kinetic parameters. Note that the hyperinsu-
linemic study covers a longer period in stretched time
than the control study.

A second graphical approach is that developed for
measurement of parameters for reversible neurorecep-
tor ligands, i.e., those that approach equilibrium during
the time period of the experiment. As described above,
the total volume of distribution V is the most com-
monly estimated parameter for these types of tracers.
The Logan graphical relationship [111] allows the esti-
mation of V from the slope of a plot produced by a
transformation of the data, like the Patlak plot de-
scribed above. The Logan relationship can be derived
exactly from the one tissue compartment model, Eq.
15, and integrating:

Dividing Eq. 39 by k2 and C(t), and rearranging
yields:

where the slope of this relationship V is the volume of
distribution for the one tissue compartment model
(K1/k2). In cases where the data are not consistent with
a one-compartment model, the graph becomes linear
after an appropriate time, and the linear regression is
performed for those later data. In that case, the slope is
the estimate of the total volume of distribution. Figure
6.9 shows an example of Logan graphical analysis [111]
as applied to PET time–activity data for the 5-HT1A an-
tagonist [18F]FCWAY [115] as measured in the rhesus
monkey. The three curves show regions with different
receptor levels, with the highest slope (frontal cortex)
corresponding to a region with high specific binding
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Figure 66.8. Example of graphical analysis (Patlak plot) from FDG PET data. The study involved a control scan on one day and a hyperinsulinemic euglycemic
clamp on another day. a Average tissue time concentration curves in cortical gray matter. Filled and open symbols are scan data values from the control and
clamp studies, respectively. b Patlak plots from the control (filled symbols and solid line) and clamp (open symbols and dashed line) studies computed from the
data in A and B using Eq. 37. Despite the large differences in tissue data between the two studies, the tissue kinetics in both cases, as shown by graphical analy-
sis, are very similar, i.e., there is at most a small effect of insulin on gray matter metabolism of FDG.



and a high value of V. Note that the time to achieve lin-
earity of these plots differs between regions due to dif-
ferent receptor levels/kinetic parameters.

Reference Region Methods

The emphasis in this chapter has been the determina-
tion of kinetic rate constants using the relationship
between tissue data measured with the PET scanner
and the input function, usually derived from arterial
blood samples. For studies in the chest with tracers
that do not metabolize, the input function can be mea-
sured from the imaging data in the left ventricle,
atrium, or the aorta [116–119]. Other approaches have
been used where smaller blood vessels can be imaged
but corrections for partial volume effect are required
[120, 121]. However, in a number of other cases, ap-
proaches have been developed to avoid the measure-
ment of the arterial input function and still deduce
kinetic parameter information by comparison of the
time–activity curve in the region of interest to that in a
reference region. The most significant application of
this approach has been in receptor modeling where the
comparison of regions with and without receptors pro-
vides a natural application [122–124], which can often
be extended to pixel-by-pixel analysis [125]. The
general idea of these approaches is to use the mathe-
matics of the model to infer the shape of the arterial
input function based on the time-course measured in
the reference region. This permits a mathematical rela-
tionship to be developed for the region-of-interest con-
centration in terms of the reference region data and the
kinetic parameters of both regions. Usually, the

number of available parameters is reduced, e.g., in this
situation the uptake constant K1 for either the region
of interest or the reference region cannot be deter-
mined, but the ratio between them can be estimated.

In addition, there are reference region methods
adapted for graphical analysis, either for irreversible
[109] or reversible [126, 127] tracer uptake. As with all
the graphical methods, only a subset of the kinetic para-
meters can be determined, and with the use of reference
regions, the estimated parameters are typically ratios of
the original parameters between their values in the
region of interest and that in the reference region.
However, it is often the case that the most sensitive bio-
logical parameter is a normalized model value.
Normalization tends to eliminate certain methodologi-
cal errors which add common variance to both the
region-of-interest and the reference region results [106].
Therefore, these reference-region graphical methods
tend to directly estimate the parameter ratios of interest.

Single-scan Techniques

A common approach to produce simplified model-
based methods is the use of single-scan techniques.
Here, based on a good understanding of the relation-
ship between tissue radioactivity and the underlying
physiological parameters, tissue radioactivity informa-
tion is acquired during one scan interval. This single
measurement permits the estimation of a single
unknown physiological parameter. Since most models
have multiple rate constants, some corrections must be
applied to account for these other unknowns. Careful
design of a single-scan technique ensures that varia-
tion in these nuisance parameters produces only minor
errors in the parameter of interest.

For the measurement of cerebral blood flow with
[15O]water or comparable diffusible tracers, two ap-
proaches have been taken to produce single-scan
methods. Some of the earliest studies used continuous
inhalation of [15O]CO2 [128], which is rapidly converted
to [15O]water in the lungs. By achieving constant radioac-
tivity levels, the derivative in the differential equation of
uptake of the tracer (Eq. 15 with additional terms for ra-
dioactive decay) can be set to zero, and K1 can be deter-
mined from an algebraic formula in terms of tissue and
blood radioactivity.A different approach uses a bolus in-
jection followed by a single short scan [129, 130]. This
autoradiographic method uses the explicit solution of
the model (Eq. 27) to determine K1 from the integrated
tissue radioactivity and a measured input function. Both
of these methods treat the estimated K1 values as equal to
blood flow, assuming a large permeability-surface (PS)
area product for the tracer (Eq. 5). Both methods also
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Figure 66.9. Logan graphical analysis of regional PET data acquired from the
5-HT1A antagonist [18F]FCWAY in rhesus monkey in frontal cortex (•), thala-
mus (♦), and cerebellum (�). Data are transformed as specified in Eq. 40.
Following a certain time, the graphs become straight lines with slopes equal
to the volumes of distribution for each region. Regions with greater specific
binding have higher slopes.
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require the use of an assumed value for the tracer distri-
bution volume V in order to specify k2 as K1/V. As only
one tissue measurement is made, only one unknown pa-
rameter can be determined. The short scan of the autora-
diographic method was designed in part to minimize the
sensitivity of this method to errors in the assumed value
of the distribution volume.

Another example of single-scan, model-based tech-
niques is the autoradiographic method for measure-
ment of glucose metabolism, which was developed in
rats with [14C]deoxyglucose [1] and extended to PET
using [18F]2-fluoro-2-deoxy-D-glucose [2–4]. These
methods take advantage of the fact that most of the ra-
dioactivity in the tissue by 45 min post-injection has
been phosphorylated, so that the total tissue radioac-
tivity can be used to estimate the net flux into tissue of
deoxyglucose, K. This is the same rate constant as de-
termined from the slope of the Patlak plot. Effectively,
these methods estimate the slope of a Patlak plot by
using the measured tissue value at one data point and
by using population values of the model rate constants
to estimate the y-intercept of the straight line. A
number of other formulations of this approach have
been developed [131–133], each with different sensitiv-
ities to errors in the assumed rate constants. Finally,
since FDG is an analog of glucose, the metabolic rate of
glucose is estimated from the measured net flux of
FDG using the measured plasma glucose level and an
assumed scaling factor, the lumped constant [1, 5–9].

Equilibrium Methods

Another single-scan technique has been developed for
quantification of receptors by using infusion to
produce true equilibrium [84, 134, 135]. By administer-
ing tracer as a combination of bolus plus continuous
infusion (B/I), constant radioactivity levels can be
reached in blood and in all regions of interest. The
total tissue volume of distribution can be determined
from the ratio of tissue activity to metabolite-corrected
plasma activity. This value will include free, non-
specifically bound, and specifically bound tracer.
Estimates of the nonspecific component, e.g., from a
region with low receptor binding, from measurements
with an inactive enantiomer, or from data acquired
after displacement with excess cold ligand, can be
subtracted to estimate the binding potential, Bmax/KD

[136] (KD is the dissociation equilibrium constant).
Multiple infusions at different specific activities can be
used to determine Bmax [137, 138].

This infusion approach can be extended to provide
receptor-binding data in two states: at baseline and

post-stimulus (e.g., drug-induced neurotransmitter
changes), with a single administration of tracer.
Without infusion, such data are conventionally
acquired with paired studies, each with a bolus injec-
tion. In the first study, control levels of binding are
measured, for example, by determining V by compart-
ment modeling [56] or graphical analysis [111]. Then,
following the pharmacological intervention, a second
measurement of binding is made with a second injec-
tion of tracer. This approach has been used successfully
with the D2 ligand [11C]raclopride [95, 139] as well as
with a number of other tracers. For example, Dewey et
al. have demonstrated the effects of changes in synap-
tic dopamine by direct effects on the dopamine system
itself [140] and by indirect pharmacological interven-
tions [141, 142]. In humans, this paired-study approach
has been used to measure drug occupancy [143–146].

The alternative study design is to administer the
tracer as a combined bolus plus continuous infusion
(B/I) to measure short-term changes in free receptor
concentration [101, 147, 148]. First, the B/I administra-
tion of tracer is performed to achieve constant radioac-
tivity levels in blood and all brain regions. Once
equilibrium is achieved, control binding levels can be
determined. For example, the volume of distribution V
can be measured directly from the tissue-to-plasma
concentration ratio. Then, a stimulus is administered
while the infusion of radiotracer continues, and the
change in specific binding of the tracer can be moni-
tored. An example of B/I data is shown in Fig. 6.10 as-
sessing the effects of amphetamine-induced dopamine
release with [11C]raclopride. By comparing the pre-
and post-amphetamine levels of specific binding deter-
mined directly from the tissue concentration values
(Basal Ganglia/Cerebellum –1), the change in specific
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Figure 66.10. ROI data from basal ganglia (•) and cerebellum (■) following
combined bolus plus infusion administration of the D2 dopamine ligand
[11C]raclopride. At 40 min (arrow), 0.4 mg/kg of amphetamine was adminis-
tered intravenously, producing displacement of raclopride due to competi-
tion with increased synaptic dopamine.
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binding from amphetamine can be measured. This B/I
study design permits the measurement of pre- and
post-intervention binding levels from a single adminis-
tration of tracer. It is particularly well adapted to
tracers with longer half-lives.

Random and Deterministic Errors

In making the choices necessary to implement a tracer
method, it is important to be aware of the many
sources of error that affect the precision and accuracy
of these physiological measurements [106]. A good un-
derstanding of what effects are more or less significant
to a given tracer and to the biological question of inter-
est is essential in designing a sensitive, reliable tech-
nique that is not overly complex.

One aspect to consider is random errors, i.e., the
effects of random statistical noise in the data on model
parameters. The duration of data acquisition, the
amount of smoothing of the images, the use of pixel or
region-of-interest data, the number of parameters in
the model, the mathematical structure of the model,
and the actual parameter values affect the statistical
accuracy of the parameter estimates. Many investiga-
tors have assessed the sensitivity of PET data to model
parameters and methods to optimize the statistical
quality of the model estimates [149–152]. In addition,
noise in measured data can directly introduce bias in
parameter estimates when non-linear methods are
used [66, 153].

A primary source of deterministic error is the mea-
surement of regional radioactivity from the PET
scanner. Although the quantitative accuracy of PET
continues to improve, there are still many sources of
inaccuracies. For example, the accuracy of the scatter
correction is limited, particularly for whole-body
imaging and for 3D acquisition. A key effect corrupting
PET imaging data is finite resolution, i.e., the partial
volume effect [154]. The magnitude of bias in concen-
tration measurements depends on the size of the un-
derlying structure, the distribution of radiotracer
within and around the structure, the resolution of the
scanner, the reconstruction algorithm, and the strategy
for extracting regional concentration values. Definition
of the regions of interest using registered anatomical
images (MR or CT) is important, as long as registration
errors are minimized.

The partial volume effect produces heterogeneity,
i.e., the tissue response measured from even a single
pixel will represent a weighted average of the tissue in
the surrounding region, and is thus a combination of
different kinetic responses. This can have minimal to

large effects on model results depending on the magni-
tude of heterogeneity and how the parameter of inter-
est affects the tissue concentration measurements. This
effect has been studied in great detail for a number of
methods [155–161]. Since finite resolution is unavoid-
able in real imaging data, ideally application of model-
ing techniques will not introduce artifactual changes in
the data. In other words, suppose a heterogeneous
region was composed of two tissue types. Ideally, the
final kinetic estimates from that area would be the
weighted averages of the appropriate values for each
tissue type, weighted by the fraction of the region oc-
cupied by each tissue type. If the parameter is esti-
mated in a linear fashion from the data, this will be the
case. For non-linear methods, heterogeneity will intro-
duce a bias. An important approach to deal with the
partial volume effect is to correct the PET data for this
effect [162–166]. Recently, investigators have begun to
assess the effects of these corrections on kinetic mod-
eling [167] with tendencies toward major increases in
the parameter values and the noise level of the 
estimates.

Another source of error in model applications is the
presence of intravascular radioactivity in the tissue
measurements [168–173]. Some fraction of the mea-
sured counts originates from radioactivity in the blood
within the tissue. Since the radioactivity time-course in
blood differs from that in tissue, errors in model mea-
surements will occur unless this effect is properly
handled. In some cases, the fraction of tissue volume
occupied by blood can be measured in a separate
tracer experiment. Alternatively, this vascular fraction
is added as a parameter to account for this effect.
Obviously, these errors are most important in regions
with large blood volumes or in regions near the heart
chambers or large blood vessels. Typically, errors due
to vascular radioactivity are more significant when
data collected immediately after injection are included
in the analysis. However, these early data are often
most sensitive to the parameter of interest, such as in
the case of blood flow tracers where the rate constant
for movement of tracer from blood into tissue (K1) is of
prime importance. Various strategies involving selec-
tion of time intervals for analysis or optimal region-of-
interest placement have been proposed to handle these
effects [171, 174].

A key to successful quantitative methods is the accu-
rate measurement of the input function. Typically, the
blood time–activity curve is measured in a peripheral
blood vessel (usually radial artery) unless the heart
chambers can be imaged directly [116–118]. When in-
dividual blood samples are drawn by hand, they must
be taken at a sufficiently rapid rate to characterize the
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curve accurately. Careful attention is required for accu-
rate sample timing, centrifugation, pipetting or weigh-
ing, radioactivity counting, counting corrections
(background, decay, dead time, etc.), and data han-
dling. Some investigators have developed devices for
automatic withdrawal and measurement of whole-
blood radioactivity [175]. These devices provide con-
sistent data, but they may have increased statistical
noise depending upon their counting geometry. Timing
and dispersion differences between the brain and the
peripheral artery require correction, particularly for
studies of short duration with sharp bolus inputs
[176–179]. A number of studies have been undertaken
to assess the effects of statistical noise in the input
function on estimated parameters and to develop ap-
propriate estimation methodology [180–183]. If there
are radioactive metabolites of the tracer in blood, it is
important to determine the fraction of blood radioac-
tivity that corresponds to the original tracer as well as
the extent to which these metabolites pass into tissue.
Since metabolite determinations are often complex,
particularly for short-lived tracers, metabolite mea-
surements are made at only a small number of
samples. Appropriate interpolation or modeling
schemes are necessary to generate a continuous esti-
mate of the metabolite fraction throughout the study
[101, 184]. Alternatively, other modeling approaches
can be used to infer the metabolite correction [185].

Error Analysis

Error analysis is a useful tool in the development of an
appropriate model-based method. Performance of a
thorough error analysis is a critical step in the assess-
ment of the utility of a given method. Papers dedicated
solely to error analysis are common in the literature
[155, 156, 171, 186–196]. These analyses usually
proceed as follows. Choose a particular source of error.
Select values for the model parameters and use the
model equations to simulate tissue data including this
error effect, usually covering a range of effect magni-
tudes. Then, analyze these simulated measurements
with one or more methods, compare the derived para-
meter estimates to their original values, and determine
the magnitude of error that is produced.

Figure 6.11 provides an example of the results of an
error analysis. Cerebral blood flow (CBF) measure-
ments with the tracer [15O]water are altered in the
presence of errors in correction for the time delay
between the measured arterial input function and the
actual input to the brain. Using an actual measured
input function, tissue time-activity data were simulated

over a 4-min period using the model of Eq. 27, with a
flow value of 0.5 mL/min/g and a distribution volume
of 0.8 mL/g. CBF (K1) was then calculated by direct es-
timation of the two model parameters for total time in-
tervals of 90, 120, and 240 sec. In each case, the tissue
data were shifted with respect to the arterial input
function by –3 to +3 sec (a positive shift means that the
tissue data have been shifted later in time with respect
to the blood data). The figure shows the percent error
as a function of time delay. Positive time shifts produce
underestimation of blood flow. This error is larger for
shorter total acquisition times. This analysis suggests
that the effect of time shift errors can be reduced by
using longer data-acquisition periods. Even then,
errors as large as 10% occur with time shifts of 3 sec,
so care should be taken to measure or estimate time
delays between tissue and blood data [178, 197].

A careful analysis of all the relevant error sources can
be used to optimize methodology or to choose one ap-
proach over another. For example, various studies have
been performed to choose optimal total scanning times
and scan schedules [170, 198–201]. Unfortunately, it is
difficult to determine the total error of a method based
on the independent error analyses of a number of mea-
surements or assumptions. First, error analyses are only
as good as their ability to simulate biological reality, i.e.,
recognizing and analyzing all potential error sources and
making appropriate choices for the magnitude of each
error term. Even then, many error sources are not inde-
pendent, i.e., errors in one term affect other terms. Thus,
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Figure 66.11. Example of error analysis – the effect of errors in time delay
corrections between the brain and peripheral artery on measurement of
cerebral blood flow with [15O]water. A positive time delay means that the
tissue data has been shifted forward in time with respect to the arterial
input function. The three curves show the percent error in estimated flow,
based on data collection periods of 90 sec, 120 sec, and 240 sec. See text for
additional details.
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actual errors may be larger or smaller than those pre-
dicted from independent error analyses. Therefore, it is
best if the ultimate choice of a method can be made by
analyzing many studies with a variety of techniques and
choosing the approach that has the best reproducibility,
the minimum population variability, or the maximum
statistical power to extract a particular physiological
signal.

Selection of Model-based Methods

This chapter has presented an overview of modeling
methods, from the most complex dynamic data acquisi-
tion with iterative parameter estimation to simplified
methods including Patlak and Logan plots or single-scan
techniques. Choosing the best approach is not simple,
and other options are available when selecting a tracer
method. In some studies, investigators normalize the
physiological measurements. Instead of using the ab-
solute values provided by a method, the results are scaled
in some manner by a reference value, such as the average
value in the entire organ or in a particular reference
structure. This procedure may significantly reduce inter-
subject variation introduced by instrumentation, recon-
struction, errors in the measurement of the input
function, as well as variability due to global flow, metabo-
lism, etc. In some cases where the model equations are
linear (or nearly so) with respect to the parameter of in-
terest, investigators can avoid the measurement of the
input function and use normalized tissue concentration
measurements as equivalent to a normalized model-
based method [129, 202, 203]. Interpretation of results
from normalized methods must be performed with care,
however, since changes in ratios may be caused by
changes in the numerator, denominator, or both.

Another example of choosing a normalized measure
is the use of binding potential [136], Bmax/KD, for recep-
tor-binding agents. This measure is usually derived
from the total volumes of distribution V in regions
with and without specific receptor binding. In some
cases, the difference of the V values is used and in
other cases a ratio is used. These different formulations
have different characteristics in terms of biological in-
terpretation as well as within-subject and between-
subject variability. For example, the ratio formulation
is more common because it can be estimated without
measurement of the plasma input function. However,
in that case, the results depend upon the assumption
that the level of nonspecific tracer binding is un-
changed between regions and between subject groups.

An alternative to using a model-based method is to
use a simple empirical approach. Such approaches

make no explicit attempt to estimate the physiological
parameter(s) of interest. Instead, an index based on
tissue measurements is used and presumed to reflect
the underlying physiology. Empirical indices include
absolute radioactivity values, radioactivity values cor-
rected for dose and/or subject weight, and ratios of ra-
dioactivity values between target and reference regions
(normalized values).

How can an investigator determine the best ap-
proach when using a tracer? Many trade-offs must be
considered in designing a study, and there are no
simple answers [106]. As an example, consider the use
of a receptor-binding radiotracer for measurements in
the brain with PET. Suppose the tracer binds reversibly,
i.e., its dissociation rate from the receptor is sufficiently
fast to approach equilibrium during the study period.
Possible model-based quantification approaches
include the following: 1) complete modeling study with
iterative parameter estimation; 2) use of a simplified
model with estimation of the volume of distribution
[56]; and 3) use of a linearization formula to derive the
volume of distribution from the later portion of the
data [111]. Empirical alternatives to model-based
methods include the following: 1) ratio of tissue region
of interest to (metabolite-corrected) blood (apparent
volume of distribution); or 2) ratio of tissue region of
interest to reference region with few receptors during
the apparent equilibrium phase.

Although the empirical approaches are the sim-
plest, they can provide misleading results. For tracers
that can reversibly bind with receptors, indices
derived from ratios of tissue concentration to refer-
ence regions or to plasma levels can be significantly
distorted due to lack of true equilibrium [84]. This
effect is demonstrated in Fig. 6.12 with a “bolus plus
infusion” protocol using the opiate antagonist
[18F]cyclofoxy (see section on single-scan techniques).
Radioactivity in the tissue regions (Fig. 6.12a)
reached steady levels by ~20 min. At 70 min post-in-
jection (arrow), the infusion was discontinued, and
plasma and tissue concentrations dropped. Figure
6.12b shows the apparent volume of distribution
plotted against time. Discontinuing the infusion
caused a dramatic increase in the values for the re-
ceptor-rich thalamus with smaller increases in
frontal cortex and cerebellum. The magnitude of this
effect depends upon the relative magnitudes of the
rate of tracer clearance from plasma and the receptor
dissociation rate. The change in the apparent distrib-
ution volume value (Fig. 6.12b) is due solely to the
change in clearance of radiotracer from plasma and
demonstrates that this ratio measure can be
significantly affected by the plasma clearance rate.
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Another choice to be made with this type of study is
whether tracer administered by continuous infusion is
a good idea [84, 134]. With infusions, data analysis is
greatly simplified, since the volume of distribution can
be obtained directly from the ratio of tissue radioac-
tivity to metabolite-corrected blood. Scans need only
be collected during the equilibrium period providing
more patient comfort. Fewer measurements in blood
are required. Also, the technique is model-independent
and only relies on equilibrium conditions. However, if
true equilibrium is not obtained, errors that could have
been eliminated by a more complex modeling proce-
dure will occur. Due to normal variation in plasma
clearance rates of the tracer, deviations from equilib-
rium will add variability to the results, although biases
here will be smaller than those following bolus injec-
tions [204]. The time interval corresponding to true
equilibrium must be carefully assessed and ideally
verified in each subject. There are also increased logis-
tical requirements due to a long infusion of radioactiv-
ity compared to a simple bolus injection. It is also not
at all clear whether bolus or infusion approaches
provide better statistical quality in the final physiologi-
cal measurements.

Does the use of model-based methods improve the
signal-to-noise characteristics of data? In other words,
can small biological signals be detected more easily by
using modeling methodology? Use of appropriate
quantification methodology can reduce intersubject
variability by accounting for factors affecting the raw
concentration measurements that are unrelated to the
physiological measure of interest. If inter-subject vari-
ability is decreased, the power of the study to detect
group differences is typically increased. However, if

this extraneous variability is small, then use of a
model-based method may produce little improvement
in the signal-to-noise ratio. In fact, since there are a
large number of potential sources of error in applying
modeling techniques, errors in these corrections or in
the implementation of these procedures can actually
increase variability over simpler, empirical methods.
The net effect of applying a model on measurement
variability thus depends upon the magnitude of physi-
ological variation in the patient groups that can be
removed by the model versus the accuracy of the
model and the reliability of the additional measure-
ments that it requires.

Model-based methods have one important advantage
over empirical approaches. With model-based results, it
is easier to justify the conclusion that any significant
findings are in fact due to real differences in the biologi-
cal function of interest and not due to extraneous physi-
ological factors. When empirical methods detect
significant differences, these other physiological factors
may contribute substantially to the measured differ-
ences. Thus, interpretation of the results is less straight-
forward. This is particularly true when there are known
differences in physiology between subject groups in a
study. For example, if plasma tracer clearance differs
between patients and control subjects, substantial errors
may be made if tissue radioactivity values are directly
interpreted as reflecting the relevant physiological
process. On these grounds, model-based methods, which
usually require a more complicated study procedure, are
superior to empirical approaches. It is important,
however, to remember that model-based methods rely
on many assumptions, which can produce misleading
results when applied inappropriately.
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Figure 66.12. Effect of plasma clearance on tissue concentration and apparent volume of distribution (ratio of tissue to metabolite-corrected plasma). a: Tissue
time–activity data for thalamus (•), frontal cortex (■), and cerebellum (♦). [18F]cyclofoxy was administered according to a bolus/infusion protocol, but the in-
fusion was discontinued at 70 min (arrow). b: apparent volume of distribution for regions in “a”. There is a dramatic increase in apparent distribution volume
due to increased plasma clearance beginning at 70 min. See text for additional details.



Summary

This chapter discussed the use of mathematical
models to extract physiological information from
PET studies with radioactive tracers. Modeling
methods offer a number of advantages. Application of
a model can explain to what extent the tissue ra-
dioactivity measurements reflect the physiological
function of interest. It can produce quantitative esti-
mates of one or more physiological parameters. Use
of a model can explain the cause of different levels of
uptake between subjects. It may improve the signal-
to-noise characteristics of the data by removing addi-
tional variation caused by extraneous physiological
factors. The application of modeling methodology
also has disadvantages. Usually, modeling procedures
are more complex, often requiring longer scanning
sessions, blood sampling, metabolite analyses, and
complex data processing. Violations in the assump-
tions made by models can produce misleading
results.

Validation studies can demonstrate that a model-
based method accurately measures the parameter(s) of
interest and is not influenced by other factors. The un-
derstanding provided by a model allows the develop-
ment of study procedures that maximize sensitivity to
key parameters and minimize the effects of violations
in model assumptions. Ideally, the understanding pro-
vided by the model will allow the design of a simple
straightforward study procedure. In that way, the ra-
diopharmaceutical can be applied to the appropriate
patient groups without a complex procedure while still
generating an accurate regional physiological assay.
The final configuration of a model-based method may
be as simple as an empirical technique but as accurate
as a more complex study procedure.

It is essential to have a good understanding of the re-
lationship between the tissue measurements and the
underlying physiology, i.e., a model. A useful model will
provide a mathematical description that is sufficient to
predict the tracer’s physiology and biochemistry within
the limitations of available instrumentation and the lo-
gistics of a practical patient procedure. In addition, the
assumptions and limitations of the technique must be
clearly delineated. Without a model, it is difficult to
assess how physiological differences between study
populations affect an empirical method. Ideally, use of a
model will significantly improve the physiological
significance of the resulting data and may also improve
the sensitivity of the tracer to the underlying physio-
logical processes under study.
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7 Coregistration of Structural and Functional Images*

David J Hawkes, Derek LG Hill, Lucy Hallpike and Dale L Bailey

Introduction – Why Register
Images?

Images are spatial distributions of information.
Accurately relating information from several images
requires image registration. Alignment of a PET image
with a high-resolution image such as a Magnetic
Resonance (MR) image has successfully allowed
anatomical or structural context to be inferred from
the coarser-resolution PET image. PET to MRI regis-
tration was one of the earliest successful examples of
image registration to find widespread application.
Since then, image registration has become a major area
of research in medical imaging, spawning a wide range
of applications and a large number of papers in the
medical and scientific literature. Recent reviews are
provided in Maintz et al. [1] and Hill et al. [2]. Much of
this chapter is a summary of information in the latter
plus a recent textbook on image registration [3].
Further algorithmic and implementation details are
contained in these two sources.

This chapter addresses the software approach 
to image registration. The first section classifies
registration applications and outlines the process of
registration. It then discusses some concepts of
correspondence inherent in image registration and
summarises frequently used transformations.
Methods for aligning images based on landmarks or
geometric features and recent advances using the sta-
tistics of image intensities directly to align images –
the so-called “voxel similarity” measures – are
described. Some details are given on image prepara-
tion, optimization, image sampling, common pitfalls
and validation.

A Classification of Registration
Applications

Image registration applications divide into:

(a) Intra-subject registration – those that require regis-
tration of images taken of the same individual, and

(b) Inter-subject registration – those that relate infor-
mation between subjects.

Examples of the former can be classified as follows:

(i) Multi-modality registration, where several medical
images are taken of the same part of the human
anatomy with different imaging technologies or
“modalities” to reveal complementary information.
Figures 7.1 and 7.2 show examples from the head
and pelvis respectively. Image registration is partic-
ularly useful when the PET image contains very little
anatomical information, as is the case in [11C]-me-
thionine or [18F]-L-DOPA scans.

(ii) Correcting PET emission data, where aligned ana-
tomical images (usually MRI) or attenuation maps
derived from CT are used to improve the accuracy of
regional uptake, correct for photon attenuation or
improve reconstruction accuracy. Figure 7.3 pro-
vides an example of an aligned MR image improv-
ing spatial resolution of a PET image of the brain.

(iii) Serial image registration or intra-modality registra-
tion, where several images are taken over time in
order to monitor subtle changes. Figure 7.4 shows
aligned whole-body serial [18F]-FDG images.

(iv) Registration of images to physical space, where
interventional, surgical, or therapeutic techno-
logies rely on images to guide treatment to specific
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Figure 77.1. A slice from an MR volume (left) with the
corresponding slice (right) of the PET [18F]-FDG volume
aligned in 3D and overlaid on the MR using a “hot-body”
intensity scale [3]. This image shows that the suspicious
bright region (lower arrow) is unlikely to be a recurrence of
the astrocytoma that has been surgically removed followed
by radiotherapy. The small bright region (upper arrow)
anterior to this corresponds to normal cortex.

Figure 77.2. Four consecutive slices through the pelvis from
a CT volume, with aligned [18F]-FDG PET images overlaid,
showing concentration of FDG both in the bladder and in a
region of dense tissue near the cervix [3]. This indicated that
the dense mass was recurrent tumor rather than fibrotic
changes associated with previous radiotherapy. This was
confirmed at surgery.

Figure 77.3. One slice of a PET [18F]-FDG scan of the brain is shown, reconstructed (left) with the ML–EM algorithm, (middle) using maximum cross entropy and
(right) using anatomical priors (gray matter, white matter, skull, CSF, and subarachnoid space) from aligned MR images [3] (Images courtesy of Dr Babek
Ardekani, University of Technology, Sydney).



targets. The image-derived information must be
aligned with physical space during treatment,
again a process of registration.

Inter-subject registration has two main application areas:

(a) Cohort studies, in which images from a group or
cohort are aligned to improve sensitivity,

(b) Alignment of images to an atlas to help delineate
anatomy of interest.

Both of these require alignment of images from differ-
ent individuals, a process of image registration. An
atlas itself may be created by aligning images from a
large number of individuals, for example, the Montreal
Brain Atlas derived from the MR images of more than
300 normal young individuals [4].

An image registration application comprises a number
of decisions and processes, summarized below:

(i) Choice of transformation – rigid-body with or
without scaling, affine, non-rigid; if non-rigid,
type and number of parameters,

(ii) Choice of the measure of alignment (or
misalignment) and the method of optimizing
this measure,

(iii) A decision on which will be the target image and
which the source image to be transformed to the
target,

(iv) A pre-processing step to delineate correspon-
ding structures or transform intensities, if
necessary,

(v) Computation of the transformation by optimiza-
tion of the measure of alignment,

(vi) Transformation of the source image, or discrete
points in the source image, to the coordinate
system of the target image,

(vii) Viewing and manipulation of the results.

This sequence of processes assumes that all  images
to be registered are in digital form and are acc-
essible to the computing system performing the 
registration.
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Baseline Day 28 Day 56

Figure 77.4. An example of registration of [18F]-FDG scans obtained with a gamma camera PET system [3]. The top row shows the original reconstructed data
before alignment and the bottom row shows the studies on days 28 and 56 realigned to the baseline scan (left) by maximizing mutual information [50]. The in-
crease in activity of the lung lesion is clearly seen. Registration was successful despite different fields of view and bladder activities.



The Concept of Spatial
Correspondence

Image registration establishes spatial correspondence.
Almost all of the images that are used in image regis-
tration are digital and three dimensional (3D), consist-
ing of an array of volume elements or voxels. To each
voxel is assigned a number, the image intensity at that
position. The registration transformation is a mapping,
T, that transforms a position xA in image A to a point
xB in image B, or

where the two images A and B are mappings of points
in the patient, within their field of view or domain Ω,
to intensity values:

Images A and B represent one object X – the patient.
Image A maps position x ∉ X to xA and image B maps
x to xB. The registration process derives T so that both
A(xA) and BT(xA) represent the same location in the
object (within some error depending on the accuracy
of T). Strictly, T defines a spatial mapping while we
need a mapping that maps an accurate estimate of in-
tensity, not just position, by including interpolation [2].
The registration process recovers T over the domain of
overlap between the two images, ΩT

A,B , which depends
on the domains of the original images A and B as well
as the spatial transformation T.

By spatial correspondence between two images, we
mean that a voxel in one image corresponds to the
same physical location in the patient as the corre-
sponding voxel in an image that has been registered to
it. Although this may seem an obvious definition, prob-
lems can easily arise which may lead to errors in inter-
pretation. For example, a voxel in a PET image will
usually be much larger than one in MRI and the effec-
tive spatial resolution may be up to an order of magni-
tude coarser in PET than in MRI. One PET voxel may
therefore contain information that is spread over many
hundreds of MRI voxels. This is often called the partial
volume effect and registered images must be inter-

preted with care. Spatial correspondence may not exist
when:

(i) Tissue is gained or lost between source and target
image acquisition, for example, due to tumor
growth or surgical removal.

(ii) Organ contents change (for example, bladder or
bowel filling and emptying).

(iii) One (or both) of the images are corrupted, for
example, by motion artifacts.

(iv) Structure present in one individual is absent in
another (for example, detailed sulcal and gyral
patterns in the cerebral cortex).

In inter-subject registration, correspondence may be
defined structurally (i.e., geometrically), functionally,
or histologically. Current non-rigid registration algo-
rithms implicitly establish correspondence that does
not necessarily conform to any of these definitions.

Transformations

If we can assume that the structure imaged does not
change shape or size between the different images, we
use a rigid body transformation. This has six degrees
of freedom – namely rotations about each of the three
Cartesian axes and translations along them – and the
transformation is described fully by these six values. A
rigid body transformation is usually assumed to be
sufficient when registering head images from the same
individual. It will also be sufficient when registering
images of individual bones, and may even be sufficient
when registering images of soft tissue structures that
are securely attached to bony structure in, for example,
the mandible, neck, or pelvis. The generalization of this
transformation to include shears is called the affine
transformation and has twelve degrees of freedom. An
affine transformation transforms parallel lines to par-
allel lines.

If soft tissue motion is repetitive and reproducible,
for example, cardiac or breathing motion, then gating
techniques may be used to ensure that images of
the same part of the breathing or cardiac cycle are
registered. In this case, the rigid body transformation
may still suffice. If soft tissue deformation is not
constrained then many more parameters or degrees
of freedom are required to describe the trans-
formation. One well-known method uses approx-
imating B-splines on a grid of control points and may
require ~1000 degrees of freedom to describe tissue
deformation [5].
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Transformations describing the mapping of images
between individuals in cohort studies or atlas registra-
tion may also require many degrees of freedom. A
popular way of doing this spatial renormalization is to
use Talairach space, a piecewise rigid body transforma-
tion with scaling in which brains are aligned to an axis,
defined by the intersection of the interhemispheric
fissure with the anterior and posterior commissure,
and scaled to fit within a bounding box [6]. Often, cor-
responding MR images are collected in cohort PET
studies. In this case, MR images can be aligned to a
common reference or atlas, perhaps itself generated
from an alignment of a large number of MR images
[4]. A number of non-rigid registration algorithms
have been proposed for this task [5, 7–11]. Alignment
of the PET images is then achieved by concatenation of
the non-rigid MRI to atlas with the rigid-body, patient-
specific PET to MRI transformation. Each non-rigid al-
gorithm produces slightly different transformations
and validation remains a research task.

Methods for Aligning Images

Image registration algorithms can be categorized by how
much user interaction is required. They can also be
divided into those that use predefined features such as
points or surfaces (feature based) and those that operate
directly on voxel intensities (voxel-similarity based).

Interactive

The simplest conceptual method for aligning two
images is to move the source image interactively with
respect to the target image. Combined with a means of
displaying the two images so as to allow the quality of
the resulting alignment to be judged, this can provide
an effective alignment method. Pietrzyk et al. [12] have
described a method for the alignment of PET and MR
images of the head by interactively aligning contours
derived from PET [18F]-FDG image with slices of MR
images. While reasonably quick with the appropriate
user interface and fast reslicing of PET contours, the
method is prone to user error and has largely been
superseded by more automated methods.

Interactive alignment remains very useful when align-
ing images that show gross abnormality, when attempt-
ing alignment in applications for which a specific
algorithm is not designed, or when registering images
where registration has failed for whatever reason. The

skilled observer will bring into play expert knowledge of
anatomy and radiological appearances that are not cap-
tured by even the most sophisticated computer algo-
rithm. Care must, of course, be taken to verify that the
accuracy of registration is sufficient for the application,
as the purpose of registration is to extract useful and
perhaps surprising information from aligned images.

Even when a fully automated algorithm is used, a
certain amount of user interaction is desirable. Careful
visual inspection of the registration results is always
strongly recommended as no such algorithm will
produce an accurate result one hundred percent of the
time, and, similarly, methods for detecting failure are
never one hundred percent reliable.

Corresponding Point – Point Landmarks
or Fiducials

Point-based registration is one of the earliest successful
examples of image registration for clinical purposes.
Markers that will be visible in both images are attached
to the patient before imaging. Although the use of in-
ternal landmarks such as surgically implanted markers
has been proposed, these are rarely used and markers
are usually attached to the skin surface or, when high
accuracy is required, are attached to posts screwed di-
rectly into bone. One of the earliest examples is the
stereotactic frame, which is screwed into the skull prior
to all imaging and provides a reference between
imaging and subsequent guidance for biopsy and
tightly targeted external beam radiotherapy. Imaging
markers attached to the base ring are used for registra-
tion. The stereotactic frame is large and cumbersome
and extremely uncomfortable for the conscious
patient. Although relocatable frames based on an
acrylic bite block have been devised [13,14], stereotac-
tic frames are usually confined to cases where patients,
under general anesthetic, proceed directly from
imaging to intervention. This is rarely a practical
proposition for PET applications.

More practical are bone screws with imaging caps
containing fluid that is visible in each of the imaging
modalities. One such example is the design in [15], in
which the fluid-filled cap contains a mixture of fluoride
18F–, iodinated contrast material for CT, and dilute Gd-
DTPA for MRI. The accuracy of alignment using this
method is sufficient to provide a “gold standard”
against which other registration methods can be tested
[16]. The imaging marker posts can be left in place for
several days with only minimal risk of infection and
few complications have been reported. The process is,
however, uncomfortable for the patient and is usually
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only justified if the patient is to proceed to surgery or
other high-precision therapy.

An alternative system is the locking acrylic dental
stent (LADS) [17], in which imaging markers are fas-
tened to a patient-specific dental stent attached to
upper teeth. This device has been used in PET, MRI,
and CT scanners. The LADS has a reported accuracy
approaching that of the bone-implanted markers, but
its use is currently limited to applications involving
image-guided interventions due to the expense and in-
convenience in manufacture of the stent. Obviously, it
is also only suitable for the dentate patient, although
accurate stents have been made with as few as four
healthy teeth.

For minimal invasiveness, imaging markers can be
attached to the patient’s skin. These markers must be
in position throughout all acquisitions of the images to
be registered. With the best organization this will take
several hours and often more than a day will elapse
between images. Skin is mobile and can move over the
skull surface by 5–10 mm as the head is positioned in
the different head holders of various scanners. Markers
have been attached to clamps that fix to the nasion and
both external auditory meatus and these have a slightly
higher reported accuracy. A variety of shapes of
marker have been proposed so that a 3D point can be
accurately defined independent of slice orientation and
voxel dimension anisotropy. These include cross and V-
shaped markers [18] but the most widely used are
spherical markers of much larger dimension than the
voxel sizes of MRI or CT. Their coordinates are found
by determining the center of gravity of the image in-
tensities in the vicinity of the marker. Marker design
has developed significantly over the last 10 years,
driven by the requirements of image-guided surgery,
but in imaging of the head accuracy is still limited to
between 3 and 5 mm for skin markers due to skin
movement between acquisitions [19]. While a
minimum of three non-collinear markers are sufficient,
as many markers as possible should be used to reduce
the effect of random marker location errors.
Unfortunately, the presence of markers has the added
complication that small movements of the head during
scanning and reconstruction errors can lead to
significant streak artifacts, to the detriment of image
quality.

All these applications can be termed prospective reg-
istration methods. This means that the decision to reg-
ister the images had to be taken before either of the
images was acquired. This frequently is not possible,
which means that images have to be retaken with
markers, with the concomitant increase in cost and
radiation dose to the patient.

Point-based retrospective registration is possible
using anatomical landmarks within the images them-
selves. Provided that sufficient landmarks are acquired
in each image and that there is no bias in determining
point correspondence, reasonable accuracy can be
achieved [20]. However, the process is time consuming
and requires a skilled operator. Although it was used at
several sites for many years, it has now largely fallen
into disuse due to the significant advances in more au-
tomated methods of retrospective image registration
described below.

The point-based registration algorithm, however,
remains an important and widely used algorithm, in
particular for image-guided interventions and when
exploring novel image registration applications. The al-
gorithm is derived from the solution to the orthogonal
Procrustes problem. This name derives from Greek
mythology, in which the robber Procrustes would offer
travelers hospitality in his roadside house, promising a
bed that would fit every visitor perfectly. However, this
was achieved by ensuring instead that the travelers
fitted the bed, either by stretching them if they were
too small or by amputation if they were too big, both of
which transformations were invariably fatal. The hero
Theseus put a stop to this bizarre practice by subject-
ing Procrustes to his own treatment. In statistics, the
name Procrustes became an implied criticism of the
practice of forcing one dataset to fit another, but in
shape analysis this practice has now achieved wide-
spread use. The Procrustes problem is an optimal
fitting problem of least squares type. Given two
configurations of the same number of non-coplanar
points the algorithm derives the transformation, which
minimizes the sum of the squared distances between
corresponding points. The algorithm relies on prior es-
tablishment of point correspondence. We can consider
3D rigid body [21,22], rigid body plus scaling [23], and
affine transformations [24].

The solution for 3D rigid body transformations can
be computed directly; no iterative or optimization
scheme is required. The transformation comprises a
translation vector and a rotational matrix. It is straight-
forward to compute the translation vector from the
vector joining the centers of gravity of the two point
distributions. The rotational matrix is calculated using
singular-value decomposition (SVD).

Given two configurations of N non-coplanar points 
P = {pi} and Q = {qi}, we seek the transformation that
minimizes G(T) = ||T(P) – Q||2. P, Q are the N-by-D ma-
trices whose rows are the coordinates of the points pi

and qi respectively, while T(P) is the matrix of trans-
formed points. ||…|| is a matrix norm, the simplest
being the Frobenius (∑i||(T(pi) – qi)2||)1/2 . When T is a
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rigid body transformation we replace the values of P
and Q by the difference of each value from the mean:

Writing P = [p1 ,…, pN]t as a matrix of row vectors and
similarly for Q, and letting K = ∑i Ki where Ki := piqt

i,
we have

where K = UDVt is the SVD of K.
Finally, the translation t is given by t = q̄ – Rp̄.
Corresponding point landmarks can also be used to

define non-rigid transformations. The most widely
used is the thin-plate spline approach of Bookstein
[25] in which the transformation derived is that of a
thin, perfectly elastic plate. As with the rigid body solu-
tion above, the transformation can be calculated
quickly and directly. Non-rigid transformations are
rarely used in intra-subject PET image registration as
there is usually insufficient information content in PET
images to derive such transformations accurately.

Surfaces, Lines and Points

Boundaries or surfaces between organs and between
the skin surface and the surrounding air can provide
strong features for image registration. Automated
image segmentation algorithms – or, failing that,
manual or user-defined segmentation – can be used to
define visible boundaries in the images to be regis-
tered. If these boundaries correspond to the same
physical surface in the images to be registered then
they can be used to derive the registration transforma-
tion. A number of algorithms have been based on reg-
istration between surfaces and lines or between points
demarcated on surfaces. These algorithms are usually
only used to determine rigid body transformations.
Many surfaces in images have a high degree of symme-
try (for example, the outline of the cranial vault has an
almost circular outline in sagittal section) and non-
rigid transformation solutions are likely to be highly
susceptible to noise and hence error prone.

The Head-and-Hat Algorithm

The earliest multi-modality surface-based registration
algorithm was the “head-and-hat” algorithm proposed

by Pelizzari et al. [26]. This algorithm was used to align
MRI, CT, and PET images of the head. The high-resolu-
tion CT or MR image was represented as a stack of
disks, referred to as the “head”. The second surface was
represented as a list of unconnected 3D points, the
“hat”. The registration transformation was then deter-
mined by iteratively transforming the “hat” points until
the closest fit of hat on head was found. The measure of
closeness of fit was the sum of squared distances
between a point on the hat and the nearest point on the
head, in the direction of the centroid of the head. The
original algorithm used Powell optimization [27],
which involves a sequence of one-dimensional opti-
mizations along each of the six degrees of freedom of
the rigid-body transformation. The algorithm stopped
when it failed to find a solution in any of the degrees of
freedom that improved the measure of fit by more than
a predefined tolerance. The corresponding surfaces
most commonly used were the skin surface from MRI
and PET transmission images or the brain from MRI
and PET emission images. The algorithm proved to be
reasonably robust but was prone to error with convo-
luted surfaces and was particularly susceptible to
errors in cranio-caudal rotation due to the natural
symmetry of the cranium mentioned above. It requires
a reasonably good first guess or “starting estimate” of
the correct registration transformation. In most cases,
the known patient orientations in the scanners will
suffice. The method has also been applied to cardiac
MRI and PET images of the heart [28].

Distance Transform Based Surface Registration

A modification of the head-and-hat algorithm pre-
computes a distance transform of the source image
surface. A distance transform is applied to a binary
image in which voxels inside an object have the value 1
and voxels outside an object have the value 0. The dis-
tance transform labels each voxel in the image with its
distance from the surface. Computation of the transform
proceeds by taking a starting estimate of the transforma-
tion and looking up the distance from the surface in the
distance transform image for each surface point in the
target image. The cost of this transformation is com-
puted as the sum of squares of these distances. A process
of optimization is used to find the transformation that
minimizes this cost. The chamfer filter defined by
Borgefors [29] is widely used and efficient and has been
successfully used in image registration applications
[30–32]. More recently exact distance transforms have
been used in place of the chamfer transform [33].
Surface-based registration is prone to finding local
minima during the optimization process and presenting
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these as the solution rather than the true global
optimum. The physical analogy is that small features on
the surface “lock together” at the incorrect registration.
To partially alleviate the risk of this occurring, multiscale
representations have been used [30].

The Iterative Closest Point (ICP) Algorithm

The ICP algorithm was proposed by Besl and McKay
[34] for the registration of 3D shapes. Although the
authors did not have medical images in mind, the algo-
rithm has been very successful in medical applications
and has largely superseded the other surface-based al-
gorithms due to its robustness to starting estimate and
surface shape. The algorithm is designed to work with
seven different representations of surface data: sets of
points, sets of line segments, implicit curves, paramet-
ric curves, sets of triangles, implicit surfaces, and para-
metric surfaces. For medical imaging the most useful
representations are sets of points and sets of triangles.
The algorithm has two stages and iterates. The first
stage involves identifying the closest point in the target
image surface for each point in the source image
surface. In the second stage a rigid body registration
(such as the Procrustes method described above) is
computed between these two point sets. This is used as
the transformation for re-computing the closest points
and the process continues until convergence, which is
defined to occur when the change in the transforma-
tion after each iteration drops below a predetermined
tolerance. The algorithm is still prone to errors caused
by local minima and the original authors proposed
multiple starts to estimate the global optimum. Again,
multi-resolution techniques could be used to avoid be-
coming trapped in local minima.

Crest Lines and Other Geometric Features

An alternative to using pre-segmented surfaces is to use
distinctive surface features defined by their local geome-
try. Using the tools of differential geometry it is possible
to define two principal curvatures of a surface in 3D
space. A crest line is an indication of a ridge in the
surface and is defined as the loci of points where the
value of the largest curvature is locally maximal in its
principal direction [35]. Registration between two
images proceeds by applying the ICP algorithm to these
crest lines. Gueziec et al. [36] have proposed using hash
tables of geometric invariants for each curve together
with the Hough transform and a modified ICP algo-
rithm. These methods, while useful for intramodality
registration of high-resolution images, are less applica-
ble to lower-resolution PET images.

Image Intensity or Voxel Similarity-based
Registration

A measure of image alignment is computed directly
from the voxel intensities and an optimization process
used to search for the transformation that maximizes
this measure. Although the number of computations
required is high, modern computing power means that
reasonably high-resolution image volumes can be reg-
istered sufficiently quickly to be useful. The successful
methods can be fully automatic and recent validation
studies have shown that for the particular case of regis-
tration of images of the head, voxel similarity-based
registration methods can outperform feature-based
methods in terms of accuracy and robustness [16].

As the methods operate directly on voxel intensities,
different methods are required for the alignment
images from the same modality and that of images
from different modalities. In intramodality image reg-
istration we would expect the difference in the images
at alignment to be dominated by image noise and little
structure should be present. This suggests a number of
possible measures of alignment that are outlined in
more detail below. As it is only meaningful to compute
a measure where there is overlap of data and as the
volume of overlap will change with each trial align-
ment, care must be taken to normalize the registration
measures.

Minimizing Intensity Difference

This is one of the simplest voxel similarity measures
involving subtracting the two images and computing
the mean sum of squares of this difference (SSD) image
in the region of overlap. For N voxels in the overlap
domain ΩT

A,B this is given by

It can be shown that this measure is optimal when two
measures differ only by Gaussian noise [37]. Although
we are usually interested in finding differences between
the images, these are often so small that this measure
remains the most effective. Image noise may not have a
Gaussian distribution but this is unlikely to have a
significant effect on performance. The measure is fre-
quently used although it is sensitive to a small number
of voxels having very different intensities – as might
occur, for example, in contrast-enhanced serial MR
imaging or during a dynamic sequence of PET images.
Using the sum of absolute differences (SAD) rather
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than the sum of squared differences can reduce the
effect of outliers.

Correlation of Voxel Intensities

A slight relaxation of the assumption that registered
images differ only by noise is that image intensities are
strongly correlated. The correlation coefficient has
been widely used in intramodality registration, for
example [38], and is given by:

where A– is the mean voxel value in image A|ΩT
A,B

and B–

is the mean of BT|ΩT
A,B

.

Ratio of Image Uniformity (RIU)

The RIU algorithm was originally introduced by Woods
et al. [39] for the registration of serial PET studies but
has now been applied to serial MR images as well. It is
available in the AIR registration package from UCLA.
The RIU algorithm finds the transformation that mini-
mizes the standard deviation of the ratio of image inten-
sities. This ratio is computed on a voxel-by-voxel basis
from the target image and the transformed source image
that results from the current estimate of the registration
transformation. The RIU measure is most easily thought
of in terms of an intermediate ratio image R comprising
N voxels within the overlap domain ΩT

A,B.

Multi-modality Registration by Intensity 
Re-mapping

With multi-modality registration there is, in general, no
simple relationship between intensities in the two images

to be registered. One solution is to transform or re-map
the intensities in the image from one modality so that
the two images look similar to each other. This has been
used with some success by re-mapping high intensities
in CT, corresponding to bone, to low intensities [40]. The
resulting image has the approximate appearance of an
MR image and registration proceeds by maximizing
cross correlation. An alternative is to compute differen-
tials of image intensity that should correlate between the
two images. Van den Elsen et al. [41] and Maintz et al.
[42] compute the edgeness of an image from differential
operators applied directly to the image intensities. If the
two images have boundaries at corresponding locations
then cross correlation of the edgeness measure should be
maximal at registration.

Multi-modality Registration by Partitioned
Intensity Uniformity

This was the first purpose-designed, widely used, multi-
modality registration algorithm to use a voxel similarity
measure. It was proposed by Woods et al. [43] for MRI-
PET registration soon after they proposed the RIU algo-
rithm. We refer to this algorithm as partitioned intensity
uniformity (PIU). The algorithm is a remarkably simple
modification to the original RIU algorithm, involving the
change of only a line or two of source code, but with
transformed functionality. The implicit assumption here
is that all voxels with a particular MR image intensity
represent the same tissue type and are therefore likely to
have similar PET image intensities. The algorithm parti-
tions the MRI voxels into 256 separate bins by intensity
and seeks to maximize the uniformity of the PET voxels
within each bin. The uniformity within each bin is mea-
sured from the standard deviation of the corresponding
PET voxel intensities. The alignment measure, PIU, is a
weighted sum of the normalized standard deviations. For
registration of images A and B (MRI and PET respec-
tively) we can write
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and the domain ΩT
a is the iso-intensity set in image A

with intensity value a within ΩT
A,B defined as:

Although the statistical basis of the algorithm is some-
what tenuous, the algorithm is widely used for regis-
tration of MRI and PET images of the head and
performed very well in the Vanderbilt registration as-
sessment study [16]. For the most reliable results the
bright region of the scalp is usually removed from the
MR image, a procedure known as scalp editing. The
scalp is a bright region in MRI but often corresponds
to lower image intensities in PET, unlike the grey and
white matter in the brain.

Local Correlation for Multi-modality Registration

Recently, Netsch et al. [44] have proposed a new
measure, local correlation. This measure assumes that
for a local region of the image there will be a strong
correlation between image intensities at registration.
The correlation coefficient is computed in a region
local to each voxel in the destination image and the
normalized sum of these local correlations is calcu-
lated for each trial transformation. The transformation
that yields the maximum normalized sum of local cor-
relations should correspond to registration.

This algorithm is reported to have comparable accu-
racy to mutual information (see below) for registration
of CT and MR images of the head, and is well suited for
numerical optimization. Local correlation can be recast

as a least squares criterion, which allows the use of
dedicated methods. Such an algorithm should be able
to run extremely quickly, especially as it has been
shown to be effective when the similarity is calculated
for only a small fraction of the image voxels.
Application to PET images has yet to be reported.

Information Theoretic Measures for 
Multi-modality Registration

Plotting the joint histogram of the two images provides a
useful insight into how voxel similarity measures might
be used for multi-modality registration [45]. Figure 7.5
shows plots of the joint histogram computed for identical
MR images and for an MRI and a PET image of the same
subject. The joint histograms are plotted at registration
and at two levels of mis-registration. A distinctive
pattern emerges at registration of each pair and this
pattern diffuses as mis-registration increases. This sug-
gests certain statistical measures of mis-registration.
Interestingly, the MRI-PET joint histogram also explains
why the PIU measure works and why it works better
when the scalp is edited out of the image. The scalp cor-
responds to the horizontal line in these plots, i.e., a low
PET intensity and a wide range of MRI intensities with
partial voluming up to very bright values. Scalp editing
removes this line and the resulting plot shows a narrow
distribution of PET intensities for each MRI intensity.

It can also be useful to think of image registration as
trying to maximize the amount of shared information
in two images. Qualitatively, the combined image of,
say, two identical images of the head will contain just
two eyes at registration but four eyes at mis-registration.

  
Ω Ωa

T
A A B

T
Ax A x a= ∈ ={ }, ( ) ( )17

170 Positron Emission Tomography

Figure 77.5. Example 2D image intensity
histograms from Hill et al. [45] for identical
MR images of the head (top row) and MR and
PET images (bottom row, PET intensity
plotted on y-axis and MR intensity on x-axis)
of the same individual at registration and at
alignment (left), mis-registration of 2 mm
(middle) and mis-registration of 5 mm
(right). Although the histograms for different
image pairs have very different appearances,
both sets show a dispersion of the histogram
with increasing mis-registration.



This suggests the use of a measure of joint information
as a measure of mis-registration. The signal processing
literature contains such a measure of information, the
Shannon–Weiner entropy H(A) and its analog for dual
signals, the joint entropy H(A,B) [46]. These can be
defined over the region of overlap between two images
as follows:

and

where pT
A(a) is the marginal probability of intensity a

occurring at position xA in image A, pT
B(b) the marginal

probability of intensity b occurring at position xA in
image B, and pT

AB(a,b) the joint probability of both in-
tensity a occurring in image A and intensity b occur-
ring in image B. These probabilities are estimated from
the histograms of images A and B (marginal probabili-
ties) and their joint histogram (joint probability) in the
overlap domain with transformation T.

The joint entropy measures the information con-
tained in the combined image. This suggests a registra-
tion metric. Registration should occur when the joint
entropy is a minimum. This measure had been pro-
posed independently by Collignon [47] and Studholme
[48]. Unfortunately, the volume of overlap between the
two images to be registered also changes as they are
transformed relative to one another and because of this
joint entropy was found not to provide a reliable
measure of alignment.

The solution, spotted independently by Collignon
et al. [47] and Wells et al. [49], was to use mutual in-
formation (MI) as the registration metric instead. MI
is the difference between the joint entropy and the
sum of the individual (marginal) entropies of the two
images. According to information theory, this differ-
ence is zero when there is no statistical relationship
between the two images. If there is a statistical rela-
tionship, the mutual information will be greater than
zero, and the stronger the statistical relationship the
larger its value will be. This suggests that it could be
used as a measure of alignment, since registration
should maximize the statistical dependence of one
image on the other. This measure largely overcomes
the problem of volume of overlap changing as the

transformation is changed. Mutual information is ex-
pressed as

This measure has proved to be remarkably robust in a
very wide range of applications. The Vanderbilt study
[16] showed that it performed with comparable accu-
racy to the PIU algorithm for PET-MRI registration
and does not require scalp editing. Studholme et al.
[50] showed that the measure was the most robust and
accurate of a range of different measures tested.

However, mutual information sometimes fails to find
the correct solution when the volume of overlap varies
significantly with alignment or when there is a large
volume of background (i.e., air) in the field of view.
Studholme et al. [51] showed that a simple reformula-
tion of the measure as the ratio of the joint entropy and
the sum of the marginal entropies in the overlapping
region provided a more robust measure of alignment,

This measure and mutual information have now been
widely adopted and registration software based on
these measures has been extensively validated for rigid
body registration of images of MRI and PET images of
the head [16, 50,51].

While qualitative arguments, such as those outlined
above, have been used to justify mutual information or
its normalized version, there is as yet no firm theoreti-
cal basis for these measures and further research is re-
quired to provide this theoretical underpinning. This
research may lead to measures that outperform the in-
formation theoretic measures outlined above.

Optimisation, Precision, Capture Ranges
and Robustness

All registration algorithms except the Procrustes
method of point registration rely on a process of opti-
mization to compute the transformation that best
aligns the two images. The algorithms require an initial
guess, or “starting estimate”, of the correct transforma-
tion. They then compute image similarity for voxel in-
tensity-based methods or distances for feature-based
methods, and use this to compute a new (and hopefully
better) estimate of the transformation. This process
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repeats until it converges to a solution, usually defined
to be when the similarity or distance change after each
iteration falls below a certain preset tolerance. There is
a large range of different types of optimization
methods available and an excellent review can be
found in [27].

A major limitation of many optimization methods is
that they find “local optima”; that is, they find a solu-
tion that is far from the correct one but fail to improve
it further because all nearby solutions have a similarity
or distance worse than that of the current transforma-
tion. To avoid finding these local optima, multi-
resolution methods are often used [50]. A coarse
representation of the images (or surfaces) is used to
find an initial estimate of the registration, and resolu-
tion is progressively increased to finer levels until the
full resolution of the data is used. These methods have
the effect of blurring out local minima during opti-
mization and have the added advantage that they allow
a significant speed up in computation. However, multi-
resolution methods do not always solve the problem of
local optima and in these cases multi-start techniques
are used. These involve giving multiple starting esti-
mates to the registration algorithm and then selecting
the solution that has the best optimum.

It may be the case that the global optimum is not the
correct registration solution. For example, some algo-
rithms find a global optimum when the images to be
registered are completely separated. However, a good
algorithm will have a range of registration solutions
within which the correct registration is an optimum of
similarity or distance. This region is known as the
“capture range” and the size of it determines the “ro-
bustness” of the algorithm. This is the measure of how
close the starting estimate needs to be for the opti-
mization method to find the correct solution. In prac-
tice, image acquisition protocols allow a reasonable
starting estimate to be defined, i.e., we know whether
the patient was imaged supine, prone, or lateral and a
standard radiographic setup should give a reasonable
idea of where the patient is with respect to the
scanner’s field of view. In order to be clinically useful a
registration algorithm should be able to find the
correct solution if the starting estimate is within about
30 mm and 30 degrees.

There may be multiple optima that are all very close
to the global optimum. In this case the algorithm may
find any number of these solutions if multiple registra-
tions are carried out. If a registration algorithm is
started from multiple starting points the distribution
of these local optima yields the “precision” of the algo-
rithm. If all starts yield the same answer then the preci-
sion is limited by the final step size of the search.

Image Transformation and Display

Having determined what the transformation is between
the target and source image, we now need to transform
the information in the source image to the target image.
This may be done with a simple user interface that
allows a point located in the target image to be displayed
in the appropriate slice of the source image. This in-
volves a single matrix multiplication of the target image
point by the derived transformation. Usually, however,
we need to transform the source image into the space of
the target image. This is done on a voxel-by-voxel basis.
For each voxel in the target image within the volume of
overlap of the two images, the voxel coordinate is multi-
plied by the transformation matrix and the resulting
voxel coordinate used to find the appropriate intensity
in the source image. This computed coordinate is very
unlikely to be an integer voxel coordinate so the appro-
priate position needs to be computed. The most
straightforward method is “nearest neighbor” interpola-
tion, where the intensity of the nearest voxel to the com-
puted coordinate is found. A slightly more accurate
approach is to use trilinear interpolation. The weighted
sum of the eight nearest voxels is computed, where the
weighting is inversely proportional to the distance of the
required coordinate from each voxel. For the highest ac-
curacy,“sinc” interpolation is used. However, for applica-
tions involving PET, trilinear interpolation or even
nearest neighbor should suffice.

MRI and PET images have very different spatial res-
olutions so a decision has to be made whether to
choose the MRI or PET image as the target image. The
advantage of choosing the latter is that spatial resolu-
tion is conserved in the final registered images, al-
though the transformed PET image will have the same
voxel dimensions as the MR image and a concomitant
increase in storage requirements. This can be avoided
by only resampling the PET image “on-the-fly” when it
is needed for display. Reslicing using nearest neighbor
or trilinear interpolation can be achieved in near real
time with modern PCs.

Having transformed the images to a common coordi-
nate system, the images may be displayed side by side,
with a linked cursor indicating spatial correspondence,
or may be overlaid or fused using a range of widely avail-
able display methods. The most common is the use of
different colors to represent the different modalities as
shown on Figs. 7.1 and 7.2. In a “moving curtains”
display, an interactively controlled vertical or horizontal
line divides the display of one image from the other.

In serial acquisitions for assessing subtle changes,
difference images are often displayed. In neuro-activa-
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tion studies the transformed images might be analyzed
for temporal correlation of intensities with stimuli and
appropriate statistics of significance displayed on a
voxel-by-voxel basis.

Registered PET images can be used in image-guided
surgery. Figure 7.6 shows a view through the operating
microscope of a tumor with the outline of the PET [18F]-
FDG scan superimposed using the virtual reality display
of the MAGI system (Microscope Assisted Guided
Interventions) developed at Guy’s Hospital [52]. This
image was registered to the corresponding CT scan prior
to surgery and the CT scan was in turn registered to
physical space in the operating room. Registration was
achieved with a modified LADS system [53].

Image Acquisition Pitfalls and
Correction of Scanner Errors for
Image Registration

Image Acquisition

Registration algorithms perform better with images of
approximately isotropic spatial resolution and cubic
voxels. Conventional multislice MR images are not ac-
quired with overlapping slices and the resulting missing
data can cause some data corruption when resampled.As
a result, true 3D MR image acquisition is preferred, in
which Fourier encoding is applied along all three ordi-
nates. MR images should be acquired so as to maximize
contrast between anatomical structures of interest.While
radiation dose to the patient may prohibit CT image ac-
quisition with isotropic voxels, contiguous slices should

be acquired with conventional CT scanners. Modern
spiral scanners and, in particular, new multislice devices
offer more scope for improving axial resolution while
keeping x-ray dose fixed. This will produce noisier,
lower-contrast images, but it has been shown that voxel
similarity-based registration is remarkably resilient to
image noise [54]. Lower-resolution data can be reformat-
ted later to produce higher-contrast diagnostic scans
with larger slice thickness.

When using dual-headed gamma cameras for PET
acquisition, care must be taken to ensure accurate mea-
surement and correction of center-of-rotation errors.
Full-ring PET systems have a varying distance between
adjacent parallel projections, decreasing towards the
edge of the field of view (see Ch. 3). This would
produce spatial distortions but is usually corrected
prior to reconstruction. Full-ring PET scanners have a
spatial resolution that is radially dependent, being
worse at the periphery. However, this is unlikely to have
a significant effect on image registration accuracy.
Also, non-uniform detector response can give rise to
ring artifacts in both designs of PET scanner. Careful
calibration and quality assurance are required to
ensure their removal.

Great care must be taken to minimize patient move-
ment during image acquisitions. Patient movement pro-
duces different characteristic artifacts in each imaging
modality. These artifacts may take the form of streaks in
PET or CT images produced by filtered back projection
reconstruction, or of wraparound or ghosting effects in
MRI. Motion between slice acquisitions in conventional
CT may not produce visible artifacts in-plane but can
produce significant axial distortions or discontinuities.
Patient movement may produce other geometric distor-
tions in images that are more difficult to identify and
correct. Registration can be used to reduce motion arti-
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Figure 77.6. A picture of a patient’s jaw immediately prior to excision of a squamous cell carcinoma (left) and with an aligned PET [18F]-FDG superimposed [53]
using the augmented reality displays of the MAGI system [52] at the beginning of the operation (right).



facts, for example, by patient tracking using an external
locating device during acquisition [55]. Usually, good
radiographic practice and patient immobilization
suffices, but patient movement will affect the accuracy
and robustness of image registration algorithms because
poor images produce poor registration results.

Geometric Scaling and Distortion

The integrity and accuracy of image registration is de-
pendent on the spatial accuracy of the original images.
Scanners that supply images for image registration must
be calibrated so that their voxel dimensions are known.
Many scanners have a specified spatial accuracy no better
than 1% and errors as high as 5% can occur. A 5% error
on a 250 mm field of view corresponds to an error of
12.5 mm over the field of view, which will be unaccept-
able for most registration applications. Older CT scanners
can have errors in axial dimensions due to inaccuracies in
monitoring bed movement. Also, CT gantry tilt can be
erroneously reported in image headers. A five-degree
error will result in a shear of the data resulting in more
than 20 mm error over a 250 mm field of view.

Scanner distortions can be categorized by those that
distort the spatial integrity of the images and those that
produce intensity shading effects. Geometric distortion
is more likely in MR imaging. Distortion arises from gra-
dient field non-linearity and from magnetic field inho-
mogeneity. The former results from imperfections in
gradient coil design but is static and can be measured
and corrected. In practice, most modern MRI scanners
will incorporate such a correction. Magnetic field inho-
mogeneity arises from imperfections in the high Bo field,
eddy currents induced by the switching gradients and
spatial variations in the magnetic susceptibility within
the imaged volume. Metal objects within or close to the
field of view can result in severe distortions making
image registration impossible. Smaller errors can be
reduced by double acquisitions with inverted gradients
[56] or phase unwarping methods [57]. The former re-
portedly reduces errors by 30–40% while the latter
reduced errors from 3.7 mm to 1.1 mm. Ramsey and
Oliver [58] reported, in a recent study on modern MRI
scanners, that linear distortions ranged between 0 and
2 mm. Modern MRI scanners are much less susceptible
to geometric distortion than older machines.

Intensity distortion can arise from RF inhomogeneity
in MRI, in particular with surface coils. Beam hardening
effects in CT can produce intensity shading and photon
scatter and incorrect attenuation correction can produce
shading effects in PET. Highly attenuating objects will
produce significant shading artifacts in PET and CT.

Objects of very different magnetic susceptibility to tissue
can produce shading effects in MRI, and if made of metal
will usually preclude acquisition of an MR image for reg-
istration. For this reason, patients with prostheses or sur-
gical implants near the region to be imaged may not be
suitable for image registration studies.

Mutual information-based registration has been
shown to be reasonably immune to a gradual drop of
intensity across the field of view. Studholme et al. [59]
presented an adaptation of mutual information-based
registration that improves robustness of MRI-PET reg-
istration of the pelvis based on intensity partitioning
of the MR data, in cases where there is severe shading
across the MRI field of view. Methods that rely on auto-
mated or semi-automated segmentation of surfaces
may produce biased results in the presence of shading.
Shading across an MR image can easily misplace a
boundary by 1 or 2 mm over the field of view.

Ideally, image geometry should be measured during
image acquisition, for example, by using markers in the
patient-immobilization device. Great care must be taken
that these markers do not themselves induce distortion
or intensity artifacts. They are also used to measure geo-
metric distortion on the periphery of the field of view,
where it is most severe, running the risk of over-correc-
tion. Of more practical importance is careful quality as-
surance (QA) of scanners used for image registration. QA
protocols should be similar to those implemented when
images are used for high-precision radiotherapy or
image-guided surgery. One method is to scan a simple
geometric phantom regularly to check for distortions
and scaling. Hill et al. [60] have proposed using an image
registration method based on mutual information to
measure scanner scaling and skew errors. A digital voxel
model of the phantom is created and this is registered to
the image volume using a full 12-degree of freedom
affine transformation. This has been shown to be ex-
tremely robust and accurate and has been applied to
PET, CT, and MRI scanner calibration. Scaling errors may
be deduced in a similar manner by registration of a
patient’s CT scan and MRI scan and using a 9 degree of
freedom registration (6 degrees of freedom rigid body
plus scaling along the three ordinates).

Validation and Quantifying
Registration Accuracy

Registration algorithms, especially automated ones,
involve a large number of computations that may be
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opaque to the user. Registration accuracy is the metric
used to determine the quality of a specific registration.
Any registration method must be sufficiently accurate
for the application envisaged and sufficiently robust to
be clinically useful. No algorithm is 100% robust so any
clinical protocol must have the means to detect failure
with close to 100% reliability.

Registration accuracy is determined quantitatively by
the target registration error (TRE). If we can define a
point in the target image and the same point in the trans-
formed source image, the TRE is the distance in millime-
ters between these two points. TRE can be defined at
anatomically relevant points or can be computed
throughout the volume of interest and the mean, range,
or standard deviation of TRE values can be computed.
TRE can, in certain circumstances, be estimated analyti-
cally for point-based registration. Fitzpatrick et al. [61]
derived a formula that predicts TRE at any position
within a registered volume given the error with which a
point landmark can be located; the so-called fiducial lo-
calization error (FLE). FLE can be estimated by repeat-
edly locating the points in space or by analyzing repeat
scans of the markers. The squared expectation value of
TRE at position x (coordinates (x1 ,…, xk) is given by:

where k is the number of spatial dimensions (usually
three in medical applications) and Λi the singular
values of the configuration matrix of the markers

This formula is only applicable if FLE is isotropic
and the same for each registration point.

In all other cases, TRE can only estimated if there is a
more accurate “gold standard” registration available. This
is very hard to achieve in practice. West et al. [16] under-
took a careful study using patients scanned with bone-
implanted markers in place in the skull prior to
image-guided neurosurgery. This study enabled various
PET, MRI, and CT registration algorithms to be com-
pared and provides conclusive evidence that currently
available voxel-based registration methods generally out-
perform surface-based methods. Normalized mutual in-
formation achieved mean TRE values of between 0.6 mm
and 2.5 mm for CT-MRI registration and between 
1.4 mm and 3.9 mm for MRI-PET registration, with one
failure with a mean TRE between 6.2 and 6.5 mm.

Accurate validation for applications outside the head
remains a research task. Consistency measures have been
proposed whereby three (or more) sets of images are reg-
istered and the transformations between all permuta-
tions of pairs of images are compared. This allows

independent computation of the TRE of, say, image A to
image B by computing the transformation of image A to
Image C and Image C to Image B. If the errors in the
computed transformations are unbiased and uncorre-
lated then an estimate of one application of the algo-
rithm should be 1/√3 times the error for the whole
circuit A to B to C. Unfortunately, registration algorithms
are highly likely to produce both correlated results and
bias so the method is not particularly reliable. It can,
however, give some indication of registration accuracy.

Assessment of a particular registration result could be
estimated by examining the optimal similarity or dis-
tance. This is dangerous as a very small residual distance
may give falsely optimistic estimates of registration accu-
racy.As an extreme example, two surfaces may align per-
fectly if spherical yet the rotations about the center of the
sphere are completely undetermined. Measures delivered
by voxel similarity-based registration are rarely useful
and vary significantly from patient to patient.

Assessment of a particular registration result is best
left to visual inspection. If image quality is good, ob-
servers can be trained to detect very small mis-regis-
tration errors, for example, the study of MRI-CT
registration undertaken by Fitzpatrick et al. [62].
Holden et al. [63] have shown that mis-registration
errors of as little as 0.2 mm can be detected when ex-
amining subtracted, registered serial MR images. It is
strongly recommended that visual assessment is part
of any clinical protocol involving image registration.
Observers must be trained to estimate visually any
residual mis-registration, preferably at predefined
anatomical locations. An acceptable tolerance should
be defined and any registration error outside this toler-
ance should be treated as a registration failure.

Conclusions

Medical image registration technology has developed
at a rapid pace in the last five to ten years and robust
methods are now widely available for applications in
the head. Algorithms based on voxel similarity have
been shown to be sufficiently accurate and robust for
most clinical applications in neuro-imaging. Software
is now widely available in the academic community for
research purposes, for example, from www.image-regis-
tration.com under the free software foundation license
running with the visualization toolkit (vtk)
[www.kitware.com]. These algorithms are likely to be
integrated in commercial medical imaging software in
the next few years.
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Registration technology will allow PET images to be
used to guide sophisticated image-guided interven-
tions and will be a key enabling technology in delivery
and monitoring of new molecularly based therapeu-
tics. Non-rigid algorithms will become more robust for
applications in which soft tissues deform between
imaging procedures. These algorithms will become
more firmly linked to computer models of the biome-
chanics of tissue deformation.

Image registration methodologies are allowing fun-
damental discoveries to be made in cohort studies of
brain function and are helping scientists to untangle
spatio-temporal distributions of cognitive processes.
Provided a definition of correspondence is agreed,
non-rigid registration algorithms provide an accurate
way to combine information across study groups, the
analysis of function across populations and the analy-
sis of differences between study groups.

As we will see in the next chapter, Integrated PET/CT
devices and, in the future PET/MRI devices, will make
image alignment more straight-forward. These tech-
nologies may open up opportunities for time-synchro-
nized analysis of data as well as spatial registration.
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8 Anato-Molecular Imaging: Combining Structure and
Function
David W Townsend and Thomas Beyer

Introduction

Historical Perspectives

Non-invasive technologies that image different aspects
of disease should really be viewed, in almost all cases,
as complementary rather than competing. When the
sensitivity and specificity of one imaging technique for
diagnosing or staging a specific disease is compared to
that of another technique, it is usually to establish the
superiority of one of the two techniques. In practice,
however, such comparisons are of little real value
because anatomical and functional imaging techniques
have different physical specifications of spatial, tempo-
ral and contrast resolution, and the images even reflect
different aspects of the disease process (Fig. 8.1). CT
and MRI are used primarily for imaging anatomical
changes associated with an underlying pathology,
whereas the molecular imaging techniques of PET and

SPECT capture functional or metabolic changes associ-
ated with that pathology. Historically, CT has been the
anatomical imaging modality of choice for the diagno-
sis and staging of malignant disease and monitoring
the effects of therapy. However, more recently, molecu-
lar imaging with whole-body PET has begun assuming
an increasingly important role in the detection and
treatment of cancer [1].

Nevertheless, historically, functional and anatomical
imaging modalities have developed somewhat inde-
pendently, at least from the hardware perspective. For
example, until recently, CT developed as a single-slice
modality, while PET and SPECT have always essentially
been volume imaging modalities even if, for technical
reasons, acquisition and reconstruction has been
limited to two-dimensional transverse planes. CT de-
tectors integrate the incoming photon flux into an
output current whereas PET detectors count individual
photons. Some similarity can be found in the data pro-
cessing as the image reconstruction techniques are

179

Figure 88.1. Transverse CT (a), PET (b), and MRI (c) image of the abdomen illustrating different aspects of the anatomy and metabolism of the patient as
imaged with the different diagnostic imaging techniques. 



based on common theoretical principles. The imple-
mentation details, however, involve many important
differences that set the various modalities apart.
Consequently, over the past twenty-five years, the de-
velopment of anatomical and molecular imaging tech-
niques has followed distinct, but parallel, paths, each
supporting its own medical speciality of radiology and
nuclear medicine.

Image Fusion: A Hardware Approach

Complementing Anatomy with Function

In clinical practice a PET study, if available, is gener-
ally read in conjunction with the corresponding CT
scan, acquired on a different scanner and usually on a
different day. Adjacent viewing of anatomical and func-
tional images, even without accurate alignment and su-
perposition, can help considerably in the interpretation
of the studies. Using the retrospective software-based
approaches anatomical and molecular images can be
aligned and read as combined, or fused, images.
This can be an advantageous procedure because
identification of a change in function without knowing
accurately where it is localized, or equivalently, knowl-
edge that there is an anatomical change without
understanding the nature of the underlying cause,
compromises the clinical efficacy of both, the anatomi-
cal and functional imaging. More importantly, since a
functional change may precede an anatomical change
early in the disease process, there may be no
identifiable anatomical correlate of the molecular
change, although of course a sufficient number of cells
must first be affected to produce a macroscopic change
that can be imaged with a PET scanner.

Software Approach to Image
Registration

While the superimposition of functional and anatomi-
cal images was occasionally attempted, it was during the
late eighties that the importance of directly combining
anatomy and function began to emerge. The first such
attempts were software based [2, 3]. These software de-
velopments were driven primarily by a demand for ac-
curate localization of cerebral function visualized in
PET studies where the low-resolution morphology is, in
most cases, insufficient to accurately identify specific
cerebral structures. Software fusion techniques were
successful for the brain, a rigid organ fixed within the

skull, whereas for other parts of the body, image fusion
was found to be somewhat problematic [4, 5].

In particular, combining complementary whole-
body image data sets retrospectively is not straight-
forward due to the difference in patient set-up and
variable definitions of the axial examination ranges of
the two imaging modalities, which are often acquired
independently by different medical personal. Further,
normal variants of the position and metabolic activity
of bowel and intestines at the time of the two scans, as
well as dissimilar breathing patterns contribute to ad-
ditional systematic difference in the two data sets.
Although some of the positioning errors may be over-
come by non-linear image warping techniques and 3D
elastic transformations [6] these registration algo-
rithms are typically limited to a single anatomical
region like the thorax [5-9] and are often labour-
intensive, thus making them less attractive for routine
clinical use in high-throughput situations.

Hardware Approaches to Combined
Imaging

An alternative to post hoc image fusion by software is,
instead, to fuse the hardware from the two imaging
modalities. While presenting a significant number of
challenges, such an approach overcomes many of the
difficulties of the software fusion methods.

In the early nineties, Hasegawa and co-workers at
the University of San Francisco developed the first
device that could acquire both, anatomical (CT) and
functional (SPECT) images, using a single, high-purity
germanium detector for both modalities [10, 11]. The
CT images were, in addition, used to provide attenua-
tion factors for correction of the SPECT data [12], and
operating the device with two different energy
windows allowed simultaneous emission-transmission
acquisitions to be performed. This pioneering work of
Hasegawa, Lang and co-workers is important because
it was one of the first to take an alternative, hardware-
based approach to image fusion. However, the difficulty
of achieving an adequate level of performance for both
SPECT and CT with the same detector material and
without compromising either modality, led the group
to explore a combination of SPECT and CT using dif-
ferent, dedicated imaging systems for each modality –
a clinical SPECT camera in tandem with a clinical CT
scanner [13]. The CT images are used to correct the
SPECT data for photon attenuation, and the device has
been used clinically for patient studies since around
1996.
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Recognizing the advantages of a hardware solution
to combining anatomy and function, Townsend, Nutt
and co-workers initiated a design for a combined PET
and CT scanner in the early 1990s. The device com-
prised a clinical CT scanner and a dedicated clinical
PET scanner. As with the CT/SPECT scanner of
Hasegawa, the CT images are also used to correct the
emission data for photon attenuation. The device was
completed in early 1998 and underwent an extensive,
three-year clinical evaluation programme at the
University of Pittsburgh.

A third possibility to have anatomy and function
imaged in a single device is to combine PET and MR.
Obviously such a combination is technologically more
challenging than combining PET with CT in view of
the extensive restrictions placed on the imaging envi-
ronment by the strong magnetic field. Nevertheless,
proposals to place PET detectors inside an MR scanner
also date back to the mid-nineties [14, 15]. In 1996, an
MR-compatible PET scanner was developed at UCLA
[16], and then in 1997 a second, larger prototype (5.6
cm diameter ring) was constructed [17] and used in
collaboration with researchers at Kings’ College
London for phantom and animal studies. The studies
clearly demonstrated that simultaneous PET and MR
images could be acquired using a range of pulse se-
quences and at different field strengths [18]. The device
opened up the possibility of simultaneously imaging
[18F]-FDG uptake and measuring MR spectra.
Currently a larger, 11.2 cm PET detector ring is being
developed, designed to fit inside a 20 cm diameter
magnet bore [19]. However, scaling the design up to
human dimensions will present many challenges and is
still a number of years away.

Design Concept of the Prototype
PET/CT Scanner

Design Concept

The design objective for combined PET/CT imaging, as
a technically straightforward combination of two com-
plementary imaging modalities, was to provide clinical
CT and clinical PET imaging capability within a single,
integrated scanner (Table 8.1). The short CT scan dura-
tion compared with a typical whole-body PET acquisi-
tion time essentially eliminates the requirement for
simultaneous CT and PET acquisition. The integration
of the two modalities within a single gantry is more
straightforward when the simultaneous operation of
the CT and PET imaging systems is not required. The
PET and CT components are mounted on the same alu-
minium support with the CT on the front and the PET
at the back, as shown schematically in Fig. 8.2. The
entire assembly rotates at 30 rpm and is housed within
a single gantry of dimensions 170 cm wide and 168 cm
high. The patient port is 60 cm in diameter with an
overall tunnel length of 110 cm and a 60 cm axial dis-
placement between the center of the CT and the center
of the PET imaging fields. A single patient bed is used
for both modalities with an axial travel sufficient to
cover 100 cm of combined CT and PET imaging. To
simplify the prototype development, the acquisition
and reconstruction paths are not integrated, with CT
and PET scanning controlled from separate consoles,
as shown schematically in Fig. 8.2. Once acquired and
reconstructed, the CT images are transferred to the
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Table 88.1. A comparison of advantages and disadvantages of software- and hardware-based image fusion. 

Software fusion Hardware fusion

Image retrieval from different archives Images avilable from one device
Repeated patient positioning Single patient positioning
Different scanner bed profiles One bed for both scans
Uncontrolled internal organ movement between scans Consecutive scans with little internal organ movement in between
Disease progression in time between exams Scans acquired close in time
Limited registration accuracy Improved registration accuracy
Less convenient for patient (two exams) Single, integrated exam
Labour-intensive registration algorithms No further image alignment required



PET computer to provide the attenuation correction
factors for the PET emission data. Final PET recon-
struction and CT and PET fused image display is per-
formed on the PET computer console.

CT Scanner

The CT components of the prototype PET/CT is a
Siemens Somatom AR.SP, a single-slice spiral CT
scanner with a 25 kW M-CT 141 tube that produces X-
ray spectra of 110 kVp and 130 kVp. The detector array
comprises 512 xenon gas-filled chambers. A slice thick-
ness of 1, 2, 3, 5 or 10 mm can be selected, with a
maximum rotation speed of 1.3 s. For compatibility with
the PET components mounted on the same support, the
combined assembly is limited to a rotation speed of 30
rpm. The transverse field of view is 45 cm and the
patient port is 60 cm. CT data transfer is over mechani-
cal slip rings, as is the power to the X-ray tube and de-
tectors. The tilting capability of the CT is disabled.

PET Scanner

The PET components mounted on the rear of the
support are those of a standard Siemens ECAT® ART
scanner [20] comprising dual arrays of bismuth ger-
manate (BGO) block detectors. Each array consists of
11 blocks (transverse) by 3 blocks (axial); the blocks
are 54 mm × 54 mm × 20 mm in size, cut into 8 × 8
crystals each of dimension 6.75 mm × 6.75 mm × 20
mm. The transverse field-of-view (FOV) is 60 cm and
the axial FOV is 16.2 cm, subdivided into 24 (partial)
rings of detectors for a plane spacing of 3.375 mm.
Shielding from out-of-field activity is provided by arcs
of lead, 2.5 cm thick, mounted on both sides of the de-
tector assembly and projecting 8.5 cm into the FOV
beyond the front face of the detectors. The PET scanner

has no septa and the detector arrays rotate continu-
ously at 30 rpm to collect the full set of projections re-
quired for image reconstruction. Power and serial
communications to the rotating assembly are transmit-
ted over mechanical slip rings, while high speed digital
data transfer is by optical transmission.

Physical performance of the prototype PET/CT

The overall physical performance of the combined
scanner is comparable to that of the individual compo-
nents, the Somatom AR.SP and the ECAT ART. The PET
and CT components are mounted on opposite sides of
the aluminium support thus minimizing potential in-
terference between the two imaging systems. Although
the sensitivity of the PET detectors is temperature-de-
pendent, no significant effect from the operation of the
X-ray source has been observed. The PET detectors are
never exposed directly to the X-ray flux and the opera-
tion of the CT has no residual effect on the photomulti-
plier tube gains. The PET components can be operated
immediately after the acquisition of the CT scan
without requiring a recovery time. However, the PET
and CT components cannot acquire data simultane-
ously because of the high flux of scattered CT photons
incident on the PET detectors that results in high levels
of random coincidences and system dead-time (from
pulse pile-up effects). In view of the short time re-
quired for the CT, simultaneous operation of both PET
and CT scanners is not considered necessary. The PET
components are operated with a detector block inte-
gration time of 384 ns [21], a coincidence window of
12 ns, and a lower energy threshold of 350 keV. The
operation of the Somatom AR.SP is in accordance with
standard CT procedures. Complete details of the results
of the performance measurements and relevant para-
meter settings can be found in [22].
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Figure 88.2. Design of the prototype PET/CT.
The PET components were mounted on the rear
of a common rotating support. The axial
separation of the two imaging fields was 60 cm.
The entire assembly within the gantry rotated
at 30 rpm. The co-scan range for acquiring both
PET and CT was 100 cm (maximum). CT and PET
scans were acquired and reconstructed on
separate consoles but image fusion display was
installed on the PET console alone.



Clinical Protocols and Evaluation

When imaging clinically with the PET/CT, a typical ac-
quisition protocol begins with a 260 MBq injection of
FDG, followed by a 60 min uptake period. The patient
is then positioned in the scanner with the first trans-
verse section to be imaged aligned with the CT field-of-
view. An initial scout scan (topogram) is performed to
determine the appropriate axial range for the study.
The maximum axial extent of a single spiral scan
depends on the defined slice-width and pitch. The total
axial length to be scanned is subdivided into contigu-
ous, overlapping, 15 cm segments. For the Somatom
AR.SP, the spiral scan of each segment typically takes
about 40 s, and the 25 kW X-ray tube may sometimes
require cooling between segments (Fig. 8.3). Patients
are instructed to breathe in a shallow manner during
the CT scan. The time for the complete whole-body CT
scan is about 5 min. Once the spiral CT covering the re-
quired axial length is completed, the patient bed is
moved automatically to the start position of the multi-
bed PET acquisition, and the PET scan is initiated. An
emission scan time of 6-10 min per bed position is se-
lected depending on the number of bed positions, re-
sulting in a total PET scan duration of 45-50 min (Fig.
8.3). An axial overlap of 4 cm is used between bed posi-
tions. The CT images are used for attenuation correc-
tion as will be described below, and the corrected
emission data are reconstructed using Fourier rebin-
ning and attenuation-weighted ordered-subset EM
[23]. In this implementation reconstruction takes over
one hour to complete.

From July 1998 to July 2001, over 300 patients with a
wide variety of different cancers were scanned on the
prototype PET/CT [24, 25]. The main indications, most
suited to anatomical and functional imaging, are head
and neck cancer, and abdominal and pelvic disease,
particularly ovarian and cervical cancer. Combined
PET/CT in the head and neck is important because
normal uptake of FDG in muscles and glands makes
interpretation of the studies especially difficult. PET

applications in the abdomen and pelvis are compli-
cated by benign, non-specific uptake in the stomach,
intestines and bowel that may be difficult to distin-
guish from malignant disease. Combined imaging for
clinical routine allows accurate localization of lesions,
the distinction of normal FDG uptake from pathology,
and the assessment of response to therapy (Fig. 8.4).
Additionally, the use of registered CT and PET images
was envisaged for efficient radiation therapy planning,
traditionally based on CT alone [26].

CT-based Attenuation Correction

Transforming Attenuation Coefficients

In addition to acquiring co-registered anatomical and
functional images, a further advantage of the com-
bined PET/CT scanner is the potential to use the CT
images for attenuation correction of the PET emission
data, eliminating the need for a separate, lengthy PET
transmission scan. The use of the CT scan for attenua-
tion correction not only reduces whole-body scan
times by at least 30% [27], but provides essentially
noiseless attenuation correction factors compared to
those from a standard PET transmission scan. CT-
based attenuation values are, however, energy depen-
dent, and hence the correction factors derived from a
CT scan at a mean photon energy of 70 keV must be
scaled to the PET energy of 511 keV, for which a hybrid
scaling algorithm was developed [28]. This scaling ap-
proach is based on previous work by La Croix and
Tang [29, 30] who have shown that attenuation correc-
tion factors for SPECT emission data can be derived
from complementary CT transmission data. The single
scale-factor approach works well for soft tissues, but
serious overestimation of the attenuation properties of
cortical bone and ribs is observed, especially with in-
creasing difference of the transmission and emission
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Figure 88.3. Whole-body FDG acquisition
protocol for the prototype PET/CT. Note, the
standard transmission is replaced with a multi-
bed CT scan (tube cooling is needed in case of an
extended imaging range) and both, IV and oral
CT contrast is given to enhance the diagnostic
quality of the transmission images. Attenuation
correction factors are calculated on-line but PET
images are reconstructed post-acquisition.



photon energies [29]. Nevertheless, the overestimation
of attenuation in bone translated into only a minor
average overestimation of the tracer uptake in the cor-
rected SPECT images due to the low fraction of voxels
containing bone compared to other tissues.

In anticipation of the prototype PET/CT the original
scaling approach was extended to CT-based attenua-
tion correction of PET emission data [28]. A bi-linear
scaling is employed to account for both the photon
energy difference between CT and PET, and the differ-
ent attenuation properties of low-Z (soft tissues) and
high-Z (bone) materials in the range of the lower
energy X-ray photons (Fig. 8.5).

The algorithm is based on the observation that for
water, lung, fat, muscle and other soft tissues, the mass
attenuation coefficient (linear attenuation coefficient
divided by density) at CT and PET energies is approxi-
mately the same. While the actual value is different at
the effective CT energy of 70 keV to that at 511 keV, all
the tissues can be scaled with a single factor: the ratio
of the mass attenuation coefficient at 511 keV to that
at 70 keV. The exception is bone because, at CT ener-
gies, the mass attenuation coefficient is somewhat
higher than that for the other tissues due to the in-
creased photoelectric contribution from calcium. The
ratio of the mass attenuation at 511 keV to that at 
70 keV is approximately 0.53 for soft tissues, and 0.44
for bone.

CT-based PET attenuation correction factors are
generated in a 4-step procedure [28]:

1. the CT images are divided into regions of pixels
classified as either non-bone or bone by simple
thresholding. A threshold at 300 Hounsfield Units
(HU) separates spongiosa and cortical bone from
other tissues,

2. the pixel values in the CT image in HU are con-
verted to attenuation coefficients of tissue (μT) at
the effective CT energy (~70 keV) using the expres-
sion: μT = μW(HU/1000+1); μW is the attenuation
coefficient for water,

3. the non-bone classified pixel values are then scaled
with a single factor of 0.53, and bone classified pixel
values are scaled with the smaller scaling factor of
0.44,

4. attenuation correction factors are generated by
integrating (forward projecting) along coincidence
lines-of-response through the segmented and scaled
CT images, with the CT spatial resolution degraded
to match that of the PET. Oblique lines-of-response
are obtained in the same way by integration through
the CT volume.

Today bi-linear scaling methods [28, 31] are widely
accepted for clinical PET/CT imaging, and are, with
minor modifications, used routinely for CT-based at-
tenuation correction of the PET emission data [32, 33].
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Figure 88.4. Male patient with metastatic melanoma before (a) and after (b) chemotherapy in 11/98 and 12/98, respectively. PET/CT images are from the pro-
totype PET/CT. Multiple lesions are depicted as FDG avid and localized accurately within the anatomy of the patient. Each whole-body scan took about 1 h.
PET/CT images before and after therapy are registered by hand and selected axial views are shown to demonstrate multi-variant response to therapy.

a

b



The time for the acquisition of the attenuation data for
a whole-body study can be reduced to one minute, or
less, by using a fast CT scan instead of a lengthy PET
transmission measurement. Furthermore CT transmis-
sion data acquired in post-injection scenarios are not
noticeably affected by the emission activity inside the
patient due to the high X-ray photon flux [22].
Therefore corrective data processing as in post-injec-
tion PET transmission imaging [34, 35] is not required.

While, in principle, the CT-based attenuation
coefficients are unbiased and essentially noiseless,
there are a number of practical limitations. These
include respiration effects, truncation of the CT field-
of-view when imaging with the arms down, and the
effect of using CT contrast.

Patient Respiration

Clinical CT scans of the thorax are normally acquired
with breath-hold at full inspiration. The PET image, on
the other hand, represents an average over the scan
duration of several minutes per bed position, during
which the patient breathes normally. Under such a
protocol, exact alignment of the CT and PET images,
particularly in the lower lungs, is not possible.
Typically the movement of the chest wall is suppressed
by breath holding during the CT scan, and, with the
lungs fully inflated, there is a mismatch between the
anterior wall position on CT and the average position
in the PET image, as shown in Fig. 8.6. Incorrect atten-
uation correction factors are then generated by the al-
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Figure 88.5. Mass attenuation coefficients for soft tissue and bone (a) differ significantly for lower photon energies for which the photoelectric effect is the
dominant interaction with matter. The bi-linear scaling and segmentation approach (b) accounts for the different attenuation properties of soft tissue and bone
by, first, segmenting (Se) the CT, and, second, by applying a tissue dependent scale factor (Sc) to these pixels. The greatly increased photon flux used in CT results
in essentially noiseless attenuation maps (c) and in attenuation correction factors compared with those derived from a standard PET transmission scans (d). 



gorithm described above, since it is based on the as-
sumption that the PET and CT images are accurately
co-registered.

When the patient is allowed to breathe normally
during both the PET and the CT scans, artefacts appear
near the base of the lung and the diaphragm on the CT
image (Fig. 8.6b). An alternative protocol is to allow the
patient to breathe in a shallow manner (tidal breath-
ing) during both the CT and PET scans, a procedure
that minimizes the breathing artefacts on CT (Fig. 8.6c)
and the mismatch between the PET and CT images.
Nevertheless, a definitive solution to the respiration
problem has yet to emerge.

Truncation of the CT Field-of-View

Clinical CT scans of the thorax and abdomen take a
few minutes to acquire and can generally be performed

with the patient’s arms out of the field-of-view.
However, in PET/CT imaging total examination time is
defined primarily by the time for the emission scan. A
typical whole-body PET scan with the prototype
PET/CT could last for 1 h, and for scan times of this
duration it is difficult for patients to keep their arms
comfortably above their head, out of the field-of-view.
More recently, with the introduction of full-ring PET
components and faster PET detectors into combined
PET/CT designs, total examination time for PET/CT 
is reduced to 30 min [36], or less. Despite the dramatic
reduction in total imaging time some patients may still
not tolerate having their their arms raised and sup-
ported for the duration of the PET/CT scan, and there-
fore CT and PET imaging must be performed with the
arms down and close to the body. However, since the
transverse field-of-view of the CT is 50 cm in diameter
(45 cm in the prototype), a small angular range of pro-
jections around the anterior-posterior direction is, for
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Figure 88.6. The effect of patient respiration on the CT-based attenuation procedure (a). A CT scan acquired with inspiration breath-hold (left) is not matched
with the PET image (right) that is acquired with regular breathing. A CT acquired with normal (b) and shallow (c) breathing; the artifacts near the base of the
lung (arrow heads) can be reduced (c).



many patients, truncated (Fig. 8.7). The artefacts
caused by truncation affect not only the CT images but
also the accuracy of the attenuation correction factors
generated from the CT images. The effect is illustrated
in Fig. 8.7 for a patient who was imaged on the proto-
type PET/CT with arms down. The transverse CT field-
of-view is limited to 45 cm in diameter. As shown in
Fig. 8.7a, truncation leads to ring artefacts around the
arms that affect both the accuracy of the CT images
and the attenuation correction factors. As a result the
tracer distribution in the reconstructed and corrected
emission images appears masked near the arms. Figure
8.7b shows a similar patient study from a second gen-
eration PET/CT system. Although the transverse CT
field-of-view is increased to 50 cm truncation may still
occur when imaging large patients. The theory for an
effective correction of these truncation artefacts exists
today [37, 38], and simplified correction schemes for

application in the context of PET/CT imaging are cur-
rently being pursued (see Chapter 5).

Effects of CT Contrast Agents

Clinical CT scans are acquired with intravenous con-
trast and/or oral contrast to enhance the visualization
of structures such as the vascular system or the diges-
tive tract. CT contrast media use high atomic number
substances such as iodine to increase the attenuation
of the vessels or the bowel and intestines above
normal, non-enhanced values. Depending on the con-
centration of the contrast agent, enhancements in CT
attenuation values of 1000 HU can be observed. In the
presence of contrast agents the routine CT-based atten-
uation correction algorithm [28] will incorrectly
segment and scale the enhanced structures above 
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Figure 88.7. Truncation artifacts on CT occur when patients, particularly large patients, are positioned with arms down. The regions outside the maximum
transverse field-of-view (45 cm for the prototype PET/CT (a), and 50 cm for second generation PET/CT (b)) are truncated, and the resulting attenuation correc-
tion factors for projections traversing the truncated area are underestimated, which yields a “masking effect” of the corrected PET images (CT-AC). The uncor-
rected emission images (Em) are shown in the middle row. The transverse field-of-view (fov) of the CT and the PET is indicated by the set of the vertical lines.
Recently, algorithms have become available that help extrapolate the truncated attenuation information (c), which becomes available for CT-based attenuation
correction. (Data processing courtesy of Otto Sembritzki, Siemens Medical Solutions, Forchheim, Germany)



0 HU, resulting in a bias in the attenuation factors. Such
biases could potentially generate artefacts in the cor-
rected PET images since the contrast-enhanced CT
scan is acquired before the PET scan and then used to
generate the attenuation coefficients [39, 40].

Intravenous contrast appears in the vessels as focal
regions of elevated attenuation on the CT scan, fre-
quently with attenuation values above 300 HU.
Although these small regions are scaled as bone, once
the CT resolution has been degraded to match that of
the PET (step 4 in the algorithm), there is a significant
reduction in image contrast owing to the effect of
smoothing. Pixels associated with the vessels neverthe-
less do have a slightly enhanced value due to the pres-
ence of contrast even in the resolution-matched CT
images, although the overall effect on the attenuation
correction factors is found to be negligible.

Positive oral contrast is potentially more problem-
atic as it collects in larger-volume structures (e.g., in-

testines) and in a wider range of concentrations. At
oral administration, the concentration of the solution
will correspond to a pixel value of about 200 HU in the
image. However, as water is absorbed from the solution
during passage from the stomach and through the in-
testines, the concentration increases to corresponding
CT values of up to 800 HU. Despite these high CT
values, phantom studies show only a 2% increase in the
linear attenuation coefficient at 511 keV compared to
the value for water. Structures containing oral contrast
should therefore be transformed, as they would be in
the absence of contrast.

Figure 8.8 shows a transverse CT section through the
pelvic region containing both regions of bone and posi-
tive oral contrast. In Fig. 8.8a, the histogram of CT pixel
values exhibits a plateau, or shoulder, due to both bone
and oral contrast enhancement. When setting the pixels
containing contrast to 0 HU (Fig. 8.8b) a peak at the
origin is generated, and a reduced shoulder that repre-
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Figure 88.8. Axial CT image in the presence of positive oral contrast (a) and histogram of CT attenuation values (HU). The same image with the contrast en-
hanced pixel values set to 0 HU is shown in (b), and for the rectangular region-of-interest containing no bone pixels in (c). Selected histograms without (A) and
with (B) the enhanced pixels set to 0 HU. (Reproduced from Valk PE, Bailey DL, Townsend DW, Maisey MN. Positron Emission Tomography: Basic Science and
Clinical Practice. Springer-Verlag London Ltd 2003, p.206.).



sents bone pixels only. Conversely, within the rectangu-
lar region-of-interest indicated (Fig. 8.8c) containing
contrast-enhanced pixels and no bone, oral contrast is
present in pixels with values above about 150 HU as de-
termined from anatomy-based segmentation of the en-
hanced colon. Thus, to account for the presence of oral
contrast in varying concentrations, pixel values above
150 HU should be set to 0 HU before scaling. Above 
300 HU, however, a more complex segmentation proce-
dure than simple thresholding must be used to distin-
guish contrast enhancement from bone. The presence
of both intravenous and oral contrast in the same CT
section may further complicate this procedure.

Design Concept of a Production
PET/CT Scanner

The somewhat-unanticipated demand for combined
PET/CT imaging technology that was created to a large
extent by the results from the prototype generated a re-
sponse from major vendors of medical imaging equip-
ment. However, given the choices for the CT and PET
components, a number of decisions had to be made
(Table 8.2) that included the appropriate level of CT
and PET performance, the extent of hard- and software
integration, the potential for upgrades, the targeted
users and applications, and of course, the cost [41].
Specifically, the main design questions are:

● what is an appropriate level of CT and PET perfor-
mance?

● should standard PET transmission sources be
provided in addition to CT-based attenuation
correction?

● what is the level of hardware integration that can be
achieved? 

● what co-scan range of PET and CT should the
patient handling system offer? 

● what level of software integration can be achieved? 

In the following sections we describe the design of
the first commercial PET/CT tomograph that was de-
veloped by CTI PET Systems (CPS Innovations,
Knoxville, TN) and presented at the Society of Nuclear
Medicine Meeting 2000. Since then several other com-
mercial PET/CT tomographs from other manufactur-
ers have emerged and will be discussed towards the
end of this chapter.

The CT and PET Components

The choice of the level of CT and PET performance
depends to some extent on the applications envisaged.
As with the prototype, the design described here is tar-
geted primarily at PET whole-body oncology, although
potential cardiac applications are not excluded.

Since the PET scanner performance is the limiting
factor in terms of statistical image quality, spatial reso-
lution, and scan duration, the highest possible PET per-
formance is obviously indicated. This consideration
influenced the selection of the ECAT EXACT HR+ [42]
as the PET component of choice because of its high
sensitivity and high spatial resolution. The scanner has
32 detector rings of crystals of dimensions 4.05 × 4.39
× 30 mm3, giving an axial plane spacing of 2.43 mm.
The detectors cover an axial field-of-view of 15.5 cm.
The transmission rod sources are removed and all at-
tenuation correction factors are derived from the CT
images, as described in this chapter. The septa are also
removed, resulting in a dedicated 3D PET scanner.

The role of the CT is to provide an anatomical infra-
structure for the functional images and accurate atten-
uation correction factors for the PET emission data.
However, an objective of this design is also to provide a
state-of-the-art CT scan of clinical diagnostic quality,
suggesting that a mid to upper range CT scanner can
satisfy all three design criteria. For these reasons, the
Siemens Somatom Emotion spiral CT scanner (Siemens
Medical Solutions, Forchheim, Germany) was selected
as the CT component. This CT scanner is available with
a single or dual row of Ultra Fast Ceramic (UFC™)
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Table 88.2. Design considerations for commercial PET/CT tomographs based on the experiences gained with the prototype PET/CT.

Prototype design Consequence PET/CT design goals

ECAT ART Low-end dedicated PET Highest PET performance
Somatom AR.SP Early 90’s technology High-performance CT
30 rpm Not state-of-art CT Sub-second rotation
60 cm patient port Limitation for RTP Increased port diameter
45 cm CT FOV CT truncation artifacts Increased CT FOV
100 cm co-scan Limitation for whole-body Whole-body co-scan
No bed support Bed deflection possible No bed deflection
Limited access Service difficulties Full service access
Dual acquisitions Operation not integrated Integrated acquisition



detectors, where each detector row comprises 672 indi-
vidual elements. The X-ray tube is a 40 kW Siemens
DURA 352 with flying spot technology. The full rota-
tion time can be selected from 0.8 s, 1.0 s, and 1.5 s, and
slice widths of 1, 2, 3, 5, 8 and 10 mm for the single-slice
and 2×1, 2×1.5, 2×2.5, 2×4, 2×5, 8 and 10 mm for the
dual-slice. The longest acquisition in a single spiral is
100 s without intermittent tube cooling. The useful di-
ameter of the transverse field-of-view is 50 cm, and the
patient port is 70 cm.

Gantry and Patient Handling System

The gantry dimensions of the Somatom Emotion
closely match those of the ECAT EXACT HR+, facilitat-
ing the mechanical integration of the two units. In
comparison to the original prototype design mechani-
cal and thermal isolation is maintained between the
two devices for operational and servicing reasons. A
schematic of the gantry is shown in Fig. 8.9. The gantry
is 188 cm high and 228 cm in width. The overall length
is 158 cm, although with the front and rear contouring,
the effective tunnel length is only 110 cm. The axial
separation of the centres of the CT and PET fields-of-
view is 80 cm. The actual 56 cm patient port of the
HR+ is increased to 70 cm to match that of the CT by
cutting back the side shielding of the PET. The result-
ing patient port diameter is 70 cm throughout the
length of the tunnel, which is essential when position-
ing most patients from radiation therapy, and which
minimizes claustrophobic effects despite the 110 cm
tunnel length.

For servicing, the gantries can be separated by
moving the PET backwards on rails by about 1 m;
access to the rear of the Emotion CT and the front of
the EXACT HR+ is then possible. No service proce-
dures on either device have been significantly modified

as a consequence of the particular integration into the
PET/CT.

The problem of the increasing vertical bed deflection
with increasing distance into the scanner encountered
with the prototype was resolved by a complete redesign
of the patient handling system (PHS). Support of the
patient bed throughout the scan range is important to
avoid an increasing vertical deflection of the pallet: the
pallet deflects downwards with the patient load, a
deflection which increases as the bed moves into the
tunnel, adversely affecting the CT and PET image reg-
istration accuracy. In the prototype (Fig. 8.10a), the
pallet is not supported beyond the cantilever point and
an approximate correction for the increasing down-
ward deflection is applied in software, based on the
patient weight and the pallet position. In the new
design, shown in Fig. 8.10b, a carbon fibre pallet is sup-
ported at one end by a pedestal that moves horizontally
on floor-mounted rails driven by a linear motor. Since
the cantilever point does not change, the vertical
deflection is limited to a few millimetres once the
patient is aligned on the bed, allowing sub-millimeter
intrinsic registration accuracy to be achieved between
the CT and the PET, independently of the patient
weight. A total length, including the head holder, of
145 cm can be scanned with both CT and PET. A flat
pallet option is available for use with the PHS when
scanning patients undergoing PET/CT for radiation
therapy treatment planning.

Software Integration

A key feature of the production PET/CT scanner com-
pared to the prototype is the integration of the CT and
PET acquisition and reconstruction software on a
single console within a modality-independent software
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Figure 88.9. A schematic of the biograph
PET/CT scanner, as a representative example of
the second generation, commercial PET/CT
systems. The axial separation of the CT and PET
imaging field is 80 cm. A common cantilever
design patient handling system (PHS) is
mounted to the front of the combined gantry
for accurate patient positioning across the 
145 cm co-scan range.



environment (syngo®, Siemens Medical Solutions,
Erlangen, Germany). The CT and PET scans can be ac-
quired, reconstructed and viewed on a single console
by selecting the appropriate syngo task card. An
example of the PET/CT examination cards is shown in
Fig. 8.11a. The reconstruction software includes CT-
based attenuation correction, Fourier rebinning and an
attenuation-weighted ordered-subset EM algorithm
[43]. The complete whole-body, attenuation-corrected
PET images are available within a couple of minutes of
the completion of the scan, and all image formats are
DICOM compliant to facilitate transfer to PACS or radi-
ation therapy planning systems.

The routine availability of registered CT and PET
images highlights the importance of a fused image
viewer with a full set of features (Fig. 8.11b). These
include transverse, coronal and sagittal displays of CT,
PET and fused images using an alpha-blending fusion
algorithm. Each modality has the usual set of specific
features, for example preset windows and measure-
ment tools for CT, and region-of-interest (ROI) manip-
ulation and SUV calculations for PET. To take full
advantage of the registered data sets, enhanced viewing
features are required such as linked cursors and
common ROI and measurement tools on both CT and
PET.

Physical Performance

Other than eliminating the tilt option, no major
modifications were required to integrate the Siemens
Emotion CT scanner into the PET/CT. The perfor-
mance characteristics are therefore identical to a stan-
dard Emotion CT scanner. The EXACT HR+, however,
was modified to accommodate a 70 cm patient port by
cutting back the side shielding, and in the absence of
septa, all operation is in 3D mode. The increased
patient port does not have a significant effect on

scanner performance unless there are high levels of ac-
tivity outside the field-of-view, as can be the case with
whole-body imaging. In this situation, with 3D only,
the reduced side-shielding results in an increased level
of single and scattered photons incident on the detec-
tors, increasing the randoms rate and lowering the
peak noise equivalent count rate (NEC). When oper-
ated with a 384 ns integration time, the peak NEC for
the biograph measured with a 70 cm phantom accord-
ing to the NEMA 2001 standards is 20-30% less than
that of a standard EXACT HR+ operated with a 768 ns
block integration time. However, if the random coinci-
dences are smoothed prior to subtraction from the
prompts (see Chapter 6), the peak NEC for the bio-
graph is comparable to that of a standard HR+. Hence,
by using a shorter integration time, and implementing
random coincidence smoothing, the reduced side-
shielding in the biograph results in no appreciable
degradation in the performance of the PET component
compared to a standard EXACT HR+.

State-of-the-Art PET/CT Systems

Second Generation

The first commercial scanners (Table 8.3) that followed
successful clinical imaging with the prototype PET/CT
[24, 25, 44, 45] appeared in early 2001 and consisted of
a CT scanner in tandem with a PET scanner, with little
or no mechanical integration of the two systems
beyond a common gantry cover [46]. This approach,
with the CT and PET scanners kept separate, has been
a characteristic feature of all commercial designs (Fig.
8.12). The advantage of this design is flexibility in that
different levels of CT and PET performance can be
combined as required and upgraded independently. An
upgrade path from CT or PET to PET/CT can, in some
cases, also be envisaged.
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Figure 88.10. A vertical offset (arrows) between the CT and PET data of the same exam is introduced when using a patient handling system with a centre of
gravity fixed with respect to the gantry (a). The relative vertical offset between the CT and PET data is eliminated when translating the entire patient handling
system, i.e., the patient is moved together with the support structure into the gantry (b).
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Figure 88.11. (a)State-of-the-art PET/CT tomographs offer joint acquisition and data processing consoles. A single console is used to register patient informa-
tion, select and acquire a pre-defined acquisition protocol, and reconstruct image sets. (b)Selective screenshots of commercial PET/CT fusion display options: (i)
Reveal MVS from CTI Molecular Imaging Inc/Mirada Solutions, (ii) Xeleris by GE Medical Systems, (iii) Syntegra by Philips Medical, and (iv) e.soft 3.0 by Siemens
Medical Solutions.



All designs (Table 8.3) incorporate a common
patient couch that is designed to eliminate or minimize
vertical deflection due to the weight of the patient and
to ensure accurate alignment of the CT and PET
images (Fig. 8.10). The actual approach to address this
issue, however, varies among the manufacturers of
PET/CT systems. In one design vertical deflection of
the pallet is eliminated through a pedestal-based
patient handling system (Fig. 8.10b), while in another
design a standard patient bed is mounted on a rail
system in the floor to bridge the distance between the
CT and the PET field-of-view. Alternatively, the bed
support system is fixed with respect to the gantry, and
the pallet moves on rails inside the combined system
where it is supported further by a post. The maximum
co-axial imaging range with any of these patient han-
dling systems is 145 cm to 200 cm.

With the detector and data acquisition sub-systems
kept separate in the second generation commercial
PET/CT systems, attempts have been made to integrate
the acquisition and data processing more closely.

Combined scanners are operated from a single console
with application-specific task cards selected for the CT
and PET acquisition (see Fig. 8.11). While the early
designs involved multiple computers for acquisition,
image reconstruction, and image display (Fig. 8.2),
progress is being made in combining some of these
functions into one computer, thus reducing complexity
and increasing reliability. The most recent PET/CT
systems are simpler to operate, involve fewer computer
systems, and are considerably more reliable. Indeed,
poor reliability would be a major concern for the high
patient throughput attainable with these scanners.

As mentioned, PET/CT designs have taken advantage
of recent advances in both CT and PET technology by
maintaining separation of the imaging sub-systems.
While the CT scanners in the first PET/CT designs
were single or dual-row, more recently 4-, 8- and even
16-row systems have been incorporated into PET/CT
scanners. These CT modules offer sequential as well as
spiral scanning modes with increased X-ray tube heat
capacities to cover large volumes in short scan times
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Figure 88.12. Prototype (a), second generation (b), and third generation (c) PET/CT tomographs with major distinguishing features regarding CT and PET tech-
nology. Second generation PET/CT employ alternative (LSO- and GSO-based) PET technology for faster whole-body imaging, while ultra-fast and multi-row CT
technology in third generation PET/CT opens the applications for cardiac imaging and gated therapy planning. Systems shown from left to right: prototype,
Discovery LS (GE Medical Systems), biograph-BGO/LSO (Siemens Medical Solutions), Gemini (Philips Medical Systems), Discovery ST (GEMS), biograph Sensation
16 (SMS). 



[47, 48], a necessary prerequisite for oncology imaging
when examining patients with only limited breath-hold
capabilities. Alternatively, imaging ranges now can be
scanned with finer axial sampling in similar or less
time than with a single-row CT. Furthermore, when
employing IV contrast agents several organs can be
imaged at peak contrast enhancement during a single
spiral CT, or repeat CT exams can be acquired for a
single IV contrast injection over an individual organ,
such as the liver [49]. The use of spiral CT technology
in combined PET/CT imaging therefore offers high-
quality CT images for a variety of imaging conditions
encountered in clinical oncology.

The recent developments in PET scanner technology
have been primarily oriented towards the introduction
of new scintillators. For over two decades, PET detec-
tors have been based on either thallium-activated
sodium iodide (NaI(Tl)) or bismuth germanate (BGO).
While NaI(Tl) has high light output, it has low stopping
power at PET photon energies (511 keV) and a long
decay time. The low stopping power was overcome by
BGO, first introduced for PET in 1977 [50] but at the
expense of considerably reduced light output com-
pared with NaI(Tl); the decay time for BGO is 30%
longer than NaI(Tl). Some physical properties of these
scintillators are compared in Table 8.4. The introduc-
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Table 88.3. Design and performance parameters of PET/CT systems. PET Performance parameters were acquired to the NEMA 2001 standard. 
(CPS Innovations is a joint venture of Siemens Medical Solutions, Inc and CTI Molecular Imaging, Inc). 

GE Medical Systems Philips Medical

PET/CT PET/CT
2000 2002 2002
Generation 22 Generation 33 Generation 22

208 / 203 / 205 192 / 230 / 140 206 / 230 / 590 Height/Width/Depth [cm]
142 cm 100 206 with gap (30) Inner tunnel length [cm]
Tapered, 70 cm–60 cm Uniform, 70 cm 70 cm CT, 63 cm PET Patient port diameter
160 cm 160 cm 195 cm Standard co-scan range
floor-mounted pedestal floor-mounted pedestal floor-mounted, dual pallet PHS
200 kg 200 kg 202 Max patient weight
no yes yes Radiation therapy table attachment

LightSpeed Plus LightSpeed Range Mx8000D System components
yes yes yes Spiral CT
4, 8, 16 4, 8, 16 2, 16 Max number of active detector rings
Solid state–Lumex Solid state - Lumex Solid State Detector material
pixel array pixel array 2D solid state detector array Detector design
50 cm 51 cm 50 cm Measured transverse FOV
0.625 mm–10 mm 0.625 mm–10 mm 0.5, 1, 2.5, 5, 8, 10, 16 mm Min and Max Slice width [mm]
75 rpm 75 rpm 120 rpm Max rotation speed
8.5 lp/cm 8.5 lp/cm 22 lp/cm Maximum spatial Resolution
5 mm / 3 HU / n.a. / 34 mGy / n.a. 6 mm / 3 HU / n.a. / 34 mGy / n.a. 4 mm/ 3 HU/ [n.a.]/ 27mGy/ [n.a.] Detectability
6.8 mGy (120 kVp) 6.8 mGy (120 kVp) 14–28 mGy (120 kVp) Centre dose (CTDI_100, body 

phantom) per 100 mAs

ADVANCE Nxi unique, not available separately Allegro System components
2D and 3D 2D and 3D 3D PET Acquisition mode
full-ring full-ring full-ring Detector design
yes yes no Septa
BGO BGO GSO Detector material
optional no 137Cs point (740 MBq) Transmission sources
55 cm 70 cm 57.6 mm Transverse FOV
15.2 cm 15.2 cm 18 cm Axial FOV
35 47 90 Transverse images per bed
4.2 mm 3.2 mm 2 mm Image plane separation
6.3 mm (2D), 6.4 mm (3D) 5.2 mm (2D), 5.8 mm (3D) 5.4 mm Axial resolution
4.8 mm (2D), 4.8 mm (3D) 6.2 mm (2D), 6.2 mm (3D) 4.8 mm Transverse Resolution
1.3 cps/kBq (2D), 6.5 cps/kBq (3D) 1.9 cps/kBq (2D), 9 cps/kBq (3D) 3.8 cps/kBq Sensititivity
165 kcps at 130 kBq/mL (2D), 82 kcps at 46 kBq/mL (2D) 45 kcps at 9 kBq/mL Peak NEC
42 kcps at 8.5 kBq/mL (3D) 62 kcps at 9.5 kBq/mL (3D)



tion of faster scintillators such as gadolinium oxy-
orthosilicate (GSO) [51] and lutetium oxyorthosilicate
(LSO) [52], also compared in Table 8.4, offer enhanced
PET scanner performance. LSO in particular out-
performs BGO in almost every aspect, especially light
output and decay time. The faster scintillators (Table
8.4) have lower dead time and give better count rate
performance, particularly at high activity concentra-
tions. This behaviour is confirmed in Fig. 8.13 where the
Noise Equivalent Count Rate (NEC) [53] is shown as a
function of activity concentration in the NEMA NU-
2001 phantom for 2D and 3D BGO scanners compared
with a 3D LSO scanner. The curves show the expected
behaviour with 3D being superior to 2D and LSO out-
performing BGO even at low activity concentrations.
The new pico-3D electronics, matched to the physical
properties of LSO, show a significant improvement over
the older design with peak NEC exceeding 80 kcps. All
3D measurements are for PET/CT scanners, whereas the
2D data are for the standard ECAT EXACT PET scanner
(CPS Innovations, Knoxville, TN) with septa extended.

These advances in PET detector technology are
reflected in the variety of PET design options in cur-
rently available PET/CT technology, which, depending

on the manufacturer, employ BGO-, LSO-, or GSO-
based detector technology. In the Discovery LS, for
example, the PET tomograph is based on bismuth ger-
manate (BGO), a scintillator that is the most widely
employed detector material in PET. The ECAT
HR+/Somatom Emotion (Duo) also uses BGO as the
PET detector material of choice. CPS Innovations also
offers a PET/CT model (ACCEL/Somatom Emotion
(Duo)) with the PET detector being based on lutetium
oxyorthosilicate [54]. Accepting the potential for using
faster crystals in PET imaging technology, Philips
Medical Systems offer a combination of the GSO-based
Allegro PET tomograph (GSO: gadolinium oxyorthosil-
icate) with a state-of-the-art CT scanner. Most com-
mercial PET/CT designs favour the use of 3D-only
emission acquisitions by eliminating the septa from the
PET components. Assuming proper data processing, 3D
PET offers a number of advantages over 2D PET, such
as higher sensitivity and higher count rates at lower ac-
tivity concentrations [55]. Further, the sensitivity ad-
vantage of 3D imaging and the fast scintillation
properties of either GSO or LSO can be combined to
result in high-quality PET images at reduced scan
times and increased patient comfort.

Third Generation

By introducing 16-ring CT technology into combined
PET/CT designs the advantages of very fast and high-
resolution volume coverage by CT are translated di-
rectly into the context of anato-metabolic imaging.
Durable CT operation at scan speeds of 0.5 s and less
help reducing respiration-induced artefacts in ex-
tended imaging ranges as well as imaging the anatomy
of multiple organs at peak enhancement after intra-
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Figure 88.13. Noise Equivalent Count Rate (NEC,
k=1) as a function of activity concentration in
the NEMA NU-2001, 70 cm phantom.  The curves
are shown for the standard BGO ECAT EXACT
HR+ both, with septa extended (BGO 2D) and
with septa retracted (BGO) 3D), a BGO PET/CT
scanner (BGO 3D), an LSO PET/CT scanner with
standard electronics (LSO 3D), and an LSO
PET/CT scanner with the new, high count-rate
pico3D electronics (LSO pico3D).

Table 88.4. Physical properties of different scintillators for PET

Property NaI(Tl) BGO LSO GSO

Density [[g/mL] 3.67 7.13 7.4 6.7
Effective ZZ 51 74 66 61
Attenuation llength [[cm-1] 2.88 1.05 1.16 1.43
Decay ttime [[ns] 230 300 35–45 30–60
Photons/MeV 38,000 8,200 28,000 10,000
Light yyield [[% NNaI] 100 15 75 25
Hygroscopic Yes No No No



venous contrast injection. As multi-slice CT pro-
gresses to a greater number of slices and shorter rota-
tion times, a critical review of the actual requirements
of PET/CT for specific applications will be necessary.
The benefit of freezing motion during the acquisition
of the CT and imaging the anatomy of the patient at a
particular point during involuntary periodic motion
cycles (cardiac and respiration), for example, is lost
without adequate acquisition modes for the PET exam
portion. Many of the recent CT improvements are tar-
geted at cardiology, whereas the role of PET/CT in
cardiology has yet to be established. Indeed, oncology
applications may be adequately addressed with a
lower performance CT scanner, such as a 2 or 4-row
system [56].

Current developments in improved acquisition and
data processing software accompany new hardware
developments for updated combined tomograph
designs: the Discovery ST from GE Medical Systems,
and a combined LSO-PET/16-ring CT from CPS
Innovations (Table 8.3). The ST, for example, is based
on a revised full-ring BGO-PET system with 10,080
BGO crystals of 6.3 × 6.3 × 30 mm3 being arranged in
280 detector blocks (6 by 6) with a somewhat reduced
detector ring diameter (88.6 cm) compared to the pre-
decessor (Advance Nxi, 92.7 cm ring diameter) for im-
proved sensitivity in whole-body imaging [57]. The ST
is available with a choice of 4-, 8-, or 16-ring CT tech-
nology. The LSO-PET/16-ring CT by CPS Innovations
offers similar-size detector crystals at a reduced coinci-
dence window time (4.5 ns vs 11.5 ns) and a light

output that is five time that of BGO (Table 8.4). This
PET/CT is available exclusively with 16-row CT.

Optimized Protocols for Routine
Clinical Procedures

General Considerations for FDG-PET/CT
Imaging Protocols

For oncology purposes a standard PET/CT acquisition
protocol, in essence, is a modern-day PET oncology
imaging protocol, which consists of three steps: (1)
patient preparation and positioning, (2) transmission
scan, and (3) emission scan. Additional CT scans, such
as, e.g., a 3-phase liver CT, or a high-resolution lung
scan could be requested by the reviewing physician,
but generally these CT scans are not used for attenua-
tion correction. While the clinical acquisition protocols
of the PET/CT systems today are similar to those from
the prototype [58], demands for high diagnostic image
quality increase rapidly, and therefore a number of
general and specific considerations apply to current
PET/CT imaging protocols (Fig. 8.14). These considera-
tions are described in detail for each of the steps of a
combined PET/CT acquisition in [59] and [60]. All
PET/CT tomographs offer the use of the available CT
transmission images for CT-based attenuation correc-
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Figure 88.14. Standard FDG-PET/CT imaging protocol (from left to right). The patient is positioned on a common patient handling system in front of the com-
bined gantry (a). First, a topogram is used to define the co-axial imaging range (a). The spiral CT scan (b) precedes the emission scan (d). The CT images are re-
constructed on-line and used for the purpose of automatic attenuation correction of the acquired emission data (c). CT, PET with and without attenuation
correction, and fused PET/CT images can be used for the clinical image review (e).

a) b) c) d) e)



tion. To account for the systematic difference in routine
acquisition protocols for CT and PET, and to avoid
artefacts on the CT transmission data, which may
propagate into the attenuation-corrected emission
data, particular attention must be given to the prepara-
tion of the patient for the CT and to the CT acquisition.

Modifying CT Acquisition Parameters in
PET/CT Imaging

Respiratory Motion

Several PET/CT groups have described respiratory
motion and the resulting discrepancy of the spatial in-
formation from CT and PET as a source of potential
artefacts in corrected emission images after CT-based
attenuation correction [58, 61, 62]. These artefacts
become dominant when standard full-inspiration breath
hold techniques are transferred directly from clinical CT
to combined PET/CT examination protocols scanning
without suitable adaptations (Fig. 8.6a). In the absence 
of routinely available respiratory gating options the
anatomy of the patient captured during the CT scan
must be matched to the PET images that are acquired
over the course of multiple breathing cycles. Reasonable
registration accuracy can be obtained, for example, with
the spiral CT scan being acquired during shallow
breathing [61, 63, 64]. Alternatively, a limited breath hold
protocol can be adopted with either a 1- or a 2-row
system, or when dealing with uncooperative patients.
Patients are then required to hold their breath in expira-
tion only for the time that the CT takes to cover the
lower lung and liver, which is typically around 15 s [65].

Breath hold commands (in normal expiration, for
example) can be combined with very fast CT scanning,
and therefore may help reduce respiration mismatches
over the entire whole-body examination range. With
multi-row CT, such as in third generation PET/CT
systems (Table 8.3), it is now possible to scan the entire
chest at high resolution within a single breath hold.
Nevertheless, when respiration commands are not tol-
erated well and significant respiration-induced arte-
facts are suspected [66], it is advisable to reconstruct
the emission data without attenuation correction and
to review the two sets of fused PET/CT images very
carefully.

Use of CT Contrast Agents

Clinical CT examinations are almost routinely per-
formed with contrast enhancement to selectively in-

crease the visibility of tissues and organs for an easier
and more accurate assessment of disease and existing
alterations of the anatomy of the patient. To achieve a
diagnostic benefit in contrast-enhanced CT a number
of – frequently competing – parameters during the ap-
plication of the contrast agent must be considered [67].
The unmodified transfer of standard CT contrast pro-
tocols into the context of PET/CT has been shown to
yield CT and PET images with contrast-related arte-
facts if attenuation correction is performed based on
the acquired CT data [60]. Depending on the contrast
concentration CT-based attenuation coefficients were
overestimated by 26 % [40] up to 66 % [68]. However,
the resulting overestimation of the standardized
uptake values (SUV) in the corresponding regions on
the corrected PET was only 5 % and thus clinically
insignificant assuming the contrast materials were dis-
tributed evenly [69]. Nevertheless, the concentration of
the oral contrast agent in the colon can vary
significantly as reported by Carney et al. [70] and may
lead to a degradation of the diagnostic accuracy of the
corrected PET data. Therefore, threshold-based seg-
mentation algorithms to segment and replace contigu-
ous areas of high-density contrast enhancement on CT
images prior to the attenuation correction procedure
have been developed [40, 71]. For example, Carney 
et al. have shown that a modification can be made to
the original bi-linear scaling algorithm by Kinahan et
al. [28] to separate contrast-enhanced CT pixels from
those of bone, as shown in Fig. 8.15. Pixel enhancement
from positive oral contrast is around 200 HU at inges-
tion through the stomach, increasing to about 800 HU
in the lower GI tract as water is absorbed from the
contrast solution (Fig. 8.15a). Starting with a contrast
enhanced CT scan, cortical bone pixels are identified
with a threshold greater than 1500 HU and a region
growing algorithm used to identify all contiguous
pixels with bone content. The skeleton can then be ex-
tracted from the CT images. Contrast-enhanced pixels
are identified by applying a simple threshold at, for
example, 150 HU, well above any soft tissue value. The
CT image pixels identified as oral contrast can be set
to a tissue-equivalent value thus ensuring accurate at-
tenuation correction factors for the PET data. Since the
presence of contrast material has a negligible effect at
511 keV, the spatial redistribution of the contrast mate-
rial between the CT and PET scans during the total
imaging time does not create a problem; the aim of the
modified algorithm is to remove the effect of contrast
from the CT images and avoid incorrect scaling of con-
trast-enhanced regions. The modified algorithm can, to
a considerable extent, also reduce artefacts due to
catheters and metallic objects in the patient.
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Unlike segmentation techniques that aim at retro-
spective modifications and corrections of the mea-
sured CT-based attenuation map alternative contrast
application schemes represent a straightforward ap-
proach to avoiding artefacts from high concentrations
of positive oral (and IV) contrast agents prospectively.
Antoch et al. have presented a water-based oral con-
trast agent, resulting from previous developments for
improved MRT contrast enhancement, for PET/CT
imaging [72]. This contrast agent is based on a combi-
nation of water, 2.5% mannitol, and 0.2% of locust
bean gum and allows for good differentiation of bowel
loops from surrounding structures (Fig. 8.15b). Unlike

iodine, or barium, water-equivalent oral contrast
agents do not increase the CT attenuation and thus do
not lead to an overestimation of the PET activity in the
corrected images.

While alternative contrast materials are inadequate
for vascular enhancement, high-density artefacts from
the bolus injection of IV contrast agents [39] can be
avoided by alternative acquisition protocols [73]. For
example, diagnostic quality CT can be achieved and
focal contrast enhancement in the thoracic vein can be
avoided under the condition of the caudo-cranial (i.e.,
reverse CT scanning following a somewhat prolonged
scan delay after the administration of the IV contrast)
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Figure 88.15. Positive oral contrast agents may lead to artifacts on PET/CT images, and thus must be accounted for. For example, CT-based attenuation correc-
tion can be modified to account for positive oral contrast agents retrospectively (a). The modified algorithm applies a region-growing technique to the contrast
enhanced CT images (left) to extract the skeleton (middle). The contrast-enhanced pixels (right) can then be identified by a simple threshold at 150 HU since
after removal of the skeleton the only pixels with values above 150 HU will be those with contrast enhancement. Alternatively, a water-based oral contrast may
be used instead of the positive oral contrast (b). Acceptable distention of the bowel and artifact-free fully-diagnostic CT images of the abdomen can be
achieved with water-based oral contrast, as seen from the coronal CT (left), transverse CT (middle) and corrected PET (right).



(Fig. 8.16). A more general solution would be to acquire
only a non-enhanced CT for attenuation correction
and anatomical labelling. However, additional CT scans
with contrast enhancement might be required then for
accurate delineation of lesions, thus leading to addi-
tional patient exposure and more logistical efforts.

Metal Artefacts

High-density implants, such as dental fillings, pace-
makers, prostheses, or chemotherapy infusion ports
may lead to serious artefacts in CT images [74, 75].
These CT artefacts have been shown to propagate
through CT-based attenuation correction into the cor-
rected PET emission images where artificially in-
creased tracer uptake patterns may then be generated
[76-78]. It is therefore recommended that PET images
from PET/CT are routinely correlated with the comple-
mentary CT, and that these PET data are interpreted
with care when lesions are observed in close proximity
to artefactual structures on CT. Until robust metal arte-
fact correction algorithms [75, 79] become available
routinely in PET/CT the additional evaluation of the
emission data without CT-based attenuation correction
is also recommended [78].

Truncation Artefacts

Spiral CT technology currently offers a transverse
field-of-view of 50 cm, and thus falls short 10 cm less
than the corresponding transverse PET field-of-view
(Table 8.3). This difference may lead to truncation arte-
facts in the CT images [80] and to a systematic bias of
the recovered tracer distribution when scanning obese
patients, or when positioning patients with their arms
down (Fig. 8.7). If not corrected for truncation, CT
images appear to mask the reconstructed emission
data with the tracer distribution being only partially
recovered outside the measured CT field of view.

To reduce the amount of truncation on CT and to
minimize the frequency of these artefacts, whole-body

or thorax patients should be positioned according to
CT practice with their arms raised above their head. By
keeping the arms outside the field-of-view the amount
of scatter [80] and patient exposure are also much
reduced. Given the short acquisition times of a PET/CT
most patients tolerate to be scanned with their arms
raised for the duration of the combined exam.

A number of algorithms have been suggested to
extend the truncated CT projections and to recover the
unmeasured regions of the attenuation map in cases
where truncation is observed. If applied to the CT
images prior to CT-based attenuation correction these
correction algorithms will help to recover completely
the tracer distributions measured with the comple-
mentary emission data [81]. Further work is needed,
however, to make such algorithms routinely available
for clinical diagnostics.

Future Perspectives for PET/CT

The trend of PET/CT scanners is perhaps best illus-
trated by a design in which a 16-slice CT scanner, the
Sensation 16 (Siemens Medical Solutions, Forchheim,
Germany) is combined with the recently-announced
high-resolution, LSO PET scanner (CPS Innovations,
Knoxville, TN). The new PET scanner has unique 13 x
13 LSO block detectors each 4 mm x 4 mm in cross-
section (Fig. 8.17). The pico-3D read-out electronics,
adapted to the speed and light output of LSO, is oper-
ated with a coincidence time window of 4.5 ns and a
lower energy threshold of 425 keV. The significance 
of these high-resolution detectors is illustrated in 
Fig. 8.17 for a patient with squamous cell carcinoma of
the right tonsil. Following treatment that included a
right tonsillectomy, radical neck dissection and
chemotherapy, the patient was restaged by scanning
first on an ECAT EXACT (CPS Innovations, Knoxville,
TN) with 6.4 mm x 6.4 mm BGO detectors, and then on
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Figure 88.16. Alternative schemes of
application of IV contrasts agents are being
pursued to avoid contrast-induced artifacts on
PET/CT images while providing acceptable
image quality to the radiologists.



the high resolution PET/CT scanner. A coronal section
from the PET scan demonstrates a diffuse band of ac-
tivity in the right neck. The corresponding PET section
from the PET/CT scan (Fig. 8.17) resolves this diffuse
band into individual nodes in the neck of the patient.

The recent introduction of the fast scintillators LSO
and GSO as PET detectors has occurred at just the
right moment for PET/CT where a reduction in the
lengthy PET imaging time is essential to more closely
match that of the CT. These tomographs are aimed
primarily at high throughput with whole-body imaging
times below 30 min. While it is unlikely that whole-
body PET imaging times will be reduced to the 30-60 s
that is required for CT scanning, a scan time less than
10 min is feasible with new high-performance LSO area
detectors currently under development. Such a design
will represent a breakthrough in cancer imaging,
eliminating problems of patient movement and trun-
cated CT field-of-view, and substantially reducing
artefacts due to respiration. Throughput will increase
significantly, as will patient comfort and convenience.
New applications, such as dynamic whole-body scans

and the use of short-lived radioisotopes (e.g., 11C with a
20 min half-life) will then be within reach.

Future developments in combined PET/CT scanners
will be exciting, attaining a higher level of integration
of anatomical and functional imaging performance
than before. By fulfilling an important role, not only in
the diagnosis and staging of cancer, but in designing
and monitoring appropriate therapies, the combined
PET/CT scanner will undoubtedly have a significant
impact on patient care strategies, patient survival and
quality of life.
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9 Radiohalogens for PET Imaging*

N Scott Mason and Chester A Mathis

Introduction

The radiohalogens are particularly attractive to con-
sider as radiolabels for positron emission tomography
(PET) radiophamaceuticals. While positron-emitting
chlorine has not been utilized, there are several ra-
dioiodines and radiobromines and one radiofluorine of
great importance to PET (Table 9.1). The chemistry of
radioiodine and radiobromine are similar in many re-
spects, but the chemistry of radiofluorine (i.e.,
fluorine-18) is sufficiently unique to warrant consider-
able discussion [1]. The emphasis in this chapter is
upon fluorine-18 chemistry and 18F-labeled radiophar-
maceuticals. This is because 18F, in the form of 2-deoxy-
2-[18F]fluoro-D-glucose (FDG), has become the most
utilized PET radionuclide. Several positron-emitting
radiobromines and radioiodines are not included in
Table 9.1, as there is little literature regarding their
routine production and use in PET imaging. While 75Br
[2, 3] and 122I [4, 5] are included in Table 9.1, they are

not discussed further in this chapter. The half-life of
75Br is close to that of 18F, and its production and
purification are more complicated. The short half-life
of 122I can be an advantage for blood-flow studies, but
production constraints have required the use of a high-
energy cyclotron and this has limited its application as
well.

In general, radioiodines, radiobromines, and
fluorine-18 can react as electrophiles or nucleophiles
involving species that behave formally as positively
charged (X+) or negatively charged (X–) ions, respec-
tively (Figs. 9.1 and 9.2). As the names imply, elec-
trophiles are electron-deficient species that seek
electron-rich reactants such as carbon atoms with high
local electron densities, and nucleophiles are electron-
rich species that seek electron-deficient reactants [6].
While free-radical radiohalogen labeling reactions
have been utilized, they tend to be disfavored for PET
radiolabeling applications as a result of the difficulty in
controlling the regioselectivity of this type of reaction.
In contrast, electrophilic and nucleophilic radioiodina-
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Table 99.1. Cyclotron-produced PET radiohalogens

Radionuclide Half-life Decay Modes (%) Max. β+ Energy (MeV) Production Reactions

18F 109.8 min β+ (97) EC (3) 0.635 18O(p,n)18F
20Ne(d,α)18F

76Br 16.1 h β+ (57) EC (43) 3.98 75As(3He,2n)76Br
76Se(p,n)76Br

75Br 98 min β+ (76) EC (24) 1.74 75As(3He,3n)75Br
78Kr(p,α)75Br

124I 4.2 d β+ (25) EC (75) 2.13 124Te(p,n)124I
124Te(d,2n)124I

122I 3.6 min β+ (77) EC (23) 3.12 127I(p,6n)122Xe/122I

* Chapter reproduced from Valk PE, Bailey DL, Townsend DW, Maisey MN. Positron Emission Tomography: Basic Science and
Clinical Practice. Springer-Verlag London Ltd 2003, 217–236.



tions and radiobrominations are more readily con-
trolled and can be regiospecific in many cases. While
nucleophilic reactions involving [18F]fluoride can be
regiospecific as well, electrophilic [18F]fluorine is very
reactive, and its reactions are more difficult to control.
Electrophilic fluorinations require special methods, ra-
diolabeling precursors, and “taming” reagents that are
described in this chapter.

Radiohalogen Production

Cyclotrons for PET Radionuclide
Production

Cyclotrons have been utilized for the production of
medical radionuclides since the 1930s, and cyclotron

acceleration of charged particles remains the preferred
method to produce short-lived positron-emitting ra-
dionuclides. While a variety of different size and
energy cyclotrons have been employed for these pur-
poses over the past 70 years, the brief discussion pre-
sented here will be limited to an overview of the most
common PET cyclotrons in operation (Table 9.2). More
complete discussions of cyclotrons that produce ra-
dionuclides can be found in several reviews [7–9]. Over
the past ten years, most PET radionuclide production
sites have installed one of two types of cyclotrons. In
many academic medical settings and dedicated 18F-
production sites (particularly in the USA), the type of
cyclotron most commonly in use is a single-particle
cyclotron that produces protons with kinetic energies
of about 11 MeV. This type of cyclotron allows access to
the four most commonly utilized PET radionuclides
(fluorine-18, carbon-11, nitrogen-13, and oxygen-15).
Improvements in targetry design and increases in
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available beam currents have made these machines
capable of producing multi-Curie (>74 GBq) quantities
of the four common PET radionuclides. Low-energy,
proton-only cyclotrons are commercially available
from several suppliers, and many are available as self-
shielded models. This feature helps to simplify site
selection in existing building space.

The second most utilized cyclotrons (particularly in
larger research-oriented facilities) are dual particle
(proton (p) and deuteron (d)) 18 MeV accelerators.
These machines can produce usable quantities of other
PET radionuclides, such as 76Br, 124I, and 64Cu, in addi-
tion to the four common PET radionuclides mentioned
above. These cyclotrons also utilize less expensive, nat-
urally abundant [14N]nitrogen to produce [15O]oxygen.

Production of Fluorine-18

The most common method utilized to produce nucle-
ophilic [18F]fluoride is the 18O(p,n)18F nuclear reaction
(indicating the reaction of an accelerated proton (p)
with oxygen-18 to produce a neutron (n) and fluorine-
18). The oxygen-18 target material most frequently
consists of highly enriched [18O]water [10–12], but
[18O]oxygen gas has been used successfully for this
purpose as well [13]. Multi-Curie (>74 GBq) quantities
of high-specific-activity [18F]fluoride can be produced
in a few hours using 11 MeV protons to irradiate
[18O]water targets. In addition, the separation and re-
covery of [18O]water target material from [18F]fluoride
is possible [14–16]. While the theoretical specific activ-
ity of carrier-free 18F is 1.7 × 106 Ci/mmol (6.3 × 107

GBq/mmol), the no-carrier-added specific activity of
[18F]fluoride produced from [18O]water targets has
been in the range of about 1 × 104 Ci/mmol (3.7 × 105

GBq/mmol). Other nuclear reaction pathways such 

as 16O(3He,p)18F, 16O(4He,pn)18F, and [6Li(n,α)3H,
16O(3H,n)18F] have been utilized in the past [17–21] but
are not the current method of choice.

Two processes are currently employed to generate
electrophilic [18F]fluorine gas ([18F]F2). One method
utilizes deuteron bombardment of neon-20 gas target
material to produce 18F by the 20Ne(d,α)18F reaction. A
passivated nickel target (NiF) is loaded with 0.1%
(cold) F2 in neon-20 and irradiated with 8–18 MeV
deuterons. This method produces relatively low specific
activity [18F]F2 (~12 Ci/mmol or ~444 GBq/mmol)
[22], dependent upon total mass of added carrier F2.
The “double-shoot” method also uses a passivated
nickel target; however, the target is loaded with
[18O]oxygen gas. Proton irradiation of the target leads
to adherence of radioactive 18F species on the target
walls. Upon cryogenic removal of the [18O]oxygen from
the target, (cold) fluorine (1.0%; 30–70 μmol) diluted
in a suitable inert carrier gas (for example, argon) is
added to the target. A second short irradiation leads to
the interaction of the carrier fluorine and surface-
bound 18F to yield recoverable [18F]F2 [23,24]. Both of
these methods produce relatively low yields of [18F]F2

(<1 Ci or <37 GBq), and the specific activity of
[18F]F2 is low compared to that achievable using
[18O]water/[18F]fluoride target technology.

In general, electrophilic 18F-fluorination reactions
have resulted in low-specific-activity products 
(<1 GBq/μmol). A multi-step method used to 
produce considerably higher-specific-activity [18F]F2

(>50 GBq/μmol) is worthy of note. This method
utilized the (p,n) reaction on [18O]water as the starting
point, as opposed to deuteron irradiation of neon-20 or
proton irradiation of [18O]oxygen gas [24]. Standard
proton irradiation of an [18O]water target to yield
[18F]fluoride was followed by azeotropic drying of the
Kryptofix [2.2.2]®/potassium carbonate/[18F]fluoride
mixture. The reactive [18F]fluoride was then reacted
with methyl iodide in anhydrous acetonitrile to yield
methyl [18F]fluoride, which was isolated by gas chro-
matography and trapped at liquid nitrogen tempera-
tures. The purified methyl [18F]fluoride was then
passed through a discharge chamber operating at
20–30 kV and 280 μA, and small amounts of
F2 (150 nmoles) and neon carrier gases were added 
to yield [18F]F2 (7.5 GBq [18F]F2 from 37 GBq
[18F]fluoride). This [18F]fluoride-to-[18F]fluorine
conversion process offers the option of obtaining high-
specific-activity [18F]F2 where the use of standard
electrophilic [18F]fluorine targetry would lead to un-
acceptably low specific activity products and/or nucle-
ophilic radiolabeling methods utilizing [18F]fluoride
are not practical.
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Table 99.2. Cyclotron manufacturers and some currently available products

Company Model Maximum Energy of  Self-Shielded
Protons(p) and 
Deuterons (d)

CTI RDS 111 11 MeV (p) Yes
EBCO TR19 13-19 MeV (p) Option

9 MeV (d) optional
GE PETtrace 16.5 MeV (p) Option

8.4 MeV (d)
GE MINItrace 9.6 MeV (p) Yes
IBA Cyclone 10/5 10 MeV (p) No

5 MeV (d)
IBA Cyclone 18/5 18 MeV (p) No

5 MeV (d)



Production of 76Br

Bromine-76 has been produced by the irradiation of
natural arsenic with a beam of 30 MeV helium-3 ions
via the 75As(3He,2n)76Br reaction [26,27]. Following
irradiation, the solid target was dissolved in sulfuric
acid and treated with chromic acid. Radioactive
bromine was distilled into an ammonia solution using
a stream of nitrogen, and the resultant ammonium
[76Br]bromide was dried and used as a source 
of [76Br]bromide for subsequent reactions (either
nucleophilic or electrophilic following oxidation).
Another method of bromine-76 production utilized
[76Se]selenium-enriched (96%) Cu2Se as the target ma-
terial [28]. Irradiation with 17 MeV protons produced
[76Br]bromine, which was separated from the solid
target by thermal diffusion. Lower energy, 11 MeV
cyclotrons have also been utilized to produce
[76Br]bromide, but to date the yields have been low
[29]. Bromine-76 has a more complex decay scheme
than fluorine-18, and only about 57% of its transitions
result in positron emission (Table 9.1). The positron
emitted from 76Br has a considerably higher kinetic
energy than that from 18F, resulting in higher patient
dose per positron emission and lower imaging 
resolution.

Production of 124I

Iodine-124 has been produced by the irradiation of
96% enriched [124Te]tellurium (IV) oxide with 15 MeV
deuterons via the 124Te(d,2n)124I nuclear reaction
[30–32]. Iodine-124 has also been produced by the irra-
diation of enriched [124Te]tellurium (IV) oxide with
15 MeV protons via the 124Te(p,n)124I nuclear reaction
[33]. Some work has been performed utilizing lower
energy 11 MeV proton cyclotrons to produce
[124I]iodide [29,34,35], but the yields have been rela-
tively low. While 124I has a relatively long half-life (4.2
days), there are problems associated with its use. Like
76Br, 124I has a complex decay scheme with only about
25% of its transitions resulting in positron emission,
and the emitted positron has a relatively high energy
compared to positrons from 18F (Table 9.1). In addi-
tion, several high-energy gamma rays of nuclear origin
are emitted along with the positron. Despite these com-
plications, 124I has been used successfully to label PET
radiopharmaceuticals because its long half-life pro-
vides advantages over 18F for imaging slow pharmaco-
kinetic processes in vivo. In addition, it is possible to
achieve relatively high-specific-activity products using
electrophilic radiolabeling methods with 124I.

18F Radiochemistry

Nucleophilic reactions with [18F]fluoride
(high specific activity)

The majority of PET radiohalogenations reported in
the literature are nucleophilic fluorinations utilizing
[18F]fluoride. The reasons for this include the availabil-
ity of high amounts of [18F]fluoride from low- and
medium-energy proton-only cyclotrons utilizing
[18O]water target material and the generally higher
specific activities achievable using [18F]fluoride. A
variety of chemical reaction types are amenable to ra-
diolabeling using [18F]fluoride. These can be divided
into two principal catagories: SN2-type (substitution
nucleophilic bimolecular) reactions with substrates
containing leaving groups such as halides or alkyl sul-
fonate esters, and aromatic nucleophilic substitution
reactions utilizing activated aromatic systems with
leaving groups such as nitro or trimethylammonium.

Radiofluorination via SN2 Reactions

In SN2-type reactions [6], nucleophiles attack the sub-
strates at 180º opposite to the leaving groups resulting
in configurational inversion at the carbon center fol-
lowing substitution (Fig. 9.1). From a kinetic view-
point, the reaction rates are largely determined by the
structures of both the substrates and nucleophiles.
Substrates containing bulky substituents near the reac-
tion center or poor leaving groups for substitution gen-
erally decrease the reaction rate. Nucleophiles react
with substrates as a function of their electron-donat-
ing ability, and the fluoride anion is a poor nucleophile.
As a result, it has only been within the past 15 years
that radiochemists have been able to successfully
produce a wide variety of radiofluorinated compounds
for PET imaging utilizing this type of reaction.

For SN2-type reactions, the best leaving groups are
the weakest bases, which is consistent with the princi-
ple that independently stable species make better
leaving groups. Of the halides, iodide is the best leaving
group and fluoride the worst. The conversion of an
alcohol to a sulfonic ester is a useful way to generate a
good leaving group. The triflate, tosylate, brosylate, no-
sylate, and mesylate groups are all better leaving
groups than halides. Leaving groups that have been uti-
lized the most for nucleophilic radiofluorination reac-
tions include triflate, tosylate, mesylate, bromide, and
iodide [1].
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SN2-type radiofluorination reactions generally take
place under basic or neutral conditions, as these condi-
tions promote the presence of good nucleophiles
(which are often strong bases). The effects of solvents
on SN2-type reactions are variable and depend upon
the charge dispersal of the reactants and subsequent
transition state. An assortment of solvents have sup-
ported high-yield radiofluorination reactions, and the
solubility of the reactants appears to have played a
larger role in solvent choice than their effects on reac-
tion rates. The most common solvent choices (although
by no means the only) are dipolar aprotic solvents in
which both the alkali metal [18F]fluoride salts (for
example, K[18F] or Cs[18F]) and the organic radiolabel-
ing precursors generally show good solubility.

An important point in the general discussion of SN2-
type radiofluorinations regards the propensity of
fluoride to form tight ion pairs with metal cations.
Non-bound or non-coordinated nucleophiles are more
reactive. Cryptands and polyaminoethers have been
used to coordinate alkali metal cations, for example the
potassium ion of K[18F]. This allows the [18F]fluoride
anion to be less tightly paired with the cation (termed
the “naked ion” effect) and subsequently more reactive
[36]. Crown ethers, particularly 18-crown-6, have been
used with K[18F] to increase solubility and promote the
nucleophilicity of [18F]fluoride. Aminopolyethers (such
as Kryptofix [2.2.2]®) have also been used with excel-
lent results in a variety of aliphatic nucleophilic
[18F]fluoride substitution reactions [37–39] Cesium
and rubidium fluoride salts have been used as radiola-
beling sources of reactive [18F]fluoride employing the
concept that larger mono-valent cations bind less
tightly to [18F]fluoride [40,41]. A variety of tetraalky-
lammonium [18F]fluoride salts have been used widely
in nucleophilic labeling reactions [42]. These salts are
very soluble in a variety of organic solvents ranging
from nonpolar to dipolar aprotic.

The use of alkyl halides as [18F]fluoride radiolabel-
ing substrates has been viewed as attractive for a
variety of compounds, particularly the simple di-
halogen substituted alkanes. This approach has been
used to produce 18F-radiolabelled synthons such as 1-
[18F]fluoro-3-bromopropane (Fig. 9.3), which was then
used to radiolabel [18F]β-CFT-FP (radiochemical yield
2–3% decay-corrected to EOB) for use as a dopamine
transporter radioligand [43]. Other synthons used in
this manner include 1-[18F]fluoro-2-bromoethane and
1-[18F]fluoro-3-iodopropane [44–46].

Another example of the use of a halogen as the
leaving group (Fig. 9.4) made use of an iodo group
located adjacent to a carbonyl to incorporate
[18F]fluoride into 21-[18F]fluoropregnenolone in a ra-
diochemical yield of 20% [47].

Nucleophilic substitution with [18F]fluoride is 
also possible using benzylic halides as starting
materials (Fig. 9.5), as evidenced by the synthesis of
3β-(4-[18F]fluoromethylphenyl)- and 3β-(2-[18F]fluoro-
methylphenyl) tropane-2β-carboxylic acid methyl
esters for use as a dopamine transporter system radio-
ligand [48]. The phenyltropane analog was obtained in
22% radiochemical yield (decay corrected to EOB),
with chemical and radiochemical purities >99% of
specific activities ranging from 2–5 Ci/μmol.

In those cases where an alkyl alcohol is available,
subsequent activation by the formation of the corre-
sponding alkyl sulfonate ester derivative (tosylate,
mesylate, triflate, 1,2-cyclic sulfate) has proven to 
be extremely useful in the preparation of alkyl
[18F]fluorides. This reaction is general in scope and has
been used to synthesize a variety of complex radio-
ligands containing primary and secondary
[18F]fluorides. In a manner analogous to that of the di-
substituted haloalkanes, the displacement of mesylate
[49,50], tosylate [51], and triflate groups [52] led to the
synthesis of substituted ω-[18F]fluoroalkyl synthons.
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For example, the reaction of 3-bromopropyl triflate
with [18F]fluoride produced 1-[18F]fluoro-3-bromo-
propane [53].

The synthesis of 1-amino-3-[18F]fluorocyclobutane-
1-carboxylic acid provides an example of a nucle-
ophilic substitution reaction with [18F]fluoride
utilizing a triflate derivative, prepared from the corre-
sponding alcohol, as the radiofluorination substrate
[54]. This unnatural, non-metabolized amino acid 
(Fig. 9.6) was used to visualize malignant tumors and
was produced in 12% radiochemical yield with a
specific activity >1.5 Ci/μmol (>55 GBq/μmol).

The high-affinity dopamine D2 receptor antagonist,
[18F]fallypride (Fig. 9.7), was synthesized by a nucle-
ophilic [18F]fluoride substitution reaction on the cor-
responding tosylate in about 20% radiochemical yield
at EOS [55].

Another example of the use of the tosylate leaving
group to incorporate [18F]fluoride was the synthesis of
9-(4-[18F]fluoro-3-hydroxymethylbutyl)guanine
([18F]FHBG) [56]. [18F]FHBG (Fig. 9.8) was developed
as a potential PET imaging agent to assess gene
therapy. The masking of other reaction sites on the
precursor molecule using trityl protection illustrates
the ability to incorporate protecting group methodol-
ogy into radiosynthetic strategies as a result of both
the relatively long half-life of 18F and the chemical sta-
bility of the alkyl [18F]fluorides (see also the radiosyn-
thesis of FDG). [18F]FHBG was prepared in 8–22%
radiochemical yield (decay corrected to EOB) with
specific activities > 450 mCi/μmol (16.7 GBq/μmol).

In some instances, the activated leaving group used
to incorporate [18F]fluoride can also act as a protecting
group for other functionalities present in the substrate.
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This was the case for 3-O-methoxymethyl-16β,17β-O-
epiestriol cyclic sulfone (Fig. 9.9), used as the precursor
for the synthesis of 16α-[18F]fluoroestradiol [57]. In
this example, the cyclic sulfone acted as a protecting
group for the 17β-hydroxyl functionality as well as ac-
tivating nucleophilic displacement by [18F]fluoride at
C-16. The axial methyl group at C-19 prevented attack
from the β-face of the D-ring, and there was no evi-
dence of displacement reactions at the C-17 position.
16α-[18F]fluoroestradiol was prepared in 30–45%
radiochemical yield (decay corrected to EOB) with
specific activities reported to be > 1 Ci/μmol
(3.7 GBq/μmol).

Another example of a dual-mode leaving and
protecting group can be found in the utilization of
2,3′-anhydro-5′-O-(4,4′-dimethoxytrityl)thymidine to
produce 3′-deoxy-3′-[18F]fluorothymidine (FLT) (Fig.
9.10) for use as a cellular proliferation marker in a
decay-corrected radiochemical yield of approximately

14% [58,59]. The 2,3′-anhydro structure not only acts
as the leaving group for nucleophilic radiofluorination,
but also serves as a protecting group for the 3-N-
position of the pyrimidine ring.

The most frequently used PET radiopharmaceutical,
2-deoxy-2-[18F]fluoro-D-glucose (FDG), is currently
produced utilizing [18F]fluoride-for-alkyl sulfonate
ester radiolabeling methodology (Fig. 9.11). The in-
crease in demand for FDG has led to significant effort
directed towards the development of routine produc-
tion methods as well as the design and construction of
remote, automated systems dedicated to the synthesis
of FDG.

FDG is presently synthesized using modifications of
the method developed at the Julich PET Centre [37]. In
the original method, aqueous [18F]fluoride was added
to a solution consisting of Kryptofix [2.2.2]® and
potassium carbonate dissolved in aqueous acetonitrile.
The residual water was removed by repeated azeotropic
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distillations using anhydrous acetonitrile and a stream
of nitrogen. The triflate precursor (1,3,4,6-tetra-O-
acetyl-2-O-trifluoromethanesulfonyl-β-D-mannopyra-
nose) was dissolved in acetonitrile and added to the
dried [18F]fluoride. The reaction mixture was heated to
reflux for five minutes. The resultant solution was
passed through a C18 Sep-Pak® cartridge. The residual
aminopolyether was removed by washing the C18 Sep-
Pak® with 0.1 M hydrochloric acid. The radiolabeled
acetylated carbohydrates were eluted into a second re-
action vessel using tetrahydrofuran, and the ether was
removed. Aqueous hydrochloric acid was added to the
acetyl-protected intermediate (2-deoxy-2-[18F]fluoro-
1,3,4,6-tetra-O-acetyl-β-D-glucopyrranose), and the
solution was heated at 130 ºC for 15 minutes. The
product was purified by passage through an ion-retar-
dation resin followed by an alumina column. The
method was utilized as the basis of a computer-con-
trolled automated synthesizer for the routine produc-
tion of FDG [60]. Further modifications of the Julich
methodology have led to the development of “one-pot”
syntheses for the production of FDG. These
modifications include the substitution of tetramethy-
lammonium carbonate for Kryptofix [2.2.2]®/potas-
sium carbonate as the phase-transfer reagent and
subsequent elimination of the C18 Sep-Pak® cartridge-
purification step. As a result of these modifications, the
acidic hydrolysis was performed in the same reaction
vessel. The reported radiochemical yield was 52% at
the end-of-synthesis (EOS) with a total synthesis time
of 48 minutes [61]. A similar “one-pot” modification
was reported that retained Kryptofix [2.2.2]® as the
phase-transfer reagent. Several Sep-Pak® cartridges
were added to the system to remove unwanted
Kryptofix [2.2.2]® and to prevent [18F]fluoride break-
through. These modifications provided a radiochemi-
cal yield of 65–70% decay-corrected to the
end-of-bombardment (EOB) in a total synthesis time
of approximately 50 minutes [62].

Toxicity concerns associated with Kryptofix [2.2.2]®
( LD50 35 mg/kg in rats) have prompted the use of other
phase-transfer agents, such as tetrabutylammonium
hydroxide or tetrabutylammonium bicarbonate. This

modification has been incorporated into a commer-
cially available synthesizer produced by Nuclear
Interface, Inc. The Nuclear Interface module is flexible
in that it can utilize either tetrabutylammonium bicar-
bonate or Kryptofix [2.2.2]® as the phase-transfer
reagent. In addition, the module can perform the hy-
drolysis of the radiolabeled intermediate, 2-deoxy-2-
[18F]fluoro-1,3,4,6-tetra-O-acetyl-β-D-glucopyrranose,
under either acidic or basic (KOH) conditions. The
module completes the radiosynthesis in less than thirty
minutes with a reported radiochemical yield of ap-
proximately 60% at EOS.

Another variation of the FDG radiolabeling scheme
used an immobilized quaternary 4-aminopyridinium
resin to isolate [18F]fluoride and subsequently incorpo-
rate it into the 18F-labelled intermediate [63,64]. The
[18F]fluoride solution was passed across the resin
column where [18F]fluoride was trapped, and the bulk
of the enriched [18O]water was recovered downstream.
The resin-bound [18F]fluoride was dried by passing an-
hydrous acetonitrile across the resin column while
heating the column to approximately 100 ºC. A solution
of the mannose triflate precursor in anhydrous ace-
tonitrile was then passed over the heated resin column
in either a slow single-pass or a reciprocating flow
across the resin column. The solution containing the
radiolabeled intermediate was then transferred to a hy-
drolysis vessel where the acetonitrile was removed.
Following acid hydrolysis, FDG was purified in a
manner analogous to the original method described
above. The resin methodology formed the basis of a
commercially available synthesis unit (PETtrace FDG
MicroLab™, GE Medical Systems). This unit utilizes a
disposable cassette system for the reaction column as
well as disposable transfer and addition lines that facil-
itate its set-up. Solid-phase support methodology that
incorporates basic hydrolysis of the radiolabeled inter-
mediate [65,66] has been implemented in the FDG syn-
thesizer marketed by Coincidence Technologies, Inc.
The use of base decreased hydrolysis times to two
minutes at room temperature and resulted in no
epimerization. In addition, there are commercially
available pre-packaged reagent vials and pre-sterilized
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tubing systems for this automated synthesis module.
The module is equipped with a programmable logic
controller that regulates the synthesis process. As a
result, the system can be operated without a computer
controller. The development of high-yield [18O]water
targets for the production of [18F]fluoride, the capabil-
ity of current generation cyclotrons to perform dual-
target irradiations at relatively high beam currents, and
the availability of efficient automated synthesis
modules to produce FDG has made possible the pro-
duction of multi-Curie (>74 GBq) amounts of FDG in a
single cyclotron production run. This capability has
significantly increased the utilization of FDG and has
led to the growth of regional FDG production facilities
that can supply a multitude of off-site users.

Radiofluorination via Aromatic
Nucleophilic Substitution Reactions

While alkyl [18F]fluoride derivatives have seen frequent
utilization in PET radiopharmaceuticals as noted
above, significant effort also has been invested in radi-
olabeling methods to incorporate [18F]fluoride into
aromatic systems. These efforts include radiofluorina-
tion methods to incorporate [18F]fluoride directly onto
the aromatic ring as well as into prosthetic groups con-
taining aromatic rings. Aromatic nucleophilic substitu-
tions include:

(i) reactions in which the leaving group is activated
by the presence of electron-withdrawing groups
ortho and/or para to the leaving group;

(ii) reactions catalyzed by strong bases that proceed
through an aryne (triple bond) intermediate; and

(iii) reactions in which the nitrogen of a diazonium salt
is replaced by the nucleophile.

The first two examples can be classified as SNAr reac-
tions, but the third example is an SN1-type reaction.
The first class of reaction is by far the most commonly
used for aromatic radiofluorinations, wherein a leaving
group is activated by the presence of ortho and/or para
electron-withdrawing groups on the aromatic ring. An

approximate ranking of common substituents in 
order of decreasing activation ability includes:
NO2>CF3>CN>CHO>COR>COOR>COOH>Br>I>F>
Me>NMe2>OH>NH2 [1,67]. The leaving group will also
have an effect on the reaction rate. The following list 
is an approximate order of leaving group ability 
in aromatic nucleophilic substitution reactions:
NMe3

+>NO2>CN>F>Cl,Br,I>OAr>OR>SR>NH2.
There have been attempts to correlate the radiochemi-
cal yields in nucleophilic radiofluorination reactions
with the C-13 NMR chemical shifts of the correspond-
ing fluoro-, nitro-, and trialkylammonium-substituted
aryl aldehydes, ketones, and nitriles. While good agree-
ment was found for the displacement of the substituted
fluoro and nitro groups, the trialkylammonium group
did not show the same correlation pattern [68,69].

The radiosynthesis of [18F]altanserin, a serotonin 5-
HT2A receptor ligand, utilized the corresponding aro-
matic nitro precursor in the nucleophilic substitution
reaction with potassium [18F]fluoride in the presence
of potassium carbonate and Kryptofix [2.2.2]® and il-
lustrates activation of the nitro group by a carbonyl
group situated para to the leaving group (Fig. 9.12).
The decay-corrected radiochemical yield was reported
to be 20% [70].

As a result of the relatively long half-life of 18F, there
are several examples of multi-step radiosynthetic path-
ways where the radionuclide is incorporated very early
in the process. An example of a multi-step radiosyn-
thetic pathway is the no-carrier added synthesis of 6-
[18F]fluoro-L-DOPA [71]. In this case, [18F]fluoride was
used as the radiofluorinating agent in the preparation
of 3,4-dimethoxy-2-[18F]fluorobenzaldehyde from the
corresponding nitro-substituted compound (Fig. 9.13).
The resultant 18F-labeled product was then reacted in a
enantiomerically pure variant of the 2-phenyl-5-oxa-
zolone procedure to yield 18F-labeled α,β-didehydro
derivatives. Following enatioselective reduction and
deprotection, 6-[18F]fluoro-L-DOPA was isolated in 3%
decay-corrected radiochemical yield with an enan-
tiomeric excess >90%.

There are many examples of the use of aryl trialky-
lammonium salts as alternatives to nitro-substituted
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aryl precursors. Aryl trialkylammonium salts tend to
be more reactive and require milder conditions 
for [18F]fluoride incorporation. An example of this type
of SNAr reaction is the radiosynthesis of
4-[18F]fluorobenzyl iodide (Fig. 9.14) [41]. 4-Trimethyl-
ammoniumbenzaldehyde trifluoromethanesulfonate in
aqueous dimethyl sulfoxide was reacted with Cs[18F].
The resultant substituted [18F]fluorobenzaldehyde was
reduced to the benzyl alcohol followed by treatment
with hydriodic acid to yield 4-[18F]fluorobenzyl iodide
in approximately 25% yield (EOS). This prosthetic
group is amenable to incorporation into a variety of
radiopharmaceuticals, including (+)-N-(4-[18F]fluoro-
benzyl)-2β-propanoyl-3β-(4-chlorophenyl)tropane
[72].

The synthesis of [18F]norchlorofluoroepibatidine
provides an example of the use of [18F]fluoride with
trialkylammonium salts as the leaving group from a
heteroaromatic ring [73]. Using the tert-BOC-pro-
tected epibatidine derivative with trimethylammonium
iodide as the leaving group, the desired 18F-labeled
compound was prepared in 70% radiochemical yield
(Fig. 9.15). Subsequent deprotection and N-methyla-
tion afforded overall radiochemical yields of 45–55%
for [18F]N-methyl-norchlorofluoroepibatidine with a
specific activity of 2–6 Ci/μmol at EOS.

An 18F-radiolabeled prosthetic group approach
similar to the use of [18F]fluorobenzyl iodide has been
used to label oligonucleotides [74]. In this case, the
desired prosthetic group, N-(4-[18F]fluorobenzyl)-2-
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bromoacetamide, was produced in a three-step syn-
thesis that began with the nucleophilic aromatic
radiofluorination of trimethylammonium benzoni-
trile triflate. The resultant 4-[18F]benzonitrile was
reduced to provide the radiolabeled benzyl amine,
which was allowed to react with bromoacetyl bromide
to yield the desired prosthetic group (Fig. 9.16). The
radiochemical yield was approximately 12% and the
specific activity of the resultant labeled oligonu-
cleotide was 1 Ci/μmol (3.7 GBq/μmol) at EOS.
Similar approaches have been reported by other
groups utilizing N-succinimidyl-4-[18F]fluoroben-
zoate [75] as well as a solid-phase based approach
using 4-[18F]fluorobenzoic acid [76].

Other Nucleophilic [18F]Fluorination
Reactions

A classic method for the synthesis of aromatic
fluorides, known as the Balz–Schiemann reaction, in-
volves the thermal decomposition of aryl diazonium

tetrafluoroborate salts (Fig. 9.17). While this method-
ology has been applied to the production of aryl
[18F]fluorides, it suffers several drawbacks [1]. The use
of [18F]BF4

– as the counter anion results in low radio-
chemical yields as well as low specific activity 
products.

There has been little utilization of this methodology
for the synthesis of more complex radiofluorinated
compounds. It should be noted that this reaction could
allow the incorporation of [18F]fluoride into an aro-
matic ring that is not activated to nucleophilic substi-
tution reactions.
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Electrophilic Reactions with 18F+ (Low
Specific Activity)

Fluorine is the most electronegative of all the elements.
Fluorine exists as a colorless to pale yellow corrosive
gas (F2) that reacts with many organic and inorganic
substances. Fluorine is a powerful oxidizing agent and
attacks both quartz and glass, making its handling
problematic. The use of fluorine gas as a carrier in the
production of [18F]F2 leads to several orders of magni-
tude lower-specific-activity reaction products com-
pared to methods using no-carrier added [18F]fluoride
obtained from [18O]water targets.

Early synthetic methods for the production of FDG
were based on electrophilic radiofluorination chem-
istry (Fig. 9.18). The reaction of [18F]F2 with 3,4,6-tri-
O-acetyl glucal in fluorotrichloromethane (Freon-11)
was the first synthetic method employed for this im-
portant PET radiopharmaceutical [77,78]. One disad-
vantage of this method, due to the highly reactive
nature of F2, was the production of the protected
fluoromannopyrranosyl leading to the undesired 2-
deoxy-2-[18F]fluoro-D-mannose (FDM) derivative (Fig.
9.18). The use of an alternative fluorinating agent,
acetyl [18F]hypofluorite, was proposed as a method for
the routine production of FDG [79,80]. The use of

acetyl [18F]hypofluorite resulted in the regioselective
(95%) synthesis of the desired glucose configuration
under optimal reaction conditions. However, non-
optimal conditions led to the production of undesired
FDM in high yield [81]. In addition to this problem,
electrophilic methods using [18F]F2 to produce mono-
fluorinated products also suffer from the loss of 50%
of the radioactivity. The development of high-yield
[18F]fluoride targets and stereospecific nucleophilic
radiofluorination chemistries have replaced elec-
trophilic methods for the production of FDG.

One example of a direct electrophilic radiofluorina-
tion of an activated aromatic substrate is the synthesis
of a series of purine derivatives that have shown
promise for PET imaging of a reporter system to assess
viral gene therapy [82]. Earlier work demonstrated the
capability of direct incorporation of fluorine into the
C-8 position of a series of substituted purine deriva-
tives [83,84]. The analogous radiofluorinations (Fig.
9.19) using [18F]F2 led to the production of 8-
[18F]fluoroganciclovir, 8-[18F]fluoropenciclovir, 8-
[18F]fluoroacyclovir, and 8-[18F]fluoroguanosine. While
this method does not require the use of protecting
groups, the radiochemical yields were low (0.9–1.2%
decay-corrected to EOB). Nevertheless, sufficient mate-
rial was produced to allow for the utilization of these
[18F]fluoropurine derivatives in animal studies [85].
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The direct electrophilic fluorination of aromatic
rings has been accomplished using a variety of
18F-radiolabeled electrophilic fluorinating agents
including [18F]F2, xenon [18F]difluoride, and acetyl
[18F]hypofluorite. These types of radiofluorinations are
not generally regioselective. As an example, the reac-
tion of 3,4-dihydroxyphenylalanine with [18F]F2 using
liquid hydrogen fluoride as a solvent (Fig. 9.20) yielded
2-, 5-, and 6-[18F]fluoro-L-DOPA in the ratio of 35:5:59,
respectively [86].

The lack of regiospecificity in direct electrophilic
radiofluorination reactions has resulted in the in-
creased use of demetallation reactions. Regioselective
demetallations have been used to great advantage with
[18F]F2. Examples can be found in the literature for the
use of aryl tin, mercury, silicon, selenium, and germa-
nium compounds as substrates for radiofluorinations
using [18F]F2. This type of reaction has been utilized to
produce 6-[18F]fluoro-L-DOPA [87,88]. The most
common precursor is an aryl substituted trialkyl tin
derivative (Fig. 9.21). The decay-corrected radiochemi-
cal yield was reported to be 29–37% using a protected
trialkyl tin derivative with trifluorochloromethane as
the reaction solvent, followed by acidic removal of the

phenol and amino acid protecting groups. This
methodology has been utilized for the automated pro-
duction of 6-[18F]fluoro-L-DOPA using a commercially
available computer-controlled synthesis apparatus
(Nuclear Interface, Inc.).

Another example of electrophilic regioselective
fluorodemetallation is the radiosynthesis of [18F]WIN
35,428 ([18F]β-CFT) [89]. In this case, [18F]β-CFT was
prepared by the electrophilic radiofluorination of 2β-
carbomethoxy-3β-(4-trimethylstannylphenyl)tropane
using acetyl [18F]hypofluorite as the fluorination agent
(Fig. 9.22) with a specific activity of 18–25 GBq/mmol
and a yield of 0.9–2.0%.

In a manner analogous to the other halogens,
fluorine will add to double bonds (Fig. 9.23). The ra-
diosynthesis of [18F]2-(2-nitro-1[H]-imidazol-1-yl)-N-
(2,2,3,3,3-pentafluoropropyl)-acetamide ([18F]EF5), a
radiotracer used to assess tissue hypoxia, took advan-
tage of this reactivity by using [18F]F2 in trifluoroacetic
acid to radiofluorinate the perfluoro alkene in 10–15%
radiochemical yield [90].

The synthesis of 5-[18F]fluoro-2′-deoxyuridine (Fig.
9.24) is another example of the addition of fluorine to
double bonds. In this case, the formal addition of
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“fluorine acetate” to the 5,6-double bond led to an in-
termediate, which upon base catalyzed elimination of
acetic acid yielded the target molecule in a radiochem-
ical yield of 15–25% [91].

Electrophilic fluorination of carbanions using
fluorinating agents such as perchloryl[18F]fluoride,
N-[18F]fluoro-N-alkylsulfonamides, N-[18F]fluoropyri-
dinium triflate has seen some utilization. A series of
N-[18F]fluoro-N-alkyl sulfonamides have been
synthesized using [18F]F2 and shown to be suitable
for use in radiolabeling a variety of structurally
simple aryl lithium and aryl Grignard reagents [92].
However, the methodology has not been widely
utilized to radiolabel more complicated target
compounds.

Radiobromine and Radioiodine for PET

Fluorine-18 is not the only radiohalogen that has
shown utility in the synthesis of PET radiopharmaceu-
ticals. While there are no useful positron-emitting ra-
dionuclides of chlorine or astatine, there are useful

positron-emitting radionuclides of both bromine (76Br)
and iodine (124I). These radionuclides have suitable
half-lives (76Br t1–2

= 16.1 hours and 124I t1–2
= 4.2 days) for

use in PET studies and can be produced in sufficient
quantities to foster the development of a variety of
radiopharmaceuticals.

Over the past 40 years, a great deal of radiochemistry
effort has been devoted to methods for attaching single
photon- and beta-emitting radioiodines, such as 125I,
131I, and 123I, onto large and small molecules for in vitro
and in vivo experimental uses [94–98]. These radiola-
beling methods are also applicable to positron-emit-
ting radioiodines, such as 124I, and to a large extent to
radiobromines as well [99–102].

As with most halogen chemistry, [76Br]bromide can
be used either as a source of nucleophilic bromide or
as a source of electrophilic bromine upon oxidation.
[76Br]β-CBT, a dopamine transporter radioligand (Fig.
9.25), has been radiolabeled using both nucleophilic
and electrophilic radiobromination chemistry [103].

A variety of dopamine receptor ligands have been
labeled using bromine-76 including [76Br]FLB 457,
[76Br]FLB 463, [76Br]bromolisuride, [76Br]bromospiper-
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one, and [76Br]PE2Br [104–107]. The radiolabeling of
[76Br]PE2Br, (E)-N-(3-bromoprop-2-enyl)-2β-car-
bomethoxy-3β-(4’-tolyl)nortropane illustrates the ca-
pability of incorporating the radiobromine and
radioiodine into vinylic positions (Fig. 9.26). This
moiety offers increased stability for the halides com-
pared to alkyl-substituted analogs. [76Br]PE2Br was
synthesized in a radiochemical yield of approximately
80% using NH4[76Br] and peracetic acid with the vinyl
tri-n-butylstannane substituted tropane analog.

The serotonin transporter ligand 5-[76Br]bromo-6-
nitoquipazine also has been synthesized (Fig. 9.27)
[108], as well as a norepinephrine transporter agent
[76Br]MBBG [109,110].

The electrophilic radiobromination of metaraminol
(Fig. 9.28) yielded a mixture of the 4- and 6-substituted
bromometaraminols (17% and 38% non-decay cor-
rected radiochemical yields, respectively), which were
separable by HPLC. These compounds have shown
promise as radiotracers for the myocardial norepi-
nephrine reuptake system [111].

Bromine-76 has also been utilized to radiolabel
intact monoclonal antibodies where its longer half-life
allows for longer clearance times [112,113]. The syn-
thesis of a radiobrominated thymidine analog
([76Br]FBAU) for use as a cellular proliferation marker
for PET has also been reported [114]. Ammonium
[76Br]bromide was used in an electrophilic destannyla-
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tion reaction to prepare the 3′,5′-dibenzoyl protected
analog, which yielded the desired [76Br]FBAU follow-
ing base hydrolysis (Fig. 9.29).

Iodine-124 has been used to radiolabel intact mono-
clonal antibodies, where its longer half-life allows for
longer metabolic clearance times [115–117]. In a
manner analogous to the radiobromination chemistry
discussed above, iodine-124 also has been used in both
nucleophilic and electrophilic radiolabeling reactions.
An example of this was the radiosynthesis of [124I]β-
CIT (Fig. 9.30), which was labeled using both
electrophilic iododestannylation and nucleophilic
substitution via iodo-for-bromo exchange [118].

In addition, insulin has been labeled with 124I on the
fourteenth amino acid residue (tyrosine) using electro-
philic radiolabeling conditions [119]. The nucleoside
analog 2′-fluoro-2′-deoxy-1β-D-arabinofuranosyl-5-
iodouracil (FIAU) has also been labeled using Na[124I]
and a stannylated uracil derivative as the precursor
(Fig. 9.31) [120–122]. This radioiodinated derivative
has been reported to result in significantly higher

specific accumulation of radioactivity compared to
[18F]FHPG in tumor-bearing BALB/c mice [123].

Conclusions

Fluorine-18 is currently the most utilized PET radio-
halogen as a result of its relatively facile production in
large quantities, its convenient half-life, and its nearly
optimal decay properties. Efficient incorporation of the
18F-radiolabel into a variety of radiopharmaceuticals is
possible using either nucleophilic routes with high
specific activity [18F]fluoride or electrophilic routes
with lower specific activity [18F]fluorine. The longer
half-lives of 76Br and 124I can provide advantages over
18F to image slower physiological processes, but the
production of these radiohalogens is more demanding
and their decay properties are more complex than
those of 18F. Thus, 18F has become the radiohalogen of
choice for a variety of PET imaging applications.
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Introduction

The development of detector systems for in vivo
imaging of compounds labeled with the accelerator-
produced short-lived β+-emitting radionuclides 11C,
15O, 13N, and 18F, applicable in clinical diagnosis, has
been an incentive for the development of new tracer
molecules. The sensitivity of the positron emission to-
mography (PET) technique and the possibility of per-
forming non-invasive studies have thus opened up new
ways of studying in vivo biochemistry and pharmacol-
ogy in man.

In the past several years, commercial networks for
the delivery of tracers such as 2-[18F]fluorodeoxyglu-
cose (FDG) and other 18F-labeled compounds have
increased the clinical usage of PET. However, it is
clear that the PET technology has a wider potential,
and that additional 18F-labeled tracers need to be de-
veloped and to be complemented by compounds
labeled with other radionuclides. Carbon-11 espe-
cially, with a half-life short enough to allow repeated
PET investigations on the same subject within short
time intervals, but long enough to perform multi-step
synthesis, has proven to be a useful alternative. There
are, however, limitations for the development of PET
technology related to tracer production with the
short-lived 11C, 15N and 15O for clinical applications.
Today, tracers containing these radionuclides can be
used only when there is access to in-house produc-
tion facilities, and such sites benefit from the experi-
ence of a research-oriented background. There 
is thus a potential for further development of
tracers and technology applicable in the clinical
setting.

There is no doubt in our minds that the great poten-
tial of PET technology lies very much in the develop-
ment of 11C-labeled tracer molecules for routine
applications because of the synthetic versatility of
carbon. In this chapter we will illustrate some ap-
proaches to labeling synthesis and give examples of
11C tracers which have been applied in clinical PET
studies. Many of the 11C compounds used in clinical
research have not been evaluated in clinical trials, and
the future of the clinical use of PET technology will
be dependent to some extent on the development of
organizational structures where such trials can be
performed routinely in an efficient way.

11C Labeling Strategies

Biological Considerations

In order to address a given biological, pharmacological
or medical question, the design of labeled tracer mole-
cules need special consideration and there are a few
points which need to be addressed:

(i) The labeling position must be considered since the
metabolic pathway of the compound might have an
impact on the interpretation of the PET data,

(ii) Labeling in different positions in the molecule may
give additional information.An illustration of this is
11C-labeled L-DOPA and 5-hydroxy-L-tryptophan
where different tissue kinetics are obtained if the
tracers are labeled either in the carboxylic- or β-
positions (Fig. 10.1). With the label in the β-
position, the products obtained after enzymatic
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decarboxylation are the labeled neurotransmitters
serotonin or dopamine. Labeling in the carboxylic
position generates [11C]carbon dioxide [1],

(iii) The prodrug concept: This can be used when tar-
geting specific delivery of a drug or labeled tracer
to the target organ is restricted. The labeling of the
corresponding methyl ester of a prostacyclin re-
ceptor ligand either in the methyl ester group or at
a metabolic stable methyl group on the phenyl ring
is an example of that [2]. The penetration of the
prostacyclin over the blood–brain barrier (BBB) is
very low but the corresponding methyl ester is,
however, transported through the BBB and the
prostacyclin receptor ligand produced inside the
brain by the action of esterases. With the label in
the methyl ester position, [11C]methanol is formed,
which gives a uniform brain distribution, whereas
with the label in the methyl group on the phenyl
ring, a selective uptake in certain brain areas is
obtained. This can be used as an indication for the
formation of the [11C]prostacyclin receptor ligand
within the brain [3],

(iv) Addition or substitution of structural elements
(functional groups) or atoms in target molecules
can be used to fine-tune the molecular properties
of the tracer,

(v) Kinetic Isotope Effect (KIE): Here, the design
perspectives should be based on experiences in
medicinal chemistry. This means that replacing or
adding a small structural element can change
properties such as lipophilicity (logP) or pKa,
which might have significant impact on the biolog-
ical behavior of the tracer. Another type of fine-
tuning molecular properties is exemplified by

substituting hydrogen with deuterium, exemplified
by L-deprenyl, a selective monoamine oxidase B
(MAO-B) inhibitor used for quantification of re-
gional brain MAO-B activity. The interpretation of
the PET data obtained with L-deprenyl was
difficult because tracer delivery was highly flow-
dependent. A less flow-dependent tracer was ob-
tained by substituting the hydrogens in the
propargyl group in L-deprenyl with deuterium.
The deuterated molecule’s interaction with the
enzyme changed (KIE) since the rate-limiting step
included the abstraction of the protons/deuterons
in the propargyl group. The rate of reaction
between MAO-B and the deuterated deprenyl was
reduced by a factor of three as compared to the
protium compound and the enzyme activity could
be measured [4],

(vi) In some applications the physical half-life of the
radiotracers need to be adjusted to the biological
equivalence.

This is exemplified by the selection of 15O (t1–2
= 2.03

min) as radionuclide for blood flow measurements
using [15O]-water while 18F-labelled tracers (t1–2

= 110
min) are preferred in studies of slower biological
processes like protein synthesis and cell proliferation.

Synthetic Considerations

Several aspects apart from those in conventional syn-
thesis have to be considered when planning syntheses
of compounds labeled with short-lived β+-emitting nu-
clides. For example, the time factor, radiation protec-
tion, labeling position and specific radioactivity are
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Figure 110.1. Summation images showing the different fate of 11C-labeled L-DOPA depending on the position of the label in monkey brain. 
Left image: 11C-label in the β-position gives labeled dopamine as the primary metabolite, which is trapped in the neurons. Right image: same monkey two
hours later but now using DOPA labeled in the carboxylic position yielding [11C]carbon dioxide which is not stored in the neurons. 



points which need consideration. Furthermore, in pro-
duction of tracers for in vivo human applications the
final product has to be sterile, endotoxin-free and dis-
solved in an appropriate physiological vehicle. The
whole procedure has to be achieved within the time
frame set by the physical half-life of the radionuclide
used, and a rule of thumb is three half-lives. For 11C
this is approximately 60 min. As a consequence of the
time constraint, synthetic methods are often modified
when applied in tracer production.

The development of methods and techniques for
rapid tracer synthesis is of special importance when
working with short-lived radionuclides such as 11C.
The demand for high specific radioactivity introduces
further constraint on the quality of reagents and tech-
niques used in terms of reducing isotopic dilution. In
11C-labelling synthesis, the time and the concentrations
of reactants become essential factors to recognize [5].
Access to labeled precursors, available for routine
preparation, is one important feature in the develop-
ment of labeling synthesis. Other aspects to consider
are related to the production of short-lived radionu-
clides with high specific radioactivity, allowing studies
of high-affinity receptors present in very low concen-
trations. Important aspects to consider in this context
are:

(i) the importance of introducing the radionuclide as
late as possible in the synthetic sequence,

(ii) minimizing the synthesis time will increase 
both the radiochemical yield and the specific 
radioactivity.

Due to the short reaction time, drastic reaction condi-
tions can be used in the synthesis. Provided that the in-
crease in reaction rate is larger that the decomposition
rate, a favorable ratio between product formation and
decomposition is achieved. The choice of protective
groups and the type of techniques used for synthesis
and work-up are all factors that might influence the
time optimization. Examples are the use of one-pot
procedures, ultrasound and microwave technology [6],
in order to reduce production time by simplifying han-
dling and/or increasing reaction rates.

The stoichiometric ratio between substrate and
labeled reagent may be in the order 103 to 1, due to the
small amounts of labeled reagents. A consequence of
this is that the labeled reagent is consumed quickly by
pseudo first-order reaction kinetics. The small
amounts of substance may also be advantageous from
a technical point of view by simplifying technical han-
dling. The convenient application of semi-preparative
high-performance liquid chromatography (HPLC) and
the possibilities of miniaturization of the equipment in

order to facilitate automation and to speed up the pro-
duction of a tracer are illustrative examples. It is rele-
vant to state that the work on increasing specific
radioactivity and the advent of new precursors and
synthetic methods are very much related to technologi-
cal development. The possibility of using [11C]carbon
monoxide as a labeled precursor has, for example,
significantly increased after recent technical im-
provements. The use of supercritical ammonia in 
11C-labelling synthesis is another example where
technological improvement was of crucial importance
for the development of the methodology [7].

The factors discussed above, combined with aspects
on radiation safety, have pushed the need for develop-
ment of synthetic technology that can meet the
demands of routine pharmaceutical production.
Therefore, processor-controlled automated synthetic
devices have been developed [8] and are routinely
applied. This technology is, furthermore, mandatory in
order to meet the increasing demands related to Good
Laboratory Practice (GLP) and Good Manufacturing
Practice (GMP).

Tracer Production with 11C

Radionuclide Production

Two nuclear reactions used to produce 11C are pre-
sented in Table 10.1. The most commonly applied pro-
duction method is the 14N(p,α)11C nuclear reaction.
This nuclear reaction can be performed with low-
energy particles and 11C is obtained with high specific
radioactivity. The recovery of 11C-radioactivity from
the target in the form of [11C]carbon dioxide or
[11C]methane is achieved by automated systems.

Precursor Production

The development of new precursors [9] is important
for the development of new labeled substances. A
number of precursors more or less routinely available
from target-produced [11C]carbon dioxide are shown
in Fig. 10.2.

The most frequently employed precursor is
[11C]methyl iodide [10]. There are two synthetic
methods available: converting [11C]carbon dioxide to
[11C]methoxide followed by reaction with hydroiodic
acid, or by a gas phase reaction where [11C]methane is
reacted with iodine. Methyl iodide is a useful alkylating
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agent for nucleophiles such as carbanions and nucle-
ophilic hetero atoms. It can also be used for prepara-
tion of several other valuable precursors such as
[11C]methyl triflate [11], [11C]methyl lithium [12],
[11C]methylcuprates [13], [11C]nitro methane [14] and
[11C]methyltriphenylphosphorane [15].

Another precursor, routinely applied in labeling syn-
thesis, is hydrogen [11C]cyanide obtained on-line from
[11C]carbon dioxide or [11C]methane. The labeled ni-
triles obtained from substitution reactions with
[11C]cyanide can be converted to amines, amides and
carboxylic acids.

Recently [11C]carbon monoxide has proved useful for
synthesis of labeled carbonyl compounds. Some of
these labeled carbonyl compounds (i.e., aldehydes and
ketones) might themselves be valuable precursors. It is
likely that [11C]carbon monoxide in the future will be
as important as [11C]methyl iodide in the routine pro-
duction of PET tracers.

Synthesis of Compounds Labeled with 11C

The labeling synthesis can be divided into two areas of
chemistry, 11C-hetereo (N, O, and S) and 11C–C bond-
forming reactions. The first application of [11C]methyl
iodide was an alkylation on a sulfur nucleophile in the
synthesis of 11L-[11C]methionine [16] as is presented in
Fig. 10.3. Later, the general utilization of [11C]methyl

iodide in alkylation reactions with N-, O- and S-nucle-
ophiles such as amines, amides, phenolates, carboxy-
lates and thiolates became the most common way of
introducing 11C in a molecule. A large number of re-
ceptor ligands and enzyme substrates have been 11C-
labeled using N- or O-nucleophiles.

Although a substantial number of the compounds
used as pharmaceuticals today contain an N-methyl
group, and may thus potentially be labeled by
[11C]methyl iodide, this is not always the preferred po-
sition due to metabolic cleavage. The need for synthetic
strategies that give access to other labeling positions is
obvious. The ability to build up key structural units for
use in further coupling reactions is also important.

In tracer synthesis, the following 11C–C bond-
forming reactions have been applied:

(i) Alkylation on stabilized carbanions using 11C-
labeled alkyl halides [17], as exemplified in 
Fig. 10.4, by an asymmetric synthesis of 11C-
amino acids [18],

(ii) Cuprate-mediated coupling reactions using an 11C-
labeled alkyl iodide or an [11C]methyl cuprate [19],

(iii) Reactions with the anion of an [11C]nitroalkane
[20],

(iv) Alkene synthesis using [11C]methylenetriph-
enylphosphorane,

(v) Reactions of [11C]cyanide with electrophilic
carbons [21],
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Table 110.1.

Nuclear reaction Threshold energy (MeV) Target produced precursor of practical interest

14N(p,α)11C 3.1 [11C]CO2, [11C]CH4
11B(p,n)11C 3.0 [11C]CO2



(vi) Carbonation of organometallic reagents with
[11C]carbon dioxide.

Palladium has been used in metal-mediated 11C–C
bond-forming reactions. Aromatic and aliphatic cyana-
tions, Stille and Suzuki cross-coupling reactions [22]
and Heck reactions [23] are important examples of
useful 11C–C bond-forming reactions. Of special im-
portance are palladium-mediated carbonylation reac-
tions utilizing [11C]carbon monoxide. These reactions
will be discussed in more detail further on.

Enzyme Catalyzed Reactions

Enzyme catalysis has been utilized in labeling synthe-
sis, especially for the preparation of endogenous com-
pounds. Enzyme catalysis has proved to efficiently
prepare biomedically interesting compounds in high
chemo-, regio-, and stereo-selectivity. The application
in labeling synthesis with short-lived radionuclides is
particularly rewarding since the small amounts of
labeled substance makes it possible to achieve high
yields and short reaction times with low enzyme con-
centrations. Enzyme catalysis may thus give access to
compounds that otherwise are difficult to prepare
within the time limitations caused by the short half-
life. The use of enzymes in labeling synthesis has, so
far, mostly been focused on the development of reliable
methods for the production of 11C-amino acids. In
several of the methods, the same-labeled precursors
and similar reaction sequences are applied. This

simplifies automation of the tracer production, which
is important when high levels of radioactivity are used.

Enzymes can be used either free in solution or im-
mobilized on a solid support. The use of immobilized
enzymes has several advantages, such as reducing the
risk for contamination of the product with trace
amounts of biological materials, and allows repeated
use of the same enzymes. Automation is simplified, fa-
cilitating the implementation of GMP in tracer produc-
tion, an important aspect with respect to quality
assurance.

Amino acids constitute a class of compounds impor-
tant as precursors for proteins and certain neurotrans-
mitters. Amino acids labeled with 11C have thus great
interest as tracers. Enzymes have at least two functions
in amino acid synthesis:

(i) Functional group conversion, for example, as re-
solving agents where the undesired enantiomer is
converted to another compound [24].

(ii) As a catalyst to create new bonds, for example,
C–N or C–C.

Several amino acids have been labeled with 11C by
enzyme-catalyzed reaction routes [25]. The combina-
tion of a chemical and enzymatic reaction route that
gives the possibility of labeling several aromatic amino
acids in two different positions is shown in Fig. 10.5.

The labeling of L-DOPA and 5-hydroxy-L-trypto-
phan in the carboxylic- or β-position allows the in vivo
measurement of neurotransmitter synthesis rate, i.e.,
formation of dopamine and serotonin, respectively.
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Metal-Mediated Reactions:

Cyanation Reactions Using Hydrogen
[11C]cyanide

Palladium-mediated coupling reactions have allowed
formation of various carbon–carbon bonds that were
previously difficult to make. One example is the syn-
thesis of 11C-labeled aromatic [26] and vinylic [27]
nitriles via the palladium-mediated reaction of
[11C]cyanide and an aromatic or vinyl halide 
(Fig. 10.6).

Cross-Couplings Using [11C]Methyl Iodide

Palladium-mediated cross-coupling reactions are im-
portant in organic synthesis. The Stille reaction is a
cross coupling of an organotin reagent with an
organohalide and the related Suzuki reaction is a
coupling of an organoboron compound with an
organohalide [28]. Since many functional groups are

tolerated during these reactions, protective groups are
usually not needed. The Stille reaction has been
selected for 11C-labeling of a wide array of different
substances including some prostacyclin analogues
(Fig. 10.7) [2, 29].

Organocuprates

Coupling reactions with organocuprates were studied
with the prime objective to develop methods for 11C-
labeling of fatty acids in selected positions. Bis-
Grignard reagents were used in coupling reactions
with 11C-labeled alkyl iodides in the syntheses of a
broad range of saturated fatty acids so that it was also
possible to label the polyunsaturated fatty acid,
arachidonic acid [30]. The lithium [11C]methyl(2-
thienyl)cuprates were, for example, used in the
syntheses of [11C]octane, [11C]acetophenone [31], [21-
11C]progesterone [32] and [1α-methyl-11C]mesterolone
[33] (Fig. 10.8).
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11C-Labelling Reactions Using [11C]Carbon
Monoxide

Due to recent technical developments it is now possible
to use [11C]carbon monoxide to synthesize various
types of carbonyl compounds [34]. Since carbonyl
groups are common in biologically interesting com-
pounds the potential of [11C]carbon monoxide as a pre-
cursor in tracer synthesis is significant. This is further
reinforced by the fact that carbonyl compounds are
useful substrates for many chemical group transforma-
tions. Compounds where the 11C-carbonyl group is
bound to one or two carbon atoms have been produced
using palladium-mediated reactions and compounds
where the carbonyl group is bound to two hetero-
atoms (for example, ureas, carbamates and carbonates)
by selenium-mediated reactions (Fig. 10.9). Protective
groups are usually not needed and the syntheses can,
in most cases, be carried out by a one-pot procedure
[35].

Further work on the scope and limitation of using
[11C]carbon monoxide in labeling synthesis is currently
in progress in our laboratory.

PET as a Tracer Method in Drug
Development

The development of new drugs is a time consuming
and expensive process. The costs are markedly in-
creased the closer the drug proceeds towards market
approval. This is especially clear when the process has
reached the phase of clinical trials. During drug devel-
opment a number of decisions have to be taken. At
each point, adequate information must be available to
give an optimal base for decision. The relevance of pre-
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clinical studies (for example, in genetically modified
cells or small animals) for the drug behavior in man is
a key issues in the phase I and phase II clinical trials.
PET combined with in vitro studies may bridge the gap
between specific biology in cell and tissue and the
complicated, integrated biology in man. PET is thus in-
creasingly applied in different areas of drug develop-
ment for these reasons. The possibility to label drug
candidates with 11C for preclinical and early human
PET studies (for example, phase I) may have significant
impact on the choice of lead compound as well as on
selection of dose and dose level in subsequent clinical
trial.

Drug Distribution

Knowledge of the drug distribution in the body is im-
portant for assessment of possible desired or undesired
interactions in various tissues. This type of informa-
tion is not readily attained in humans, and except for
PET studies, has to be derived indirectly from mathe-
matical models with input from plasma pharmacoki-
netics and extrapolation from animal data. These
extrapolations are mostly uncertain because factors

like distribution, plasma protein binding, metabolism
in different organs and binding to receptors and
enzymes are often markedly different between species
as well as between different individuals of the same
species. Significant changes in all modulating factors
on drug distribution may occur in the disease or after
pharmacological treatment with drugs. PET gives op-
portunities to measure tissue radioactivity and corre-
late it with drug concentration, allowing the
observation of temporal changes with high accuracy
and precision.

Studies of the deposition of inhaled compounds in
humans have so far mainly been made with single-
photon scintigraphy.A strength of this method is that the
majority of the respiratory system can be monitored si-
multaneously due to the large field of view of the gamma
camera. There are a number of limitations in this
method which makes PET a strong alternative. (see also
chapter 22) PET, using the labeled active component,
allows its deposition and disposition to be monitored
[36]. Some compounds experience a rapid disposition,
for example, from the oral cavity to the stomach or from
lung parenchyma to blood. These studies are performed
with the administration of very low amounts of radioac-
tivity, 5–20 MBq, thereby reducing the radiation dose.
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The use of 11C-labeled compounds in this context is ad-
vantageous since several PET studies can be performed
on the same subject on the same day; for example, before
and after a drug challenge.

Interaction with Biochemical Targets

A number of PET tracers have been developed and val-
idated allowing the in vivo monitoring of interaction
or binding to specific receptors and enzyme systems.
This gives the opportunity of measuring the number of
free receptors in a certain anatomical structure on one
occasion, and evaluating changes in this receptor pop-
ulation induced during drug treatment. For drugs
where a defined biochemical target is assumed, this
gives possibilities to verify that the target system is
indeed affected and to assess the degree of interaction.
Biochemical systems other than the primary target
might also be monitored for assessment of potential
side effects.

Dosing Based on Receptor Occupancy

The use of PET for the evaluation of degree and dura-
tion of receptor occupancy in relation to dose has
become standard for new antipsychotic and antide-
pressive drugs. Important information derived from
such studies include the following:

(i) drug interaction with the assumed biochemical
target and hence information that the drug
reaches the target tissue, for example, passes
through the blood–brain barrier,

(ii) degree of receptor occupancy reached for a given
dose, i.e., the dose–occupancy relations,

(iii) duration of action on the target system and its re-
lation to conventional plasma kinetics,

(iv) variability in a patient population with respect to
receptor occupancy, and

(v) degree of receptor occupancy affected by other
drugs.

Some of the above factors are essential for a decision
on dose and dose interval in a clinical trial [37].

PET in Clinical Practice and Medical
Research

PET should be regarded as a general tracer method for
various types of biological applications. Its role in the

recording of biochemistry and physiology in vivo is
highlighted by the fact that some tracers are used rou-
tinely in clinics for diagnosis and as an important con-
tributor in decisions on patient treatment strategy.

PET has proven to be particularly cost effective in
oncology by reducing unnecessary surgery when
tumor spread is already present, whilst giving stronger
indications for focal treatment when such spread is not
demonstrated . Some tracers with clinical potential
such as metomidate [38] (11−β-hydroxylase inhibitor),
[11C]acetate [39], [11C]choline [40] and, as already men-
tioned, L-[11C]methionine [41] (tumor metabolism, 5-
hydroxy-L-[11C]tryptophan [42], L-[β- 11C]DOPA [43]
(endocrine tumors) are shown in Fig. 10.10.

Methionine is a useful tracer for the delineation and
measurement of the metabolic activity of brain
tumors. This can be used to follow up treatment and
obtain information about the response to the treatment
before any reduction in the tumor size can be seen
with other techniques such as CT or MRI (Fig. 10.11)
[44].

[11C]metomidate, a 11β-hydroxylase inhibitor, can be
used to study lesions in the adrenal glands as shown in
Fig. 10.12.

In neurology, metabolic tracers are used for monitor-
ing of the brain’s residual function in stroke patients and
for differential diagnosis and treatment monitoring in
Alzheimer’s disease [45]. Specific tracers for the
dopaminergic pathways are used in Parkinson’s disease
[46] and other movement disorders as well as in schizo-
phrenia [47]. Enzymatic activity in vivo (i.e., aromatic
amino acid decarboxylase) can be assessed via position-
specific labeling of L-DOPA, as shown in Fig. 10.13.

In CNS-related PET work the study of different re-
ceptor systems by selective receptor ligands is impor-
tant both in clinical research and drug development.
Some examples of useful receptor ligands can be found
in Fig. 10.14 [48].

Another important use of PET is in cardiology,
where heart viability after ischemic insults are evalu-
ated with metabolic tracers such as [11C]acetate,
[11C]pyruvate, and [11C]lactate (Fig. 10.15). Pyruvate
and lactate can be labeled either in the carboxylic posi-
tion or in the 3-position and acetate either in the car-
boxylic or 2-position [49].

The development of tracers for the study of cell pro-
liferation has been an important area of research. The
labeling of thymidine in different positions is an
example [50]. The methyl position is not optimal since
it produces interfering labeled metabolites. Labeling in
any of the carbonyl positions seems advantageous
since [11C]carbon dioxide is then the most prominent
labeled metabolite. This has been achieved by using
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[11C]urea or [11C]phosgene in ring-closure reactions
[51]. Other potentially useful tracers for the study of
cell proliferation are, for example, the uracil analogue
[11C]FMAU [52] and [methyl-11C]methyl-2´-deoxyuri-
dine [53].

Conclusions

With this contribution focusing on developments in
labeling chemistry using 11C- as the radionuclide, we
hope that this might inspire further development of

using of short-lived β+-emitting tracers, especially 11C
in medicine. There is no doubt that from the synthetic
perspective the potential of 11C as a radionuclide in
future tracer development, even for clinical applica-
tions, is outstanding. However, there are still severe
problems which need to be addressed, and these
include developing technology so that the tracer pro-
duction can be improved to such an extent that the
existing infrastructure and technicians will be
capable of operating with the sophistication of the
chemistry which is needed. As this field of imaging
science is in an early phase of its development, there
is still a strong need for continuing investigations on
the scope and limitation of new synthetic methods,
technology and its integration in applications in bio-
logical systems.

The list of specific clinical questions in which PET may
contribute is constantly growing with the increased avail-
ability of new tracers and the exploration of their poten-
tial to reveal biological function and physiology. Most of
the applications of PET in medicine today, and probably
also in the future, are in medical research of either basic
nature or in explorative clinical trials.
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was found in patients with Parkinson’s disease as compared with healthy age-matched volunteers.
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11 Metal Radionuclides for PET Imaging*

Paul McQuade, Deborah W McCarthy and Michael J Welch

Introduction

Although the majority of PET radiopharmaceuticals in
clinical and research use are labeled with the four
common PET radionuclides, 15O, 13N, 11C and 18F,
a number of metal radionuclides have been studied.
68Ga, produced from a 68Ge/68Ga generator, was initially
used for brain imaging in 1964 [1, 2]. The 82Sr/82Rb
generator was originally developed by researchers at
the Squibb Institute for Medical Research [3]. This gen-
erator, now marketed by Bracco, is the only industry-
approved PET radiopharmaceutical with a Food and
Drug Administration New Drug Application (NDA) in
the United States. Over the past several years, there has
been increasing interest in other metal-based radionu-
clides, particularly nuclides of copper, 66Ga and 86Y.
Several of these nuclides can be distributed from a
central production site and thereby have the potential
for use in PET centers without a cyclotron.

In this chapter the available metal PET radionuclides
will be summarized and those with the greatest poten-
tial for widespread use will be discussed in detail.

Cyclotron PET Radionuclide
Production

In general, the majority of radionuclides used in PET
imaging are produced by cyclotrons, either on-site or
at a site near the scanner. Table 11.1 lists many of the

metal PET isotopes produced by a cyclotron. Isotopes
that have a suitable half-life (64Cu, 66Ga, 86Y) can poten-
tially be transported over a long distance from the cy-
clotron facility.

The following section contains a brief description of
the more commonly used cyclotron-produced metal
PET isotopes.

Copper Radionuclides

A number of copper PET radionuclides can be pro-
duced on a biomedical cyclotron including: 60Cu, 61Cu,
64Cu with half-lives of 23.4 min, 3.32 h, and 12.8 h re-
spectively. 64Cu, 61Cu and 60Cu are produced at
Washington University using a specially designed solid
target holder [6, 7]. The isotopically enriched nickel
targets are electroplated for irradiation, separated
using ion exchange chromatography, and can then be
recycled [7–9]. Large quantities of these Cu isotopes
have been produced (yields of up to 33 GBq (~900 mCi)
of 60Cu, 17 GBq (~150 mCi) of 61Cu, and 40 GBq (~1 Ci)
of 64Cu) [6, 7]. At present, 64Cu is produced routinely at
Washington University. As a result of its 12.8-hour half-
life, it can be distributed to investigators across the
country. 64Cu is also produced as a by-product of the
68Zn(p,2n)67Ga reaction, where it is separated from 
the 67Ga [10]. However, the specific activity of 64Cu pro-
duced in this manner is much lower (30 TBq/mol
(~860 Ci/mmol)) than that achieved using the
64Ni(p,n)64Cu reaction (>370 TBq/mol (10,000
Ci/mmol)) [7]. 64Cu complexed to pharmaceuticals are
used for PET imaging, biodistribution studies, and
therapy studies. The 64Cu metal ion is used for studies
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involving copper metabolism (Menkes’ syndrome and
Wilson’s disease), nutrition, and copper transport [11].
In addition, 60Cu and 64Cu have clinical applications in
PET [12].

Gallium-66

Gallium-66 can be produced on a biomedical cyclotron
via the 66Zn(p,n)66Ga nuclear reaction [13]. 66Ga is pro-
duced at Washington University using isotopically en-
riched 66Zn. The Zn can then be separated from the
66Ga either by cation exchange [14] or by solvent ex-
traction techniques [15]. 66Ga is of interest because it is
a medium half-life isotope (t 1–2

= 9.45 h) with potential
for both imaging and therapy as a result of its high-
energy positron (4.1 MeV) and other high-energy
gamma rays [16].

Technetium-94m
94mTc can be produced via the 94Mo(p,n)94mTc nuclear
reaction [17]. Using enriched 94Mo provides a good
yield with relatively low levels of impurities [18].
Thermo-chromatographic separation of Mo from 94mTc
is achieved using a steam distillation method [19]. 94mTc
is an attractive PET isotope (t 1–2

= 52 min) as it can po-

tentially be used as a substitute in the typical 99mTc-
labeled single-photon-emitting radiopharmaceuticals.

Yttrium-86
86Y can be produced on a biomedical cyclotron via the
86Sr(p,n)86Y nuclear reaction using isotopically en-
riched 86Sr foil or carbonate pellet [20]. The separation
of 86Sr from the 86Y is carried out by dissolving the car-
bonate in an acidic solution and then co-precipitating
the Sr with lanthanum. The precipitate is then dis-
solved and separated using anion exchange [20]. 86Y is
appealing as an isotope (t 1–2

= 14.74 h) because of its
potential use for evaluating dosimetry prior to 90Y 
radiotherapy.

With the current interest in small-animal PET
imaging [21], a word should be said about the applica-
tion of these metal radionuclides in such devices. One
of the biggest constraints for these scanners is the
positron range of the nuclide used. Many of the nu-
clides described in this chapter have β+

max energies in
excess of 1 MeV. Above this threshold, significant re-
duction in resolution is seen. One isotope, 64Cu, has
demonstrated particular utility and promise in small-
animal imaging. Its β+

max energy of 646 keV puts it in
the range of 18F, and the resolution of the images is
comparable [22–24].
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Table 111.1. Cyclotron-produced metal PET isotopes

Isotope Half-life Decay modes (%) Max β+ energy (MeV) Reaction Natural abundance of 
target isotope (%)

60Cu 23.4 m β+(93), EC(7) 3.92 60Ni(p,n)60Cu 4 26.16
45Ti 3.09 h β+(86), EC(14) 1.04 45Sc(p,n)45Ti 4 100
61Cu 3.32 h β+(62), EC(38) 1.22 61Ni(p,n)61Cu 4 1.25

60Ni(d,n)61Cu 4 26.16
66Ga 9.45 h β+(57), EC(43) 4.153 66Zn(p,n)66Ga 4 27.81
64Cu 12.8 h β+(19), EC(41), 0.656 64Ni(p,n)64Cu 4 1.16

β–(40)
86Y 14.74 h β+(34), EC(66) 3.15 86Sr(p,n)86Y [4] 9.86
94mTc 53 m β+(72), EC(28) 2.47 94Mo(p,n)94mTc [4] 9.12
55Co 17.5 h β+(77), EC(23) 1.50 54Fe(d,n)55Co [4] 5.84
89Zr 78.4 h β+(22), EC(78) 0.90 89Y(p,n)89Zr [4] 100

89Y(d,2n)89Zr [4] 100
83Sr 32.4 h β+(24), EC(76) 1.15 85Rb(p,3n)83Sr [4] 72.15
38K 7.71 m β+(100) 2.68 38Ar(p,n)38K [5] 0.063

40Ca(d,α)38K [4] 96.97
52Mn 5.6 d β+(28), EC(72) 0.575 52Cr(p,n)52Mn [4] 83.76

52Cr(d,2n)52Mn [4] 83.76
72As 26 h β+(77), EC(23) 3.34 72Ge(p,n)72As [4] 27.37
82mRb 6.3 h β+(26), EC(74) 0.78 82Kr(d,2,)82mRb [4] 11.56
52Fe 8.2 h β+(57), EC(43) 0.80 50Cr(4He,2n)52Fe [4] 4.31
51Mn 46.2 m β+(97), EC(3) 2.17 50Cr(d,n)51Mn [4] 4.31



Generator PET Radionuclide
Production

There are many short-lived radionuclides available
from radionuclide generators. Generator systems
consist of a long-lived parent radionuclide, which decay
to a short-lived daughter radionuclide. These generator
systems offer a continuous supply of relatively short-
lived daughter radionuclides. It has been suggested that
the use of generators for PET is very important because
they make PET studies possible at centers that are
remote from a cyclotron facility. Some of the generator
metal PET isotopes are listed in Table 11.2.

Following is a brief description of the more com-
monly used generator-produced metal PET isotopes.

62Cu/62Zn Generator
62Cu is the daughter isotope of 62Zn and is obtained by
eluting the 62Cu/62Zn generator [25, 26]. Due to the
short half-life of 62Cu (t 1–2

= 9.76 m), its production is
well suited to a generator. The relatively short half-life
of the parent (62Zn, t 1–2

= 9.13 h) means that these gener-
ators must be replaced every few days. An automated
62Cu/62Zn generator that produces the perfusion agent
[62Cu]pyruvaldehyde-bis(n4-methylthiosemicarbazone)
(PTSM) has been used in clinical trials [27].

82Rb/82Sr Generator
82Rb (t 1–2

= 76 s) is the daughter isotope of 82Sr. The gen-
erator is a microprocessor-controlled, self-contained
infusion system [3]. 82Rb is mainly used in myocardial
perfusion studies in which the 82Rb+ acts as an analog
of potassium [28]. In addition, it has been utilized to
evaluate blood–brain barrier changes in patients with
Alzheimer’s-type dementia [29].

68Ga/68Ge Generator

The 68Ga/68Ge generator produces 68Ga as either
[68Ga]ethylenediaminetetraacetic-acid ([68Ga]EDTA) or
[68Ga]Cl3 in 1M HCl [30]. 68Ga has been used to label
blood constituents, proteins, peptides, and antibodies
(see section below on Gallium). There have been a
limited number of patient studies using the 68Ga/68Ge
generator. The most common use of 68Ga is in the form
of [68Ga]citrate, which upon administration produces
[68Ga]transferrin. This approach has been used to
measure pulmonary transcapillary escape rate in
various disease states [31–35].

Metal-based Radiopharmaceuticals

The next section of this chapter will deal with the la-
beling studies that have been carried out with these
PET radionuclides.

Gallium

Introduction

In 1871 Dmitri Mendeleev predicted the existence of
gallium (which he named eka aluminum) on the basis
of the periodic table. It was not until 1875 that this pre-
diction was confirmed, when gallium was discovered
spectroscopically and obtained as the free metal by
Lecoq de Boisbaudian. Naturally occurring gallium has
two isotopes, 69Ga (60.1% natural abundance) and 71Ga
(39.9% natural abundance). Three radioisotopes can be
produced, all of which are useful for incorporation into
radiopharmaceuticals. Two of these, 66Ga (t 1–2

= 9.45 h)
and 68Ga (t 1–2

= 68 min), decay by β+-emission and are
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Table 111.2. Generator-produced metal PET isotopes [4].

Daughter Isotope Daughter half-life Daughter decay Max β+ energy Parent Isotope Parent half-life Parent decay 
mode (%) (MeV) mode (%)

128Cs 3.8 m β+(61), EC(39) 2.90 128Ba 2.43 d EC(100)
44Sc 3.92 h β+(95), EC(5) 1.47 44Ti 48 y EC(100)
62Cu 9.76 m β+(98), EC(2) 2.91 62Zn 9.13 h β+(7), EC(93)
82Rb 1.25 m β+(96), EC(4) 3.15 82Sr 25 d EC(100)
68Ga 68.3 m β+(90), EC(10) 1.90 68Ge 275 d EC(100)
52mMn 21.1 m β+(98), EC(2) 1.63 52Fe 8.2 h β+(57), EC(43)
110In 66 m β+(71), EC(29) 2.25 110Sn 4.0 h EC(100)
118Sb 3.5 m β+(77.5), EC(22.5) 2.67 118Te 6.00 d EC(100)



used for PET imaging, and 67Ga (t 1–2
= 78 h) decays by 

γ-emission and is used for single photon imaging [4].

Chemistry of Gallium

Gallium is a group 13 element and exists most com-
monly in the +3 oxidation state. While lower oxidation
states have been observed, all relevant radiopharma-
ceuticals occur in this oxidation state. Similar to other
group 13 elements (B, Al, and In), Ga3+ is classified as a
“hard acid”, bonding strongly to highly ionic, non-po-
larizable Lewis bases. As a result, gallium chemistry is
dominated by ligands containing oxygen and nitrogen
donor atoms [36]. There are two requirements for
using gallium complexes as radiopharmaceuticals. The
first is that gallium complexes must resist hydrolysis at
physiological pH. Ga(OH)3, the primary product
formed at physiological pH, is insoluble. It is not until
the pH is increased above 9.6 that the soluble species
[Ga(OH)4]– is formed. The second concern is that Ga3+

has an electronic configuration of 3d10, and this is
similar to that of high spin Fe3+, which has a half-filled
3d shell. As a result, their ionic radii, ionization poten-
tial, and coordination environment are similar. Thus,
gallium radiopharmaceuticals must be stable enough
to avoid trans-chelation of Ga3+ to various iron-
binding proteins, particularly transferrin. Transferrin
has two binding sites, for which the gallium binding
constants are 20.3 and 19.3 [37]. In practice, these re-
quirements necessitate the coordination of Ga3+ by a
polydentate ligand, typically forming gallium species
that are six-coordinate. However, several Ga(III) com-
plexes with coordination numbers four or five are
stable in vivo.

Gallium-citrate/transferrin

[67Ga]citrate has been used as a tumor imaging agent
for over 30 years [38]. It was subsequently discovered
that trans-chelation of gallium to the iron-binding
protein transferrin was the actual tumor imaging agent
[39]. Further work demonstrated that gallium is com-
pletely bound to transferrin as soon as 15 minutes after
administration of [67Ga]citrate [40]. The effectiveness
of this radiopharmaceutical is such that it remains in
use today in the clinical diagnosis of certain types of
neoplasia, lung cancer, non-Hodgkin’s disease, lym-
phoma, malignant melanoma, and leukemia. To date,
the mechanism by which gallium–transferrin enters
tumors is unknown.

[68Ga]citrate also has been used in diagnostic
imaging, but due to its shorter half-life, the disease
states studied are different. Upon injection, Ga-

citrate/transferrin is immediately taken up by the lungs
and has been used to study pulmonary vascular per-
meability (PVP) using PET imaging techniques that are
not possible with 67Ga and single photon imaging, due
to improved quantification [32, 41–43].

Only a limited number of studies have been carried
out with [66Ga]transferrin. These show that with the
longer half-life of 66Ga compared to 68Ga and with the
higher sensitivity of PET versus single photon
imaging, [66Ga]transferrin may provide an alternative
to [67Ga]transferrin [44].

Somatostatin Analogs

Somatostatin is a cyclic 14-amino acid peptide that was
initially found in the hypothalamus, which has an in-
hibiting effect on growth hormone secretion [45].
Receptors for somatostatin can be found in the brain,
pituitary gland, gastrointestinal tract, endocrine and
exocrine pancreas, and the thyroid [46, 47].
Somatostatin receptors have also been found in a large
number of human tumors [48]. Unfortunately, somato-
statin has a short plasma half-life, therefore analogs
such as octreotide and DOTATOC have been devel-
oped. The structural formulas of somatostatin, oc-
treotide, and DOTATOC are shown in Fig. 11.1.

Octreotide is an 8-amino acid cyclic peptide that can
be labeled with 68Ga using the bifunctional chelator
(BFC) DTPA. However, in vitro studies have shown that
trans-chelation of gallium takes place [49]. An in vitro
and in vivo stable conjugate of octreotide was synthe-
sized using the bifunctional chelator desferrioxoamine
B (DFO) [49, 50], and it was rapidly cleared from the
circulation via the kidneys and showed high tumor
uptake [50].

Similar to octreotide, the radiopharmaceutical
DOTATOC (DOTA-(D)Phe1-Tyr3-octreotide) was de-
signed. This can be labeled with a variety of metals in
the +3 oxidation state such as Ga, In, B, and Y, and has
shown high stability in human serum and has a high
affinity to somatostatin receptors. Studies have shown
that DOTATOC labeled with gallium is one of the best
somatostatin analogs developed to date due to its high
tumor-to-blood ratio [51]. DOTADOC has been labeled
with both 66Ga and 68Ga [51–53]. 66Ga with its longer
half-life may be preferred over 68Ga for PET diagnosis,
and, due to other aspects of its decay properties, may
have potential for tumor radiotherapy.

Serum Albumin Microspheres

The classical radionuclide technique for measurement
of organ perfusion involves vascular injection of
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labeled microspheres of such a size that can be trapped
by the first capillary bed they encounter [36]. For this
purpose, commercial kits of biodegradable albumin
colloids are available for 99mTc labeling. As mentioned
earlier, however, the labeling with PET radionuclides
offers a distinct advantage over single-photon radionu-
clides. 66Ga- and 68Ga-labeled albumin microspheres
have been studied. The microspheres can be labeled di-
rectly with gallium, or through a bifunctional chelator
that is covalently bound to the microspheres. 68Ga-
labeled microspheres have been used as regional pul-
monary and cerebral blood flow agents [54–57].
However, for studying slow dynamic processes such as
lymphatic transport, 66Ga-labeled albumin colloids
have been proposed [58].

Gallium Labeling of Antibodies and Proteins

The monoclonal antibody antimyosin has been labeled
with both 66Ga and 68Ga, via the bifunctional chelator
DTPA, for the imaging of acute myocardial infarction
[59]. The slow antigen–antibody reaction during the
diffusion of antimyosin in necrotic myocardium re-
quires several hours to equilibrate, therefore the
longer-lived 66Ga would be more appropriate [59].
Twenty-nine hours after administrating [66Ga]DTPA-
antimyosin, the normal-to-infarcted myocardial ratio
was 2.7, and this agent can be viewed as a valid tracer
for myocardial necrosis via PET imaging.

DTPA has also been used to label 68Ga to the mono-
clonal antibody fragment BB5-G [60], which is specific
for a human parathyroid surface antigen. This study
showed that 68Ga-labeled antibodies are potential can-
didates for imaging with PET. However, the slow anti-
body clearance along with the slow antigen–antibody
uptake may require the use of a longer-lived radionu-

clide, such as 66Ga, to improve target-to-non-target
ratios.

Elevated plasma concentrations of low-density
lipoprotein (LDL) have been linked to atherogenesis
and coronary heart disease [61]. To study this, LDL was
labeled with 68Ga via the bifunctional chelator DTPA.
Studies involving [68Ga]DTPA-LDL showed significant
uptake in LDL receptor-rich tissue, and this gallium ra-
diopharmaceutical has potential to evaluate lipoprotein
metabolism non-invasively [61]. A similar study in-
volved the labeling of platelets with 68Ga [62], since
platelet deposition occurs at the site of endothelial
injury and this can be caused by LDL. 68Ga-labeled
platelets have potential for the imaging of platelet ac-
cumulation at the site of vascular lesions.

The examples given thus far have all utilized DTPA
as the bifunctional chelator agent, but other ligands
can be used for this purpose as well. Other examples
include desferrioxamine-B (DFO), which through three
hydroxamate groups can co-ordinate the gallium and
can be attached to the C- or N-terminus of the biomol-
ecule, and also 1,4,7-triazacyclononane-1-succinic acid
4,7-diacetic acid (NODASA) [63], shown in Fig. 11.2.
Studies have also been undertaken to synthesize new
bifunctional chelators containing a more stable and
lipophilic metal center to increase clearance of the
labeled biomolecule from the liver [64].

Ga-labeled Myocardial Imaging Agents

Due to the convenient half-life of 68Ga, considerable
work has been done in the development of 68Ga-labeled
myocardial agents. Gallium radiopharmaceuticals that
localize in the heart are lipophilic in nature and can be
either neutral or cationic.
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A series of uncharged lipophilic tripodal tris(salicy-
laldimine) ligands (Fig. 11.3) have been investigated with
limited success [65]. This work was continued, and anal-
ogous species were prepared in which alkoxy sub-
stituents were placed on the ethane backbone, resulting
in more lipophilic ligands [66]. These ligands provided
increased uptake in the heart and higher heart-to-blood
ratios, but their increased lipophilicity resulted in higher
accumulation in the liver. Along a similar vein, the
cationic species [68Ga(4,6-MeO2sal)2BAPEN]+ showed
significant myocardial uptake and retention, with a
heart-to-blood ratio of 45.6 ± 4.0 achieved two hours
post injection [67]. This represents an improvement over
the analogous neutral salicylaldimine ligands.

Other ligands examined include the neutral 
complexes of the type 1-aryl-3-hydroxy-2-methyl-4-
pyridones, which were found to have heart uptake in
animal models [68]. Unfortunately, these species had a
short plasma half-life and were only stable long
enough for a first-pass extraction by the heart.

The ligands described so far have the gallium in a
hexadentate environment, but four co-ordinate ligands
have also been examined. These include ligands of the
type N2S2 (BAT-TECH) [69] and tris(2-mercaptoben-
zyl)amine (S3N), which showed both brain and my-
ocardial uptake [70] (Fig. 11.4).

Ga-labeled Brain Imaging Agents

The work on gallium radiopharmaceuticals that can
cross the blood–brain barrier (BBB) has been con-
ducted for some time with only limited success. Species
such as [Ga]THM2BED show low brain uptake immedi-
ately after injection, but have a very fast washout [71].
[Ga]EDTA has also been used to show BBB defects at
the site of brain tumors and multiple sclerosis plaques
[72–75]. The most promising gallium brain imaging ra-
diopharmaceutical developed to date is that complexed
with the small lipophilic S3N species [70]. This agent
has a gradual increase in brain uptake, followed by a
slow washout. This was demonstrated by a blood-to-
brain ratio of 3.5 at 15 minutes after administration
that increased to 5.2 after one hour.

Copper

Introduction

Copper has two natural occurring isotopes, 63Cu
(69.2%) and 65Cu (30.8%). Several radionuclides can be
produced for use in PET imaging, 60Cu, 61Cu, 62Cu and
64Cu, with 67Cu and 64Cu used for therapeutic purposes.
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For a brief description of the radioactive properties
and production see the section on copper radionu-
clides (above).

Chemistry of Copper

Copper is situated in the first row of the transition ele-
ments and has an electron configuration of [Ar]4s13d10.
The chemistry of copper is dominated by two oxida-
tion states, I and II, although Cu(III) complexes have
been reported.

Copper (I) has the electron configuration [Ar]3d10,
so its complexes tend to be colorless and diamagnetic.
It prefers “soft” Lewis bases such as thioethers, phos-
phines, and nitriles, and usually forms tetradentate
complexes that adopt a tetrahedral environment. If
Cu(I) is bound by weakly coordinating ligands, it dis-
proportionates in solution to give Cu(0) and Cu(II).

Cu(II) has an electron configuration of [Ar]3d9, so
all mononuclear Cu(II) complexes are paramagnetic.
Cu(II) can be termed an “intermediate” Lewis acid and
as such is bound most strongly by nitrogen- and
sulfur-containing ligands. The co-ordination number
can vary from four to six, with tetradentate complexes
preferring a square–pyramidal arrangement and hexa-
dentate complexes adopting a distorted octahedral en-
vironment. The distorted octahedral environment is
caused by the partially filled d-orbital that causes
tetragonal elongation along the z-axis.

Cu(III) complexes are rare and require strong 
π-donating ligands for stability. The copper in these
species have a [Ar]3d8 electronic configuration similar
to that for Ni(II) and form predominately square
planar complexes. Cu(III) complexes are powerful oxi-
dants and in solution require a high pH to remain
stable; because of this they cannot be utilized in bio-
logical systems.

Biochemistry of Copper

The human body contains about 100 mg of copper, the
third most abundant trace metal after iron and zinc, and
it is distributed mainly in the muscle, bone, liver, and
blood. Although the amount of copper is small, it is an
essential component in several enzymatic systems [76].

Copper bis (thiosemicarbazones)

One of the most commonly used Cu(II)-bis(thio-
semicarbazone) is Cu(II)-pyruvaldehyde-bis(N4-
methylthiosemicarbazone) ([Cu]PTSM), (Fig. 11.5).
[62/64Cu]PTSM is a highly lipophilic complex, and is
used as a blood flow tracer. Following administration
of [62/64Cu]PTSM, tissue uptake is rapid, and the tracer
is trapped in most major tissues such as the brain
[77–80], heart [77, 78, 81], and tumors [82–85]. Tissue
retention of [62/64Cu]PTSM and other bis(thiosemicar-
bazone) derivatives is believed to result when the
lipophilic complex diffuses across the cell membrane.
The Cu(II) is then reduced to Cu(I), at which time the
copper complex decomposes. Cu(I) is trapped by
binding to intracellular macromolecules [86]. Unlike
[62/64Cu]PTSM, studies involving [60/62/64Cu(II)]diacetyl-
bis([N4]methylthiosemicarbazone) ([60/62/64Cu]ATSM)
(Fig. 11.5) have shown that [60/62/64Cu]ATSM has selec-
tive uptake in hypoxic tissue [6, 87, 88]. Hypoxia is a
condition in which the oxygen demands exceed the
oxygen available. Hypoxic tissue can be found in my-
ocardial infarction, brain injury, and tumors. The selec-
tivity of hypoxic imaging agents is a balance between
its redox potential and cell uptake. The cell uptake is
important because hypoxic tissue has poor blood
supply, and therefore the ability to deliver the tracer to
the tissue is reduced. The difference in uptake of
[62/64Cu]PTSM and [60/62/64Cu]ATSM is believed to result
from the additional methyl group that results in a
lower redox potential for [60/62/64Cu]ATSM. Research is
on-going to develop new mixed bis(thiosemicar-
bazone) ligands in an attempt to develop superior
hypoxic imaging agents [89–92].

Design of Copper Celates

The design of copper complexes that are inert poses
a significant challenge due to the lability of Cu(II).
The choice of ligand can greatly influence the bioki-
netics, biodistribution, and metabolism of the radio-
pharmaceutical, thus affecting its usefulness. In an
attempt to reduce Cu(II) lability, sterically encum-
bered ligands and macrocyclic ligands based on
Cyclan have been utilized [94–97]. Macrocyclic
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Figure 111.4. 68Ga-labelled myocardial and brain imaging agents.
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ligands are also used as bifunctional chelators to
couple copper to monoclonal antibodies and other
biomolecules. Studies of these macrocyclic ligands
have shown that the charge carried and the number
of functional groups attached to the nitrogens affect
the stability and clearance properties of these radio-
pharmaceuticals [94, 96]. Other ligands examined
(Fig. 11.7) include the cationic copper(I) bis(diphos-
phines), which act as substrates for P-glycoprotein
(Pgp) [98, 99], and Schiff base complexes of Cu(II) as
possible perfusion tracers for the brain, heart, and
kidneys [100–102].

Copper-labeled Antibodies, Proteins and Peptides

64Cu has labeled monoclonal antibodies (MAbs), pro-
teins, and peptides for PET imaging. Copper is most
commonly attached via macrocyclic ligands such as
TETA (1,4,8,11-tetraazacyclotetradecane-N,N′,N′′,N′′′-
tetraacetic acid), BAD (bromoacetamidobenzyl-1,4,8,11-
tetraazacyclotetradecane- N,N′,N′′,N′′′-tetraacetic acid),
CPTA (1,4,8,11-tetraazazcyclotetradecane-1-(α-1,4-toluic

acid)) and DOTA (1,4,7,10-tetraazacyclododecane-
N,N′,N′′,N′′′-tetraacetic acid). Schematic representations
of these ligands are shown in Fig. 11.7. Direct labeling of
Cu(I) to antibodies has also been attempted. Stannous
tartrate was used to reduce disulfide groups, which then
bound Cu(I) [103].

Examples of biomolecules labeled with copper
include: the anti-colorectal monoclonal antibody
(Mab) 1A3 for PET imaging of primary and metastatic
colorectal tumors [104–106]; human serum albumin
for perfusion and blood pool imaging [107–109]; and
somatostatin analogs, such as octreotide and Y3-TATE,
for imaging of somatostatin receptors (SSR) [12,
110–112].

Technetium

Introduction

Technetium was predicted on the basis of the periodic
table and was incorrectly reported to be discovered in
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1925, at which time it was named masurium [113].
Technetium-99 was first produced by Perrier and Segre
in 1937 and was the first artificially produced element
[114]. Naturally occurring technetium-99 was isolated
from African pitchblende (a uranium-rich ore) in 1961
[115]. Twenty-two isotopes of technetium with masses
ranging from 90 to 111 have been reported; all of them
are radioactive. Technetium is one of only two ele-
ments with mass number less than 83 that have no
stable isotopes, the other is promethium with a mass
number of 61. There are three long-lived radioactive
isotopes of technetium: 97Tc (t 1–2

=2.6 x 106 years), 98Tc
(t 1–2

= 4.2 x 106 years) and 99Tc (t 1–2
= 2.1 x 105 years). The

most-used isotope of technetium is 99mTc (t 1–2
= 6.01

hours), which accounts for about 80% of the radio-
pharmaceuticals in use. It is used frequently as a result
of its short half-life, its low-energy gamma ray, and its
ability to be chemically bound to many biologically
active molecules as well as the availability and long
shelf life of 99mTc generators. More recently, 94mTc 
(t 1–2

= 52.5 min) has been examined. 94mTc can be pro-
duced on a biomedical cyclotron and decays by 
β+-emission and therefore can be used in PET imaging.

Chemistry of Technetium

Technetium is a second-row group-VII transition
metal, with an electron configuration of [Kr]5s24d5.
The chemistry exhibited by Tc is vast as a result of the
fact that it can occupy several different oxidation states
(–1 to +7, although only +1 through +7 can exist in so-
lution) and the large number of coordination geome-
tries it can adopt [116]. These two factors mean that Tc
can bind to a large number of donor ligands. However,
this flexibility can cause problems in the design of Tc

radiopharmaceuticals, as well as the in vivo biodistrib-
ution of Tc coordination compounds. Technetium is a
group-VII congener of rhenium, and as a result their
chemistries are similar. The only major difference is
that the redox potential of analogous complexes can
differ significantly, with Tc complexes being more easily
reduced. Due to their chemical similarities, rhenium
has often been used as an alternative to technetium in
preliminary radiopharmaceutical investigations.

Radiolabeling Studies Using 94mTc

The first technetium complex to give consistently high
uptake and slow washout in myocardial tissue was the
technetium(I) cationic complex [Tc(tbi)6]+ [117]. In
this complex, the Tc(I) oxidation state is stabilized by
the back-bonding isonitrile ligands, which adopt an oc-
tahedral geometry around the technetium. In an effort
to improve the heart-to-non-target organ ratios, the
isonitrile ligand was functionalized. This led to the de-
velopment of the complex technetium-methoxy-
isobutylisonitrile (Tc-sestamibi, Fig. 11.8) [117], which
is now a commercially available instant kit for 99mTc la-
beling. Studies have been undertaken in which 94mTc
was used to label sestamibi, in the hope that the in-
creased resolution of PET imaging over SPECT would
be useful in detecting myocardial perfusion [118, 119].
Another approach to imaging myocardial perfusion is
via the neutral, lipophilic, seven-coordinate Tc(III)
complex Tc-teboroxime. Tc-teboroxime can be pro-
duced in 90% yield from the reaction of TcO4

–,
dioxime, methyl boronic acid, and SnCl2 under acidic
conditions [120]. [94mTc]teboroxime was prepared by
using 94mTcO4

– and a commercially available kit for
teboroxime [121]. The results obtained were consistent
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with those reported for [99mTc]teboroxime [121], and
demonstrate that 94mTc provides an opportunity to
study many of the new technetium compounds with
PET. Another study involving instant labeling kits
available for 99mTc was the anti-carcinoembryonic anti-
body Fab’ fragment (CEA-Scan) [122]. This mono-
clonal Fab’ fragment when labeled with 99mTc is used
for imaging colorectal cancer [123]. The labeling with
94mTc was as straightforward as those observed for
99mTc, with labeling yields typically around 99%.

These studies have shown that 94mTc labeling can be
used as an alternative to 99mTc and can directly replace
99mTc in instant labeling kits. By utilizing PET imaging,
94mTc should provide image resolution superior to that
of the corresponding 99mTc-labeled agent obtained with
single photon imaging. Therefore, 94mTc labeled com-
pounds would make superior radiopharmaceuticals
relative to the analogous 99mTc compounds.

Other PET Metaloradiopharmaceuticals

Rubidium-82 

As mentioned previously, 82Rb is a short-lived (t 1–2
= 1.27

min) positron-emitting radionuclide that is commer-
cially available as a generator system from the long-
lived 82Sr (t 1–2

= 25.6 days) [3]. This generator system is
the most widely used in PET imaging, with its in vivo
applications based on the ability of rubidium to mimic
K+ [28]. Hence, 82Rb has been used to study myocardial
perfusion and blood flow [124–127] as well as the in-
tegrity of the BBB [128–131].

Potassium-38

38K decays 100% by β+-emission and has a half-life 
(t 1–2

= 7.71 min) that is short enough to allow multiple
studies in the same patient [4]. Similar to 82Rb, PET
imaging has focused on 38K+ as a tracer for myocardial
perfusion [132–134] and as a cerebral tracer [134, 135].

Yttrium-86

86Y has a 14.7-hour half life and decays 33% by 
β+-emission [4]. The long half life means that PET
images can be acquired several days after administrat-
ing the radiopharmaceutical. [86Y]citrate and
[86Y]EDTMP ([86Y]ethylenediamine-tetramethylene-
phosphonate) have been used to study bone metastases
[136–138]. 86Y has also labeled somatostatin analogs
for imaging of somatostatin receptors [139–141].

Manganese-51, -52 and -52m

Both 51Mn and 52Mn are cyclotron-produced positron-
emitting radionuclides with half-lives of 46.2 min and
5.6 days, respectively, while 52mMn is generator pro-
duced with a half-life of 21.1 min [4]. 51/52Mn have been
suggested for use in the diagnosis and treatment of
blood diseases [142] and as cationic perfusion tracers
[143]. 52mMn has been used to study the myocardial
and cerebral perfusion [144, 145].

Cobalt-55

Finally, 55Co has a half life of 18.2 hours and decays
81% by β+-emission [4]. It has been used in PET
imaging as [55Co]Cl2, where 55Co2+ has been used as a
marker for calcium uptake in degenerating brain tissue
[146–150] and complexed to molecules such as oxine
and MPO (mercaptopyridine-N-oxide) for platelet la-
beling [151] and to EDTA for renal function assess-
ments [152]. It has also been chelated to biomolecules
including bleomycin for studies of lung cancer and
brain metastases [153–155] and the MAb LS-174T
[156].

Conclusions

There are many possible metal-based positron-emit-
ting radionuclides that can be utilized in positron to-
mography. At the present time, the most promising
nuclides are copper, gallium, and yttrium. It is highly
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Figure 111.8. [94mTc]-sestamibi.
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likely that radiopharmaceuticals labeled with these nu-
clides will be generally utilized in clinical practice over
the next several years.
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12 Radiation Dosimetry and Protection in PET*

Jocelyn EC Towson

Introduction

Positron emission tomography (PET), after having
spent 20 years or more being developed within the re-
search environment, has now emerged as a clinical di-
agnostic tool. This means that PET facilities are now
being located in imaging departments of nuclear medi-
cine and radiology within the hospital environment. In
most cases, these facilities were not designed for the
higher-energy annihilation radiation of PET tracers. In
addition, many of the approaches already employed in
the nuclear medicine departments to reduce radiation
exposure need to be re-thought to implement with PET,
again due to the higher-energy nature of the radiation.

This chapter will discuss many of the radiation
safety issues that have arisen from the transition of
PET from the research/university environment into the
clinical environment.

Impact of PET Radionuclide Decay
Schemes

The short half-lives of clinical PET radionuclides limit
the internal radiation dose to patients and the external
radiation dose to persons who come in contact with
the patient some time after the PET scan. However,
they confer no particular benefit on PET staff who
must contend with high dose rates from patients and
many patients to be scanned each day. The various
aspects of “exposure to radiation” need to be described
in specific dosimetric terms.

The radiation absorbed dose, D, is the energy de-
posited per unit mass of an absorbing material, includ-
ing biological tissue. In SI units, absorbed dose is
expressed in grays (Gy): 1 Gy is 1 joule per kilogram.
Absorbed doses from natural background radiation are
of the order of 2 mGy per year, absorbed doses in med-
icine typically range up to a few tens of mGy from di-
agnostic procedures and tens of Gy to tissues targeted
in therapeutic applications. Two derived dose quanti-
ties are invoked to regulate the exposure of persons at
work and the public at large [1]: equivalent dose, H,
and effective dose, E, both of which are expressed in
sieverts (Sv). Equivalent dose is absorbed dose
weighted for the type of radiation and averaged over
the whole organ or tissue (except in the case of skin).
Fortunately, for simplicity in most medical applica-
tions, the radiation weighting factor for electrons,
positrons, X- and gamma rays is one and therefore the
equivalent dose in Sv is numerically equal to the ab-
sorbed dose in Gy. Effective dose is also a mathematical
construct: a weighted sum of the equivalent doses to
the individual organs and tissues of the body. The
tissue weighting factors take account of the relative
susceptibility of different tissues to radiation damage.
Effective dose represents the long-term risk of harm
from low-level exposure, essentially the risk of radi-
ogenic cancer.

Most countries have adopted the dose limits recom-
mended by the International Commission on
Radiological Protection (ICRP) as shown in Table 12.1.
Medical exposures are not included in the system of
recommended limits. The limit on effective dose for
occupational exposure is associated with an acceptable
long-term risk compared to most other occupational
hazards; the limit for members of the public is consid-
ered to be acceptable because it is comparable to varia-
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tions in natural background radiation [1]. The effective
dose limits are supplemented by limits on the equiva-
lent dose to the tissues most likely to receive a high ex-
posure at work – the skin, eyes and the hands and feet
(“extremities”) – to avoid damage to skin and forma-
tion of cataracts in the lens of the eye. For the purposes
of monitoring a person’s exposure to an external
source of radiation, the ambient dose equivalent at a
depth of 10 mm in tissue, H*(10), also called the deep
dose equivalent (DDE), may be taken as the effective
dose from a uniform whole-body exposure. The direc-
tional dose equivalent at a depth of 0.07 mm in tissue,
H’(0.07), also called the shallow dose equivalent (SDE),
can be taken as the equivalent dose at the average
depth – 70 μm–of the basal cell layer in skin [2].

In terms of energy deposition in tissue, PET ra-
dionuclides have more in common with the radionu-
clides used for therapy than those used for diagnostic
imaging. The amount of energy deposited locally or at
a distance from disintegrating atoms in an infinite
medium is indicated by the equilibrium absorbed dose
constant, Δ, as shown in Table 12.2 for a selection of ra-
dionuclides used for diagnosis and therapy [3, 4].
Positrons, being non-penetrating charged particles,
deposit their energy locally and account for most of the
dose to the organs and tissues of PET patients. The an-
nihilation photons are penetrating and account for the
exposure of persons nearby. The influence of half-life
on the energy available from the total decay of a source
is also evident in Table 12.2.

External exposure is the most significant pathway for
occupational exposure in PET facilities. The high dose
rates from PET radionuclides relative to other radionu-
clides used for diagnostic imaging are due to their high
photon energy (511 keV) and abundance (197–200%
for the PET radionuclides shown in Table 12.2 as there

are two photons for each positron emitted). Other po-
tential pathways are

(i) a skin dose from surface contamination,
(ii) a deep dose from bremsstrahlung generated in

lead or other shielding material of high atomic
number,

(iii) a superficial dose from positrons emitted from the
surface of uncovered sources,

(iv) an immersion and inhalation dose from a release
of radioactive gas into the room air.

The starting point when planning protection against
external exposure from a radioactive source is a
knowledge of the dose rate from the radionuclide in
question. However, it is not always a straightforward
exercise to find the appropriate value from published
data. Variables include the physical quantity and ab-
sorbing medium (for example, exposure, absorbed
dose, kerma in air; kerma or equivalent dose in tissue),
distance from the source (for example, 1 cm, 30 cm,
1 meter), source configurations (for example, point
source, vial), lower bound on photon energy (for
example, 10 keV, 20 keV) and, of course, units (SI or old
system).

Dose rates in air were traditionally calculated using
the specific gamma ray constant (m2 R mCi–1 h–1 in old
units) for the exposure rate at 1 meter from the nuclide
in question. The conversion factor from exposure in air
(roentgens, R) to absorbed dose in tissue was close to
unity and was generally ignored.1 With the introduc-
tion of SI units, the International Commission on
Radiation Units and Measurements (ICRU) recom-
mended that the specific gamma ray dose constant
should be phased out and replaced by the air kerma
rate constant [5].2 The conversion factor from air
kerma to ambient dose equivalent is not close to unity.
It takes account of scattering and attenuation in tissue
and depends on the photon energy [6]. The dose rates
in air and tissue at a distance of 1 meter from a 1GBq
“point” source of commonly used radionuclides are
given in Table 12.3 [6, 7].

There is good agreement between the data in Table
12.3 for the ambient and deep dose equivalent rates
from photon emissions. The rate constants can be used
to check the response of survey meters, whether dis-
played in air kerma or ambient dose equivalent, to a
reference source of known activity. Dose rates from
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1 For an approximate conversion of exposure in roentgens to absorbed dose in rads, multiply by 0.87 for air, or 0.97 for tissue.
2 “Kerma” stands for kinetic energy released in unit mass and is expressed in the same units as absorbed dose. It is the sum of the
initial kinetic energies of all the charged particles produced by photons incident on the unit mass. The kerma value may be slightly
lower than the absorbed dose if some of the charged particle energy is deposited elsewhere (for example, after conversion to
bremsstrahlung) [47].

Table 112.1. Dose limits recommended by the ICRP [1]

Occupational Public

Effective dose 20 mSv y-1, averaged over 5 y 1 mSv y–1

and not more than 50 mSv 
in any 1 y

Equivalent dose
Lens of the eye 150 mSv y–1 15 mSv y–1

Skin 500 mSv y–1 50 mSv y–1

Hands and feet 500 mSv y–1
–



small-volume sources such as vials, syringes, or cap-
sules containing typical “unit dosage” activities admin-
istered to a patient are illustrated in Fig. 12.1.

The superficial dose rates given for betas and elec-
trons only do not allow for absorption in the source
and walls of the container, and may substantially over-
estimate actual dose rates, however, they do indicate
that skin and eye doses from open PET sources could
be reduced significantly by interposing a barrier as
thick as the maximum beta range (see Table 12.4).

Medical Exposures: Internal
Dosimetry

Despite the high energy of the annihilation photons,
the radiation dose to patients from PET procedures is
comparable with many diagnostic nuclear medicine

procedures utilizing radionuclides with single photon
emissions. The absorbed dose is limited by a short
physical half-life. The dose may also be limited by the
maximum amount of activity that can be administered
to the patient without taxing the response of the detec-
tor. For example, the maximum amount of [18F]-FDG
administered to a “standard” 70 kg adult patient for a
whole-body oncology study with a sodium iodide
(NaI) coincidence gamma camera is about 200 MBq.
For a whole-body study with a bismuth germanate
(BGO) camera in 3D mode, the administered activity
should be less than 500 MBq. The count rate capability
of newer cameras with fast LSO detectors is not as
restrictive.

Organ and Tissue Dosimetry

Dose estimates for diagnostic nuclear medicine proce-
dures are usually generic rather than patient specific,
and are calculated using the methodology developed
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Table 112.2. Energy available from the decay of nuclear medicine radionuclides

Equilibrium absorbed dose constant, Δ a T 1–2 Energy from total 
g Gy MBq–1 h–1 decay of 1MBq
Non-penetrating Penetrating Total μJ
Δn–p Δp Δ

11C 0.227 0.588 0.815 20.3 m 397
13N 0.281 0.589 0.870 10.0 m 209
15O 0.415 0.589 1.004 2.07 m 50
18F 0.139 0.570 0.709 1.83 h 1868
90Y 0.539 – 0.539 2.7 d 50295
99mTc 0.010 0.072 0.082 6.0 h 708
131I 0.109 0.219 0.328 8.05 d 91250

a derived from data in [3, 4]. The unit g is mass in grams.

Table 112.3. External dose rates from radionuclides used for diagnostic imaging

Air kerma Ambient dose equivalent H*(10) Deep tissue dose rate at 1m b Superficial tissue dose rate at 1m c

rate constant a rate constant a 1GBq point source 1GBq point source
m2 μGy GBq–1 h–1 m2 μSv GBq–1 h–1 μSv h–1 μSv h–1

11C 140 170 170 11,700
13N 140 170 170 10,800
15O 140 170 170 10,800
18F 140 170 160 10,800
67Ga 19 27 25 0
99mTc 14 21 23 0
111In 75 88 89 8
123I 36 44 47 0
131I 53 66 66 7,700
201Tl 10 17 18 0

a photons >20 keV [6], b photons, and c electrons, derived from data in [7]



by the Medical Internal Radiation Dose (MIRD)
Committee of the Society of Nuclear Medicine [8] and
software is available for this purpose [9]. The MIRD
method requires an estimate of the spatial and tem-
poral distribution of radioactivity in the body. The
dose to a “target” organ from radioactivity in a
“source” organ (Dst) is calculated as the product of
two factors:

Dst = Ãs x Sst (1)

Ãs is the cumulated activity in a source organ. It repre-
sents the total number of disintegrations which occur
in the source organ and therefore depends on the phys-
iological behavior of the radiopharmaceutical. The cu-
mulated activity per unit-administered activity, Ãs/A0,
is called the residence time (τ) for the radioactivity in
the organ. Ãs is obtained from biokinetic data, being
the area under the activity–time curve for the organ.
For example, the cumulated activity in an organ which

has an initial rapid uptake of a fraction Fs of an admin-
istered activity A0 (MBq), followed by an inverse expo-
nential clearance with an effective half-life of t1/2 (eff)
(hours), would be

Ãs = Fs × A0 × 1.44 × t 1–2
(eff) (MBq h) (2)

The effective half-life combines biological clearance
and radioactive decay, in this simple case as

1/t1–2
(eff) = 1/t1–2

(biol) + 1/t 1–2
(phys) (3)

Standard biokinetic models developed by the ICRP are
used for the movement of activity through complex
anatomical and physiological compartments including
the gastrointestinal tract, the cerebrospinal fluid space
and the kidneys and bladder.

Sst is the S factor, the absorbed dose in a target organ
per unit cumulated activity in the source organ (for
example, in mGy MBq–1 h–1). The S factor is deter-
mined by the physical properties of the radionuclide;
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370 MBq F18

200 MBq In111

370 MBq I123

200 MBq I131

900 MBq Tc99m

400 MBq Ga67

120 MBq Tl201

0 20 40 60 80 μSv/h

Figure 12.1. Equivalent dose rates in tissue at a distance of one
meter in air from small-volume sources. Derived from data in [7].

Table 12.4. Positron characteristics relevant to radiation protection

β+ Range in Range in % of incident β+ energy Skin dose rate: 1 
Emax glass a plastic a converted to bremsstrahlung kBq in 0.05 mL droplet a

MeV mm mm in lead in tungsten mSv h–1

11C 0.960 1.6 3.0 2.8 2.5 1.1
13N 1.199 2.1 4.0 3.4 3.1 1.2
15O 1.732 3.4 6.4 5.0 4.5 1.4
18F 0.634 0.9 1.7 1.8 1.6 0.8

a [7]



tabulated S values for pairs of standardized source and
target organs are available for many radionuclides [10].
The total dose to a particular target organ or tissue is
then obtained by summing the contributions from all
the identified source organs:

Dt = {Ãs × Sst} (mGy) (4)

alternatively

Dt = {τs × Sst} (mGy per MBq administered)
(5)

Absorbed doses to selected organs and tissues for
many radiopharmaceuticals have been compiled by
the ICRP [11]. The ICRP has noted the difficulties of
applying conventional dosimetry methods to very
short-lived PET tracers [12]. For example, the ra-
dioactivity may not last long enough to allow true
equilibration of the tracer in body compartments, or
the highest dose may be received by organs or tissues
– such as the trachea or walls of major blood vessels –
which are not included in ICRP-listed sources and
targets. The ICRP foreshadowed the development of
novel ad hoc methods of dose estimation. The dose
estimates for injected [15O]-water and inhaled [15O]-
gases are cases in point, as are the estimates of
reduced bladder dose for 18F compounds by strategies
such as hydration and frequent voiding [13–17].
Absorbed doses to maximally exposed organs or tissues
and the gonads and uterus are shown in Table 12.5 for
selected PET radiopharmaceuticals.

The Lactating Patient

PET studies with [18F]-FDG for oncology or epilepsy
investigations are infrequently requested for a woman
who is breast feeding an infant. Avid uptake of [18F]-
FDG in lactating breast tissue has been reported in a
small series of patients [18]. The uptake of [18F]-FDG
appears to be mediated by the GLUT-1 transporter,
which is activated by suckling, not by prolactin. By
imaging the breast before and after the expression of
milk and counting the activity in milk samples, it was
confirmed that [18F]-FDG, being metabolically inert, is
not secreted in milk to any significant amount but is
retained in glandular tissue. The dose to glandular
tissue will be higher than the value for the non-lactat-
ing breast, which is 0.0117 mGy per MBq injected [19].
The 18F concentration in milk, measured in samples
from one patient, was approximately 10 Bq mL–1 at one
hour and 5 Bq mL–1 at three hours after injection. It
was postulated that the 18F activity was associated with
the cellular elements in milk, mainly lymphocytes.

Using the standard model of breast feeding with the
first feed at three hours after injection [20], it was esti-
mated that the dose to the infant from ingested milk
would not exceed 85 μSv following an injection of up to
160 MBq of [18F]-FDG. In addition, the infant would
receive an external dose while being held while feeding
from the breast or bottle. The dose rate against the
chest was about 60 μSv h–1, 2.5 hours after injection of
160 MBq of [18F]-FDG. Breast feeding and cuddling of
the infant should be postponed for several hours after
an [18F]-FDG study, particularly if a large amount of
activity has been administered, if the infant’s dose is to
be kept below a dose constraint of 0.3 mSv for a single
event.

The Pregnant Patient

The exposure of an embryo or fetus will depend on
the biodistribution of the radiopharmaceutical. In
the earliest stages of pregnancy, it is usual to take the
dose to the embryo as being the same as the dose to
the uterus. After about 12 weeks, when trophoblastic
nutrition has been replaced by placental nutrition,
the fetal dose will depend on whether the radiophar-
maceutical or any of its metabolites accumulates in
or is transferred across the placenta as well as on the
distribution of activity in the mother. Where placen-
tal transfer of radioactivity occurs, the activity is
generally assumed for dosimetry purposes to be dis-
tributed uniformly in the fetus. Fetal dose at various
stages of gestation has been calculated for a range of
radiopharmaceuticals using the MIRD methodology
and an anatomical model of a pregnant female at
three, six, and nine months’ gestation [21]. In the
absence of documented evidence of placental uptake
or transfer of a particular radiopharmaceutical, the
fetal dose was calculated from the maternal radio-
activity only, which was the case for the three PET
tracers in the report as shown in Table 12.6. For
example, the fetal dose estimate following the admin-
istration of 500 MBq of [18F]-FDG to the mother
would range from 13.5 mSv in early pregnancy to 
4 mSv at term. However, the second and third trimester
doses may have been underestimated. Fetal uptake of
[18F]-FDG in early pregnancy has subsequently been
demonstrated on a PET scan [22]. Iodide is also
known to cross the placenta. The fetal thyroid begins
to concentrate iodine from about the 13th week of
pregnancy and reaches a maximum concentration at
about the 5th to 6th month [23]. Fetal thyroid dose
estimates for [124I]-NaI are included in Table 12.6.
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Table 112.5. Radiation dose estimates for selected PET radiopharmaceuticals

Absorbed Dose Effective Dose
mGy MBq–1 mSv MBq–1

[Ref.] Organ (1) Organ (2) Organ (3) Uterus

[11C]-CO single inhale, 20” hold* 11, 12 0.02 0.014 0.013 0.0023 0.0048
heart lungs spleen

[11C]-CO2 single inhale, 20” hold* 11, 12 0.0024 0.0018 0.0017 0.0016 0.0016
lungs adrenals intestine

[11C]-diprenorphine ¶ 0.015 0.012 0.0097 0.0034 0.009
testes sm.intestine kidney

[11C]-methionine 52 0.027 0.019 0.018 – 0.0052
bladder pancreas liver

[11C]-methyl-thymidine 11 0.032 0.031 0.0055 0.0015 0.0035
liver kidneys gall bladder

[11C]-raclopride 53, ¶ 0.011 0.0083 0.0063 – 0.0053
ovaries kidneys liver (EDE)

[11C]-spiperone 11 0.0038 0.0035 0.0031 0.0022 0.0053
adrenals pancreas kidneys

[11C]-thymidine 11 0.011 0.0052 0.0034 0.0024 0.0027
kidneys liver heart

[13N]-ammonia 11,12 0.0081 0.0046 0.0042 0.0019 0.002
bladder kidneys brain

[15O]-O2 single inhale, 20” hold* 11, 12 0.0024 0.00033 0.00022 0.000057 0.00037
lungs heart spleen

[15O]-water 11 0.0019 0.0017 0.0016 0.00035 0.00093
heart kidney liver, lung

[15O]-butanol 54 0.0015 0.0011 0.0011 0.00036 0.00036
liver kidney spleen

[15O]-CO single inhale, 20” hold* 11,12 0.0034 0.0033 0.0021 0.0003 0.00081
lungs heart spleen

[15O]-CO2 single inhale, 20” hold* 11,12 0.0012 0.00049 0.00048 0.00043 0.00051
lungs adrenals breast

[18F]-FDG 11 0.16 0.062 0.028 0.021 0.019
bladder heart brain

[18F]–FDOPA 17 0.16 0.011 0.010 0.016 0.018
bladder intestine gonads

[18F]–FDOPA 55 0.15 0.027 0.02 0.019 0.02
carbidopa pre-dose bladder kidneys pancreas

[18Fluoride] 11,12 0.22 0.04 0.04 0.019 0.024
bladder bone marrow

[18F]-5-fluorouracil (5FU) ¶ 0.12 0.06 0.041 0.025 0.022
bladder kidneys thyroid

[18F]-FMISO 56 0.021 0.0185 0.0183 0.0183 0.0139
bladder heart wall liver

[18F]-fluorethyl-flumazenil † 0.0187 0.0046 0.0036 0.0213 0.07
bladder thyroid gall bladder

¶ Page BC, Medical Research Council (UK) Cyclotron Unit, Hammersmith Hospital (Personal communication).
† Bartenstein P, Klinik und Poliklinik für Nuklearmedizin, Klinikum der Johannes Gutenberg-Univesität, Mainz, DE (Personal communication).
* [11] also contains dose estimates for continuous, as opposed to single, inhalation.



Effective Dose

Of more general interest for diagnostic medical proce-
dures is the concept of effective dose, which allows a
comparison of the relative risk of non-uniform expo-
sures [1]. Effective dose in adult patients from a PET
scan can be estimated from the effective dose
coefficients in Table 12.5. Values are generally in the
range of 5–10 mSv, which is comparable to the dose
from many nuclear medicine procedures, and also to
the dose from CT examinations for similar diagnostic
purposes [26].

PET procedures often include a transmission scan
for attenuation correction of image data. The transmis-
sion scan is usually obtained with a coincidence source
of germanium-68/gallium-68 or a single photon source
of caesium-137. The short duration of the exposure
and the collimation of the transmission source are
such that the dose to the patient is insignificant [24]. A
recent development in PET technology is the incorpo-
ration of a CT X-ray unit in the PET camera to facili-
tate the fusion of functional and anatomical image
information. The additional radiation dose would be
similar to that for the equivalent CT scan conducted
separately from the PET study, assuming that the scan
parameters are the same. The CT component of the
hybrid scanner may be a multi-slice unit. It has been
estimated that the average effective dose from CT with
a multi-slice scanner increased by 30% for a scan of the
head and 150% for scans of the chest and abdomen, to
1.2, 10.5 and 7.7 mSv respectively, compared to a con-
ventional single-section scanner [25].

The activity of a radiopharmaceutical administered
for pediatric studies is usually calculated by scaling
down the adult dosage by the child’s body weight or
surface area, subject to a minimum acceptable amount
for very small children and infants [27]. The effective
dose as a function of age for oncologic imaging is
illustrated in Fig. 12.2 for both scaling methods applied
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Table 112.6. Fetal absorbed dose (excluding contribution from any ra-
dioactivity which crosses the placenta) from PET radiopharmaceuticals
administered to the mother

Fetal absorbed dose per unit activity administered 
to mother mGy MBq–1

Early 3 months 6 months 9 months

[18F]-FDG a 0.027 0.017 0.0094 0.0081
[18F]-NaF a 0.022 0.017 0.0075 0.0068
[124I]-NaI a 0.14 0.1 0.059 0.046
“ fetal – 130 680 300
thyroid b

a [19], b [23]

Figure 112.2. Dosimetry of radionuclide imaging in 
pediatric oncology: Administered activity scaled according
to body weight or surface area between a minimum and
maximum activity of 30–300 MBq of [67Ga]-citrate,
20–120 MBq of [201Tl]-chloride, and 50–200 MBq of 
[18F]-FDG.
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to an activity range of 50–200 MBq of [18F]-FDG,
20–120 MBq of [201Tl]-chloride, and 30–300 MBq of
[67Ga]-citrate [28]. Although the radiation dose from
diagnostic imaging is not a prime concern for these
patients, [18F]-FDG dosimetry is lower, particularly
when repeated studies are required.

One area in which the effective dose should be con-
sidered is the recruitment of volunteers to participate
in research studies. Regulatory authorities in many
countries have adopted the recommendations of the
ICRP [29]:

(i) an exposure for research purposes is treated on
the same basis as a medical exposure – and is
therefore not subject to a specific dose limit,

(ii) the dose should be commensurate with the poten-
tial benefit of the research findings,

(iii) the study protocol should be approved by a prop-
erly constituted ethics committee.

A dose constraint may apply where the participant is
not expected to benefit from the exposure, as in the ex-
posure of “normal” subjects or patients enrolled in a
clinical trial which involves additional or different ex-
posures to what would be considered necessary for
clinical management. There is limited scope for many
PET studies to meet such dose constraints, for example,
in determining the maximum number of injections of
[15O]-water for studies of cognitive function.

Occupational and Public Exposures

Healthcare Workers Within and Outside
the PET Facility

The radiation dose to a technologist performing a PET
study is generally higher than for conventional nuclear
medicine imaging [30–32]. Comparison of staff doses
between PET facilities is not very informative because
of the variability in clinical workload and scan proce-
dures. With attention to shielding and protocols, it
should be possible to maintain occupational exposure
below approximately 6 mSv y–1 in most circumstances
[33]. Hand doses may also be higher but are very vari-
able because the radiation fields when manipulating
partially shielded syringes and vials are highly direc-
tional. Substantial shielding of syringes, vials, trans-
mission and quality control sources is standard
practice in PET facilities. With inanimate sources effec-
tively shielded, attention has turned to minimizing the

exposure to staff from patients. Education of staff on
the importance of distance and time is a key factor in
dose control [33–36].

Dose rates near the [18F]-FDG patient have been
measured in a number of studies, at different orienta-
tions to the patient and at different times after injec-
tion [31–33, 35–38]. Representative values are shown in
Table 12.8. The data could be adapted for other PET
nuclides after correcting for the branching ratio and
radioactive decay.

High dose rates require close attention to strategies
that shorten, eliminate, or postpone close contact with
the patient. Task-specific monitoring can be used to
identify actions that contribute most to staff exposure
and to suggest areas for improvement [39–42]. The
dose from individual events, for example, dispensing
and injecting [18F]-FDG, or positioning and scanning
the patient, typically ranges from 1 to 4 μSv as shown
in Fig. 12.3. One of the most important factors is the
duration of close contact with the patient. As vials and
syringes can be shielded but dose rates within 0.5 m of
the patient can be of the order of 4 to 8 μSv min–1 fol-
lowing an injection of [18F]-FDG, this is to be expected.

The quantitative measurement of cerebral glucose
metabolism originally required a number of blood
samples to be taken over a period of 30–40 minutes fol-
lowing the injection of [18F]-FDG, resulting in
significant operator exposure [39]. A two-sample
method has been developed which allows an 84%
reduction in staff dose, from approximately 10 μSv to
1.5 μSv per study [43]. Other strategies to reduce staff
exposure include setting up an intravenous line and a
urinary catheter (if required) prior to administering
the dose, postponing the removal of lines and catheters
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Table 112.8. Dose rate measurements near [18F]-FDG patients: 
95th percentiles

Patient position, Distance m Normalized dose rate
measurement μSv h–1 per MBq injected
location

Post 2 h post 
injection a injection b

Standing, 
at anterior chest 0.5 0.60 0.20

2.0 0.10 0.03
Supine, at side 0.5 0.85 –

2.0 0.11 –
Supine, at head 0.5 0.36 –

2.0 0.075 –
Supine, at feet 0.5 0.078 –

2.0 0.023 –

a [33], b [38]



until the conclusion of scanning, using a tourniquet or
asking the patient to maintain pressure on the punc-
ture site after removal of a line, using a wheelchair to
move frail patients to and from the scanner as quickly
as possible, and enlisting other persons to assist with
patient handling. Nurses working within hospital PET
facilities which scan many high-dependency patients
may be the “critical group” as far as staff exposure is
concerned.

The duties and previous personal dosimetry history
of a staff member who declares that she is pregnant
and wishes to continue at work during the pregnancy
should be reviewed. The ICRP recommends that the
equivalent dose to the surface of the mother’s abdomen
should not exceed 2 mSv for the remainder of the preg-
nancy [1]. It also notes that the use of source-related
dose constraints – i.e., shielding and/or isolation of
sources – will usually provide an adequate guarantee
of compliance with this guideline without the need for

specific restrictions on the employment of pregnant
women. However, restrictions may need to be placed
on the number or duration of close contacts a pregnant
staff member should have with PET patients.

Following a PET scan, the patient may come into
close contact with other health professionals. Dose rate
measurements at various distances from the patient on
leaving the PET facility, combined with modeling of
potential patterns of close contact, indicated that
nurses on a ward that regularly sends patients for PET
scans are unlikely to receive more than 24 μSv per day
[38]. The exposure rate to a sonographer working at 
0.5 m from a patient who had received 400 MBq of
[18F]-FDG two hours previously would be about 40 μSv
h–1 [44]. In circumstances where a staff member may
have frequent contact with PET patients, for example,
nursing staff or porters of an oncology ward, personal
dosimeters can be used to establish the level of expo-
sure for informed guidance on policies and procedures.
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Figure 112.3. Daily pattern of exposure to PET technologist: personal dosimeter readings in six-minute intervals (Eurisys Dosicard). Peaks (1–4 μSv) correspond
to dispensing and injecting multiple [18F]-FDG doses, fitting a head mask and taking blood samples for neurological studies, escorting patients to and from the
scanner for whole-body and neurological studies. Note low background at all other times.



Family Members, Carers and Members of
the Public

A dose limit of 1 mSv y–1 for members of the public is
recommended by the ICRP and has been widely
adopted [1]. This limit is accepted as a criterion when
discharging radionuclide therapy patients from hospi-
tal, although a dose constraint of 0.3 mSv from any
single event has subsequently been proposed (by the
European Union) to allow for several exposures occur-
ring during the course of a year [45]. As with the expo-
sure of staff, the dose to persons near the patient will
depend on the activity in the patient and excretion (if
any), and the pattern of close contact effectively within
a distance of about two meters or less. Only 18F sources
need be considered. Based on measured dose rates at
various close-contact distances and times of leaving
the PET facility (Table 12.7), the dose to persons near a
patient has been modeled for a number of scenarios
[38]. Results show that there is no need to restrict the
activities of patients for the remainder of the day of
their PET scan in order to satisfy a dose constraint of
0.3 mSv per event for a member of the public.

Persons “knowingly and willingly assisting with the
support…of the patient” are regarded by the ICRP as
carers, and are not subject to the dose limit for
members of the public [1]. A dose constraint of 5 mSv
per event has been proposed for carers [45]. Other
family members – especially children – should be

subject to the same dose constraint as members of the
public, as it is quite possible that the patient will
undergo more than one radionuclide imaging proce-
dure within a year. Not all the accompanying persons
in a common waiting area of a PET facility may qualify
as “carers”. For them, the 0.3 mSv dose constraint may
be exceeded if they are seated next to one or more pa-
tients who have been injected with [18F]-FDG and are
waiting to be scanned. Patients should be advised at
the time of booking that they should not be accompa-
nied by pregnant women, infants, or children when at-
tending for the scan. If this cannot be arranged,
patients should remain in a single room or dedicated
post-injection waiting area during the [18F]-FDG
uptake phase.

Facilities and Equipment

Instrumentation

The dose calibrator used in general nuclear medicine
applications is adequate for PET in a clinical setting,
whereas in a PET production laboratory a high-
ranging chamber may be required if measuring very
high activities. The chamber should be provided with
additional shielding, up to 50 mm of lead, to protect
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Table 112.7. Effective dose values in adult patients for PET and comparable diagnostic imaging procedures

Application Protocol Effective dose mSv

Oncology [18F]-FDG 370 MBq 7.0
[11C]-methionine 400 MBq 2.1
[67Ga]-citrate 400 MBq 40.0
[201Tl]-chloride 120 MBq 26.4
[99mTc]-mibi 1 GBq, resting 9.0

Brain [15O]-water 1 GBq 0.93
[18F]-FDG 250 MBq 4.8
[99mTc]-HMPAO 800 MBq 7.4

Myocardium [13N]-ammonia 550 MBq 1.1
[18F]-FDG 250 MBq 4.8
[99mTc]-mibi 1.3 GBq; 1 day rest/stress protocol 10.6
[201Tl]-chloride 140 MBq; stress/reinjection protocol 30.8

Bone [18F]-NaF 250 MBq 6.0
[99mTc]-MDP 800 MBq 4.6

CT a head average 1.63 scans per examination 2.6
chest average 1.40 scans per examination 10.4
abdomen average 1.72 scans per examination 16.7
pelvis average 1.50 scans per examination 11.0

a National survey of CT practice in Australia, 1994–1995 [26]



the operator during PET nuclide measurements. At
511 keV, no corrections should be required for the
geometry of the source container (for example,
syringe, vial) or volume, with the manufacturer’s
settings possibly overestimating the activity of 18F by
3–6% depending on the geometry [46].

Radiation instrumentation should include a survey
meter, preferably a dual-purpose instrument for mea-
surement of dose rate and surface contamination.
Geiger-Mueller (GM) detectors have good sensitivity to
PET radiations, and their energy response is fairly
uniform over the photon energy range of a few
hundred keV. No energy response correction should be
necessary for a GM meter which has been calibrated at
660 keV with a 137Cs source. An electronic personal
dosimeter is a valuable means of monitoring staff who
are in training or performing specific tasks where dose
rates are high or there is prolonged close contact with a
source.

Shielding

With the advent of commercial PET scanners in
nuclear medicine departments more than a decade
ago, it rapidly became apparent that the shields for the
nuclides used in conventional gamma camera imaging
were inadequate at 511 keV. PET radionuclides present
more of a challenge because of their higher photon
energy and hence smaller cross section for photoelec-
tric absorption. Adequate shielding of small sources at
all times is essential. The major component of the dose
to PET staff now comes from close contact with pa-
tients.

The aim of shielding design is to achieve a desired
transmission, K, the ratio of dose rates – or doses inte-
grated over a specified interval – with and without the
shield in place. Containers for sources in the workplace
or during transport should attenuate the maximum ex-
pected intensity (I0) to an acceptable value (I), for
example, 10 μSv h–1, at a specified close distance.
Barriers such as walls or floors between a source and
an occupied area should attenuate the dose (D0) for the
maximum anticipated workload during a specified in-
terval, for example, one week, to an acceptable value (D,
the design limit).

K = I/I0 or K = D/D0 (6)

Dose rates in the vicinity of unshielded PET sources
can be calculated using the dose rate constants given
in Table 12.3. Vials and syringes can be treated as point
sources, with the dose rate being inversely related to
the square of the distance from the source. The dose

rate near a line, planar, or cylindrical source can be cal-
culated by the appropriate formula [47]. The dose rate
near an [18F]-FDG patient has been measured at
various distances and intervals after injection [33, 38,
48]. Not surprisingly, given the biodistribution of FDG,
the dose rate is higher at the head than the feet, a fact
which can be employed to advantage when siting a
camera and operator console [37]. A very conservative
approach is to treat the activity in the patient as a point
source located at the midpoint of the trunk with no
self-attenuation or excretion losses (which would over-
estimate the dose rate by about 40% at two meters and
30% at five meters [48]), and disregard attenuation in
the scanner gantry or other hardware. The determina-
tion of K also requires an estimation of the maximum
anticipated workload at each source location for the
specified design interval, say in GBq h in one week. The
highest such source term is likely to be in the room set
aside for an [18F]-FDG patient in the uptake phase after
injection, when the activity is maximal, the room is
fully utilized and the room dimensions – and possibly
distance to the nearest occupied areas – are small.

The value of D depends on who has access to the
area in question, and for how long. Regulatory authori-
ties should be consulted for local requirements. The
design limit for areas to which the public has access
[32] may be 20 μSv per week or a lower dose constraint,
with an adjustment for partial occupancy where ap-
propriate. The design limit for areas used by occupa-
tionally exposed persons only is taken to be less than
the occupational dose limit pro rata for the specified
interval, for example, 100 μSv per week compared to
400 μSv per week, although generally greater than the
design limit for areas to which the public has access
[32]. Full-time occupancy is assumed if not known.
This approach is adequate if the source is a type which
can be turned off or retracted into shielding before the
operator enters the room, but may not be sufficiently
conservative when the source is a radioactive patient
with whom intermittent close contact without a barrier
is unavoidable. One survey has found that the average
time spent by the technologist at a distance of one
meter or less from the patient was 32 minutes per day
[33]. For the remaining seven hours or so of the
working day, the technologist is usually at the PET
console. If distance does not provide sufficient protec-
tion, barriers between the PET console or control room
and “hot” patients should be designed to reduce the
dose to a low level (for example,. 20 μSv per week) to
optimize staff protection (see Fig. 12.2). Depending on
the layout, the construction materials and the dimen-
sions of the facility, supplementary shielding in walls,
or a mobile barrier may be required [37, 48].
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Under narrow-beam conditions, with scatter ex-
cluded by collimating the source and detector, the at-
tenuation of a beam of radiation through an absorbing
medium is described by

I = I0 e–μx (7)

where I and I0 are the dose rates at the same location
with and without the shield in place and μ is the linear
attenuation coefficient of the shielding material. The
thickness, x, of the shield can readily be determined
from tabulated values of μ or of the total mass attenua-
tion coefficient μ/ρ and the density ρ [47, 49]. However,
the effect of broad-beam geometry should be consid-
ered when shielding extended sources of energy more
than a few hundred keV with material of low atomic
number, in which Compton scattering is the predomi-
nant interaction. Under broad-beam conditions, the

equation with the narrow beam μ value can be
modified to

I = I0 B e–μx (8)

where B is a build-up factor to account for transmitted
radiation which has been scattered within the barrier.
An iterative approach can be used to determine shield
thickness for the desired K using tabulated values of B
for the number of relaxation lengths (μx) in various
materials [47, 49]. Attenuation of 511 keV photons
under broad-beam conditions can also be estimated
using point kernel modeling software [50], as shown in
Fig. 12.4. Values obtained with this method suggest that
narrow-beam analysis may underestimate the trans-
mission of 511 keV photons through 10 cm of concrete
by about 40% and through 20 cm by about 15% (JC
Courtney, 2001, personal communication). In practice,
tabulated Half Value Layers (HVL, K = 0.5) and Tenth
Value Layers (TVL, K = 0.1) under broad-beam condi-
tions, as shown in Table 12.9, are convenient for simple
shielding assessments [7, 50, 51].

Typical thicknesses of lead are 50 mm for bench
shields and storage caves for waste and PET camera
quality control sources, 30 mm for vial containers
located behind a bench shield, and 15 mm for syringe
shields. Vial and syringe shields of these dimensions are
too heavy to manipulate with safety, hence mechanical
supports are desirable when dispensing and injecting
PET radiopharmaceuticals. Tungsten may be prefer-
able to lead for small PET source containers. For
example, a cylindrical pot which achieves 1% trans-
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Table 112.9. Attenuation of 511 keV photons under broad beam geometry

Atomic Density ρ HVL TVL a

number g cm–3 cm cm
Z

concrete – 2.2 11a 24 a

6.4c 22 c

iron 26 7.87 1.6 c 5.5 c

tungsten 74 19.30 0.32 c 1.1 c

lead 82 11.35 0.5a 1.6 a

0.6 b 1.7 b

0.56 c 2.0 c

Derived from data in: a [47], b [7], c [51]

Figure 112.4. Transmission factors for some common materials
used for shielding at 511 keV.
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mission (thickness 2TVL) around a source cavity 5 cm
high and 2 cm in diameter would be approximately
25% heavier and 30% wider if fabricated in lead rather
than tungsten. Similarly, cost factors apart, lead has the
advantage over concrete for walls because it requires
less space and reduces the floor loading by roughly
half.

Perspex or plastic liners may be used within lead or
tungsten vial and syringe shields to absorb all
positrons, although most positrons from 18F would be
absorbed in the vial or syringe wall. 15O positrons, if
absorbed directly in lead with negligible loss in the
walls of the vial or syringe, could generate
bremsstrahlung (X-ray) photons up to their maximum
energy of 1.7 MeV. However, the amount of energy
converted to bremsstrahlung radiation, being a small
fraction of the average positron energy incident on the
shield as shown in Table 12.4, is trivial compared to
the 1.02 MeV of the two annihilation photons. The
main practical value of perspex syringe shield inserts is
to increase the distance of the fingers from the source
and possibly screen the fingers from longer range
positrons.

When installing a PET scanner that incorporates a
CT unit, no additional shielding in the walls, floor, or
ceiling should be necessary beyond what would be re-
quired to shield the annihilation photons. The primary
X-ray beam is tightly collimated and mostly absorbed
in the patient and scanner. The secondary radiation
(leakage from the X-ray tube housing and scattered ra-
diation, mainly from the patient) is of short duration
and substantially lower energy than 511 keV.

Other Design Considerations

Spills are an uncommon event and usually result from
mishaps with intravenous lines or urinary catheters.
Strategically located glove dispensers can facilitate the
use of disposable gloves when dealing with doses, pa-
tients, and waste. The importance of personal protec-
tive equipment can be seen from the dose rates for skin
contamination in Table 12.4: a droplet from an [18F]-
FDG solution with a concentration of 100 MBq/mL
could deliver 500 mSv, the annual dose limit for the
skin, in six minutes.

A separate waiting area should be provided for
patients during the “uptake phase” after the injection
of [18F]-FDG. Care needs to be taken at the design stage
to avoid situations that prolong the period of close
contact by staff with frail patients who require support
or assistance, for example, in escorting to and from the
scanner, toileting, or dressing. Toilets, change cubicles,

and injection rooms should be generously sized with
ready access to the scanner room. The PET scanner
design and location should allow a patient to get on
and off the scanner bed easily, with minimal assistance
from staff.

In facilities located near a cyclotron, PET gas tracers
may be used. The gas supply and return lines from the
radiochemistry laboratory to the scanner room will
require shielding. In occupied areas and the PET
scanner room itself, a thickness of 20–25 mm of lead
around the lines may be sufficient. A mask over the
patient’s head should effectively contain the adminis-
tered gas and scavenge the exhaled gas for venting via
a stack to the atmosphere. The air of the PET scanner
room should be continuously monitored during a gas
study. Because of the high background radiation level
in the room, an air sampler is required to pass the air
through a sensitive detector in a remote low-back-
ground area. The scanner room should be kept at nega-
tive pressure to the adjacent areas. The room air should
not be recirculated, but vented direct to atmosphere.

Given the high costs of construction and possible
space limitations when planning or modifying space
for a clinical PET facility, the impact of the layout and
the projected workload on radiation safety needs to be
kept under review. In most facilities, it is unlikely that
administered doses of 18F or longer-lived PET nuclides
will exceed 800 MBq. However, in those facilities fortu-
nate enough to acquire cameras with fast detector
systems, both the administered activity and the
number of patients scanned in a day may increase in
the future.
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13 Whole-Body PET Imaging Methods
Paul D Shreve

PET instrumentation has been available for over 25
years, yet the clinical applications of PET largely lan-
guished until the past decade. As the impediments to
clinical PET [1] have fallen, the clinical value of the
technology has become widely recognized and PET is
now emerging as a mainstream diagnostic imaging
modality. Over the past five years it has become clear
PET using the glucose metabolism tracer [18F]-
fluorodeoxyglucose (FDG) will have a major role in the
management of patients, particularly oncology pa-
tients. This has shaped the recent development of com-
mercial PET tomographs and the evolution of clinical
imaging protocols to accommodate rapid imaging of
the whole-body (c.f., torso) in a clinical setting.

Historical Development

Coincidence detection of positron radiotracers was ac-
complished as early as the mid 1960s using opposed
detectors. Modern PET imaging systems are based on
principles established by Phelps, Ter-Pogossian, and
Hoffman at Washington University, St. Louis, in the
early 1970s [2, 3]. The first commercial PET scanner,
the ECAT II, introduced in the late 1970s, was capable
of brain imaging and could accommodate the torso of
a narrow patient [4]. Few of these were sold, as
positron radiotracers were available only in research
institutions with a cyclotron and appropriate radio-
chemistry facilities. The detection efficiency of these
early tomographs was limited by the sodium iodide
scintillator which has limited stopping power for the
511 keV annihilation photons. Scintillators with higher
density and hence greater stopping power were investi-

gated, including bismuth germanate oxyorthosilicate
(BGO), gadolinium orthosilicate (GSO), and barium
fluoride (BF), among others. In the late 1970s tomo-
graphs using the high density scintillators with atten-
dant improvements in sensitivity and count rate
capability were built in commercial and academic set-
tings in limited quantities. These were dedicated brain
PET tomographs, however, in part reflecting the exclu-
sive research applications of PET at the time. A com-
mercial PET brain tomograph using a high density
scintillator (BGO), with at least a tentative intended
clinical market niche, was introduced in 1978 [5].

Early success in the brain PET research encouraged
some investigators and clinicians to contemplate anal-
ogous studies of tissue blood flow and metabolism in
the heart and other organs of the body. Tomographs
capable of accommodating the whole-body with more
than just a few axial tomographic planes presented
substantial cost barriers. The volume of scintillator and
number of electronic channels required the develop-
ment of block detectors, essentially very small Anger
cameras, to limit the number of expensive photomulti-
plyer tubes and associated electronics [6]. In the early
1980s three commercial vendors introduced full ring
BGO PET tomographs with gantry diameters capable
of accommodating an adult torso. These scanners were
capable of continuous data sampling of approximately
10 cm axial extent of the body in 15 or more contigu-
ous transaxial planes. Transmission scanning using
germanium-68 sources was incorporated in to the to-
mograph design to allow attenuation correction of the
emission data. Each tomograph typically contained
over 500 small photomultiplyer tubes, tungston axial
septa, and substantial data processing hardware to re-
construct the thousands of coincidence lines. Due to the
small commercial market at the time, such tomographs
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were among the most expensive medical diagnostic
imaging devices.

The commercial availability of whole-body PET to-
mographs in the 1980s allowed investigators with clini-
cal interests to explore applications of PET to the heart,
other major organs, and extra-cranial neoplasms. The
theoretical potential of quantitative tracer kinetics,
however, still remained strong, particularly among
brain researchers. Hence, refinements in tomograph
design in the mid 1980s retained the capacity for high
count rate dynamic imaging of a limited axial field of
view, accommodating the brain or heart, and transmis-
sion scanning for attenuation correction of the subject
prior to injection of tracer. By the late 1980s, FDG
imaging of extra-cranial neoplasms was emerging as a
potentially more broadly applicable use of PET in clini-
cal practice than imaging of the brain or heart. Initially,
oncology imaging involved specific problem solving
such as pulmonary nodules or masses identified on CT
scans [7]. It soon became clear that a key advantage of
FDG PET was detection of regional and distant metasta-
tic disease not detected on conventional anatomical
imaging [8]. While enthusiasm for the potential of
quantitative kinetic analysis of imaging data applied to
tumor imaging broadly, but most particularly to tumor
response and drug evaluation remained [9], kinetic
rate constants derived from quantitative dynamic
imaging appeared to have no clear advantage over
semi-quantitative or simple qualitative scan interpreta-
tion of FDG PET studies applied to simple diagnosis
[10]. Consequently, for clinical diagnosis, FDG PET
scan protocols emphasized static imaging of as much
of the body as practical beginning roughly one hour
after FDG administration.

With 10 cm axial field of view, as many as 7 bed posi-
tions would be required for a whole-body scan, and at
10 minutes emission acquisition per bed position, a
whole-body scan required over one hour. Attenuation
correction of the emission data required comparable
time for the emission scans acquisitions, and since the
transmission scanning had to be performed prior to
tracer administration, an additional 50 minutes for
FDG uptake and distribution prior to emission acquisi-
tions was added for a total scanner time of 3 hours. As
such, much of the body imaging in the 1980s was
limited to non-attenuation corrected whole torso or at-
tenuation corrected imaging limited to 2 or 3 bed
positions, a procedure which generally could be ac-
complished in between 1 to 2 hours of scanner time.
These protocols provided the early evidence of the im-
portance of whole-body PET imaging for cancer
staging [11]. The notion that clinical PET would
involve primarily static imaging of a large axial extent
(i.e., the entire torso) and the need to reduce the

expense of a clinical PET tomograph led to the devel-
opment of innovative tomographs by the late 1980s
employing conventional sodium iodide Anger cameras
with 2.5 cm thick crystals in a hexagonal array [12]. To
compensate for reduced sensitivity, such tomographs
employed septa-less or 3D emission acquisition archi-
tecture with an extended axial field of view of 25 cm.
Sealed point sources for singles transmission scanning
were later developed, allowing the transmission scans
to be performed even in the presence of tracer in the
patient [13]. Whole-body attenuation scans could be
performed in about an hour, although image contrast
was degraded by the high fraction of scatter and
random coincidence events consequent to the fully 3D
emission acquisition. Partial ring rotating tomographs
based on BGO detectors were also developed in an
effort to reduce cost [14]. Again, 3D emission acquisi-
tion architecture to compensate for the reduced sensi-
tivity was used along with sealed point sources for
transmission scanning.

In the early 1990s, a new generation of full ring BGO
commercial tomographs was introduced [15-17]. These
tomographs used full ring BGO block detector design
with a 15 cm axial field of view and removable axial
septa such that they could be operated in both 2D and
3D acquisition modes [16–17]. Germanium-68 rod
sources were used which allowed transmission scan-
ning in the presence of tracer in the patient. Such “post
injection transmission scans” made whole-body atten-
uation corrected imaging possible in roughly one hour
on the BGO ring scanners (Fig. 13.1). Throughout the
1990s whole-body FDG PET imaging performed on the
ring BGO and sodium iodide scanners provided the
clinical experience and scientific evidence supporting
government and private payment for clinical PET
exams. Growing whole-body clinical applications in-
creased the need to reduce imaging time while improv-
ing image quality. Much of the progress in improving
image quality and reducing overall scan time involved
improvements in image reconstruction algorithms (Fig.
13.2). Conventional filtered back projection algorithms
were supplanted with statistical reconstruction algo-
rithms using segmentation methods on the transmis-
sion scan data to reduce overall scan time on both
emission and transmission acquisitions and yet still
improve image quality on the whole-body scans [18, 19].

The need for attenuation correction on whole-body
imaging remained somewhat controversial in the 1990s
[20]. Transmission scan time added to overall imaging
time, and noise from the transmission scan propagated
into the final attenuation corrected emission scan, re-
ducing lesion contrast. Further, many PET centers were
performing whole-body non-attenuation corrected
scans routinely with diagnostic results comparable to
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centers using attenuation corrected protocols. Never
the less, the need for anatomical correlation and the di-
minishing time and noise penalty for attenuation cor-
rection have resulted in most centers now performing
attenuation correction routinely on whole-body proto-
cols. Further, refinements in attenuation weighted sta-
tistical reconstruction algorithms which allow for
further improvements in image quality (Fig. 13.2)
require the anatomical map of a transmission scan.

Early commercial PET tomograph design relied on
axial septa to reduce random and scatter coincidences
and constrain image reconstruction to a series of 2D
tasks which could be solved in a reasonable time using
existing computational hardware and software. By the
late 1980s and throughout the 1990s efforts to move
towards 3D imaging in the body accelerated as image
reconstruction computational hardware and software
advanced [21, 22]. By expanding the number of ac-

cepted out of plane coincidence events, tomograph
sensitivity increases dramatically. Removing the axial
septa altogether also reduces cost and permits a 
wider gantry aperture, improving patient comfort.
Unfortunately random and scatter coincidence events
increase even more so than the true coincident events,
and degrade image contrast unless successfully cor-
rected. The full potential in increased sensitivity is also
not fully realized as detectors with slow light decay
scintillators such as BGO and sodium iodide cannot
accommodate the high photon flux associated with pa-
tients given FDG in excess of approximately 350 MBq.
Due to the relative limited scatter medium and out of
field source of random coincidences, 3D acquisitions of
the brain are readily accomplished and have allowed
for reduced imaging time and improved image quality.
3D acquisitions in the body however have yielded
poorer image contrast than 2D acquisitions, particu-
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Figure 113.2. Comparison of image reconstruction methods. Substantial improvements in whole-body FDG PET image quality have occurred due to refine-
ments in image reconstruction algorithms. Shown above are anterior projection images and coronal image sections of the abdomen and pelvis, with acquisition
beginning about one hour after FDG administration. Two-dimensional acquisition was used (six minutes per bed position) and transmission scanning was per-
formed with rotating Ge-68 rod sources (four minutes per bed position). The same emission and transmission data are shown after reconstruction by filtered
back-projection (a), by statistical or iterative reconstruction using ordered subset expectation maximization (OSEM) (b), and by attenuation-weighted statistical
reconstruction (c). [Courtesy of Technical University of Munich and CPS Innovations Inc., Knoxville, Tennessee.]

a

b
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larly evident in larger patients. Refinements in randoms
and scatter correction have shown improvements in
whole-body 3D acquisitions such that they are now be-
coming comparable to high quality 2D studies per-
formed on full ring BGO tomographs (Fig. 13.3).

Current Trends in Whole-Body
Tomographs

Body oncology applications of clinical PET are driving
scanner technology to further improve image quality
for small lesion detection and reduce scanning time for
faster patient throughput in the clinic. Such improve-
ments will require higher sensitivity for shorter emis-

sion acquisition times and shorter transmission scan
time. High sensitivity can be achieved in 3D mode if a
tomograph can accommodate the markedly increased
detector event rates for higher true coincident count
rates while the scatter and random coincident contri-
butions to the final reconstructed images are mini-
mized. Scintillators with faster light decay times such
as lutetium oxyorthosilicate (LSO) or gadolinium oxy-
orthosilicate (GSO) and improved detector system
energy resolution will allow for further increments in
performance. Faster light decay times permit much
higher detector count rate capability permitting full 3D
body emission image acquisitions at patient tracer
doses limited by tracer dosimetry rather than detector
count rate capability (Fig. 13.4). For example, a full ring
LSO tomograph based on conventional BGO design,
has equivalent sensitivity to the BGO tomograph, but
much higher count rate capability, allowing 3D body
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2D

3D

Figure 113.3. Whole-body 2D vs 3D image acquisition. Emission acquisitions can be performed in a 2D mode in which axial septa are employed to permit only a
narrow angle of photon acceptance, or a 3D mode in which axial septa are absent. The 3D mode allows higher overall sensitivity but requires image recon-
struction algorithms that are capable of correcting for the much higher contributions of random coincidences and scattered photons. Image reconstruction
algorithms now allow reconstruction of images acquired in 3D mode which are comparable to 2D images in quality, but require a lower injected dose or
shorter acquisition time due to the higher sensitivity. Shown above is a comparison of FDG PET whole-body coronal images of the same patient obtained on a
BGO tomograph, first in 2D mode and then in 3D mode . Total image acquisition times were comparable, since the 3D image was obtained after a longer tracer
decay time. [Courtesy of Kettering Memorial Hospital, Kettering, Ohio, and CPS Innovations Inc., Knoxville, Tennessee.]



image acquisitions with patient does of FDG up to 
700 MBq. Random coincidence contributions can be
reduced by the very narrow coincidence timing
window (4–6 nanoseconds) and scatter coincidences
are at least partially corrected using anatomy based al-
gorithms. Contribution of scatter coincidences to
image degradation can be reduced by improvements in
effective energy resolution both due to properties of
scintillation crystals and sampling and analysis of scin-
tillator light output [23], in addition to attenuation
weighted scatter correction algorithms [24]. The high
count rate capability of fast light decay scintillators ac-
commodates higher activity transmission scan sources
allowing for emission image acquisitions as short as 1
minute per bed position. Thus with emission scan ac-
quisitions shortened to 3 , or even 2 minutes per bed
position and high count rate transmission scans short-
ened to 1 minute per bed position, high image quality
whole-body exams can be performed in under 20

minutes using a 15 cm axial field of view tomograph
(Fig. 13.5). The shortened acquisition times in turn
further improve image quality by minimizing patient
movement during scan acquisition.

The need for anatomical correlation in both inter-
pretation and therapy planning is also driving the
merging of PET and CT tomograph technology (25,
26). The X-ray CT attenuation map, which can be
scaled to a 511 keV transmission map [26] provides a
very rapid transmission scan with minimal noise.
Effectively the transmission scan contribution to
overall scanning time is reduced to less than one
minute for a whole-body exam. A conventional full
ring BGO detector of 15 cm axial field of view in the
PET/CT configuration can acquire a whole-body diag-
nostic CT and attenuation corrected PET in about 30
minutes (Fig. 13.6). With fast crystal detector PET to-
mographs operated in full 3D mode in a PET/CT
configuration, whole torso have been reported in under

272 Positron Emission Tomography

1.000

N
E

C
 N

E
M

A
 N

U
-I

I 
2
0
0
0
 [

1
/s

]

0

10000

20000

30000

40000

50000

60000

70000

0.000 0.100 0.200 0.300 0.400 0.500 0.600 0.700 0.800 0.900

Specific Activity [uCi/mL]

a

c

b

Approximate equivalent administered FDG dose (70 kg patient at one hour)

200 MBq 400 MBq 600 MBq 800 MBq

Figure 113.4. Count rate performance of BGO vs LSO detector materials. A useful method of evaluating and comparing PET tomograph performance is the
noise equivalent count rate curve. A standard cylindrical phantom containing tracer in water is imaged, and the true, random and scattered coincidence counts
as measured by the tomograph are recorded. Using a standard formula, the noise equivalent count rate (NEC) is computed. The test is performed over a range
of tracer activity in the phantom, and a curve is generated showing the increasing NEC with increasing tracer activity. The NEC is generally limited by the tomo-
graph count-rate capability and the exponential increase in random coincidence rate with increasing dose. For these reasons, the NEC curve reaches a
maximum and then declines. The NEC is an approximate measure of useful coincidence events. Shown above are NEC curves for (a) 30 mm-deep BGO detectors
in 2D mode and (b) 3D mode, compared to (c) 25 mm-deep LSO detectors in 3D mode. The BGO detectors in 2D mode do not reach a maximum at these levels
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have slightly higher sensitivity. The approximate range of tracer concentration in the body of a 70 kg adult, one hour after administration of 200 to 800 MBq
FDG is noted for comparison. [Courtesy of CPS Innovations, Knoxville, Tennessee.] (Reproduced from Valk PE, Bailey DL, Townsend DW, Maisey MN. Positron
Emission Tomography: Basic Science and Clinical Practice. Springer-Verlag London LTD, 2003, p. 486.)



10 minutes total scan acquisition time [27]. The advan-
tages of accurately registered and aligned PET meta-
bolic and CT anatomical images for both diagnosis and
radiation therapy planning are already becoming clear
[28–31]. As predicted [26], the grafting of the PET
metabolic images on the familiar CT anatomical
images is speeding acceptance of PET as a mainstream
imaging modality among radiologists, oncologists and
surgeons. Already the majority of PET scanners sold
are in the configuration of a PET/CT scanner, and it
appears the standard modality for body oncology
imaging will be the combined PET/CT. Perhaps the
most important consequence of this evolution of body
PET imaging to PET/CT is the merger of metabolic and
anatomical diagnosis into one imaging procedure and
one overall medical imaging interpretation.

Whole-Body Imaging in Oncology

Overview 

Presently whole-body FDG imaging protocols for on-
cology applications takes full advantage of the recent
developments in tomographs and image reconstruc-
tion. For most extra-cranial malignancies, the goal is to
image the entire torso, from skull base to pelvis within
one hour or less of scanner time, and in fact with
recent developments in PET tomograph detector tech-
nology and combined PET/CT tomographs, imaging of
the entire torso in under 30 minutes is becoming
routine. The brain is usually not included in the axial
field-of-view for imaging extra-cranial malignancies as
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Figure 13.5. Whole-body images obtained with a full-ring LSO tomograph of 15 cm axial field-of-view, operating in 3D mode. Attenuation-corrected whole-
body images were obtained in less than 25 minutes, using a dose of 500 MBq FDG. [Courtesy of Northern California PET Imaging Center, Sacramento,
California.] (Reproduced from Valk PE, Bailey DL, Townsend DW, Maisey MN. Positron Emission Tomography: Basic Science and Clinical Practice. Springer-
Verlag London LTD, 2003, p. 487.)



FDG uptake in the brain is of a level found in most ma-
lignant neoplasms, hence detection of brain metastases
is still best accomplished by contrast enhanced CT or
MR. One notable exception is melanoma, a neoplasm
with such intense FDG uptake and propensity for wide-
spread and unpredictable metastatic sites, that brain
metastases can be detected on FDG PET, and therefore
many centers include the entire head in whole-body
imaging of melanoma patients. For lung cancer and oe-
sophageal patients, the top of the axial field-of-view
should include the base of the neck, for head and neck
cancer and lymphoma patients up to the skull base.
Patients with cancers originating in the gastrointesti-
nal and genito-urinary tract require body positioning
to insure the entire pelvis, to below the level of the
pubic symphysis, in addition to the abdomen and chest
is included. In lymphoma patients the caudal extent of
axial field-of-view typically includes the upper thighs
to insure inguinal lymph nodes are included. Again,
with melanoma patients, some or all of the lower ex-
tremities will be included at some centers, often using
shorter imaging acquisition times for the lower ex-
tremities. Hence for most patients 70–80 cm axial
extent imaged will comprise a whole-body study, for
lymphoma and melanoma patients 90–120 cm.

Patient Preparation

Patient preparation for whole-body FDG PET exami-
nations is an essential part of the procedure both to
optimize image quality and to minimize physiological
variants and artefacts [26]. Patients should be fasted a

minimum of 4 hours to insure serum glucose and en-
dogenous serum insulin levels are low at the time of
FDG administration. Typically patients are fasted
overnight with no breakfast for morning appoint-
ments, and can have a light breakfast, but no subse-
quent lunch or snakes for afternoon appointments.
Glucose competes with FDG for cellular uptake, and
there is some evidence elevated serum glucose will
lower observed FDG uptake in malignant neoplasms
[33]. Equally significant, elevated serum insulin pro-
motes FDG uptake in the liver and muscle. Hence a
recent carbohydrate containing meal (even a snack) or
administration of exogenous insulin in attempt to
lower blood glucose levels prior to FDG administration
can yield extensive muscle uptake (Fig. 13.7). Such
muscle uptake will not preclude evaluation of centrally
located abnormalities such as lung nodules or medi-
astinal lymph nodes, but can potentially reduce con-
spicuity of osseous and peripheral lymph node basin
involvement and reduce available circulating FDG for
tumor uptake. Myocardial FDG uptake will be absent
given a sufficiently long fast (18–24 hours) due to the
shift to fatty acids as an energy source. With shorter
fasts (which patients can tolerate such as overnight)
myocardial FDG uptake will vary from uniform
intense, to irregular, to absent in largely unpredictable
patterns among patients. Hence the goal of fasting is
not ordinarily to eliminate the myocardial FDG uptake.

In general, a serum glucose level under 150 mg/dL at
the time of FDG administration is preferred, with less
than 200 mg/dL acceptable. With serum glucose levels
above 200 mg/dL, noticeable degradation in image
quality due to reduced tissue uptake of FDG and sus-
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a FDG PET c  Fused : 58% PET/ 42% CTb CT

Figure 113.6. Whole-body images obtained with a combined PET/CT tomograph. Whole-body images obtained with a full-ring BGO tomograph with 15 cm
axial field of view, operating in 3D mode and using CT image data for attenuation correction. (a) Attenuation-corrected coronal whole-body PET image, and 
(b) coronal reconstruction of diagnostic CT data, obtained sequentially in 30 minutes total, producing highly registered metabolic and anatomic images. 
(c) fused PET and CT images. [Courtesy of Memorial Sloan-Kettering Cancer Center.]



tained blood pool tracer activity can occur. It is rela-
tively easy to measure serum glucose prior to FDG ad-
ministration, and this is routine in many centers. Use of
exogenous insulin to reduce serum glucose immedi-
ately prior to FDG administration is not generally indi-
cated, as this will result in accelerated FDG uptake in
muscle and the liver. It is much preferred to manage
known diabetic patients such that at the time of FDG
administration, serum glucose levels are under roughly
150 mg/dL. This must be arranged in consultation with
the patient and the physician treating their diabetes, as
the strategy used will depend on the patient’s treat-
ment regimen and history of serum glucose control.
For example, patients who are non-insulin requiring
may present with an acceptable serum glucose levels
with an overnight fast, while insulin requiring patients
may need a fraction of their usual morning dose of
short acting insulin in addition to the overnight fast.
For patients with poor serum glucose control, the goal
is not entirely normal serum glucose, simply less than
roughly 150 mg/dl, as there is a risk of hypoglycemia. If
a patient is found to be hypoglycemic at the time of

FDG administration, and is not symptomatic, it should
be noted that approximately 30 minutes after FDG ad-
ministration, much of the FDG uptake has occurred,
and serum glucose can be subsequently by normalized
without compromising the examination. Simple inges-
tion of a sweet juice drink is often sufficient to insure
adequate glucose levels for the duration of the exami-
nation. Patients without a diagnosis of diabetes melli-
tus will occasionally present for an FDG PET scan with
abnormal elevated fasting serum glucose, but this
rarely exceeds 150 mg/dL, much less 200 mg/dL. When
patients do present with and abnormally diffuse in-
creased muscle and liver uptake, it may well reflect a
recent snack (Fig. 13.7); hence it is important to em-
phasize the meaning of fasting for the exam at the time
the patient is scheduled.

Hydration prior to FDG administration will, as with
any tracer cleared by urinary excretion, facilitate tracer
clearance from blood pool and the urinary tract.
Patients should be encouraged to drink plenty of water,
but only water (no sugar containing beverage), prior 
to FDG administration. After FDG administration
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Figure 113.7. Effect of exogenous and endogenous insulin. Whole-body anterior projection images of (a) a patient given 10 units of regular insulin
intravenously prior to FDG administration, attempting to normalize a serum glucose level of 180 mg/dL, and (b) a patient who fasted overnight but ate an
apple and half a granola bar prior to FDG administration. In both cases there is extensive skeletal muscle uptake, uniform and symmetrical, due to the action of
insulin. 

ba



drinking, chewing or even talking must be eschewed
for at least approximately 30 minutes to avoid muscle
FDG uptake. The presence of urinary tracer in the
upper urinary tract and bladder can be confounding
[33]. Pooling of urinary tracer in the renal calyces can
mimic a renal or adrenal mass, while urinary tracer in
an extra-renal pelvis or isolated down the course of the
ureters can mimic FDG avid retro-peritoneal lymph
nodes. Such mimics involving urinary tracer activity
are less problematic with properly registered and
aligned PET and CT images such as generated on com-
bined PET/CT scanners. Intense urinary tracer activity
in the bladder can result in reconstruction artefacts
limiting evaluation of adjacent structures, including
uterus, adnexa, prostate, rectum and obturator nodal
groups.

It is possible to minimize or largely eliminate
urinary tracer activity by hydration and use of intra-
venous diuretics [34], and such maneuvers have been
advocated, particularly in patients with GI, GU malig-
nancies and abdominal lymphoma. The use of diuret-
ics typically mandates bladder catheterization when
scan table times approach an hour, as the patient typi-
cally will need to void during the scan without urinary
bladder drainage. With scan table times well under 
30 minutes, this is less problematic. When bladder
catheterization is used, best results are obtained using
a multi-lumen catheter such that the urinary bladder
undergoes continuous lavage [35]. This insures a rela-
tively full bladder with only dilute urinary tracer. Some
centers report with aggressive hydration and use of di-
uretics, very little urinary tracer is present in the
bladder at the time of imaging. In any case, the use of
an indwelling urinary bladder catheter adds an inva-
sive component to the exam, and requires skilled per-
sonnel time, and this must be weighted against the
advantages of reducing or eliminating bladder urinary
tracer activity.

Bowel FDG physiological tracer activity is com-
monly observed on whole-body FDG PET scans and
can be confounding due to the inconsistent and un-
predictable patterns [31, 35]. While the aetiology of
this uptake is not entirely understood, maneuvers have
been advocated to reduce or eliminate bowel tracer ac-
tivity, including isosmotic bowel preparations the
evening prior to the exam [34], or bowel smooth
muscle relaxants prior to FDG administration [36].
These maneuvers must again be viewed in the context
of patient compliance and increasing the complexity of
the examination. Isosmotic bowel cleansing is de-
manding on the patient to say the least, and further,
bowel FDG activity is usually readily identified on
high quality PET images. In certain patients, however,

such as ovarian carcinoma, abdominal lymphoma and
colon cancer, where mesenteric or bowel serosal im-
plants are possible, such preparation to eliminate or
minimize bowel physiological tracer activity may well
be indicated.

Muscle FDG uptake is also common physiological
variant which can be confounding, particularly in the
neck [31, 35]. As noted above, generalized muscle
uptake due to insulin action can be eliminated by
sufficient fasting and avoidance of exogenous insulin
prior to FDG administration. Skeletal muscle contrac-
tion during the uptake phase of FDG (principally 
30 minutes following intravenous administration) can
result in fairly intense FDG accumulation, hence pa-
tients should be seated or recumbent following FDG
administration, and not engaged in any physical activ-
ity for 20–30 minutes. Talking, chewing or swallowing
should be avoided during this period, as this can result
in FDG uptake in the tongue, muscles of mastication,
and larynx [37]. Intense muscle activity prior to ad-
ministration of FDG, even hours prior, can result in el-
evated muscle uptake as well, and hence patients are
generally advised to avoid strenuous physical activity
prior to undergoing an FDG PET scan. FDG uptake in
major muscles of the neck including the sterno-cleido-
mastoid and scalene muscles can be seen also be seen,
and particularly with patients undergoing studies for
malignancies involving the neck, a recumbent position
with head support during the FDG uptake phase is
commonly advocated. More confounding in the neck
and supraclavicular region is brown adipose tissue
(BAT) FDG uptake, originally thought to reflect physio-
logical muscle uptake. Brown adipose fat is involved in
thermoregulation, and on adrenergic stimulation, can
accumulate FDG avidly [38]. Recognition of this source
of confounding physiological uptake occurred with the
advent of combined PET/CT scanners [39, 40]. Most
typically seen in the lower neck, medial shoulders and
paraspinal fat between muscle groups, brown adipose
tissue uptake can be seen in mediastinal fat and subdi-
aphragmatic and perirenal fat [41]. Typically seen in
younger and slimmer patients, particularly when cold,
brown adipose tissue FDG uptake is often quite focal,
and can be very difficult to distinguish from lymph
node metastases without accurately registered and
aligned images such as provided by combined PET/CT
scanners. Anxiolytics have been shown to be effective
in eliminating neck muscle and brown adipose fat
uptake [42], presumably due to reduced muscle tension
and diminished adrenergic stimulative output, respec-
tively. Some centers keep patients warm with blankets
or elevated ambient temperature as a strategy to reduce
brown adipose fat uptake.
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Anxiolytics, including intravenous short acting ben-
zodiazepines such as midazolam, routinely in adult pa-
tients to improve patient comfort and compliance are
used at some centers. With the substantially shorter
whole-body imaging times of contemporary tomo-
graphs, however, the importance of such light con-
scious sedation has diminished. Certainly for patients
with back pain or other impediments to maintaining
motionless supine position during the scan acquisi-
tion, sedation and pain management entirely analo-
gous to that used for MRI imaging is indicated. In
general, there is far less difficulty with patient claustro-
phobia in whole-body PET acquisitions relative to
closed magnet MRI acquisitions. Oral alprazolam,
05–1.5 mg, depending on body weight, an hour before
scan acquisition, is very effective in managing patients
with claustrophobia.

Image Acquisition

As with any clinical medical imaging procedure, the
goal is to obtain the highest quality image in a limited
image acquisition time in order to minimize patient
movement and maximize scanner throughput. As
noted above, in the past whole-body FDG PET images
had been obtained without attenuation correction, less
the total scan acquisition time exceed two hours.
Contemporary PET scanners, and particularly com-
bined PET/CT tomographs, allow whole-body attenua-
tion corrected images routinely in as little as 30
minutes. As patient movement between the transmis-
sion and emission image acquisitions will result in
artefacts on the final attenuation corrected emission
images, the emission and transmission image acquisi-
tions should be temporally as close as possible when
sealed source transmission scans are used (Fig. 13.1).
The patient’s arms are a common source of movement
artefact. Most patients can comfortably keep their arms
up out of the torso field of view when properly sup-
ported for 30 minutes or less. For whole-body scan ac-
quisitions on fast crystal (LSO or GSO) tomographs
and combined PET/CT tomographs, where such short
whole-body acquisition times are feasible, an arms up
supine configuration is optimal for chest, abdomen and
pelvis examinations. Head and neck image acquisitions
are, as with CT, optimally performed with arms down.

Image acquisition times and FDG dose are related,
but not in an entirely inverse fashion of single photon
radiotracer medical imaging. Regarding sealed source
transmission scans, with image segmentation, acquisi-
tion time per bed position can be shorted to 3 or even
2 minutes in conventional BGO whole ring tomo-

graphs, while sealed point sources using with fully 3D
tomographs and higher activity rod sources used in
fast crystal 2D tomographs allow for reduction in ac-
quisition time to 2 minutes or less per bed position.
Such short transmission acquisition times can result in
segmentation errors, particularly associated with the
diaphragm. CT based attenuation correction allows for
the entire body transmission scan without noise or
segmentation errors [43] in less than 30 seconds with
multi-detector helical CT. Since the PET emission ac-
quisitions are acquired after the single CT scan of the
entire torso, the transmission image acquisition of the
last portion of the body to undergo emission image ac-
quisition may be separated by up to 30 minutes, hence
absence of patient movement is essential. Also, shallow
relaxed breathing will help minimize image registra-
tion errors when X-ray CT is used for the transmission
image sinogram because even when the CT acquisition
is performed during free breathing, the temporal rela-
tion about the diaphragm over seconds captured by CT
will be different than the PET emission acquisition
captured over a few to several minutes. This appears to
be less of an issue with increasing number of detector
channels with helical CT such as up to 16, as the
increasing speed of CT scan acquisition reduces di-
aphragm motion artefact [44]. Alternatively, abdominal
binders can be employed to constrain diaphragmatic
excursion to minimize such errors. Mid exhalatory
breath hold provides improved quality CT images and
can closely match average diaphragmatic position on
the PET images [45]. Patients short of breath due to
pulmonary disease may benefit from supplemental
oxygen to reduce lung tidal volume, and use of abdom-
inal binders can aid in insuring shallow breathing.

Due to the nature of contaminating scatter and
random coincidence events detected, the relationship
between FDG dose and useable image counting statis-
tics is neither direct nor linear, and depends on the
geometry of the tomograph, type of detector crystal,
size of the patient, and the reconstruction algorithm
used. The general rule of single photon medical radio-
tracer imaging, that a larger radiopharmaceutical dose
results in more useable counts, does not uniformly
apply in whole-body PET imaging. Because random
coincidences increase exponentially (to the second
power) with tracer activity while true coincidences in-
crease linearly with the tracer activity, useable count
rates are eventually limited by randoms coincidence
contribution. In general, ring tomographs in 2D mode
with thick axial septa will increase useable true coinci-
dences with increasing patient tracer activity (admin-
istered dose) out to the upper range of dosimetry
limited [46] administered FDG (about 700 MBq).
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Hence increasing administered dose can be used to
reduce emission image acquisition times, from, for
example, 8 minutes to 4 minutes per bed position.
Tomographs with greater axial cross-plain acceptance
and finer septa, and especially tomographs operating
in fully 3D mode (no septa), may reach randoms limit-
ing count rate contributions with administered doses
as low as 300 MBq or less. Hence, increasing the dose of
administered FDG above such levels does not allow for
decreased scan acquisition times, indeed image degra-
dation can be observed with increasing dose using the
same scan acquisition times, as predicted by NEC
curves [Fig. 13.4]. Likewise, larger patients provide an
expanded source of photon emissions to the detector
ring, resulting in higher randoms, especially in tomo-
graphs operating in 3D mode. Hence in a large patient
a lower FDG dose with an extended image acquisition
time can improve final image quality in tomographs
operated in fully 3D mode. The 3D mode does result in
substantial gains in sensitivity, however, such that
useable true coincidence count rates are acquired with
lower administered FDG in the range of 200–300 MBq.
The fast crystal tomographs (LSO and GSO) allow for
considerably narrower coincidence acceptance windows
(4–6 nsec vs 8–12 nsec) than BGO or NaI(Tl) based to-
mographs, reducing relative random contributions by
roughly half. The rapid light decay of such fast crystals
also permits very high detector count rates, permitting
3D mode acquisitions using patient FDG doses well
above 500 MBq (Fig. 13.4). Such tomographs in 3D
mode yield useable increases in true coincidence count
rates with administered doses of FDG in excess of
500 MBq, allowing emission image acquisitions to be
shortened to 2–3 minutes per bed position (Fig. 13.5).

Photon scatter contributes to background noise in
the reconstructed images and degrades image contrast
in PET, just as with single photon radionuclide
imaging. Larger patients will thus present greater
image degradation due to a larger scatter component
emanating from the patient. Again, 2D tomographs
with thick septa will be less degraded by the increased
scatter contribution than tomographs with more
limited, or no, axial collimation, as with a fully 3D op-
eration. Advances in scatter correction algorithms have
greatly improved image quality, particularly in 3D
mode (Figs. 13.2 and 13.3), by correcting for scatter co-
incidence contributions. In addition, refinements in
energy resolution (raising the lower threshold of
energy window from 350 keV to as high as 425 keV)
has resulted in further improvements in reduce scatter
contribution with attendant improvements in whole-
body image quality in a 3D emission acquisition mode,
even in large patients (Fig. 13.6).

A clear consensus of the optimal time for whole-
body image acquisition following FDG administration
has not yet emerged. Typically image acquisition for
body imaging has commenced 40–60 minutes follow-
ing FDG administration. This delay is based in part on
the time required for a majority of blood pool activity
to clear and the majority of the tumor accumulation of
tracer to occur, and in part on the historical need to
minimize the time between pre-injection transmission
scans and the commencement of emission image ac-
quisition. With whole-body imaging times up to and
exceeding an hour, emission acquisition of the last
portion of the body imaged can occur over two hours
post tracer administration. There is continued accumu-
lation of FDG in malignant neoplasms and other FDG
avid tissues such as bone marrow beyond one hour,
with continued clearance of blood pool [47]. Hence, a
longer delay in the commencement of image acquisi-
tion has been advocated to enhance tumor conspicuity
and allow for more complete clearance of upper
urinary tract tracer activity. Upper urinary tract tracer
activity in the absence of aggressive hydration and use
of diuretics is not assured even at 2 hour post FDG ad-
ministration [48], and an increase in tumor to back-
ground is offset by the physical decay of tracer,
lowering counting statistics. For tomographs that are
count rate limited or encounter dominating random
coincidence contributions with FDG doses exceeding
300 MBq, a longer delay, such as 90–120 minutes, with a
corresponding higher administered FDG dose may
provide optimal whole-body imaging. For tomographs
operated in 2D with relatively heavy septa or in 3D
with fast scintillation crystals, the optimal dose of FDG
and delay time has not yet been fully explored, but
likely is between one and two hours. Increasingly
centers are moving to 90 minute uptake times for
routine body oncology imaging, and in some instances
advocating uptake times of 2 to 3 hours for cancers
with modest average FDG accumulation such as breast
or pancreatic cancer.

Image Display and Interpretation

Whole-body FDG PET images routinely are displayed
as a combination of a series of orthogonal tomo-
graphic images in the transaxial, coronal, and sagittal
planes, and a whole-body rotating projection image.
The rotating projection image provides an invaluable
rapid assessment of the overall status of FDG avid ma-
lignancy in the body, and can be very helpful in dis-
cerning the three dimensional relationships of
abnormalities to normal structures. Interpretation of
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whole-body images is thus best accomplished using
both the rotating whole-body projection image and the
serial tomographic images. As noted above, emission
only (non-attenuation corrected) images are being
largely supplanted by attenuation corrected images,
however as image reconstruction artefacts can occur
due to patient movement between the emission and
transmission image acquisitions, the non-attenuation
corrected images can serve as a useful fall back set of
images. Additionally, iterative image reconstruction
methods can constrain some aspects of movement
artefacts and noise into discrete focal abnormalities
potentially mistaken for clinically significant abnor-
malities such as metastatic deposits. Consequently
viewing non-attenuation corrected images recon-
structed with conventional filtered back projection has
been advocated as a routine adjunct or at least fall back
set of images to the attenuation corrected images re-
constructed with statistical reconstruction algorithms.
There remains controversy over the use of semi-quan-
titative measures of FDG uptake in the setting of
routine diagnostic FDG PET applications in oncology,
with some centers using semi-quantitative measures
such as the Standardized Uptake Value (SUV) rou-
tinely, while others rely entirely on visual interpreta-
tion. SUVs should be used with caution as an absolute
criteria for malignancy, not only because the degree of
FDG uptake implies a probability of malignancy, not an
absolute threshold, but more importantly because SUVs
reported in the literature are generally insufficiently
standardized amongst different PET imaging laborato-
ries to be universally applied [48]. When a patient un-
dergoes serial PET imaging on the same tomograph a
the same institution using the same imaging protocol
to assess change in FDG uptake such as in the setting of
therapy monitoring, SUV or similar semi-quantitative
measurements may well be a very useful adjunct to
visual interpretation, although current data regarding
therapy monitoring with FDG PET suggests it is the
complete resolution of abnormal FDG uptake (essen-
tially a qualitative interpretation) that is most predic-
tive of progression free survival [49].

Interpretation of PET and CT images generated by
combine PET/CT scanners or by registered and aligned
images of PET and CT images acquired on separate to-
mographs requires workstations capable of displaying
both PET and CT images in full resolution (512 × 512
matrix for CT) and rapid stacked image display at full
image fidelity for rapid and full interpretation of the
PET and CT images, along with the rotating whole-
body projection images. It should be noted that CT
images produced by combined PET/CT scanners are
fully diagnostic CT images, and hence interpretation of

PET/CT involves both anatomical diagnosis based on
CT images and metabolic diagnosis based on the PET
images. The CT images, while used for anatomical ref-
erence and localization of abnormalities on the PET
images to aid in PET interpretation, contain essential
independent anatomical diagnostic information as
well, and hence display of CT images must be displayed
in full fidelity with rapid access to window and level
settings as well as image reconstruction algorithms
(soft tissue vs lung/bone). So-called fusion images, in
which the CT and PET images are superimposed using
gray scale for the CT and a color scale for the PET are
of limited utility as the PET color image obscures the
CT image and subtle findings on PET are obscured by
the CT images. Side by side registered and aligned
images in gray scale with coordinated cursors provides
rapid access to all information on both images and
permits efficient complete interpretation of both PET
and CT image sets.

Conclusions

In as little as a decade whole-body PET imaging has
emerged as an essential component of medical imaging
in oncology. Rather than being a competitor of CT
based anatomical diagnosis in body oncology imaging,
the complimentary value of metabolic diagnosis pro-
vided by PET and anatomical diagnosis provided by
CT is now manifest in combined PET/CT scanners,
which likely will quickly become the standard for body
oncology medical diagnosis.
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14 Artefacts and Normal Variants in Whole-Body PET and
PET/CT Imaging
Gary JR Cook

Introduction

The number of clinical applications for PET continues to
increase, particularly in the field of oncology. In parallel
with this is growth in the number of centres that are able
to provide a clinical PET or PET/CT service. As with any
imaging technique, including radiography, ultrasound,
computed tomography, magnetic resonance imaging
and conventional single photon nuclear medicine
imaging, there are a large number of normal variants,
imaging artefacts and causes of false positive results that
need to be recognised in order to avoid misinterpreta-
tion. It is particularly important to be aware of potential
pitfalls while PET is establishing its place in medical
imaging so that the confidence of clinical colleagues and
patients is maintained. In addition, the advent of com-
bined PET/CT scanners in clinical imaging practice has
brought its own specific pitfalls and artefacts.

The most commonly used PET radiopharmaceutical
in clinical practice is 18F-fluorodeoxyglucose (18FDG).
As it has a half-life of nearly 2 hours, it can be trans-
ported to sites without a cyclotron, and in view of this
and the fact that there is a wealth of clinical data and
experience with this compound, it is likely to remain
the mainstay of clinical PET for the immediate future.

Mechanisms of Uptake of 
18F-fluorodeoxyglucose

18FDG, as an analogue of glucose, is a tracer of energy
substrate metabolism, and although it has been known

for many years that malignant tumours show increased
glycolysis compared to normal tissues, its accumula-
tion is not specific to malignant tissue. 18FDG is trans-
ported into tumour cells by a number of membrane
transporter proteins that may be overexpressed in
many tumours. 18FDG is converted to 18FDG-6-phos-
phate intracellularly by hexokinase, but unlike glucose
does not undergo significant enzymatic reactions. In
addition, because of its negative charge, remains effec-
tively trapped in tissue. Glucose-6-phosphatase medi-
ated dephosphorylation of 18FDG occurs only slowly in
most tumours, normal myocardium and brain, and
hence the uptake of this tracer is proportional to
glycolytic rate. Rarely, tumours may have higher
glucose-6-phosphatase activity resulting in relatively
low uptake, a feature that has been described in hepa-
tocellular carcinoma [1]. Similarly, some tissues have
relatively high glucose-6-phosphatase activity, includ-
ing liver, kidney, intestine and resting skeletal muscle,
and show only low uptake. Conversely, hypoxia, a
feature common in malignant tumours, is a factor that
may increase 18FDG uptake, probably through activa-
tion of the glycolytic pathway [2].

Hyperglycaemia may impair tumour uptake of
18FDG because of competition with glucose [3], al-
though it appears that chronic hyperglycaemia, as seen
in diabetic patients, only minimally reduces tumour
uptake [4]. To optimise tumour uptake, patients are
usually asked to fast for four to six hours prior to injec-
tion to minimise insulin levels. This has also been
shown to reduce uptake of 18FDG into background
tissues including bowel, skeletal muscle and my-
ocardium [5]. In contrast, insulin induced hypogly-
caemia may actually impair tumour identification by
reducing tumor uptake and increasing background
muscle and fat activity [6].
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In addition to malignant tissue, 18FDG uptake may
be seen in activated inflammatory cells [7,8], and its
use has even been advocated in the detection of
inflammation [9]. An area where benign inflammatory
uptake of 18FDG may limit specificity is in the assess-
ment of response to radiotherapy [10]. Here uptake of
18FDG has been reported in rectal tumours and in the
brain in relation to macrophage and inflammatory cell
activity [11–13]. This may make it difficult to differen-
tiate persistent tumour from inflammatory activity for
a number of months following radiotherapy in some
tumors. Non-specific, inflammatory and reactive
uptake has also been recorded following chemotherapy
in some tumours [14, 15], and there is no clear consen-
sus on the optimum time to study patients following
this form of therapy.

Normal Distribution of 18FDG

The normal distribution of 18FDG is summarised in
Table 14.1. The brain typically shows high uptake of
18FDG in the cortex, thalamus and basal ganglia.
Cortical activity may be reduced in patients who
require sedation or a general anaesthetic, a feature that
might limit the sensitivity of detection of areas of
reduced uptake as in the investigation of epilepsy. It is
not usually possible to differentiate low-grade uptake
of 18FDG in white matter from the adjacent ventricular
system (Fig. 14.1).

In the neck, it is common to see moderate symmetri-
cal activity in tonsillar tissue. This may be more

difficult to recognise as normal tissue if there has been
previous surgery or radiotherapy that may distort the
anatomy, resulting in asymmetric activity or even uni-
lateral uptake on the unaffected side. Adenoidal tissue
is not usually noticeable in adults but may show
marked uptake in children. Another area of lymphoid
activity that is commonly seen in children is the
thymus. This usually has a characteristic shape (an in-
verted V) and is therefore not usually mistaken for an-
terior mediastinal tumour (Fig. 14.2). Clinical reports
vary as to the incidence of diffuse uptake of 18FDG in
the thyroid [16–18]. This may be a geographical phe-
nomenon, because its presence is more likely in women
and has been correlated with the presence of thyroid
autoantibodies and chronic thyroiditis [18].

In the chest, there is variation in regional lung activ-
ity, this being greater in the inferior and posterior seg-
ments, and it has been suggested that this might reduce
sensitivity in lesion detection in these regions [19]. In
the abdomen, homogeneous, low-grade accumulation
is seen in the liver and to a lesser extent, the spleen.
Small and large bowel activity is quite variable, and
unlike glucose, 18FDG is excreted in the urine, leading
to variable appearances of the urinary tract, both of
which are discussed further below. Resting skeletal
muscle is usually associated with low-grade activity,
but active skeletal muscle may show marked uptake of
18FDG in a variety of patterns that are discussed later
in this chapter.

Myocardial activity may also be quite variable.
Normal myocardial metabolism depends on both
glucose and free fatty acids (FFA). For oncologic scans,
it is usual to try to reduce activity in the myocardium,
so as to obtain clear images of the mediastinum and
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Table 114.1. Normal distribution of 18FDG.

Organ/system Pattern

Central nervous system High uptake in cortex, basal ganglia, thalami, cerebellum, brainstem.
Low uptake into white matter and cerebrospinal fluid.

Cardiovascular system Variable but homogeneous uptake into left ventricular myocardium. Usually no discernible activity in 
right ventricle and atria.

Gastrointestinal system Variable uptake into stomach, small intestine, colon and rectum.

Reticuloendothelial and lymphatic Liver and spleen show low grade diffuse activity. 
No uptake in normal lymph nodes but moderate activity seen in tonsillar tissue.
Age related uptake is seen in thymic and adenoidal tissue.

Genitourinary system Urinary excretion can cause variable appearances of the urinary tract.
Age related testicular uptake is seen.

Skeletal muscle Low activity at rest

Bone marrow Normal marrow shows uptake that is usually less than liver.

Lung Low activity (regional variation)



adjacent lung. Although most centres fast patients for
at least 4 to 6 hours before 18FDG injection, reducing
insulin levels and encouraging FFA acid metabolism in
preference to glucose, myocardial activity may still be
quite marked and varies among patients. Another pos-
sible intervention that has not been quantified or vali-
dated as yet is to administer caffeine to the patient to
encourage FFA metabolism.

For cardiac viability studies, it is necessary to
achieve high uptake of 18FDG into the myocardium.
Patients may receive a glucose load to encourage

glucose (and hence 18FDG) rather than FFA metabo-
lism, and it may also be necessary to administer insulin
to enhance myocardial uptake, particularly in diabetic
patients [20–22]. The hyperinsulinaemic euglycaemic
clamping method may further improve myocardial
uptake but is technically more difficult [23–26]. This
allows maximum insulin administration without ren-
dering the patient hypoglycaemic. An alternative
method is to encourage myocardial glucose metabo-
lism by reducing FFA levels pharmacologically.
Improved cardiac uptake of 18FDG has been described
following oral nicotinic acid derivatives such as acipi-
mox, a simple and safe measure that may also be effec-
tive in diabetic patients [27].

Variants That May Mimic or
Obscure Pathology

A number of physiological variations in uptake of
18FDG have been recognised, some of which may
mimic pathology [16, 28–30], and are summarised in
Table 14.2.

Skeletal muscle uptake is probably the most common
cause of interpretative difficulty. Increased aerobic gly-
colysis associated with muscle activation, either after
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Figure 114.1. Normal 18FDG brain scan. The
transaxial image is taken at the level of the basal
ganglia and thalami. 

Figure 114.2. Transaxial (above) and coronal (below) 18FDG images in a
child showing normal thymic activity.



exercise or because of involuntary tension, leads to in-
creased accumulation of 18FDG that may mimic or
obscure pathology. Exercise should be prohibited
before injection of 18FDG and during the uptake period
to minimise muscle uptake.

A pattern of symmetrical activity commonly en-
countered in the neck, supraclavicular and paraspinal
regions (Fig. 14.3) was initially assumed to be the result
of involuntary muscle tension but with the advent of

PET/CT it has become obvious that this activity origi-
nates in brown fat, a vestigial organ of thermogenesis
that is sympathetically innervated and driven. To
support this hypothesis it has been noted that this
pattern is commoner in winter months and in patients
with lower body mass index [31]. It appears that ben-
zodiazepines are able to reduce the incidence of this
potentially confusing appearance, possibly the result of
a generalised reduction in sympathetic drive.
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Table 114.2. Variants that may mimic or obscure pathology.

Organ/system Variant

Skeletal muscle High uptake after exercise or due to tension, including eye movement, vocalisation, swallowing, chewing gum, 
hyperventilation.

Adipose tissue Uptake in brown fat may be seen particularly in winter months in patients with low body mass index.

Myocardium Variable (may depend on or be manipulated by diet and drugs).

Endocrine Testes, breast (cyclical, lactation, HRT), follicular ovarian cysts, thyroid

Gastrointestinal Bowel activity is variable and may simulate tumour activity

Genitourinary Small areas of ureteric stasis may simulate paraaortic or pelvic lymphadenopathy

a b

Figure 114.3. Coronal sections from a 18FDG study. Symmetrical brown fat activity is seen in the neck (a) and paraspinal (b) regions. Although this is a recognis-
able pattern it can be appreciated that metastatic lymphadenopathy may be obscured, especially in the neck. 



Even apparently innocent activities such as talking or
chewing gum may lead to muscle uptake that simulates
malignant tissue (Figs. 14.4 and 14.5). In patients being
assessed for head and neck malignancies, it is therefore
important that they maintain silence and refrain from
chewing during the uptake period. In addition, anxious
or breathless patients may hyperventilate, producing
increased intercostal and diaphragmatic activity, and
involuntary muscle spasm such as that seen with torti-
collis may lead to a pattern that is recognisable but may
obscure diseased lymph nodes.

The symmetrical nature of most muscle uptake
usually alerts the interpreter to the most likely cause,
but occasionally unilateral muscle uptake may be seen

when there is a nerve palsy on the contralateral side
and may be mistaken for an abnormal tumour focus.
This has been described in recurrent laryngeal nerve
palsy and in VIth cranial nerve palsy [30]. Diffusely in-
creased uptake of 18FDG may also be seen in dermato-
myositis complicating malignancy, a factor that may
reduce image contrast and tumour detectability.

Uptake in the gastrointestinal system is quite vari-
able and is most commonly seen in the stomach (Fig.
14.6) and large bowel (Fig. 14.7) and to a lesser extent
in loops of small bowel. It is probable that activity in
bowel is related to smooth muscle uptake as well as
activity in intralumenal contents [32, 33]. If it is
important to reduce intestinal physiological activity,
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Figure 114.4. 18FDG uptake seen in laryngeal muscles in a patient who was talking during the uptake period.
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Figure 114.5. Symmetrical 18FDG uptake in the masseter muscles in a patient chewing gum, resembling bilateral lymphadenopathy.

Figure 114.6. Physiological uptake of 18FDG is seen in the stomach wall. Moderate myocardial activity is also seen.



pharmacological methods to reduce peristalsis as well
as bowel lavage could be useful. This is too invasive
and is unnecessary for routine patient preparation, and
in most situations it is possible to differentiate physio-
logical uptake within bowel from abdominal tumour
foci by the pattern of uptake, the former usually being
curvilinear and the latter being focal (Fig. 14.8). Some
centres use a mild laxative as a routine in any patient
requiring abdominal imaging, but improvement in in-
terpretation has not been demonstrated.

Unlike glucose, 18FDG is not totally reabsorbed in
the renal tubules, and urinary activity is seen in all
patients and may be present in all parts of the
urinary tract. This may interfere with a study of renal
or pelvic tumours, either by obscuring local tumours
or by causing reconstruction artefacts that reduce 
the visibility of abnormalities adjacent to areas of
high urinary activity. Using iterative reconstruction
algorithms rather than filtered back projection can
reduce this problem. Catheterisation and drainage of
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Figure 114.7. Marked physiological uptake is seen in the region of the caecum and ascending colon in a patient with a primary lung cancer that can also be
seen on these images at the right lung apex (coronal section).

a b

Figure 114.8. (a) Transaxial 18FDG slice through the upper abdomen and (b) corresponding CT slice in a patient with a history of seminoma and previous para-
aortic lymph node dissection but rising tumour markers. The linear area of low grade 18FDG activity can be seen to correspond to a barium filled loop of bowel
but the more focal area of high uptake (arrow) corresponds to a small density located adjacent to the previous surgical clips indicating recurrent disease at this
site. The case demonstrates how normal bowel activity can be differentiated from tumour foci.



urinary activity may reduce bladder activity that may
obscure perivesical or intravesical tumours. However,
this may still leave small pockets of concentrated ac-
tivity that may resemble lymphadenopathy, causing
even greater problems in interpretation. Bladder irri-
gation may help to some extent, but is associated with
increased radiation dose to staff and may introduce
infection.

We have found it beneficial to hydrate the patient
and administer a diuretic. This approach leads to a
full bladder with dilute urine, making it easier to dif-
ferentiate normal urinary activity from perivesical
tumour activity and allowing the bladder to be used
as an anatomical landmark. By diluting vesical 18FDG
activity, reconstruction artefacts from filtered back
projection algorithms are also reduced. It is often
helpful to perform image registration with either CT
or MRI in the pelvis. Here it may be helpful to admin-
ister a small amount of 18F-fluoride ion in addition to
18FDG, to allow easy identification of bony landmarks
for registration purposes. Although excreted 18FDG
may be seen in any part of the urinary tract, it is im-
portant to gain a history of any previous urinary di-
version procedures, since these may cause areas of
high activity outside the normal renal tract and 
may result in errors of interpretation unless this is
appreciated.

Glandular breast tissue often demonstrates moder-
ate 18FDG activity in premenopausal women and post-
menopausal women taking oestrogens for hormone
replacement therapy. The pattern of uptake is usually
symmetrical and easily identified as being physiologi-
cal, but there is the potential for lesions to be ob-
scured by this normal activity. Breast feeding mothers
show intense uptake of 18FDG bilaterally (Fig. 14.9).
Similarly in males, uptake of 18FDG may be seen in
normal testes and appears to be greater in young men
than in old [34].

Artefacts

Image reconstruction of PET images without attenua-
tion correction may lead to higher apparent activity in
superficial structures, that may obscure lesions e.g.
cutaneous melanoma metastases [28]. A common arte-
fact arising from this phenomenon is caused by the
axillary skin fold, where lymphadenopathy may be
mimicked in coronal image sections. However, the
linear distribution of activity can be appreciated 
on transaxial or sagittal slices and should prevent
misinterpretation. Another major difference between
attenuation corrected and non-corrected images is an
apparent increase in lung activity in the latter due to
relatively low attenuation by the air-containing lung.

Filtered back projection reconstruction leads to streak
artefacts and may obscure lesions adjacent to areas of
high activity. Many of these artefacts can be overcome
by using iterative reconstruction techniques (Fig. 14.10).

Patient movement may compromise image quality.
In brain imaging it is possible to split the acquisition
into a number of frames, so that if movement occurs
in one frame then this can be discarded before summa-
tion of the data [35]. When performing whole body
scans, unusual appearances may result if the patient
moves between bed scan positions. This most com-
monly occurs when the upper part of the arm is visible
in higher scanning positions, but the lower part dis-
appears when moved out of the field of view on lower
subsequent scanning positions.

Special care is required in injecting 18FDG since soft-
tissue injection may cause reconstruction artefacts
across the trunk, and may even cause a low-count
study or inaccuracies in standardised uptake value
(SUV) measurements. Axillary lymph nodes, draining
the region of tracer extravasation, may also accumulate
activity following extravasated injections. The site of
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Figure 114.9. Transaxial 18FDG scan of a breast-feeding mother in whom
intense symmetrical breast activity can be seen. (Reproduced from Valk PE,
Bailey DL, Townsend DW, Maisey MN. Positron Emission Tomography: Basic
Science and Clinical Practice. Springer-Verlag London LTD, 2003, p. 502.)

Table 114.3. Artefacts

Attenuation correction related Apparent superficial increase in 
activity and lung activity if no 
correction applied.

Injection related Lymph node uptake following 
tissued injection.
Reconstruction artefacts due to 
tissued activity.
Inaccuracies in SUV calculation

Attenuating material Coins, medallions, prostheses

Patient movement Poor image quality.
Artefacts on applying 
attenuation correction.



administration should be chosen carefully, so as to
minimise the risk of false positive interpretation
should extravasation occur.

Artefacts caused by prostheses are usually readily
recognisable. Photon deficient regions may result from
metallic joint prostheses or other metallic objects
carried by the patient. Ring artefacts may occur if there
is misregistration between transmission and emission
scans due to patient movement, and are particularly
apparent at borders where there are sudden changes in
activity concentrations (e.g., at a metal prosthesis).
Misregistration artefacts between emission and trans-
mission scans have become less frequent now that in-
terleaved or even simultaneous emission/transmission
scans are being performed.

Benign Causes of 18FDG Uptake

Uptake of 18FDG is not specific to malignant tissue, and
it is well recognised that inflammation may lead to ac-

cumulation in macrophages and other activated
inflammatory cells [7, 8]. In oncological imaging,
this inflammatory uptake may lead to decrease in
specificity. For example, it may be difficult to differenti-
ate benign postradiotherapy changes from recurrent
tumour in the brain, unless the study is optimally
timed or unless alternative tracers such as 11C methio-
nine are used. Apical lung activity may be seen follow-
ing radiotherapy for breast cancer, and moderate
uptake may follow radiotherapy for lung cancer [36]. It
may also be difficult to differentiate radiation changes
from recurrent tumour in patients who have under-
gone radiotherapy for rectal cancer within six months
of the study [12].

Pancreatic imaging with 18FDG may be problematic.
In some cases, uptake into mass-forming pancreatitis
may be comparable in degree to uptake in pancreatic
cancer. Conversely, false negative results have been
described in diabetic patients with pancreatic cancer.
However, if diabetic patients and those with raised
inflammatory markers are excluded, then 18FDG PET
may still be an accurate test to differentiate benign
from malignant pancreatic masses [37].
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Figure 114.10. Transaxial, sagittal and coronal abdominal 18FDG images from iterative reconstruction (left) and filtered back projection (right) demonstrating
the improved image quality and reduction in streak artefacts possible with the former.



A number of granulomatous disorders have been de-
scribed as leading to increased uptake of 18FDG,
including tuberculosis [38], and sarcoidosis [39] 
(Fig. 14.11). It is often necessary to be cautious in as-
cribing 18FDG lesions to cancer in patients who are
known to be immunocompromised. It is these patients
who often have the unusual infections that may lead to
uptake that cannot be differentiated from malignancy.
PET remains useful in these patients despite a lower
specificity, as it is often able to locate areas of disease
that have not been identified by other means and that
may be more amenable to biopsy [40].

A more comprehensive list of benign causes of
abnormal 18FDG uptake is displayed in Table 14.4.

Specific Problems Related to
PET/CT

One of the most exciting technological advances in
recent years is the clinical application of combined
PET/CT scanners. However, this new technology has
come with its own particular set of artefacts and
pitfalls.

One of the biggest problems with PET/CT imaging
in a dedicated combined scanner is related to differ-
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Figure 114.11. Coronal 18FDG scan demonstrating high uptake in lymph
nodes in a patient with sarcoidosis. 

Figure 114.12. Coronal CT attenuation corrected 18FDG scan demonstrating
an apparent loss of activity at the level of the diaphragm (arrows) due to dif-
ferences in breathing patterns between the CT and PET scans.

Table 114.4. Benign causes of 18FDG uptake

Organ/Type Disease

Brain Postradiotherapy uptake.

Pulmonary Tuberculosis, sarcoidosis, histoplasmosis, 
atypical mycobacteria, pneumoconiosis, 
radiotherapy.

Myocardium Heterogeneous left ventricular activity 
possible after myocardial infarction, 
increased right ventricular activity in right 
heart failure

Bone/bone marrow Paget’s disease, osteomyelitis, hyperplastic 
bone marrow.

Inflammation Wound healing, pyogenic infection, 
organising haematoma, oesophagitis, 
inflammatory bowel disease, 
lymphadenopathy associated with 
granulomatous disorders, viral and atypical 
infections, chronic pancreatitis, 
retroperitoneal fibrosis, radiation fibrosis 
(early), bursitis.

Endocrine Graves’ disease and chronic thyroiditis, 
adrenal hyperplasia.



ences in breathing patterns between the CT and the
PET acquisitions. CT scans can be acquired during a
breath hold but PET acquisitions are taken during tidal
breathing and represent an average position of the tho-
racic cage over 30 minutes or more. This may result in
mis-registration of pulmonary nodules between the
two modalities particularly in the peripheries and at
the bases of the lungs where differences in position
may approach 15 mm [41]. Mis-registration may be
reduced by performing the CT scan while the breath is
held in normal expiration [42, 43]. It has been noted
that deep inspiration during the CT acquisition can
lead to deterioration of the CT-attenuation corrected
PET image with the appearance of cold artefacts 
(Fig. 14.12) and can even lead to the mis-positioning of
abdominal activity into the thorax [44]. CT acquisition
during normal expiration minimises the incidence of
such artefacts and also optimises co-registration of
abdominal organs.

High-density contrast agents, e.g. oral contrast, or
metallic objects (Fig. 14.13) can lead to an artefactual
overestimation of activity if CT data are used for atten-
uation correction [45–51]. Such artefacts may be re-
cognised by studying the uncorrected image data.
Low-density oral contrast agents can be used without
significant artefact [52, 53] or the problem may be

avoided by using water as a negative bowel contrast
agent. Algorithms have been developed to account for
the overestimation of activity when using CT-based
attenuation correction that may minimise these effects
in the future [53].

The use of intravenous contrast during the CT acqui-
sition may be a more difficult problem. Similarly the
concentrated bolus of contrast in the large vessels may
lead to over correction for attenuation, particularly in
view of the fact that the concentrated column of con-
trast has largely dissipated by the time the PET emis-
sion scan is acquired. Artefactual hot spots in the
attenuation corrected image [48] or quantitative over-
estimation of 18FDG activity may result. When intra-
venous contrast is considered essential for a study then
the diagnostic aspect of the CT scan is best performed
as a third study with the patient in the same position,
after first, a low current CT scan for attenuation cor-
rection purposes and second, the PET emission scan.

While many centres have found low current CT ac-
quisitions to be adequate for attenuation correction
and image fusion [54], it may be necessary to increase
CT tube current in larger patients to minimise beam-
hardening artefacts on the CT scan that may translate
through to incorrect attenuation correction of the PET
emission data [49]. This effect can be caused by the
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Figure 114.13. Coronal 18FDG scan with CT attenuation correction (a), CT alone (b), uncorrected 18FDG (c), of a patient with a metallic pacemaker placed over
the right upper chest demonstrating artefactual increased uptake on the corrected images.

a b c



patient’s arms being in the field of view and may be
minimised by placing arms above the head for
imaging. Differences in the field of view diameter
between the larger PET and smaller CT parts of com-
bined scanners can lead to truncation artefacts at the
edge of the CT image but these are generally small and
can be minimised by the use of iterative image recon-
struction methods [53].

Although some new artefacts are introduced by com-
bined PET/CT imaging, it is likely that many pitfalls
caused by normal variant uptake may be avoided by
the ability to correctly attribute 18FDG activity to a
structurally normal organ on the CT scan. This may be
particularly evident in the abdomen when physiologi-
cal bowel activity or ureteric activity can otherwise
cause interpretative difficulties. PET/CT also has the
potential to limit false negative interpretations in
tumours that are not very 18FDG avid by recognising
uptake as being related to structurally abnormal tissue
and increasing the diagnostic confidence in tumour
recognition by the use of the combined structural and
functional data. Similarly, it may be possible to detect
small lung metastases of a few millimetres on CT lung
windows that are beyond the resolution of 18FDG PET.
The full use of the combined data, including the cor-
rected and non-corrected PET emission data, and the
inspection of soft-tissue, lung and bone windows on
the CT data, may also allow the description and correct
diagnosis of pertinent 18FDG negative lesions, e.g. liver
cysts, and incidental 18FDG negative CT abnormalities,
e.g. abdominal aortic aneurysm, to provide an inte-
grated interpretation of all the available data resulting
from this technology.
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15 The Technologist’s Perspective
Bernadette F Cronin 

Introduction

From the technologist’s point of view, positron emis-
sion tomography (PET) combines the interest derived
from the 3D imaging of X-ray CT and MRI with the
functional and physiological information of Nuclear
Medicine. Until recently PET imaging was performed
on “PET only” scanners and any direct comparison
between the PET image and an anatomical one was
either done by eye or required sophisticated hardware
and software as well as extra human power to create a
registered image. Now all the key manufacturers have
developed and are marketing combined PET/CT scan-
ners that allow patients to have both a PET scan and a
CT scan without getting off the scanning couch. This
creates an exciting imaging modality that offers the
technologist the chance to develop a new range of
skills.

Although clinical PET has been developing over the
last 12 to 15 years, it is still relatively new and the high
cost of introducing such a service has limited access for
staff wishing to enter the field. As a result it is still the
case that few staff entering the field will have previous
experience. However, technologists with experience in
other modalities will bring with them useful knowl-
edge and, although PET in most cases is developing as
part of nuclear medicine, recruitment does not need to
be confined to nuclear medicine technologists alone. In
the UK, training for PET technologists is performed on
site with staff learning and gaining experience while
working full time. Most recognized undergraduate and
post-graduate courses cover PET in a limited capacity,
providing theoretical information on a subject that is

intensely practical. As with all new techniques there
will, for a while, be a discrepancy between the number
of centres opening around the country and the avail-
ability of trained staff. It is important for all concerned,
and for the viability of PET itself, that training is for-
malized to create high national standards which can be
easily monitored and maintained.

A common view is to assume that a PET scanner can
be sited in an existing nuclear medicine department
and that, once commissioned, will function with little
extra input. Although there are obvious similarities
between PET and nuclear medicine, there are also quite
subtle differences and it is not unusual for experienced
nuclear medicine staff to find PET quite bewildering.
The advent of PET/CT adds an extra dimension as
many Nuclear Medicine Technologists will not have
any CT training or background. This too must be ad-
dressed in a structured way to ensure that the tech-
nique develops optimally. Currently, it is probably the
least predictable imaging modality and staff working
in a PET facility need to possess certain characteristics
if the unit is to be successful. PET is multi-disciplinary,
requiring input from various professional groups, and
it is important that all these groups work together
towards the same end. Teamwork is an essential com-
ponent of a successful PET unit and without this, de-
partments can easily flounder. More people are gaining
the required expertise to work in these units; however,
the numbers of people with the necessary expertise are
still small and may not always be available to staff
newly emerging departments. In the event that depart-
ments are unable to recruit people with existing PET
experience, it is advisable to send staff to comparable
PET centers to obtain initial training.
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Setting up a PET Service 

When setting up a PET service, several factors have to
be considered. First, and most important, what is the
unit to be used for? If the only requirement is for clini-
cal oncology work, then a stand-alone scanner with the
tracer being supplied by a remote site may well be
sufficient. For the technologist this option is in some
ways the least attractive as it will always leave the unit
vulnerable to problems over which it has no control,
and will provide the least diverse workload. At the
moment, most of the work will be done using fluorine-
18-labeled tracers (mainly 2-[18F]-fluoro-2-deoxy-D-
glucose ([18F]-FDG)) and although the half-life is
reasonably long (109.7 minutes) it does not provide
much margin for error and therefore scheduling the
patients can present added difficulties. If you are fortu-
nate enough to be involved with a unit which has both
scanner(s) and a cyclotron with chemistry facilities,
the opportunities expand enormously. Scheduling,
although not necessarily easier, can be more flexible,
enabling better use of the equipment at your disposal.
In addition, the variety of scans that can be performed
will increase allowing you to provide a full clinical on-
cology, neurology, and cardiology service as well as the
flexibility required for research work. Another factor to
be considered is what service you will offer if you are
purchasing a PET/CT scanner. All commercially
available PET/CT scanners combine state-of-the-art
PET scanners with diagnostic CT scanners. The
specification of the CT component varies between
manufacturers, but all are capable of high quality diag-
nostic work. Opinions will vary as to whether the CT
scanner should be used only for attenuation correction
and image fusion or whether the patient should have
both their PET scan and their diagnostic CT scan per-
formed on the one machine during a single hospital/
clinic visit. The concept of “one-stop shops” has also
been considered, where patients will have their PET, CT
and radiotherapy planning all performed in a single
visit.

Staffing Requirements and
Training 

Staffing levels will reflect the aims of the unit. If the in-
tention is to have a stand-alone scanner with no on-site

cyclotron and chemistry facilities, then, assuming a
throughput of ~800 patients per annum, the depart-
ment will need a minimum of two technologists. Two
are needed to ensure that there will always be cover for
annual leave and sickness and also to share the radia-
tion dose. This number of staff assumes that there will
be some additional scientific and clerical support staff.
However, with a scanner plus cyclotron and chemistry
facilities, the annual patient throughput is likely to in-
crease due to greater availability of radiopharmaceuti-
cals for clinical studies and, possibly, research work.
Assuming an annual workload of ~1200 patients, there
would need to be at least three technologists with a
corresponding increase in support staff. Provision of
[18F]-FDG for 8:00 am injection, allowing scanning to
start at 9:00 am, requires cyclotron and chemistry staff
to begin work very early. This has obvious revenue
consequences as it will necessitate out-of-hours or en-
hanced payment and may make recruitment difficult.
For this reason it is possible that in many centers the
[18F]-FDG will not be available for injection much
before 9:30–10:00 am, with the first scan not starting
until nearly 11:00 am. To maximize the resources avail-
able it will probably be necessary to extend the
working day into the early evening by working a split
shift system. Once the PET technologists have been se-
lected, consideration must be given to how they will be
trained. There is little point sending a technologist who
is going to be working in a clinical PET center to train
in a center that undertakes research work only. The two
units will operate in very different ways with different
priorities, and are likely to be using a different range of
tracers. To gain an in-depth working knowledge of
clinical PET, technologists should spend at least four
and preferably eight weeks at their “training” center.
The amount of training required will depend on the
existing knowledge of the technologist. It must be re-
membered that in order to function successfully in a
PET unit, the technologist should be experienced in
patient care, handling of unsealed sources, intravenous
cannulation, and administration of radiopharmaceuti-
cals as well as the acquisition and subsequent recon-
struction of the data.

A good basic understanding of physics and comput-
ing will also help, particularly when it comes to
troubleshooting problems. CT training is also likely to
be an advantage as time goes on and there are several
short courses available that will provide a good
grounding in basic CT. If the work is likely to include
full diagnostic CT, there are staffing implications with
regards to state registration and the operation of CT
scanners which cannot be ignored.
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Planning the PET Service

Clinical PET is divided into three main categories com-
prising oncology, neurology, and cardiology. Most clin-
ical PET centers have found that the workload is split
among these three areas in a similar way, with oncol-
ogy taking about 75 to 85% and the balance being
shared between the other two.

When setting up a clinical PET service it is impor-
tant to consider the types of scans that will be offered.
When deciding which protocols are going to be used,
the most important thing to consider is what question
is being asked of PET. This may not always be clear in
the initial referral, and it is important that this is estab-
lished prior to the study so that PET is not used in-
appropriately. Other things to consider are whether
quantification (for example, a semi-quantitative stan-
dardized uptake value (SUV) [1, 2]) of the data will be
required as this can only be performed on attenuation
corrected studies. It is also important to know whether
the patient is a new patient or is attending for a PET
study as part of their follow-up. If they are for a follow-
up scan it is essential to know what treatment they
have had and, critically, when this treatment finished
or was last given. Following the completion of
chemotherapy, approximately 4–6 weeks should elapse
before the patient is scanned, and after radiotherapy it
is ideal to wait longer, up to 3–6 months, although clin-
ically this may not be practical. If patients have their
PET scan midway through a chemotherapy regime, the
aim should always be to scan the patient as close to the
next cycle of chemotherapy as possible, allowing at
least 10 days to elapse since the previous cycle. Use
should also be made of other diagnostics tests which
the patient may have undergone, and so for the PET
center it is valuable to have details about previous
scans (CT, MRI, etc) and preferably to have the scan
reports or images available before the appointment is
made.

For PET, patient compliance must also be consid-
ered. Patients are accustomed to the idea that diagnos-
tic tests on the whole are becoming quicker. However,
with PET, the scanning times are significantly longer
than other scanning techniques. Scans can take any-
thing from 20 minutes up to three hours for some of
the more complex studies, and it is important to estab-
lish whether the patient is going to be able to tolerate
this. The design of PET systems, although not as
confined as MRI, can mean that patients who are claus-
trophobic may not be able to complete the scan

without help and may need to be given some mild
sedation in order to undergo this type of investigation.
Recently developed PET/CT dual-modality systems will
exacerbate this even more due to their increased axial
length. Some patients, particularly younger subjects,
will not be able to keep still for the length of time re-
quired for the scan and may well need heavier sedation
or perhaps a general anaesthetic.

The other key area that must be considered when
setting up a PET service is which tracers are available.
In centers with a cyclotron on site, a full range of clini-
cal radiopharmaceuticals should be available. However,
when operating a PET scanner at a site remote from a
cyclotron, there will be much greater limitation as to
what tracers a re available (essentially, 18F-labeled
tracers or those labeled with longer-lived radio-
isotopes) and that in turn will limit the types of studies
possible. The half-lives of these tracers can be very
short, which, again, will influence the types of scan
possible as well as the way the work is scheduled.
Production times for the various tracers range from
just a few minutes up to two or three hours and so
scans must be booked accordingly. As with all imaging
units, it is important to ensure that the best and most
efficient use of the equipment and personnel available
is made. PET scans are costly both financially and in
terms of the time required, and a single scanner may
only be able to accommodate 7–10 scans per day. The
way the schedule is arranged should ensure that the
scanner is in continuous use throughout the day to
maximize throughput. Currently in the UK there are
few centers producing [18F]-FDG for distribution, and
those centers which do cannot produce it in vast quan-
tities. It is essential that tracer is used in a way that
ensures that little, if any, is wasted, and this requires a
lot of thought on the part of the people booking the
scans.

Information that should be given to the patient ob-
viously includes the time, date, and location of where
the examination will take place, along with a clear ex-
planation of what the scan involves and any special
dietary requirements including special instructions
for diabetics. An information booklet may be of help
but it may need to be tailored to specific scan types
and the working practice of individual departments.
It is a good idea to ask the patient to provide
confirmation of their intention to attend for their
appointment. A patient not attending at the pre-
arranged time can cause a huge disruption and waste
of both tracer and scanner time, which is difficult to
fill at short notice.
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Patient Preparation and Scanning
Protocols 

Different centers will have different methods for
preparing and performing the tests, and these varia-
tions will be determined by several factors, including
the type of PET system available to them. However, re-
gardless of the type of PET camera being used, there
will be some similarities in technique with the greatest
overlap in the area of patient preparation and manage-
ment of the patient once they are in the department in
order to obtain the best diagnostic data.

PET Scanning in Oncology 

Today, [18F]-FDG PET scanning is regarded as useful in
many oncological conditions. The most frequent appli-
cations are in staging of disease, the assessment and
monitoring of treatment response, and in the evalua-
tion of tumor recurrence, particularly when morpho-
logical imaging techniques are equivocal or difficult to
assess for technical reasons.

Patient preparation for [18F]-FDG PET scans in on-
cology is fairly simple. Patient referrals are divided into
two categories, those who are insulin-dependant dia-
betics (IDD) and all others. Insulin-dependant diabet-
ics are asked to drink plenty of water in the six hours
leading up to their scan appointment, but they are not

asked to fast because it is both inappropriate and un-
necessary to disrupt their blood glucose levels. All
other patients are asked to fast for at least six hours
prior to their scan but are again encouraged to drink
plenty of water. On arrival in the department, the
patient’s personal details should be checked and a clear
explanation of what the scan involves should be given.
It is important to give the patient the opportunity to
ask questions at this stage so as to ensure that they are
completely relaxed. For this reason, the appointment
time should include a pre-injection period of about 
15 minutes. For [18F]-FDG PET scanning it is advanta-
geous to have the patient lying down for both the injec-
tion and the uptake period as this will hopefully aid
relaxation and reduce unwanted muscle and brown fat
uptake. In order to get the best out of the [18F]-FDG
PET scan it is important that certain key areas are
given due consideration. The site of the body chosen
for injection of the [18F]-FDG is important. Any ex-
travasation at the injection site is unsatisfactory. A
small amount of tissued radiotracer at the injection
site will result in a local radiation dose caused primar-
ily by the positrons themselves due to their short path
length and high linear energy transfer. In addition to
this, the extravasated tracer will be cleared from the in-
jection site via the lymphatic system and may result in
uptake in more proximal lymph nodes that could be
confused with uptake due to lymph node disease. Even
small amounts of extravasated tracer can cause devas-
tating artefacts on the 3D reconstruction of the data
and, in extremis, can render the scan non-diagnostic if
it is adjacent to an area of interest (see example in 
Fig. 15.1). Iterative reconstruction methods will help by
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injection site can leave the final image 
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reducing these artefacts but may not remove them
altogether.

Many of the patients attending for these scans will
have already undergone chemotherapy regimes that
may have made their veins extremely difficult to access.
It is therefore essential that the technologist giving 
the injections is well trained and well practiced in
venepuncture. A good, precise injection technique is
essential with the emphasis on accuracy. Unfortunately,
there will occasionally be mistakes, but with careful
thought it is possible to ensure that these mistakes do
not make the scan completely worthless. It is always
advisable to keep the injection site as far away as possi-
ble from the area of interest. If the abdomen is under
investigation it is best to avoid the ante-cubital fossae
and likewise the hands or wrists when the pelvic area is
significant. For many patients the arms may not be at
all appropriate for the injection; for example, patients
with a history of carcinoma of the breast, patients with
bilateral axillary, neck, or supra-clavicular disease, and
patients whose primary lesion is on their arm. In any
of these instances it is advisable to inject the patient in
their foot so that if there is a problem it will not affect
the scan to such a degree that it may cause confusion. A
note should always be made of the site of the injection
so that the reporting doctor can refer to this if
clarification is needed. A note should also be made if
an unsuccessful attempt at venepuncture has been
made prior to the successful one, as leakage of injected
tracer can occasionally be seen at this initial site. If it is
suspected that tracer has extravasated it is advisable to
perform a quick test acquisition at that site to establish
if this is the case, as it is not helpful to remove the in-
jection site from the field of view without establishing
whether it is necessary. If it is, then remedial action can

be taken; for example, lifting the arm above the
patient’s head and out of the field of view. With PET/CT
it is likely that patients will be routinely imaged with
their arms raised above their head. This is done to
prevent beam hardening artefacts in the CT image.
However, an image where the injection site ( the arm
for example) is not seen but which does include axil-
lary uptake will be difficult to assess unless the report-
ing clinician can be sure that the injection was without
incident. For this reason a quick acquisition of the
injection site will avoid any subsequent confusion.

Normal physiological muscle and brown fat uptake
of [18F]-FDG can also give rise to confusion when re-
porting PET scans (Fig. 15.2) [3, 19]. The causes of this
increased uptake are not fully understood, however, it
is clear that physical exertion and cold will inevitably
give rise to increased levels of [18F]-FDG in these areas.
In addition to this, stress and nervous tension also play
their part.

Unfortunately it is not always manifestly clear 
which patients are going to produce high levels of
muscle/brown fat uptake, and the calmest of patients
can produce a very “tense” – looking scan. When
uptake of this type occurs it is only the distribution
that may give a clue as to the origins of the pattern of
uptake, and it is almost impossible to distinguish this
physiological response from any underlying pathologi-
cal cause. In order to reduce this uptake it is suggested
that patients be given 5–10 mg of diazepam orally one
hour prior to the [18F]-FDG injection. Clearly this is
going to increase the time they spend in the depart-
ment, as well as influencing their homeward journey,
as they should not drive following this. It is not some-
thing that can be done at short notice as patients will
have to be brought in for their appointment an hour
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Figure 115.2. FDG uptake into tense muscle can mask
or simulate underlying pathology (a). The use of 
diazepam prior to FDG injection can significantly
reduce this effect (b). 



earlier than usual and an area will have to be provided
where they can rest comfortably following the adminis-
tration of the diazepam. Although the dosage sug-
gested is relatively low, patients’ reactions range from
barely negligible to sleeping throughout most of their
visit to the department. The unpredictability of this re-
action means that it is generally advisable to suggest
that the patient bring someone along with them for
their scan to ensure that they are accompanied once
they leave the department. Too low a temperature may
also increase the incidence of this physiological uptake
so it is also important that, on arrival, patients are in-
jected and allowed to rest in a warm comfortable area.
Although the likelihood of physiologically increased
muscle/brown fat uptake is difficult to predict, there
are certain categories of patients where diazepam
should be given prophylactically. Obviously, any patient
who has previously demonstrated physiological uptake
with [18F]-FDG should be given diazepam on all subse-
quent visits. For patients attending for their first PET
scan, those with lymphoma where the axillae, neck, and
supraclavicular area is of particular interest may well
be given diazepam, and patients with carcinoma of the
breast are also likely to be considered. Adolescents also
give rise to significantly increased amounts of physio-
logical muscle/brown fat uptake and they too are
routinely given diazepam, although in this group of pa-
tients it is less successful than with adults. In addition
to the diazepam, every effort should be made to ensure
that the total environment and experience is as relax-
ing as possible for the patient and that they feel com-
fortable and well informed about the procedure. It is
difficult to evaluate the true effect of the oral diazepam
because for each patient there is no control study.
However, it does appear to reduce the incidence of this
type of normal uptake and is therefore used frequently
by many centers.

Uptake of [18F]-FDG into normal myocardium is
both unpredictable and difficult to manage. When
investigating the thorax of a patient, particularly when
looking for small-volume disease close to the myocar-
dial wall, high levels of myocardial uptake can cause
such severe artefacts that this can be almost impossible
to assess (Fig. 15.3).

The use of iterative reconstruction methods will help
decrease the magnitude of the artefact, but ideally it is
desirable to minimize the myocardial uptake of the
[18F]-FDG when necessary. The physiology of uptake of
[18F]-FDG into the myocardium is complex and there
are, as yet, no straightforward methods of reducing it.
One suggestion is that by increasing the free fatty acid
levels in the patient the heart may be persuaded to
utilize this for its primary energy source and ignore

the available glucose and [18F]-FDG. One way of doing
this is to ensure that the patients have a high caffeine
intake prior to, and immediately after, the [18F]-FDG
injection. This can be achieved simply by encouraging
the patient to drink unsweetened black coffee instead
of water in the hours leading up to the scan and during
the uptake period or, more palatably, a diet cola drink
as this contains no sugar but high levels of caffeine.

Unlike glucose, [18F]-FDG is excreted through the
kidneys into the urine, and artefacts can be produced if
the radioactivity concentration in the urine is high.
These artefacts can be seen around the renal pelvis and
the bladder and can make it very difficult to assess
these areas with confidence. In patients where the
upper abdomen or pelvis is in question, it is advisable
to give 20mg intravenous frusemide at the same time
as their [18F]-FDG injection. The frusemide should be
injected slowly and the patient should be encouraged
to drink plenty of water to ensure that they do not
become dehydrated. Patients should be given an oppor-
tunity to void immediately prior to the start of the
[18F]-FDG scan and if the pelvis is to be included in 
the scan, then the patient should be scanned from the
bladder up. Obviously, it is not easy for patients to be
given a diuretic and then have limited access to a toilet,
but in the main, with a good explanation, patients tol-
erate this quite well.

Finally, in patients where the laryngeal and neck area
is being investigated, normal physiological muscle
uptake into the laryngeal muscles can cause confusion.
Patients who speak before, during and after injection
are likely to demonstrate this type of uptake, whereas
patients who are silent for this period do not [4]. For
this reason it is recommended that when this area is of
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Figure 115.3. High myocardial uptake in a scan looking for small-volume
disease in the chest can render the scan uninterpretable.



clinical significance, the patient should be asked to
remain silent for about 20 minutes before injection,
during injection and for the majority of the uptake
period (the first half hour being the most important
time after injection). Although this is not as easy as it
sounds, most patients, if they understand why it is nec-
essary, are sufficiently well motivated to comply.

PET Scanning in Neurology 

For clinical PET in neurology, the most frequently used
tracer is [18F]-FDG. It features in the general work-up
for patients who have intractable epilepsy for whom
the next option would be surgery, and PET is one of the
many investigations these patients will undergo to
confirm the exact site of the epileptogenic focus. PET is
also used in the investigation of primary brain tumors,
mainly in patients who have had tumors previously
treated by surgery, radiotherapy, or a combination of
both. In these patients, standard anatomical techniques
– for example, CT and MRI – are often difficult to in-
terpret because of the anatomical disruption caused by
the treatment. [18F]-FDG PET scanning may also be
helpful when investigating patients with dementia-like
symptoms, as it can provide a differential diagnosis for
the referring clinician.

When investigating partial epilepsy, [11C]-flumazenil
may also be used. This is a radiopharmaceutical that
looks at the distribution of benzodiazepine receptors
and it can be useful in more accurately localizing the
epileptogenic focus [5] than [18F]-FDG alone. Likewise,
in the investigation of primary brain tumors, the use of
[18F]-FDG alone may not always be sufficient to answer
the clinical question. Normal cortical brain has a high
uptake of [18F]-FDG and so makes visualization of
tumor tissue over and above this background level
quite difficult. The grade of the brain tumor is corre-
lated with the degree of uptake into the tumor [6],with
low-grade tumors having a lower than normal uptake,
intermediate-grade tumors having a similar uptake to
normal brain, and high-grade tumors having a higher
than normal uptake. For this reason it is common for
patients who are being assessed for recurrent tumor to
have a [11C]-L-Methionine scan in addition to their
[18F]-FDG scan. Methionine is an amino acid that
demonstrates protein synthesis rates, so, whilst the
[18F]-FDG gives information about the grade of the
tumor, the methionine will provide information about
the extent of any tumor present. To use any 11C-labeled
tracer obviously requires that the scanner be sited

close to the cyclotron and radiochemistry unit where
the tracer will be produced, as the 20-minute half-life
along with the low quantities currently produced pre-
cludes transport to a distant site.

The exact protocol for brain scanning will vary from
center to center but again there are certain key points
that can be taken from one site to another. For all of
these scans, patients may have to keep still for quite a
significant period of time. When dealing with a patient
suffering from epilepsy, particularly if they are very
young, it may be that the risk of them having a seizure
during the scan is quite high. To ensure that this causes
the minimum amount of disruption to the total study,
it is advisable to acquire the data as a series of sequen-
tial dynamic time frames rather than as one long,
single, static acquisition. This means that if the patient
does move during the scan it is possible to exclude that
frame from the total scan data. If the patient is clearly
marked at various points corresponding to the posi-
tioning laser lights, they can be repositioned so that
only the affected frame is lost. However, any re-
positioning needs to be done with extreme accuracy to
ensure co-alignment of the transmission data for atten-
uation correction, which is often recorded prior to the
start of the emission scan. Patient movement is a par-
ticularly important issue when dealing with the
shorter-lived 11C tracers. If a patient moves during a
single static acquisition, not only is the scan going to
be corrupted, but the short half-life of the tracer will
make it very difficult to repeat the scan as the resultant
scan quality will be very poor. An alternative which is
becoming increasingly popular on PET scanners with
the ability to operate in 3D mode, is to acquire these as
high-count, short-duration 3D scans only. Emission
scan times in 3D for a brain may be of the order of only
5–10 minutes.

Preparation of patients for brain scans is again con-
cerned with ensuring that the injected [18F]-FDG does
not have to compete with high levels of normal glucose
in the patient. So, as for oncology scans, the patients
are fasted and asked to drink water only in the few
hours preceding the study, but because of the high
avidity of uptake in the brain this fasting period is re-
stricted to three hours only. As with all other areas of
clinical PET, insulin-dependent diabetics should be
told to maintain their normal diet and insulin intake
and should not be fasted. Following injection it is im-
portant that the patient remains quiet and undisturbed
for the uptake period. External stimuli should be
avoided, as these may cause “activation” within differ-
ent areas of the brain, which, in extreme cases, might
be evident in the final image produced. Ideally, it is best
to ask the patient to remain in a darkened room with
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their eyes closed and no distractions. This applies
primarily to [18F]-FDG scanning but should also be
adhered to when using other tracers so that the prepa-
ration is standard and reproducible. Many patients
being investigated for epilepsy may well be young
children, and may also have concurrent behavioural
problems. As a result it can be difficult to keep these
patients still for the length of time required for the
scan, and it is prudent therefore to consider scanning
them with some form of sedation. In general, it is
preferable to scan under a full general anaesthetic
rather than a light sedation. This is because the latter
can be unpredictable and difficult to manage. However,
a general anaesthetic requires good cooperation with
the anaesthetics department and an anesthetist who
has a reasonable understanding of PET and the time
constraints associated with the technique. One option
is to have a regular general anaesthetic time booked,
the frequency of which can be governed by the individ-
ual demands of the PET center. The anaesthetic will
unfortunately result in a globally reduced [18F]-FDG
uptake, which will give a slightly substandard image,
and the best results will be achieved if the patient is
awake for their [18F]-FDG uptake period but under
anaesthetic for the scan. This is not always possible,
particularly when patients are having a dual-study
protocol with [18F]-FDG scans in conjunction with an
11C-labelled tracer.

Sequential Dual Tracer Neurological
Studies

In general, the technique for performing dual-tracer
studies is usually for the scan using the shorter halflife
tracer to be performed first, immediately followed by
the [18F]-FDG scan. When the patient is sedated or
under a general anaesthetic, the uptake period for the
[18F]-FDG will inevitably be whilst the patient is anaes-
thetized. However, the advantages of having the patient
remaining still for the study usually outweigh the
slightly reduced quality of the study due to lower
global uptake. In children under 16 years who are
being investigated for epilepsy, it is advisable to
perform an EEG recording for the whole duration of
the uptake period.

[18F]-FDG PET brain scans for the investigation of
epilepsy are always performed inter-ictally. The short
half-life of the tracer makes ictal scanning technically
very challenging and the comparatively long uptake
period of [18F]-FDG into the brain could render ictal
scanning unreliable. However, if a patient does enter
status epilepticus during the uptake period it may have
an effect on the final image, and so it is worthwhile

noting brainwave activity during this period. [18F]-
FDG scans in the inter-ictal state in epilepsy are usually
employed to locate regions of diminished uptake. Most
adults can tolerate [18F]-FDG brain scanning with or
without an 11C scan fairly well and it is rare to require
either general anaesthetic or sedation for these pa-
tients. Once the acquisition is completed the individual
frames can be assessed for patient movement and if
there has been no movement they can be summed and
reconstructed as a single frame study. Alternatively, it is
possible, if there have been small amounts of move-
ment between frames, to register sequential frames to
each other before summing and reconstruction, al-
though great care must be taken to ensure that the
frames are co-aligned with the transmission scan data
used for attenuation correction. Where there has been
significant movement on a frame this will probably
have to be excluded from the study and the remaining
frames summed and reconstructed.

The production of 11C radiopharmaceuticals tends to
be is less reliable than [18F]-FDG and the yields tend to
be lower. In addition to this, the half-life of 11C is only
20.4 minutes, which means that there is a limited
period of time during which there is enough radio-
activity to achieve a good diagnostic scan. Radio-
pharmaceuticals labeled with 11C are produced on
demand and can take approximately one hour to make.
As a result, it is common practice to book patients so
that they arrive in the PET scanning department about
one hour before their scan appointment time. This
means that the production need not be started until
the patient presents for the study, thus removing the
possibility of having tracer ready to inject but no
patient. It is important that patients understand the
reason for this so that they are aware that, on arrival in
the department, there will be a delay before their scan
is started.

PET Scanning in Cardiology 

Aside from some special research studies, PET cardiol-
ogy studies are usually performed to assess hiber-
nating myocardium or viability in patients with left
ventricular (LV) dysfunction. This can involve assess-
ing myocardial perfusion using ammonia ([13N]-NH3)
or [1515O]-H2O and glucose metabolism with [18F]-
FDG. Hibernating myocardium may be thought of in
terms of myocardium with reduced function due to 
an adaptive response to chronic hypoperfusion and
which, if revascularized, may recover function. Patients
with poor left ventricular function and ischaemic heart
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disease represent only a small percentage of surgical
candidates but are an important group. They have in-
creased mortality and morbidity compared to patients
with normal LV function, but stand to gain most from
revascularization in terms of increased survival.
Separating those who may benefit from surgery (in
whom the associated operative risks are worth taking)
from those whom surgery cannot hope to benefit is
vital.

Rest/stress flow studies can be used in the investiga-
tion of reversible ischaemia in cases where [99mTc]-
labeled perfusion agents or 201Tl scanning is equivocal,
difficult to interpret, or does not match the clinical
findings. 13N has a 9.97-minute half-life, which means
that this tracer can only be used if the scanner is situ-
ated close to the production facility. [13N]-NH3 is a
highly diffusible tracer which, following intravenous
injection, is efficiently extracted into perfused tissue
where it remains for a considerable period [7, 8]. Thus,
it acts as a flow tracer with the uptake being propor-
tional to perfusion. Dynamic [13N]-NH3 scanning
allows quantfication of blood flow to the myocardium
in mls/min/gm of tissue as well as giving qualitative
information [9]. Likewise, [15O]-H2O is a freely dif-
fusible tracer that distributes in the myocardium ac-
cording to perfusion. However, the short half-life and
rapid wash-out from myocardium makes it more
difficult to use than [13N]-NH3.

[18F]-FDG uptake gives information about the viabil-
ity of the heart muscle. When the heart is normally

perfused it relies on the oxidation of free fatty acids in
the fasted state and aerobic glucose metabolism post
prandially. When myocardial perfusion is reduced, the
heart switches from free fatty acid metabolism almost
entirely to glucose metabolism and, therefore, prefer-
ential uptake of [18F]-FDG should occur in ischaemic
regions (Fig. 15.4). As myocardial perfusion and
oxygen consumption continue to reduce, myocardial
contractility worsens and then stops whilst glucose
consumption by the myocardium increases. However,
in the fasted state, uptake of glucose can be very vari-
able in both normal and ischaemic myocardium,
making some studies difficult to interpret. Following a
glucose load (50g orally), glucose becomes the primary
energy source, with both normal and ischaemic myo-
cardium taking up [18F]-FDG. To minimize any
inhomogeneity of [18F]-FDG uptake it is best to
glucose-load the patient prior to scanning. Uptake of
[18F]-FDG into the myocytes can be enhanced by
insulin, however, the use of a feedback-controlled hy-
perinsulinemic clamp is technically time-consuming.
We have found a reduced number of uninterpretable
studies using a sliding scale of insulin, based on blood
glucose prior to [18F]-FDG injection [10]. In order to
get acceptable [18F]-FDG uptake into the myocardium
it is vital that the patient is prepared correctly and
managed in a controlled way throughout the PET scan.
Uptake of [18F]-FDG into the heart muscle is depend-
ent on achieving the correct insulin/glucose balance in
the patient prior to [18F]-FDG injection, and so the
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Figure 115.4. Myocardial perfusion with [13N]-NH3 (top row) and [18F]-FDG (bottom row) demonstrates almost complete mismatch. The areas of low myocardial
perfusion on the [13N]-NH3 scan demonstrate high [18F]-FDG uptake, indicating hypoperfused, viable myocardium.



management of these patients is focused on this
aspect.

Cardiac PET scanning is perhaps the most complex
and time-consuming of the three main clinical
groups. The patients are prepared slightly differently
depending on whether they are non-diabetic, insulin
dependent diabetic (IDD) or non-insulin-dependent
diabetic (NIDDM). All categories of patients should be
asked to refrain from caffeine-containing products for
at least 24 hours prior to their appointment time. This
minimizes both the inherent stress effect of caffeine
and also lowers the free fatty acid level that might oth-
erwise compete with the [18F]-FDG for provision of
the myocardium’s energy source. Non-diabetic pa-
tients should be asked to fast (water only) for six
hours prior to their appointment time. The non-
insulin dependent diabetics should fast for six hours
but if their appointment is booked for the afternoon
they are encouraged to have breakfast and take their
normal morning oral hypoglycemic as usual. The
insulin-dependent diabetics are instructed to eat and
take their insulin as normal with no modifications to
their normal routine. Many patients attending for
cardiac PET scanning will be on medication and it is
not necessary for them to stop any of this prior to
their scan.

After arrival in the department, the procedure
should be explained to the patient and a blood sample
taken to measure the baseline blood glucose level. If
the blood glucose is below 7 mmol/L then the patient
will have to be glucose loaded. The glucose can be
given in the form of dextrose monohydrate powder
dissolved in water and the aim is to give this drink
approximately one hour before the [18F]-FDG is due to
be given. If the patient is not a diabetic they are given
50 g of dextrose monohydrate and if they are diabetic
(IDD or NIDDM) they receive 25 g. About 10 minutes
before the [18F]-FDG is due to be injected another
blood glucose measurement should be made, and de-
pending on this result the patient may or may not be
given insulin prior to [18F]-FDG injection. The
amount of insulin given will increase on a sliding
scale and an example of one such scale is shown
below:

In the above example, the insulin used is Human
Actrapid and this is diluted in about 1ml normal saline
and given intravenously to the patient about five
minutes before the [18F]-FDG injection. The key to
achieving a good [18F]-FDG scan is to push the glucose
level up high enough so that either the patient’s own
regulatory system will produce insulin in response to
this, or the patient’s glucose level will be high enough
that exogenous insulin can be administered safely.
Obviously great care must be taken when giving
insulin to a patient. It is important that intravenous
50% glucose is on hand if required in case the patient
becomes hypoglycemic, and it is also essential that the
patient is not allowed to leave the department until
they are safe and well to do so. If patients have been
given insulin they should be infused with about 50ml
of 20% glucose in order to counteract any effects from
the insulin during the last 10–15 minutes of the [18F]-
FDG scan. It is also sensible to make sure the patient
has something to eat and drink, and to check the
patient’s blood glucose level before they leave.

If the blood glucose level is checked after the patient
has been injected with the [18F]-FDG, it is important to
ensure that the blood sample is not taken from the
same line through which the [18F]-FDG was given.
About 20 minutes after the [18F]-FDG has been admin-
istered, a short test acquisition should be performed to
assess whether [18F]-FDG is getting into the heart
muscle. Even though the uptake may still be quite low
at this stage and, because of the short acquisition time
the counting statistics will be poor, an experienced eye
should be able to judge whether or not there is uptake.
If uptake is not seen at this stage it may be worth
waiting another 5 or 10 minutes and then repeating the
test acquisition. If there is still no uptake after this time
a second administration of insulin (as prescribed by
the doctor on site) may be enough to push the remain-
ing circulating [18F]-FDG into the myocardium. Despite
the fact that by this stage it may be more than 
30 minutes after the [18F]-FDG injection it should not
be assumed that the [18F]-FDG scan is going to fail.
This glucose loading protocol for cardiac imaging
seems to work very successfully with a very low (<5%)
failure rate.

Further information for assessing the viability of the
myocardium may be obtained by gating the [18F]-FDG
scans. Gating of [18F]-FDG scans is done in the same
way as gating of nuclear medicine studies. The patient
preparation is identical to that already described as the
tracer used will still be [18F]-FDG. The patient’s elec-
trocardiograph is monitored for a short time prior to
the start of acquisition and the average R–R interval is
divided into a selected number of equal segments.
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Table 115.1. Sliding scale of insulin given dependent on blood glucose
levels in cardiac PET [18F]-FDG scanning

Glucose Concentration (mmol/L) Action

<5.0 no insulin
5.0–8.0 3 units of insulin
8.0–12.0 4.5 units of insulin
>12.0 (at clinician’s discretion)



During the acquisition the same segment from each
cardiac cycle acquired is stored in the same location of
computer memory (Fig. 15.5).

Thus, once the data have been reconstructed, a ciné
image of the beating heart can be viewed tomographi-
cally. Due to the relatively large volume of data created
in PET scanning, fewer temporal bins (typically eight)
are used than with nuclear medicine single-photon
planar gamma camera studies. List mode acquisition of
the data can be used to overcome this limitation, but is
not available on all PET systems. Patients who have
gated [18F]-FDG cardiac scans will be unlikely to have
[13N]-NH3 scans at the same visit. The acquisition time
for the [18F]-FDG scan should be slightly longer than
for static [18F]-FDG cardiac scans to compensate for
the poorer counting statistics in each individual gate.
Gated [18F]-FDG scans appear to be slowly replacing
the need for combined rest [13N]-NH3 / [18F]-FDG
scans and because only [18F]-FDG is used this makes it
much more accessible as centers remote from a cy-
clotron will be able to undertake clinical cardiac work
more easily.

Radiation Protection for the PET
Technologist 

Over the last decade there has been a significant in-
crease in interest in the clinical use of positron-
emitting tracers. [18F]-FDG with its 109.8-minute
half-life lends itself to use not only at sites close to a
cyclotron and chemistry facility, but also allows trans-
portation to scanners at sites remote from the cy-
clotron. It is the most commonly used tracer in clinical
PET at present and the combination of these two
factors means that hospitals are looking more and

more at the possibility of introducing this radio-
pharmaceutical for use within existing departments.
However, clinical units usually require high throughput
(compared with research facilities) and this inevitably
means increased numbers of scans and an increased
radiation burden in the department.

Shielding 

For most hospitals the natural assumption will be 
that PET scanning, either on a dedicated ring system
or a dual-headed coincidence gamma camera PET 
(GC-PET) system, will be performed in the Nuclear
Medicine Department. It should be remembered that
although there are similarities between nuclear medi-
cine and PET, the latter makes use of radiotracers with
a much higher photon energy than those usually en-
countered in nuclear medicine (511 keV compared to
140 keV). Local legislation in the United Kingdom [11,
12] sets the annual whole-body dose limit for un-
classified radiation workers at 6 mSv. This is a
significant reduction from the previous limit of 15 mSv,
and consequently places a greater burden of responsi-
bility on departments to ensure that staff members are
provided with the means to keep their doses below this
level. Doses to staff include not only the whole-body
dose but also the dose to extremities. When handling
unsealed sources the key extremity dose is that to the
hands. The photon energy of 511 keV means that con-
ventional amounts of shielding with lead or tungsten
will not be sufficient and more emphasis on the inverse
square law, as a means of reducing dose, may need to
be employed.

Currently, [18F]-FDG is not produced in enormous
quantities, and on arrival the activity in the multi-dose
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Figure 15.5. Gating of the cardiac cycle produces a
series of images of the heart that can be viewed as a
cine. 



vial will range from 7 to 20 GBq. These multi-dose vials
should be shielded within a lead pot with a minimum
thickness of 18 mm, although thicker pots (34 mm) are
being introduced by some departments particularly in
the light of increasing tracer yields. The design of the
dose preparation area should be similar to that used in
nuclear medicine. An L-shield with a lead glass insert
and a lead base should be used. The thickness of the
base and the shield should be of the order of 6 cm and
the lead glass window should have a 5.5 cm lead glass
equivalent. Measurements of instantaneous dose rate
taken from a shielded vial of [18F]-FDG (7–8 GBq)
placed behind the L-shield range from 20 μSv/hr im-
mediately in front of the L-shield to 2 μSv/hr at 2.0 m
from the shield. Clearly, the dose rate immediately in
front of the shield is quite high and, as this is the place
where the technologist will be standing when drawing
up the tracer, it is essential that a good, reliable and fast
technique is developed so that the dose received is
reduced to a minimum.

Dispensing 

The suggested technique for drawing up the tracer
differs from that commonly used in nuclear medicine,
in that it is inadvisable to invert the lead pot and vial in
order to withdraw the tracer. A better technique in-
volves the use of a long flexible needle that will reach to
the bottom of the vial coupled with a filter needle for
venting. The vial can be held firmly in place in the lead
pot with a pair of long-handled forceps, and the
syringe, once attached to the long needle, can be angled
away from the top of the vial. Thus, both hands are
kept out of the direct beam of the photons being
emitted from the unshielded top of the vial. In this way
dose to the hands can be kept to a minimum and there
is no risk of the vial sliding out from its shielding.

Various other methods have been used to try to
reduce the hand dose further. For example, in some de-
partments the needle within the [18F]-FDG vial is con-
nected to a long length of flexible tubing which itself is
shielded and enables the technologist to put an even
greater distance between their hands and the vial of ac-
tivity. In addition, commercially available purpose-built
units are available which provide a significantly higher
degree of physical shielding. Each unit will need to be
tested for their ease of use, especially in departments
where more than one radiopharmaceutical is likely to
be used, as this will require the technologist swapping
vials between the unit and their own lead pot.

Opinions vary slightly from department to depart-
ment, but in the majority of PET centers the technolo-
gists draw up into unshielded syringes. Once the tracer
has been drawn up the syringe can be placed into a
syringe shield. Lead and tungsten syringe shields tend
not to be used as the thickness of metal required to
produce effective shielding would render the shield un-
manageable. Instead, many centers make use of 1 cm
thick perspex (lucite) to manufacture the syringe
shield. The effect of the perspex is to act as a barrier to
any stray positrons and to increase the distance
between the syringe and the technologist’s hands thus
making use of the inverse square law to reduce the
dose received. The shielded syringe can be transported
to the patient for injection in an 18 mm (minimum)
lead carry pot, which will mean that the technologist
need only be further exposed to the radiation during
the injection itself.

Finger doses vary from center to center depending
on the throughput. At the Guy’s and St. Thomas’
Hospital, a relatively busy clinical PET center in
London, the monthly hand doses were compared to the
activity handled by the technologists. Each technolo-
gist was injecting approximately 1GBq of radioactivity
per day, although this activity was being drawn up
from vials containing much higher levels of activity.
The average hand dose for these technologists was
between 4 and 7 μSv per month which, over a twelve
month period, means that their extremity dose is com-
fortably within the current United Kingdom annual
limit for unclassified workers (150 μSv). However, as
[18F]-FDG production and workload increases, tech-
nologists will find themselves handling more and more
radioactivity and so they must not become compla-
cent, but should continue to find ways to keep these
doses to a minimum. The average hand doses given
were with technologists handling [18F]-FDG only,
however, some of the shorter-lived tracers require
higher injected activities to get a good diagnostic
result. In centers where [1515O]-H2O is used, a manual
injection for a single scan (2.3 GBq) can result in a
dose to each hand of nearly 1 mSv. It is important to
ensure that these higher doses are shared between staff
members and that centers do not end up with only one
person performing this type of work.

Whole-body Dose 

The whole-body doses to staff in PET are slightly
higher than those typically seen in nuclear medicine.
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Benatar et al looked at the whole-body doses received
by staff in a dedicated clinical PET centre and then
used measured data to estimate the doses which might
be received by staff in departments using [18F]-FDG,
but not originally designed to do so [13]. The results
showed that in a dedicated unit the average whole-
body dose received by each technologist was around
5.5 μSv per patient study and approximately 14.0 μSv
per day. It should be noted that the new annual dose
limit for unclassified workers of 6 μSv equates to an
average daily dose of 24 μSv . With the exception of
same-day rest/stress [99mTc]-Myoview studies [14], the
average dose per patient study in nuclear medicine is
only 1.5 μSv [15], which is a lot lower than for PET
studies. However, the throughput per technologist in a
PET unit is likely to be lower than that in nuclear medi-
cine and therefore, the daily whole-body dose received
is comparable. This work was carried out in a dedi-
cated purpose-built PET unit where the technologists
are shielded from any radioactive sources for the ma-
jority of the working day and only had significant
contact during injection and positioning of the patient.
In this unit the control room is separate to, and
shielded from, the scanning area and the room where
the patients wait after injection prior to the scan. This
contrasts with the set-up commonly seen in nuclear
medicine where the control console is often sited adja-
cent to the gamma camera with no shielding between
the two. In order to make estimates of the doses likely
to be received by technologists using [18F]-FDG in an
existing department, Benatar et al measured the in-
stantaneous dose rates at 0.1 m, 0.5 m, 1.0 m, and 2.0 m
from the anterior chest wall in patients immediately
following their [18F]-FDG injection. The average dose
rates per MBq injected at each of the four distances
were used to estimate the whole-body dose that could
be received by technologists. Figure 15.6 shows the
whole-body dose received during a one-hour scan

commencing one hour after injection based on an in-
jected activity of between 100 and 200 MBq. These in-
jected activities were used to try to reproduce the likely
usage on a gamma camera PET system. As can be seen,
at a distance of 2 m with an average injected activity of
200 MBq the whole-body dose received is of the order
of 12 μSv. Although in isolation this dose may not seem
particularly high, it must be remembered that this is
the dose from each individual PET patient whilst each
technologist is likely to scan many more than this in a
year, as well as a number of nuclear medicine patients.
Five hundred PET patients in a year would take the
technologist close to the 6 μSv annual limit. Therefore,
if PET is going to be introduced into existing depart-
ments, some thought needs to be given to the position-
ing of the control console relative to the scanner itself.
Figure 15.7 shows the instantaneous dose rates mea-
sured from a patient one hour after being injected with
[18F]-FDG.

The dose rate immediately next to the bed is quite
high (120 μSv.hr–1). At one meter from the bedside it
drops to 15 μSv.hr–1 but significantly, at the foot end of
the bed the dose rate is only 4.0 μSv.hr–1. Obviously, the
dose received by a technologist can be reduced by
careful planning even within a pre-existing unit. An al-
ternative, if space is a constraint and the operator’s
console must be included in the scanning room, is to
use a mobile lead shield. A practical shield, on wheels,
has been reported as reducing the exposure rate by
90% from approximately 20 μSv.hr–1 at an operator’s
console roughly one meter from a patient who had
been injected with 370 MBq of [18F]-FDG to 2 μSv.hr–1

[16]. The comparable exposure rate from a typical
[99mTc]-MDP bone scan patient at a similar distance is
6 μSv.hr–1. Consideration must also be given where a
patient who has been injected with a positron-emitting
tracer waits during the uptake period. With [18F]-FDG
it is important that the patient is able to rest, preferably
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Figure 445.6. Estimated whole body doses likely to be
received by technologists during 1 hour scan beginning 
60 minutes after [18F]-FDG injection.



lying down, and should not be allowed to leave the de-
partment during this time. Ideally a separate room
should be provided for this but in the event that this is
not available and that they will have to share a room it
should be remembered that the dose rates from pa-
tients immediately following injection can be quite
high and may present a radiation hazard. Benatar et al
[13] used the dose rate data to estimate the doses
which might be received by people coming into contact
with injected patients during the one-hour uptake
period. Figure 15.8 shows that, following administra-
tion of [18F]-FDG, the dose received during the follow-
ing hour can range from just over 0.3 μSv if sitting
right next to the patient down to 0.16 μSv at 2 m.

Risk to the General Public 

The United Kingdom annual dose limit for members of
the general public is 1mSv and there is a recommenda-
tion that at any one exposure the dose should not
exceed 30% of this [17]. Clearly, in a general waiting
area there will not be just one PET patient, and an
escort or carer could receive in excess of 0.3 μSv when
taking into account the contribution from all the pa-
tients present. Ideally it is best to have a “hot” waiting
room separate to the “cold” waiting room, and the
planning arrangements in the “hot” waiting room
should ensure adequate separation of seating.

The majority of clinical PET radiotracers have very
short half-lives and therefore patients pose little radia-
tion risk to members of the public once they have
completed their scan and are ready to leave the depart-
ment. [18F]-FDG, with its longer half life, will not have
completely decayed away before the patient leaves and
so consideration must be given to the severity of this
risk. The critical group is likely to be health care
workers who may have contact with several patients
who have undergone PET investigations or with an in-
dividual patient who may be having other radiophar-
maceutical studies in addition to their PET scan.
United Kingdom guidelines on when patients can leave
hospital following administration of a radiopharma-
ceutical are currently based on the activity retained
within the patient on exit rather than the total doses
which would be received by others coming into contact
with them. A study published in 1999 measured the in-
stantaneous dose rates from patients just prior to
leaving the department [18]. The integrated doses were
calculated for various contact times at differing dis-
tances. The results showed that for positron-emitting
tracers with a half-life of 110 minutes or less, the use of
the activity-energy product is not a useful concept for
restricting critical groups to an infrequent exposure.
Instead, greater emphasis should be placed on the true
estimate of actual radiation dose which could be re-
ceived, or the predicted doses. With longer-lived PET
tracers, for example 124I (half-life 4.2 days), the recom-
mendations would need to be reviewed. The recom-
mendations given as a result of the work suggested that
following an [18F]-FDG PET study using an injected ac-
tivity of 350 MBq there was no need to prevent contact
with a patient’s partner following a scan. There was no
need to restrict travel on public transport following the
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Figure 115.7. Dose rates measured from a patient in the scanner 55 minutes
after injection of 334MBq of [18F-FDG. (Reproduced from Valk PE, Bailey DL,
Townsend DW, Maisey MN. Positron Emission Tomography: Basic Science
and Clinical Practice. Springer-Verlag London LTD, 2003, p. 789.)
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Figure 115.8. Estimated whole body doses likely to be received by member
of the public / accompanying person during the 1 hour immediately follow-
ing injection of [18F]-FDG 



scan, despite the fact that the activity-energy product
may exceed the local rules. Clearly, young children of
patients should never accompany their parents to the
PET or nuclear medicine department. However, these
data showed there was no need for restrictive advice
following an [18F]-FDG scan once the patient has left
the department, although most centers recommend
that close contact is kept to a minimum for the rest of
the day. For a single nurse caring for a patient follow-
ing an [18F]-FDG scan there is virtually no risk;
however, if this nurse is working on a ward where there
is a high throughput of either PET and/or nuclear
medicine patients, the annual dose received may
become significant. It is unlikely, though, that the 6 μSv
annual dose limit would be reached by any member of
the nursing staff. Overall, there is a slightly higher risk
with positron emitting tracers than there is with con-
ventional nuclear medicine tracers because of the
higher photon energy involved. However, with care and
good working practice it is possible to keep the staff
doses to an acceptable level, although the issue of
waiting room space will have to be addressed by de-
partments wishing to undertake PET scanning, espe-
cially if space is at a premium.

Conclusion 

The technologist provides a vital interface between the
patient, the clinician, the nursing and the scientific staff.
The information obtained from the patients can be
structured to give additional information to the clini-
cians interpreting the scans if recorded methodically.
Technologists are aware of the finer technical aspects of
the scans and the procedures that the patients will need
to follow, and can both reassure and answer most of the
questions asked. Technologists also have to be able to
adapt to changing situations when there are failures of
tracer production and the combination of their practi-
cal experience and theoretical knowledge means that
they are well placed to do this effectively. The interac-
tion with other cross-sectional imaging modalities, par-
ticularly in the light of an increasing use of image
registration (“fusion”) techniques, further brings to-
gether skills from radiographic and nuclear medicine
technology backgrounds. This interaction should en-
courage individuals from varied backgrounds to con-
sider PET as a dynamic, evolving, imaging specialty that
has a lot to offer.
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Introduction

Positron emission tomography (PET) is an imaging
technique that provides in vivo measurements in ab-
solute units of a radioactive tracer. One of the attrac-
tive aspects of PET is that the radioactive tracer can be
labelled with short-lived radioisotopes of the natural
elements of the biochemical constituents of the body.
This provides PET with a unique ability to detect and
quantify physiologic and receptor processes in the
body, particularly in cancer cells, that is not possible by
any other imaging technique.

The clinical role of PET has evolved considerably
over the last decade. From its first applications princi-
pally in neurology and cardiology, the evaluation of
oncology patients has become a pre-eminent clinical
role for PET worldwide. Oncology PET studies now
represent almost 90% of clinical studies performed in
clinical PET Centres worldwide[1–5]. The dramatic rise
in the number of PET oncology studies performed is
related both to recent reimbursement approvals (partic-
ularly in the USA), as well as the increasing evidence for
the role of PET in the staging, monitoring treatment re-
sponse and biologic characterisation of tumours.

PET Radionuclides in Oncology

The short-lived radionuclides (radioisotopes) required
for PET are produced in cyclotrons. In PET oncology
clinical applications, the most commonly used
positron-emitting tracer is 18F-fluoro-2-deoxy-glucose,
or [18F]-FDG [6]. The unique versatility of PET lies in

the ability to study numerous physiologic and bio-
chemical processes in vivo. The measurement of tissue
blood flow, oxygen metabolism, glucose metabolism,
amino acid and protein synthesis and nucleic acid
metabolism have all been demonstrated in PET oncol-
ogy clinical studies [6–9]. To exploit these physiologic
and molecular targets, there are a number of positron
emitting radiopharmaceuticals that have been used in
clinical oncology studies to date (Table 16.1). Labelling
of a large array of other compounds including hypoxic
markers, amino acids, DNA proliferation markers and
chemotherapy drugs with 11C and 18F have also been
studied in clinical trials [3, 7, 8, 10].

The Evidence for Clinical Use of
PET in Oncology

The experience over the last decade is that the most
important clinical role of [18F]-FDG PET is in oncology.
In many cancers, [18F]-FDG PET has been shown to be
the most accurate non-invasive method to detect and
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Table 116.1. Positron-emitting radionuclides used in oncology clinical
studies (see appendix for further radionuclide information).

Radionuclide Half-Life

15O 122 seconds
13N 9.97 minutes
11C 20.4 minutes
18F 109.8 minutes
124I 4.17 days
86Y 14.7 hours
64Cu 12.8 hours 



stage tumours [1–5, 7–9, 11–21]. This has major impli-
cations in terms of improving the planning of treat-
ment and avoiding unnecessary treatment and its
associated morbidity and cost. Evaluation of the evi-
dence for [18F]-FDG PET in clinical oncology practice
has been complicated by the inherent diagnostic nature
of this imaging technique. While standard evidence-
based approaches to treatment require randomised
controlled trials to establish the appropriate outcome
or efficacy measures for assessment, imaging tech-
niques provide information which is commonly used
as only a part of the management paradigm of most
patients. As such, the practical and ethical issues sur-
rounding this make randomised controlled trials for
PET extremely difficult to perform or inappropriate in
the majority of clinical scenarios [5, 22]. The establish-
ment of diagnostic accuracy, and impact on patient
management (including cost), are therefore the most
appropriate levels of evidence that can be accurately
obtained for PET in clinical practice [5, 22].

Brain Tumours

Brain tumours are a common and often devastating
malignancy that impacts on both paediatric and adult

populations. In adults, brain tumours are the leading
cause of death for males aged 15 to 34 years, and are
the fourth commonest cause of cancer death in females
of this age group. Paediatric brain tumours are the
second commonest cancer, and the second leading
cause of death from cancer, in that age group [23, 24].
The evaluation of brain tumours with [18F]-FDG PET
is the longest established oncologic application of PET.
Tumour grade can be assessed accurately and non-in-
vasively by [18F]-FDG PET, as the rate of glucose utili-
sation is directly proportional to the degree of
malignancy [25]. This can be used in the planning of
biopsies, and in monitoring high grade recurrence,
particularly in patients with low grade glioma.
Increased [18F]-FDG uptake is seen in high grade glial
tumours, as well as in primary cerebral lymphomas,
pilocytic astrocytomas, and some unusual tumours
(e.g., pleomorphic xanthoastrocytoma. Low grade
gliomas) (Fig. 16.1) and other primary brain tumours
(e.g., meningiomas) do not usually show increased
[18F]-FDG uptake except in more aggressive tumours
and in post-radiation meningiomas.

Cerebral metastases occur in 20 to 40% of systemic
malignancies, and may be the initial presentation of
malignancy in 16 to 35% of cases. [18F]-FDG PET has
been extensively studied in patients with cerebral
metastases, and has been shown to have a sensitivity
ranging from 68 to 79% [26]. The principal issue with
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Figure 116.1. (A) MRI scan, and (B) corresponding transaxial [18F]-FDG PET scan of a 53-year-old patient with bilateral hearing loss. A lesion in the left thalamus
(arrow) is hypometabolic on [18F]-FDG PET scan. This was subsequently demonstrated to be a low grade glioma.



FDG PET in this setting is the frequent hypometabolic
nature of cerebral metastases, and in addition, metasta-
tic lesions are often small (<1 cm in size), and because
metastases most often occur at the interface between
grey and white matter, identification of lesions can be
problematic.

An important role of [18F]-FDG PET is in the assess-
ment of tumour recurrence compared to radiation
necrosis, factors critical to the management of these
patients and often impossible to determine accurately
by CT or MRI (27). The uptake of [18F]-FDG in normal
grey matter may make evaluation of tumour recur-
rence difficult in some cases, and care is required in
order to interpret PET scans in these patients.

Patient prognosis may also be evaluated by the pres-
ence and degree of uptake of [18F]-FDG [28]. While the
evaluation of disease recurrence may also be evaluated
with other techniques including 201Tl SPECT, which is
more readily available, the problems of blood-brain
barrier disruption and mixed grade tumour assess-
ment with 201Tl SPECT may be more accurately as-
sessed with [18F]-FDG PET. Incorporating [18F]-FDG
PET into radiotherapy treatment planning, and in
monitoring response to therapy, has also emerged as
important applications of PET in brain tumours.

A range of other PET tracers have been studied in
brain tumours, examining DNA proliferation, protein
expression, hypoxia and even gene reporter expression
[29, 30]. The most commonly studied tracer is [11C]-
methionine PET, which has some advantages in detect-
ing low grade gliomas, although the ability to
discriminate between high grade and low grade
tumours may be less accurate with [11C]-methionine
PET compared to [18F]-FDG PET [31]. In summary, PET
studies are an established part of the management of
patients with brain tumours in major neuro-oncology
centres.

Lung Carcinoma

Solitary Pulmonary Nodules

There have been numerous studies examining the ac-
curacy of [18F]-FDG PET in evaluating solitary pul-
monary nodules [32, 33]. Analysis of the published data
has shown a high sensitivity (average 96%) and
accuracy (average 94%) for determining malignancy
(Figs. 16.2 and 16.3 [2, 8, 34]. The specificity is also high
but the variation is slightly greater and is dependent on
the local prevalence of the known causes of false posi-

tive cases, particularly granulomatous diseases such as
tuberculosis and histoplasmosis. False negative results
may arise where small lesions are present (<0.6 cm),
due to the resolution limitations of PET scanners and
respiratory motion over the acquisition period, and
also with certain types of lung cancer such as broncho-
alveolar and carcinoid. The use of [18F]-FDG PET for
solitary pulmonary nodules is often reserved for those
cases where fine needle aspiration is technically
difficult in view of the superior diagnostic yield of this
technique.

Staging of Non-Small Cell Lung
Carcinoma

In patients with known non-small cell lung carcinoma
(NSCLC), the results of staging both within and outside
the thorax are key in determining operability.
Demonstration of unilateral hilar adenopathy is not a
contra-indication to surgery if the nodes can be re-
sected with the primary tumour. Conversely, extensive
mediastinal involvement, involvement of contralateral
lymph nodes, as well as pleural or distant metastases
should contra-indicate surgery given the high surgical
morbidity and the poor prognosis. The relatively sub-
optimal sensitivity, specificity and accuracy of conven-
tional imaging techniques, including CT and MRI, for
staging of lung carcinoma has been demonstrated
repeatedly [35].

Numerous studies have evaluated the role of [18F]-
FDG PET for staging NSCLC [11, 17, 18, 35–38]. The re-
ported sensitivity for lymph node staging in non-small
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Figure 116.2. Coronal sections of a [18F]-FDG PET scan performed in a 
72-year-old man with a left lung carcinoma. Uptake of [18F]-FDG in the
primary lung cancer (arrow) and lymph nodes (arrow) is seen, as well as an
unsuspected metastasis in a thoracic vertebrae (arrow).
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Figure 116.3. (A) Coronal section of a [18F]-FDG PET scan performed in a 76 yr old man with left lower lobe lung nodule (arrow), seen also in (B) CXR. The lesion
was hypometabolic on [18F]-FDG PET scan, and was non-malignant. An incidental finding of increased [18F]-FDG uptake in the rectum, seen on (C) transaxial and
(D) sagittal images (arrow) was due to a non-diagnosed rectal cancer.



cell lung carcinoma varies from 82 to 100% and the
specificity from 73 to 100% [11, 16, 36, 37, 39, 40]. In all
series, [18F]-FDG PET has been shown to outperform
CT in staging lymph node spread of disease, and has
been shown to correctly stage disease over CT scan
results in up to 24% of patients (Fig. 16.2) (37). In a
recent randomised controlled trial of [18F]-FDG PET in
staging patients with newly diagnosed NSCLC, the in-
clusion of [18F]-FDG PET in diagnostic work up
reduced futile thoracotomies by half, indicating the im-
portant role of [18F]-FDG PET in this staging process
(18). The negative predictive value of [18F]-FDG PET is
sufficiently high that a negative mediastinum on [18F]-
FDG PET scanning may preclude mediastinoscopy in
patient work-up, and a positive mediastinum on [18F]-
FDG PET should always be further assessed to exclude
false positive results (e.g., sarcoid) [5, 38]. In addition,
studies utilising whole body scanning have reported
unsuspected metastatic disease in up to 15% of pa-
tients (Fig. 16.2) [39]. This is particularly relevant for
adrenal lesions, where benign enlargement is common,
and [18F]-FDG PET is highly accurate in identifying
metastatic involvement [16]. Through correct staging
by [18F]-FDG PET, therapy has been shown to be
changed in >40% of patients, mainly by obviating un-
necessary surgery [40]. [18F]-FDG PET has emerged as
a standard pre-operative assessment test in patients
with NSCLC.

Recurrent Lung Carcinoma and Response
to Therapy Assessment

The ability to accurately evaluate residual masses fol-
lowing surgery or radiotherapy for lung cancer is es-
sential in many patients. Post treatment fibrosis and
scarring is common, and [18F]-FDG PET has been
shown in a number of small series to be accurate in
detecting residual tumour, which allows treatment
planning decisions to be reliably made [15]. The po-
tential role of [18F]-FDG PET in treatment planning
for radiotherapy of unresectable lung cancer has also
been explored, and may provide improved treatment
with a reduced incidence of relapse outside the radio-
therapy field [41]. In addition, in patients with NSCLC
undergoing radical radiotherapy or chemoradiother-
apy, [18F]-FDG PET performed soon after therapy has
been shown to be a superior predictor of survival than
CT response, stage, or pre-treatment performance
status [42].

Colorectal Carcinoma

Staging of Primary Colorectal Cancer

The diagnosis of colorectal cancer is principally based
on colonoscopy and biopsy, with imaging being per-
formed primarily to assist in initial surgical planning.
There have been a number of studies examining the
utility of PET for staging primary colorectal carci-
noma. In one study of 16 patients with known or sus-
pected primary or recurrent colon and rectal cancer
studied with [18F]-FDG PET and CT scans, PET de-
tected all 12 sites of disease in bowel, whereas CT only
detected 6 [43]. Other small studies have confirmed
these results, although lymphatic spread of tumour was
poorly detected with [18F]-FDG PET due to the small
size of involved lymph nodes in many cases [44].
Primary colorectal cancers occasionally present as an
incidental finding on [18F]-FDG PET (Fig. 16.3), and
[18F]-FDG uptake has been reported in adenomatous
polyps, a pre-cursor for colon cancer [45]. However, the
presence of physiological gut uptake of FDG combined
with false positive uptake in inflammatory disease
along with low sensitivity to lesions less than 1 cm pre-
cludes a significant role for FDG PET in primary diag-
nosis or screening [46]. The role of PET in primary
colon cancer remains limited, and should be reserved
for clinical situations where resection of metastatic
disease requires accurate staging of distant spread.
This is in contrast to advanced rectal cancer, where
[18F]-FDG PET has been shown to have a significant
impact on management in up to one third of patients
planned for preoperative adjuvant treatment (chemo-
radiation), indicating the potential role of [18F]-FDG
PET in this clinical setting [47].

Staging of Metastatic Colon Cancer

Hepatic Metastases

Clinical studies have shown [18F]-FDG PET to be a
highly sensitive technique for the detection of hepatic
metastases of colorectal cancer. In published series the
accuracy of [18F]-FDG PET in identifying metastatic
colorectal carcinoma in the liver has ranged from 90 to
98% [8]. The role of PET in this clinical setting appears
to be complementary to CT scan and CT portography
[48–50]. Mucinous adenocarcinoma may have a lower
sensitivity for detection [51]. Importantly, [18F]-FDG
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PET has been shown to identify previously un-
suspected extrahepatic disease in patients with liver
metastases in up to 20% of patients, and can change
management in reported series in up to 35% of
patients [12, 52].

Extrahepatic Metastases

The detection of extrahepatic metastases of colorectal
carcinoma remains a difficult clinical problem. While
CT scans are sensitive for hepatic metastases, they are
less sensitive for detecting extrahepatic disease [12,
53]. MRI, while as accurate as CT for detecting hepatic

metastases of colorectal carcinoma, remains less sensi-
tive in extrahepatic intra-abdominal disease [54]. This
is of particular importance in patients considered for
surgery for metastatic disease, in view of the high
prevalence of undiagnosed sites of extrahepatic disease
which results from conventional techniques pre-
operatively.

Studies examining the accuracy of PET in extra-
hepatic metastases of colorectal carcinoma have
demonstrated higher accuracy than conventional
scanning techniques (including CT scan) [12, 52].
Extrahepatic disease has been detected with [18F]-FDG
PET with an accuracy of 92 to 93% in recent series. In
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Figure 116.4. An 83-year-old woman with a history of colon cancer and a rising CEA underwent a combined PET/CT scan for staging. (A) transaxial, (B) sagittal
and (C) coronal images show a focal area of abnormal [18F]-FDG uptake (arrow), corresponding to a retroperitoneal lymph node region on corresponding CT
slices [(D), (E) and (F)]. Co-registered [18F]-FDG PET/CT images [(G), (H) and (I)] show precise localisation of the recurrent colon cancer in the retroperitoneum. 



patients with elevated serum CEA markers, occult
disease (often extrahepatic recurrence) has been
identified accurately with [18F]-FDG PET (Fig. 16.4)
[12, 52]. These results have been confirmed in a recent
meta-analysis of whole-body [18F]-FDG PET studies in
patients with colorectal carcinoma, where the sensitiv-
ity and specificity of [18F]-FDG PET in detecting
tumour was 97% and 76% respectively, and the change
in management was calculated to be 29%, both by up-
staging and downstaging disease [55].

Rectal Carcinoma Recurrence

Recurrent colorectal (pelvic) cancer has been re-
ported to occur in 20 to 40% of patients within two
years after potentially curative surgery [56]. Both CT
and MRI, however, have significant difficulties in reli-
ably distinguishing local spread of disease, and recur-
rence of rectal cancer from post surgical change [53].
There have been a number of extremely promising
clinical studies with [18F]-FDG PET in the evaluation
of possible rectal carcinoma recurrence. In one study
of 37 patients with suspected rectal carcinoma recur-
rence, 32/32 patients with recurrent rectal carcinoma
were correctly identified with [18F]-FDG PET [57].
The accuracy of [18F]-FDG PET in this setting has
also been demonstrated in other published clinical
studies [8].

Management Impact of PET and Response to
Therapy Assessment

The management impact of [18F]-FDG PET in recur-
rent colorectal carcinoma has been clearly demon-
strated [58, 59]. Studies of [18F]-FDG PET post therapy
(chemo/radiotherapy) have also demonstrated a poten-
tial role of [18F]-FDG PET in this setting [13, 60, 61].
Based on available evidence, [18F]-FDG PET should be
used in the detection of advanced or metastatic col-
orectal cancer where management will be altered by
disease presence and extent.

Lymphoma

The ability of whole body [18F]-FDG PET to accurately
stage lymphoma has emerged as an important role of
PET in patient management. In the staging of
Hodgkins Disease and non-Hodgkins lymphoma
(NHL) the sensitivity and specificity of [18F]-FDG PET
in detecting sites of disease has been reported as

86–90% and 93–96% respectively, and superior to CT
scan [2, 8, 62]. Compared to conventional imaging (e.g.,
CT scans) [18F]-FDG PET is more sensitive in identify-
ing extra-nodal sites of disease. [18F]-FDG PET has
been shown to change management in up to 40% of
patients undergoing staging at initial diagnosis [21,
63–65]. In comparison to 67Ga scans, [18F]-FDG PET
has been shown to have a greater sensitivity for disease
detection (particularly spleen), and in view of the po-
tential advantage of a same day procedure has sup-
planted 67Ga scans in many oncology centres [66]. In
some cases of low grade lymphoma [18F]-FDG uptake
may not be high, however this is dependent on histo-
logic subtype, and high sensitivity for disease sites has
been reported for follicular and marginal zone low
grade lymphoma, and with management change re-
ported in up to 34% of patients (Fig. 16.5) [64, 67].

[18F]-FDG PET has also been shown to have superior
accuracy compared to conventional imaging in the
restaging of lymphoma patients, particularly where
residual masses are present [68, 69]. In comparison to
67Gallium scans, [18F]-FDG PET has been shown to be
more accurate in identifying active disease in residual
masses (66, 70). [18F]-FDG PET performed as part of
the assessment of treatment response for NHL has also
been shown to be superior to conventional imaging
and to be a strong prognostic indicator of response and
progression free survival [68, 71]. [18F]-FDG PET there-
fore has a major role in both the initial staging, and
restaging/therapy response assessment of patients with
lymphoma.

Melanoma

The role of [18F]-FDG PET in the initial staging of
low-risk (<1 mm thickness) and intermediate-risk
(1–3 mm thickness) melanoma is limited, due to the
low prevalence of metastatic disease (particularly in
low-risk melanoma), and the often small size of
metastatic deposits in nodes involved with metastatic
spread [72, 73].

Malignant melanoma can spread widely and un-
predictably throughout the body, and median survival
after the appearance of distant metastases is approxi-
mately six months [74]. The accuracy of [18F]-FDG PET
in detecting metastatic melanoma has been reported to
range from 81 to 100%, and in one series of 100 pa-
tients demonstrated a sensitivity of 93% [14]. [18F]-
FDG PET has been shown to be particularly sensitive
in detecting subcutaneous and visceral metastases

PET Imaging in Oncology 317



(Fig. 16.6). In published studies and meta-analyses of
the literature, [18F]-FDG PET has been demonstrated to
detect disease up to six months earlier than conven-
tional techniques, and alter management in 22 to 32%
of patients, principally by altering plans for surgical re-
section of metastatic disease [14, 75–77]. As approxi-
mately one quarter of all melanoma patients with
metastatic disease are potential candidates for surgical
resection, and long disease-free intervals are possible
in patients rendered clinically disease free by the
surgery, [18F]-FDG PET has a clear role in this clinical
setting [5, 78].

[18F]-FDG PET has also been compared to other
staging investigations for metastatic melanoma. In a
series of 121 patients with metastatic melanoma where
[18F]-FDG PET was compared to 67Ga scintigraphy, PET
was more accurate and provided incremental and
clinically important information in 10% of patients,
and at a lower cost [79]. The role of [18F]-FDG PET in
melanoma is therefore principally in the evaluation of
extent of metastatic disease, the accurate assessment of
which can alter patient management particularly
where surgery is planned.
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Figure 116.5. A 48-year-old woman with Follicular lymphoma of the right axilla underwent a staging [18F]-FDG PET/CT scan prior to planned radiotherapy. 
(A) transaxial, (B) sagittal and (C) coronal whole body staging [18F]-FDG PET images show lymphoma in right axillary lymph nodes (arrow), as well as additional
lymphoma sites in the left axilla and left illiac nodes (arrows). Corresponding CT scan images [(D), (E) and (F)] show right axillary node enlargement only. The
[18F]-FDG PET results upstaged the patient from Stage I to Stage III.

Figure 116.6. A 45-year-old woman with a history of right postauricular
melanoma and previous resection of metastases in the right parotid and ip-
silateral cervical lymph nodes, was referred for a restaging [18F]-FDG PET
scan prior to possible radiotherapy to the operative sites. A coronal whole
body image shows multiple metastatic lesions in subcutaneous, lymph
node, lung and visceral sites (arrows) throughout the body.



Head and Neck Tumours

The presence of lymph node spread of head and neck
tumours is associated with substantially worse progno-
sis, and clinical examination and imaging techniques
(CT and MRI) detect fewer than 50% of involved
lymph nodes, which may result in unnecessary neck
surgery. In patients with head and neck tumours
studied prior to initial surgery, the sensitivity and
specificity of [18F]-FDG PET in detecting nodal metas-
tases has been reported ranging from 71 to 91%, and
88-100%, respectively (Fig. 16.7) [8, 80–83]. Metastatic
disease outside the neck can also be identified with
[18F]-FDG PET scans [84]. Primary tumours can also
be detected with a similar sensitivity to CT/MRI. In pa-
tients studied after initial treatment of metastatic
nodal disease with radiotherapy, [18F]-FDG PET is
often accurate only after a three month period [20,
85–87]. This has been shown to be due to the effects of
stunning of tumour cells, where the metabolic rate and
proliferation of cancer cells may be suppressed after

radiotherapy, as well as the possible presence of micro-
scopic disease only after radiotherapy treatment which
is below the resolution of the PET camera. In both
patient groups, the accuracy of [18F]-FDG PET has the
potential to direct surgeons to otherwise unknown
sites of metastatic disease, as well as avoiding surgery
in areas of the neck where [18F]-FDG PET scans show
negative results. [18F]-FDG PET has also been shown to
be a prognostic factor for radiotherapy response [88].
In patients with advanced loco-regional head and neck
cancer, radiotherapy treatment planning incorporating
[18F]-FDG PET information has emerged as an exciting
new method of potentially improving response rates.

Breast Carcinoma

The use of [18F]-FDG PET in breast carcinoma has
been evaluated in the initial assessment and staging of
disease, and in monitoring response to therapy. In
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Figure 116.7. (A) transaxial, (B) sagittal and (C) coronal [18F]-FDG PET scan images of a 60 yr old man with carcinoma of the right tonsil and base of tongue
(arrows). A previously undiagnosed lymph node metastasis is also seen (arrow). Co-registered [18F]-FDG PET/CT images on corresponding images [(D), (E) and
(F)] show the precise localisation of sites of tumour.



primary breast tumours, [18F]-FDG PET has been
shown to have a mean sensitivity and specificity for
tumour detection of 88 and 79% respectively in a
recent meta-analysis (Fig. 16.8) [89]. Axillary nodal in-
volvement is a critical issue in the management of pa-
tients with breast carcinoma, and [18F]-FDG PET has
been shown to have a sensitivity ranging from 57 to
100% and specificity of 66 to 100% across reported
series [8]. In a recent prospective study of 360 patients,
[18F]-FDG PET was shown to have moderate accuracy
in detecting axillary metastases, but often missed small
or few nodal metastases [90]. [18F]-FDG PET is there-
fore not routinely recommended for the axillary
staging of breast cancer patients.

One potential area where [18F]-FDG PET has shown
great promise is in whole body staging of metastatic
breast cancer, where the accuracy of [18F]-FDG PET
has been shown to be higher than conventional
staging techniques [91, 92]. [18F]-FDG PET has also
been evaluated for assessment of tumour response to
therapy [61, 93]. Further evaluation in monitoring
response to chemotherapy is warranted before the
true role of [18F]-FDG PET in this setting can be
determined.

Gastric and Oesophageal Tumours

Although the detection of primary gastric and
oesophageal tumours with [18F]-FDG PET has been re-
ported to be excellent, the identification of regional
nodal metastases has been restricted by the presence
of small volume disease in some lymph nodes 
(Fig. 16.8) [32]. Unsuspected distant disease may be de-
tected by [18F]-FDG PET in up to 20% of cases, and re-
current disease may also be evaluated more accurately
than CT scan, which may represent the more appropri-
ate clinical utility of this technique [32].

[18F]-FDG PET has been shown to significantly
improve detection of haematogenous and distant lym-
phatic metastasis in carcinoma of the oesophagus and
gastro-oesophageal junction (GEJ) [32, 94–96]. There is
no difference in accuracy in detecting squamous cell
carcinoma or adenocarcinoma of the oesophagus with
[18F]-FDG PET. [18F]-FDG PET may not be as accurate
as EUS or CT in determining wall invasion or close
lymph node spread of disease, however the diagnostic
specificity of lymph node involvement is greatly
improved with [18F]-FDG PET [95]. [18F]-FDG PET is
more accurate in detecting distant disease, and is also
highly accurate in the diagnosis of recurrent disease
[94–97]. In assessing response of induction therapy
(chemotherapy – radiotherapy) in locally advanced
disease, [18F]-FDG PET also appears to be of high value
in predicting response [98].

Ovarian Carcinoma

Ovarian carcinoma is the leading cause of death among
gynaecological tumours [99]. The treatment of ovarian
carcinoma primarily consists of surgical resection fol-
lowed by chemotherapy and/or radiotherapy. Accurate
staging is essential, particularly in the restaging of
patients with elevated serum markers (CA-125). [18F]-
FDG PET has been shown to have high accuracy in de-
tecting in ovarian carcinoma lesions greater than 1 cm
in size, but the detection of micrometastatic disease
(one of the most important issues in this disease) has
been difficult [100–102]. In several series, [18F]-FDG
PET has been shown to be accurate in restaging pa-
tients with ovarian cancer, and may be better than CA-
125 in this clinical setting [100, 101].. The role of
[18F]-FDG PET in the management of ovarian carci-
noma remains to be clearly defined, but may princi-
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Figure 116.8. Whole body 3D coronal [18F]-FDG PET image of an 81-year-old
woman with an oesophageal carcinoma (arrow). A previously undiagnosed
left breast carcinoma was also identified (arrow), subsequently confirmed
on biopsy. Normal excretion of [18F]-FDG from kidneys, and in bladder, and
normal uptake of [18F]-FDG in ascending colon, is also evident.



pally be in the evaluation of recurrent masses follow-
ing therapy, or distant disease.

Germ Cell, Renal Cell and Other
Tumours

Studies of [18F]-FDG PET in germ cell tumours and in
bone and soft tissue sarcomas have shown high accu-
racy in detecting metastatic disease and monitoring
response to therapy, although reported patient
numbers are small [102, 103]. Renal cell carcinoma
may also be accurately staged with [18F]-FDG PET, and
is particularly useful for the detection of metastatic
disease, while false negative primary tumours are
occasionally observed [19, 104, 105]. The role of [18F]-
FDG PET in tumours such as hepatoma has been
limited, due to the low grade nature of these tumours
and the poor uptake of [18F]-FDG in clinical studies
[2]. In cervical carcinoma, recent reports have shown
that [18F]-FDG PET has a high positive predictive
value for the detection of metastatic nodes in the
pelvis and para-aortic regions, which may assist with
surgical planning or possibly indicate cases where
chemoradiotherapy may be the most appropriate
therapy (Fig. 16.9) [106]. An important emerging role
of [18F]-FDG PET is in the detection of metastatic
thyroid carcinoma (particularly where 131I scan is neg-
ative and serum thyroglobulin levels are elevated),
and evaluation of medullary thyroid carcinoma. The
application of [18F]-FDG PET in detecting sites of
disease for many other less common malignant
tumours is the subject of continuing clinical review.

Monitoring Response of Tumour
to Therapy

An emerging area of clinical utility of PET is in the
monitoring of tumour response to therapy, principally
with [18F]-FDG. Accurate evaluation of response to
both chemotherapy and radiation therapy, often prior
to CT scan changes, have been reported in glioma, col-
orectal, NSCLC, lymphoma, head and neck tumours,
and soft tissue sarcomas [2, 8, 16, 17, 42, 61, 107]. The
timing and reliability of [18F]-FDG PET studies in pre-
dicting tumour response is the subject of numerous
prospective studies. The implications of this approach
are significant in terms of optimising treatments, min-
imising unnecessary morbidity, and reducing costs.

Perhaps the most potentially important clinical use
of PET can be found in the ability to label with
positron emitters compounds that are either physio-
logic targets or therapeutics used in cancer therapy.
This enables the development of novel compounds,
either therapy compounds themselves (e.g., 18F-
Fluorouracil), or tracers that measure physiologic
events (e.g. 18F-fluoromisonidazole for hypoxia, and
H2

15O for perfusion), that can predict the success of a
therapeutic approach [3, 5, 108, 109]. The pharmacoki-
netics and pharmacodynamics of therapeutics, mea-
surements of biologic change (e.g., DNA proliferation,
signalling events, oxygen metabolism, protein synthe-
sis), or success of treatment e.g., gene therapy, can be
accurately evaluated by PET, and may enable more
scientific decisions to be made as to treatment efficacy,
and how improvements in effect can be achieved [5, 29,
110–114]. These “surrogate markers” for tumour
biology provide a unique link between the molecular
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Figure 116.9. A 71-year-old woman with a cervical carcinoma underwent a PET/CT scan for staging. Transaxial (A) [18F]-FDG PET image shows a large primary
tumour (arrow) posterior to the bladder, as well as a right groin lymph node (arrow). (B) CT image, and (C) co-registered [18F]-FDG PET/CT scan show the loca-
tion of the primary and metastatic tumour.



events associated with cancer to the biology of tumour
cells, and will dramatically assist in the development of
innovative approaches to cancer therapy .

PET/CT scanners in Oncology

The development of combined PET/CT scanners has
dramatically changed the approach to PET image in-
terpretation, as the seamless integration of anatomic
and PET images allows more accurate determination of
abnormal sites and potential clinical relevance [115].
The superior accuracy of this approach in the assess-
ment of many cancers including NSCLC, colorectal
cancer, lymphoma and melanoma has been reported
[116, 117]. Further assessment of this technology, in-
cluding the ability to integrate PET/CT data in radio-
therapy treatment planning, is an area of significant
importance for the management of oncology patients
in the future.

Conclusions

PET has emerged as a powerful diagnostic tool in the
management of patients with cancer. The published lit-
erature has provided evidence of the superior utility
over conventional imaging methods of the principal
PET tracer [18F]-FDG in the staging of a range of
cancers, in monitoring disease recurrence, and in
changing patient management to more appropriate
therapy. Emerging new PET tracers that can quantitate
non-invasively biologic processes within tumours, and
the introduction of PET/CT into routine clinical prac-
tice, are further enhancing the role of PET in oncology.
PET has the potential to dramatically improve our
ability to manage patients with cancer, and is making
major contributions to our understanding of cancer
biology and in developing new therapies.
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17 The Use of Positron Emission Tomography in Drug
Discovery and Development
William C Eckelman

Introduction

To accelerate the drug discovery process and to in-
crease the annual number of approved drugs, pharma-
ceutical chemists have developed new procedures, such
as combinatorial chemistry and parallel synthesis, and
biologists have developed high-throughput screening
methods that test various properties of the drug candi-
date in vitro (Table 17.1). Since the time line for drug
discovery and development can be as long as 16
years, these techniques are necessary to expedite the
drug discovery process. Currently, discovery and pre-
clinical testing can take up to 6 years. Phase I and
Phase II studies usually average 2 years each. Phase
III takes longer and the final U.S. Food and Drug
Administration (FDA) approval process takes one year
[1]. The goal of this review is to show that studies
carried out in vivo using external imaging of all kinds,

but especially Positron Emission Tomography (PET),
offer great promise for accelerating the process from
pre-clinical discovery to Phase III studies. Although
high-throughput, in vitro screening has been useful,
the results must be extrapolated to in vivo use. Even
though in vivo imaging is first carried out in animals,
the drug candidate is being tested in an intact species
and this should yield more complete information.
Imaging is especially important in paradigms where
animals are studied before and after treatment with the
drug candidate. As paired statistics can be carried out
in the same animal, fewer animals are needed.
Therefore, in vivo imaging has an advantage over the
autoradiographic approaches that are carried out 
in vivo but require the sacrifice of the animal after each
study.

The development of radiolabelled biochemicals and
imaging devices to detect the radioactivity by external
imaging has expanded the use of nuclear medicine
studies in drug development. The common radionu-
clides for Single Photon Emission Computed
Tomography (SPECT) are 99mTc (half life = 6 hr) and
123I (half life = 13 hr). For PET, the radionuclides emit a
positron that annihilates to give two 511 keV gamma
rays at approximately 180 degrees. The positron-emit-
ting radionuclides (with their half lives) used most fre-
quently are 15O (2.07 min), 11C (20.4 min), 13N (10 min)
and 18F (109.7 min). The specific activities (radioactiv-
ity per mass unit, usually measured in Ci/mM or
TBq/mM) of these radionuclides are high because they
are made through a nuclear transformation; that is, one
element is converted into another so that, except for
trace contaminants, they are carrier free. The actual
specific activities for the most-used PET radionuclides,
18F and 11C, are of the order of 37–185 TBq/mM
(1000–5000 Ci/mM) at the end of the cyclotron
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Table 117.1. High throughput in vitro screening

Physical Properties
pKa, solubility, dissolution rate, crystallinity and chemical 
stability

Drug Metabolism, Pharmacokinetics (PK), and Pharmacodynamics (PD)
Affinity (interaction with membranes, binding proteins, transporters
and enzymes)

Organ blood flow, glomerular filtration rate, and tissue 
uptake
Absorption potential (Caco-2 cell permeability)
Blood Brain Barrier penetration (bovine brain microvessel 
endothelial cells)
Metabolism (cytochrome P450)

Metabolic stability (hepatocyte metabolites analysed by liquid chro-
matography/mass spectrometry)

Source: Ref. 55.



bombardment. Therefore, these radioactive probes are
injected at tracer levels (~nM injected). The unique-
ness of the nuclear medicine technique based on this
tracer principle is in measuring biochemistry in vivo,
especially the biochemistry of easily saturated sites
such as receptors, by external imaging.

The Tracer Principle

George Charles de Hevesy is usually considered the
first to identify the tracer principle [2]. In 1923, he used
212Pb (half life = 10.6 hr) to study the uptake of solu-
tions in bean plants. Although lead is generally consid-
ered toxic, he was able to use small, non-toxic amounts
because of the sensitivity of the radioactivity tech-
niques. The following year he carried out the first ex-
periment in animals using 210Bi to label and follow the
circulation of bismuth in rabbits after intra-muscular
injection of bismuth-containing antisyphilitic drugs.
Martin D. Kamen, in the three editions of his book
titled Isotopic Tracers in Biology, chronicled the rapid
progress in applying the newly discovered tracer prin-
ciple to clinical research [3]. Even today it is the only
method of monitoring low concentrations of either re-
ceptor or enzymes using external imaging.

Compared with other external imaging modalities,
the radiotracer approach requires injection of the least
amount of mass to obtain the necessary biochemical
information. The high specific activity of the radioli-
gands allows detection of very low density sites. For
example, for 11C or 18F-labelled radiopharmaceuticals,
the specific activity at the time of injection is usually
greater than 37TBq/mM (1000 Ci/mM). Since the ra-
diopharmaceutical is injected in amounts approximat-
ing 370MBq, the associated mass injected is 10 nM in a
70 kg human. This amount is minimal compared with

Magnetic Resonance Imaging (MRI), which requires
concentrations of 10 to100 μM/kg (~700 to 7000 μM)
for iodinated contrast media where a concentration of
>100 μM (~7 mM) is required. The advantage of using
smaller amounts can be seen from the Scatchard trans-
formation of the equilibrium binding constant. At high
specific activity, the bound-to-free ratio (B/F) reaches a
maximum in that (Bmax – B) / KD approaches Bmax/KD

where Bmax represents the free receptor concentration
and KD is the dissociation equilibrium constant. At
lower specific activity, the ratio is decreased, or in the
extreme case the receptor will be saturated [3]. In
general, these saturating concentrations using radioli-
gands will still be orders of magnitude less concen-
trated than those required for MRI and CT. However,
the higher instrument resolution of MRI and CT is a
driving force to apply these tracer principles to MRI
contrast media and iodinated contrast media. An
example of the effect of injected dose can be seen from
data showing binding of the muscarinic M2 subtype-
specific ligand FP-TZTP [(1,2,5-thiadiazol-4-yl)-
tetrahydro-1-methylpyridine]. As the dose of injected
material increases, the percent injected dose (%ID)
decreases (Fig. 17.1). A saturating amount of drug can
be estimated from such studies. In this particular
example, the receptor is easily saturated at 140 μM/kg,
a much lower amount than the 700 to 7000 μM/kg re-
quired for standard MRI studies.

Case Method Analysis of the Drug
Discovery Process Using External
Imaging

The Society of Noninvasive Imaging in Drug
Development (SNIDD) was formed in 1990 by a small
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Figure 117.1. The percent injected dose per gram
(%ID/g) in rat brain for [18F]-FP-TZTP as a function
of the co-injected dose of P-TZTP. Tissues assayed
are cortex (Ctx), hippocampus (Hippo), striatum
(Striat), thalamus (Thal), pons, medulla (Medu) and
cerebrum (Cb). 



group of researchers from academia, government labo-
ratories and the pharmaceutical industry. This group
believed that non-invasive imaging technologies such
as PET and SPECT can be powerful research tools for
the drug industry and that these tools can help reduce
the time and cost of discovering and bringing new
drugs to the marketplace by improving the efficiency
of both pre-clinical and clinical research on new drug
candidates and identifying drug candidates that will
ultimately fail. SNIDD has held two meetings to illus-
trate the use of imaging in drug development. The first
of these symposia was held on September 11–13, 1998
at the National Institutes of Health (NIH). The sympo-
sium was organized using the case method technique,
popularized by the Harvard Business School as a

framework for analyzing examples of actual business
decisions and, from that, obtaining insight into the
process [4]. Several conferences have addressed the use
of imaging in drug research and development, but
none, in our experience, had analyzed decisions made
during the drug development process based on colla-
borative imaging studies. Nuclear Medicine imaging
techniques were used in the eleven case method presen-
tations. The special issue reporting on this conference
contains descriptions of pre-clinical studies in knock-
out mice, pre-clinical PET studies in non-human pri-
mates, a series of Phase I studies (dosing studies,
pharmacokinetics [unique delivery systems], dose, dose
interval, drug interactions), Phase I/II (dose response,
response duration, pharmacokinetic/pharmacodynamic
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Figure 117.2. Representative planar images of
wild-type and knockout mice obtained 10 minutes
(upper panels) and 150 minutes (lower panels)
post-injection. Both [99mTc]-sestamibi and [99mTc]-
Q58 show Pgp-mediated hepatobiliary clearance in
wild-type mice. However, in knockout mice, 
Tc-99m sestamibi lacked hepatobiliary clearance
but [99mTc]-Q58 did not. 



[PK/PD] relationship), Phase III “surrogate markers” or
mechanistic intermediates [5], and marketing studies.

Use of Knockout Mice in Drug
Discovery

Imaging can save considerable time in pre-clinical
studies. Multi-drug resistance (MDR) in cancer
chemotherapy is mediated by P-glycoprotein.
Monitoring the effectiveness of modulators is an im-
portant area of imaging. Piwnica-Worms and Marmion
presented a case study that used knockout mice to
decide whether [99mTc]-Q complexes would be effective
as probes for P-glycoprotein. The [99mTc]-Q complexes
tested in MDR 1a/ab knockout mice showed enhance-
ment of initial brain uptake but no significant delay in
liver clearance (Fig. 17.2). These agents were deemed to
have cross-reactivity for another organic cation trans-
porter expressed in mouse liver and were not advanced
to clinical studies [6].

Drug Distribution Studies

Two studies were carried out to evaluate drug distribu-
tion in the gut and in the lung. Producing a true tracer
situation is important to these studies. In the analysis
of modified-release formulations, drugs such as dilti-
azem are formulated with small amounts of stable
[152Sm]-samarium oxide. The tablets can then be acti-
vated by neutron activation to produce radioactive
153Sm and followed in vivo using planar imaging. This
Phase I study allowed quantitative distribution of the
tablet in the gastrointestinal tract [7]. In another
example, the lung distribution of the corticosteroid tri-
amcinolone acetonide was studied using the dispenser
Azmacort, a pressurized aerosol metered-dose inhaler
formulation. The steroid was radiolabelled with 11C
and introduced into the dispenser. The time-activity
curve obtained using PET showed a significant in-
crease of the steroid in the lung and a significant
decrease in the mouth (Fig. 17.3). These data were sub-
mitted to the FDA in support of the Azmacort inhaler’s
superiority [8].
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Figure 117.3. Azmacort distribution in airway, lung, GI tract after administration. 3-D translucent, low-resolution CT (flesh tone) overlaid with the PET image of
drug concentration (green).



Drug Discovery in Oncology

The conventional paradigm of demanding proof of an
anti-cancer drug’s potency by demonstrating tumour
shrinkage using conventional anatomical imaging is
not consistent with the newer therapeutics, especially
the chemostatic agents where the size of the tumour
does not necessarily decrease in successful treatment.
The use of proliferation marker agents such as 18F
labelled fluorothymidine (FLT) and PET may show an
earlier response [9]. Pharmaceutical companies now
have the option of using radiolabelled proliferation
agents in Phase I or Phase II to choose which com-
pounds to advance to the next phase.

Drug Discovery in Neuroscience

PET is frequently used to evaluate neuroreceptor
ligands. Salazar and Fischman evaluated BMS 181101, a
drug with agonist and antagonist activity at various
sites in the serotonin system [10]. The 11C labelled form
of the drug was used to show that the residence time in
the brain was short and, as a result, specific binding
could not be determined by external imaging. These
studies showed that the drug may have a narrow thera-
peutic index and may not be suitable for once or twice
daily dosage. In this case the drug itself was radiola-
belled, but the remaining examples used an established
radiotracer with varying concentrations of the poten-
tial drug. The main goal of these studies was to
measure saturable binding site occupancy. Fowler [11]
showed techniques for measuring occupancy for the
dopamine transporter (DAT) and for monoamine
oxidase B (MAO-B). In the case of dopamine trans-
porter , the occupancy of the dopamine transporter by
cocaine was faster than that found by methylphenidate
(Ritalin), but both reached the same saturation level at
0.6 mg/kg. For the reversible MAO-B inhibitor lazabe-
mide, 90% saturation was demonstrated at a dose of
50mg and was reversible. On the other hand, deprenyl
occupancy at MAO-B was long lasting as measured by
PET, demonstrating the effectiveness of doses lower
than those currently used in the clinic. The putative
anti-psychotic drug M100907 was studied indirectly
using [11C]-spiperone, which binds to both the dopa-
mine D2 receptor and the 5-HT2A serotonin receptor
[12]. The therapeutic index of M100907 was defined in
Phase I single and multiple dose tolerability studies.
PET was then used to confirm the mechanism of action

of M100907 in humans and to define an appropriate
dose range and regimen of 20 mg per day.

General Approaches Using
Radiolabelled Tracers in Drug
Discovery

Most studies used in drug development apply the
tracer principle to specific examples involving recep-
tor/ transporter binding drugs. Receptor binding
studies generally use one of the following methods:

1. To determine the interaction of the drug with a
desired binding site (e.g., receptor or enzyme):
a. Radiolabelled the potential drug in such a way as

to not disturb the biochemical parameter to be
measured.

b. Use a radioligand with the desired properties and
study potential drug candidate binding by com-
petition. Usually co-injection is used, but pre-or
post-injection may be required depending on the
relative pharmacokinetics. Measure neurotrans-
mitter concentration changes with reversible
receptor radioligand indirectly after administer-
ing the potential drug, whose putative mode of
action is through neurotransmitter release. One
example of this is the use of [11C]-raclopride, a
dopamine receptor antagonist, to indirectly
measure increases in the neurotransmitter
dopamine as a function of the pharmacologic
action of an amphetamine-like potential drug
candidate [13], or,

2. Measure enzyme inhibition indirectly by measuring
neurotransmitter concentration. An example is the
measurement of the effect of cholinesterase in-
hibitors on the increase in acetylcholine concentra-
tion. This increase is measured indirectly by using a
radiolabelled muscarinic receptor agonist that is
bound reversibly [14].

Radiolabelling the potential drug was not the
method of choice in this symposium and other such
symposia. The approaches described in 1b and 2 above
offer the advantage of quick answers because the ra-
diotracer is already characterized, a clear advantage
given the cost of delaying new drug development [15].
In this era of increased interest in surrogate or mecha-
nistic markers to accelerate the drug development
process, nuclear medicine imaging is an important
technique and an unique approach when low-density
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binding sites are the drug targets. The one negative im-
plication of the approach outlined in 1b or 2 is that the
drug being developed is in an area that is well enough
characterized such that radioligands have already been
developed for immediate use. In general, new targets are
the goal of pharmaceutical discovery, which implies that
a new radioligand will have to be developed, which could
slow the drug development in this new therapeutic area.

Accelerating Drug Discovery

The second SNIDD symposium, which was held in
October 2000 [16], discussed whether the use of PET
can be implemented fast enough to compensate for the
increased time and expense of these studies by
decreasing the number of studies that must be com-
pleted. The goal of the second SNIDD conference was
to discuss how the drug discovery process could be ac-
celerated using well-established radiopharmaceuticals,
such as 15O water for blood flow and 2-[18F]-fluoro-2-
deoxyglucose ([18F]-FDG) for glucose metabolism. The
advantages of these radiotracers are their availability
and their potential to measure indirectly the effect of
drugs on specific neurotransmitter systems. Another
approach that was outlined in the first symposium is
the use of well-established radiolabelled ligands that
can measure indirectly the effect of drugs on specific
neurotransmitter systems but require a different ligand
for each application. The issue of speed depends on
whether the binding site has been characterized and
radioligands are already developed as discussed in the
previous section.

Radiolabelled 15O water and [18F]-FDG are general
probes that have been used in drug discovery. Most
university PET centers have access to both 15O water
and [18F]-FDG, while other centers have access to 15O
water only if there is a cyclotron on site because of the
2 minute physical half life of 15O. On the other hand, 18F
labelled compounds such as FDG can be shipped from
regional cyclotrons because of the 109.7 minute half
life of 18F.

Herscovitch has recently reviewed the uses of ra-
dioactive water in drug development [17]. Regional
cerebral blood flow (rCBF) is thought to be coupled to
local neuronal activity and metabolism. The kinds of
studies that can be performed are similar to those per-
formed with a radioligand in that dosing studies and
target saturation studies can be measured indirectly
through the observed coupling between rCBF and neu-
ronal activity and metabolism. These studies were

carried out with drugs that bound to neurotransmitter
receptors such as lorazepam binding to the benzodi-
azepine receptor, D1 and D2 dopamine agonists binding
to the dopamine receptors, and physostigmine in-
creases in acetylcholine binding to muscarinic recep-
tors. Often, the site of maximal CBF change, and
presumably neuronal activity, is not correlated with the
maximum known receptor density indicating that the
changes occurred downstream from sites of highest re-
ceptor density, at distinct neuronal projections from
the sites of greatest drug binding [17]. There are many
studies where the effects of drugs on blood flow have
been studied primarily in the heart, but in other organs
as well. [18F]-FDG has also been used to look at drug
responses. There is a complete listing of studies in
rodents, which was published in the early 1980s [18].
The glucose metabolic consequences of manipulating
central neurotransmitter systems was demonstrated
primarily for the dopamine system using apomor-
phine, d-amphetamine and haldol. The most striking
effect was the blunting of the effect of apomorphine in
choral-hydrate anaesthetised animals versus awake
animals. This has ramifications for screening tech-
niques using anaesthetised animals in PET imaging.
Other neurotransmitter systems were studied as well.
Administration of alpha blocks generally increased
glucose utilization, whereas beta receptor antagonists
reduced cerebral glucose utilization. The effects of
muscarinic antagonists, opiate peptides, adrenocorti-
cotrophic hormone, thyrotropin releasing hormone
and GABA-ergic agonists were also evaluated.

Lammertsma presented the measurement of tumour
response using [18F]-FDG and PET in human tumours
[19]. Various analytical methods have been used
ranging from visual inspection of the images to a two-
compartment model. The European Organisation for
Research and Treatment of Cancer (EORTC) has made
recommendations on both analysis and reporting
results. This is an active area of discussion by the
National Cancer Institute as well, which recently spon-
sored a similar analysis of the use of [18F]-FDG in de-
termining the effectiveness of chemotherapeutics [20].

Krohn et al. compared the ability of FDG and thymi-
dine analogs (proliferation agents) to measure re-
sponse to therapy [21]. For example, radiolabelled
proliferation agents have been used to measure new
anticancer agents such as thymidylate synthetase in-
hibitors. Both [18F]-FDG and radiolabelled thymidine
have also been used to study the effect of Interleuken
IL-2 treatment. The information obtained from [18F]-
FDG and radiolabelled thymidine images differed in
half the cases, indicating that thymidine provided dif-
ferent biochemical information (Fig. 17.4).
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Testing Multidrug Resistance in
chemotherapeutics 

Three additional presentations, which built on the in-
formation reported at the first meeting, described the
testing of drugs to reverse MDR using primarily
[99mTc]-sestamibi as the radiolabelled probe. These pre-
sentations addressed the development of modulators
for multi-drug resistance [22–24]. Multi-drug resis-
tance has emerged as a major obstacle to successful
chemotherapy because many chemotherapeutics are
removed from the tumour by energy dependent efflux
pumps. Various radiopharmaceuticals are being devel-
oped to measure the ability of modulators to block the
efflux of chemotherapeutics, thereby improving the
efficacy of the treatment. These radiopharmaceuticals
can also be used to screen patients for resistance to a
particular chemotherapeutic agent. The primary result

of these studies is the increased uptake in the brain of
[99mTc]-sestamibi in multi-drug resistance 1a/1b
knockout mice (i.e., mice lacking the p-glycoprotein
pump). This has major implications for drug delivery
to the brain.

Monitoring Biochemical Changes
in the Brain

The first symposium emphasised monitoring biochem-
ical changes in the brain using PET and SPECT. This
topic played a major role in the second symposium as
well. Doudet reviewed the advantages and dis-
advantages of using [18F]-FDG, a dopamine precursor
([18F]-DOPA), a tyrosine derivative (6-fluoro-m-tyro-
sine,) and a number of radiolabelled substrates for the
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dopamine transporter to measure changes in
Parkinson’s disease [25]. She also reviewed the use of a
radioligand for the vesicular monoamine transporter
system (VMAT2), a measure of the number of dopa-
mine terminals. Many of the clinical assessments are
qualitative and are not specific for dopamine dysfunc-
tion, which makes evaluating these radioligands
against these “gold standards” difficult. The recommen-
dation is to combine several radiotracers with the clini-
cal parameters to increase the sensitivity to small
changes in function. Kapur has proposed a number of
paradigms for making decisions on the unprecedented
number of potential therapeutic agents that have been
made available through molecular biology and combi-
natorial chemistry [26]. Although the cause of many
neuropsychiatric disorders is not known, molecular
alterations have been identified and can be targets for
neuroimaging. The altered brain function leads to
system pathophysiology. Functional neuroimaging can
be indexed by a change in blood flow, oxygen utiliza-
tion or glucose metabolism. As stated earlier, the radio-
pharmaceuticals necessary for these measurements are
readily available and ideal for measurements of system
pathophysiology. Neurochemical neuroimaging re-
quires a radiolabelled ligand for the molecular alter-
ation involved, which means radiolabelling the drug or
using a radiolabelled drug in the same class to deter-
mine the changes in biochemistry caused by the
disease. Kapur also suggests several strategies for an-
swering drug-related questions, including determining
brain access distribution, functional effects in the brain
using blood flow, [18F]-FDG, or MRI and measuring
pharmacology at the target site. Kapur’s report is a
comprehensive review of an approach to using imaging
in neuropsychiatric disorders, but its principles can be
applied to drug development in general. Finally,
Halldin has reviewed the current status of development
and standardization of radioligands to monitor
changes in the serotonin 5-HT1A receptor density and
occupancy [27].

Chemotherapeutics and Sentinel
Lymph Node Imaging

The use of radiotracers in the analysis of the immuno-
logical and molecular properties of the sentinel lymph
node in cancer is a new area that is attracting attention
in both diagnosis and therapy. This effort promises to
yield diagnostic approaches that will result in rapid

screening of new chemotherapeutics and biothera-
peutics [28]. Finally, the use of microPET for the devel-
opment of neural repair therapeutics shows promise in
that complex rodent models can be studied in a serial
fashion before and after therapy [29]. A dedicated PET
camera with higher resolution and sensitivity in small
animals will be important in the future drug develop-
ment paradigm.

An Example of Radiolabelling a
New Class of Drug Candidates

What is the best approach to developing a new drug
and a new radioligand? Some in vitro screening is
necessary because of the large number of drug candi-
dates being produced. Imaging can certainly play a
part in the screening of the final candidates. If the
target system is new, then each drug candidate must
be radiolabelled. For example, Novo Nordisk pre-
pared a series of muscarinic agonists, which were
tetrahydropyridine thiadiazoyl derivatives. We radio-
labelled a number of these with 18F and tested them
in vitro and in vivo for M2 selectivity. The primary
focus of our work has been the development of M2
subtype-selective cholinergic ligands, based on the
observation that this subtype is lost in the cerebral
cortex in Alzheimer’s disease [30–32]. Post-mortem
quantification of muscarinic subtypes indicated a
selective loss of M2 subtype in the hippocampus and
a trend toward a decrease in cortical regions while
there was an increase of the M2 subtype in the stria-
tum as reported by Rodriquez-Puertas et al. Thus, an
M2 selective ligand labelled with a positron-emitting
radionuclide would allow determination of M2
subtype concentrations in the living human brain,
which could provide information on the progression
of Alzheimer’s dementia, early diagnosis and non-
invasive monitoring of drug therapies.

The Pharmacologic Definition of a
Receptor Binding Radiotracer

The muscarinic acetylcholine receptor (mAChR) was
one of the earliest receptors studied with in vivo tech-
niques. As early as 1973, Farrow and O’Brien [33] de-
scribed the use of [3H]-atropine to define the mAChR.
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With the development of higher affinity and higher
specific activity compounds such as [3H]-QNB, recep-
tor distribution was mapped in isolated tissue [34, 35].
The first ligand to map mAChR in humans in vivo was
the radioiodinated form of QNB, 3-R-quinuclidinyl
4-S-iodobenzilate (RS IQNB) [36]. The use of receptor-
binding radiotracers for external brain imaging differs
from their use in vitro. For a radiotracer to be useful in
vivo, its distribution must be driven by the local recep-
tor concentration rather than by local blood flow or
membrane transport properties, so that the images
obtained primarily reflect receptor binding. A compre-
hensive kinetic analysis of RS IQNB in rats was per-
formed by Sawada et al. [37], it showed that the uptake
in cerebrum is essentially irreversible during the first
360 minutes after intravenous administration and that
the rate of RS IQNB tissue uptake depends on trans-
port across the blood-brain barrier (BBB) and the rate
of binding to the receptor. However, after about 
24 hours the data showed a sensitivity to receptor
concentration. Clinical studies with RS IQNB indicate
that it is responsive to changes in receptor concentra-
tion at 18–24 hours post-injection [38, 39]. However, it
does not demonstrate significant muscarinic subtype
selectivity.

Our early work on muscarinic ligands was based on
antagonist analogs of quinuclidinyl benzilate (QNB)
but, more recently, we have used analogs of 3-alkyl-
(1,2,5-thiadiazol-4-yl)-tetrahydro-1-methylpyridine
(TZTP). We have investigated both antagonists and
agonists, because the former usually have higher
affinity and therefore may give more image contrast,
while the latter may provide more biologically rele-
vant information by being sensitive to the affinity
state of the receptor. The primary goal is the develop-
ment of tracers with selectivity for the M2 site. In
general, M2 subtype specificity cannot be demon-
strated by the usual proofs of regional distribution of
receptor and the pharmacologic profile. Unlike other
receptor systems (e.g., D2), the distribution of the M2
receptor population is highly uniform, so the radio-
activity distribution does not provide compelling
evidence. In addition, subtype-selective in vivo block-
ing studies are problematic because of the lack of
other high-affinity M2 ligands that cross the BBB.
Furthermore, the use of antagonists to block agonist
ligands has not been demonstrated. Therefore, we
were able to block [18F]-FP-TZTP only with com-
pounds of the same chemical class. Our work on
muscarinic ligands described below is based on our
hypothesis that subtype selective ligands will be more
effective in studying biochemistry in vivo than the
more nonselective radiotracers used to date.

[18F]-FP-TZTP in vitro and rat
studies 

We have been working extensively with a muscarinic
agonist based on a series first proposed by Sauerberg 
et al. [40] of Novo Nordisk as potential drugs to treat
Alzheimer’s disease. These ligands contain a thiadia-
zolyl moiety attached to various heterocycles, includ-
ing tetrahydropyridine. Two of these compounds,
xanomeline and butylthio-TZTP, demonstrated M1
selectivity and have been labelled with 11C and studied
with PET [41]. Another compound, (3-(propy-
lthio)-1,2,5-thiadiazol-4-yl)-tetrahydro-1-methyl-
pyridine (P-TZTP), is M2 selective. In the in vitro
NovaScreen assay using brain and heart tissue, it
showed a Ki of 23 nM for M1 and 1.5 nM for M2. We ex-
panded upon this work and described the radiosynthe-
sis and preliminary biodistribution of 3-(3-(3-[18F]-
fluoropropyl)thio)-1,2,5,thiadiazol-4-yl)-1,2,5,6-
tetrahydro-1-methylpyridine ([18F]-FP-TZTP) [42].
[18F]-FP-TZTP showed a Ki of 7.4 nM for M1 and 2.2
nM for M2; it did not bind to M3 receptors or other
biogenic amine receptors. In vivo studies with [18F]-
FP-TZTP in rat brain showed that the early uptake was
similar to that obtained with RS-[18F]-FMeQNB, but
the net efflux was faster. Autoradiography using no-
carrier-added [18F]-FP-TZTP confirmed the uniform
distribution of radioactivity characteristic of the M2
pattern of localisation. As shown in Fig. 17.1, at 1 hour
after injection, co-injection of P-TZTP at 5, 50 and 
500 nM inhibited [18F]-FP-TZTP uptake in a dose de-
pendent manner. The difference in brain regions
between each dose level was significant (p < 0.01),
except for the 5 nM value in medulla (p < 0.06). The
brain distribution of the agonist [18F]-FP-TZTP was
unaffected by co-injection of 5, 50, or 500 nM of the an-
tagonist RR-IQNB. Likewise, the distribution of [18F]-
FP-TZTP was unaffected by co-injection of 500 nM of
the M2 selective antagonist RS-FMeQNB except in
cerebral cortex and hippocampus where the difference
was significant (p < 0.03). The M2 distribution of [18F]-
FP-TZTP was further verified by 18F autoradiography.
Binding in the heart was low by 15 min, so earlier time
points were studied. At 5 minutes, we observed 55%
inhibition of uptake in the heart with co-injection of
P-TZTP.

A major concern in PET studies is that the radio-
ligand will metabolize to radioactive metabolites. To
quantify receptors accurately, the time course of the
parent compound, [18F]-FP-TZTP, in blood must be de-
termined. In addition, it is important to verify that
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radioactive metabolites do not cross the BBB. [18F]-
FP-TZTP metabolizes rapidly in vivo. In rats, only 5%
of plasma radioactivity was parent compound by 
15 min post-injection. One metabolite was almost as
lipophilic as the parent compound as measured by
Thin-layer Chromatography (TLC), suggesting that it
might cross the BBB. However, parent compound was
found to represent greater than 95% of extracted ra-
dioactivity in rat brain through 30 min and greater
than 90% at 45 and 60 min. In summary, our experi-
ments in the rat with [18F]-FP-TZTP, a reversible M2 ra-
dioligand with predominantly parent compound in the
brain, provided strong support for its use as a PET
tracer.

[18F]-FP-TZTP studies in 
non-human primates

This section summarises the PET studies performed
with [18F]-FP-TZTP in monkeys. These experiments
were used to develop the methodology and analysis
techniques for human studies. They also demonstrated
the in vivo specific binding of [18F]-FP-TZTP and
demonstrated its sensitivity to synaptic acetylcholine
levels.

PET studies were performed in isoflurane-
anesthetized rhesus monkeys to assess the in vivo be-
haviour of [18F]-FP-TZTP [14]. Control studies (n = 11)
were performed first to characterise tracer kinetics and
to choose an appropriate mathematical model for the
in vivo behaviour of the tracer. Application of a model
requires measurement of the arterial input function for
parent compound. Metabolite correction of the arterial
input data was performed using TLC. Parent com-
pound comprised 48–9%, 28–6% and 13–3% of plasma
radioactivity at 15, 30 and 90 min, respectively. [18F]-
FP-TZTP time-activity curves in brain were well-de-
scribed by a one-compartment model with three
parameters: uptake rate constant K1, total volume of
distribution V and a global brain-to-blood time delay
�t. Models with additional parameters could not be
used because reliable parameter estimates could not be
obtained. Tracer uptake in the brain was rapid, with K1

values of 0.4 ml/min/ml to 0.6 ml/min/ml in grey
matter. The volume of distribution V represents total
tracer binding (.e., free, non-specifically bound and
specifically bound) Images of V (Fig. 17.5) were created
by pixel-by-pixel fitting using the same approach
applied in CBF studies [43]. V values were very similar
(22–26 ml/ml) in cortical regions, basal ganglia and

thalamus, but they were significantly lower (16 ml/ml,
p < 0.01) in the cerebellum. Comparing these V values
with the receptor distribution reported for rat and
monkey, shows an excellent match with the M2 distrib-
ution. In rats, the concentration of M2 receptors in cor-
tical structures, basal ganglia and thalamus is highly
uniform and is approximately 50% lower in cerebellum
[44]. In rhesus monkey, the distribution of M2 recep-
tors is also uniform in cortex, basal ganglia and thala-
mus [45] (Fig. 17.5). This pattern is unlike that of M1
receptors (the muscarinic subtype to which this tracer
shows threefold lower in vitro affinity) for which
binding in the basal ganglia is greater than the cortex
which in turn is greater than in the thalamus [46. 47].

Blocking Studies

Pre-blocking studies (n = 4) were used to measure non-
specific binding. Pre-administering 200 to 400 nM/kg of
nonradioactive FP-TZTP produced a dramatic reduc-
tion in total binding of ~50% in cerebellum and 60% to
70% in other grey matter regions (Fig. 17.5c). Similar
blockade was seen in analogous rat studies [42]. This re-
duction was highly significant in all regions (p < 0.001,
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Figure 117.5. Distribution volume (V) images from [18F]-FP-TZTP studies in
monkey. Images are coronal slices and all data are scaled to maximum of
27ml/ml. (A) Control study with uniform cortical binding and lower cerebel-
lar binding. (B) Physostigmine (200 mg/kg/hr) started 30 minutes before
[18F]-FP-TZTP with significant reduction in binding. C. Pre-blocking study
with non-radioactive FP-TZTP (400 nM/kg) administered 5 minutes before
[18F]-FP-TZTP shows substantial reduction in binding. 



one-tailed unpaired t-test), and the regional distribu-
tion of V values after pre-blocking became nearly
uniform. Specific binding values were then determined
by the difference between control and pre-blocked V
values. In addition to pre-blocking studies, displace-
ment of [18F]-FP-TZTP with 80 nM/kg of FP-TZTP at 45
minutes post-injection caused a distinct increase in net
efflux with decreases of 20%, 36% and 41% in cerebel-
lum, cortex and thalamus, respectively [47] (Fig. 17.5).

Competition Studies with Physostigmine

The sensitivity of [18F]-FP-TZTP binding to changes in
brain acetylcholine was assessed by administering
physostigmine, an acetylcholinesterase inhibitor, by in-
travenous infusion beginning 30 min before tracer in-
jection (n = 7). Physostigmine produced a 35%
reduction in cortical specific binding (p < 0.05), con-
sistent with increased competition from acetylcholine
(Fig. 17.5b).

Radiation Dosimetry

In preparation for using [18F]-FP-TZTP in humans, we
determined its biodistribution in monkey and ob-
tained radiation dose estimates [48]. There was early
activity in liver and kidney, with subsequent appear-
ance of activity in gall bladder and urine, reflecting
pathways for tracer excretion. The critical organ was
urinary bladder with an absorbed dose of 72.7
μGy/MBq (269 mrad/mCi), followed by pancreas with
46.8 μGy/MBq (173 mrad/mCi) and gall bladder with
39.7 μGy/MBq (147 mrad/mCi). Under NIH radiation
safety guidelines, this dosimetry permits a study in
humans using up to 370MBq. This dosimetry was
found to provide excellent counting statistics for brain
imaging (see below).

[18F]-FP-TZTP studies in humans

The studies in monkey indicated that [18F]-FP-TZTP
should be useful for the in vivo measurement of mus-
carinic receptors. In collaboration with Drs Connelly,
Mentis, Cohen and Sunderland of the National
Institute of Mental Health (NIMH), we recently began
studies in normal human volunteers, with the eventual
goal of studying patients with Alzheimer’s disease. PET
department investigators collaborated on the design of

the protocol and analysed the data from the first
human subjects [49], testing and refining the method-
ology developed in the monkey studies. The goal of
this work is to design and implement a reliable, quanti-
tative method for receptor quantification in human
subjects. Ideally, the method should minimize the scan-
ning demands on the patient and have a straightfor-
ward method for measuring the arterial input
function. The initial analysis, based on data from 6
young control subjects, concentrated on determining
the appropriate kinetic model for [18F]-FP-TZTP in
humans. In each study, CBF was first measured with
[15O]-water. Then, a bolus injection of [18F]-FP-TZTP
(370MBq) was administered and dynamic scans were
acquired in 3D mode on the GE Advance scanner for
120 minutes. The parent fractions in arterial blood
samples were analysed by HPLC and TLC and showed
excellent agreement (HPLC = 1.02 × TLC – 0.02, r =
0.995). In plasma, parent compound represented 68–8,
41–9 and 14–4% of radioactivity at 20, 40 and 120
minutes post-injection, respectively. The plasma free
fraction (fp) was 5.9–1.2%.

Corrections for subject head motion during the 120
minute acquisition were performed by registering each
time frame to the subject’s MRI image using the AIR
algorithm [50]. As with the monkey data, a global cor-
rection for the brain-to-blood delay was applied by
analysis of the whole-brain time-activity curve (TAC).
A model with one tissue compartment produced an ex-
cellent fit for the full 120 minutes of data, so that the
additional parameters of a two-compartment model
were unidentifiable (see chapter 7 for further discus-
sion of modelling). Functional images of K1 and V were
produced on a pixel-by-pixel basis and had high statis-
tical quality (Fig. 17.6). K1 values in grey matter regions
were high, 0.36 to 0.56 ml/min/ml, and showed excel-
lent correlation with CBF (r = 0.90, K1 = 0.82 × CBF). V
values, representing total tissue binding, were very
similar in cortical regions, basal ganglia and thalamus
(34–8, 35–9 and 30–7 ml/ml, respectively), but were
significantly higher (p < .01) in amygdala (43–10
ml/ml). Unlike the results in the monkey, binding in
cerebellum was similar to that in the cerebral cortex
(35–9 ml/ml). V values correlated with fp (r = 0.6 to 0.8
across regions) and normalisation of V by fp reduced
the coefficient of variation of V from 24% to 16%. The
methodology and results of our analysis of [18F]-
FP-TZTP data in young controls provide the basis for
ongoing studies in elderly controls and patients with
Alzheimer’s disease (Fig. 17.6).

In the first clinical studies, an age-related increase in
M2 receptor binding potential was observed using
[18F]-FP-TZTP and PET in normal subjects [51]. There
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was a significant increase not only in the average
volume of distribution but also variance in the older
subjects. This infers that other aspects of the systems
biology was coming into play and therefore the data
should be modelled by a more complex set of equa-
tions. The increase in variance for the volume of distri-
bution was caused by using only age discrimination.
This suggested the possibility that the age-related
changes might be associated with a specific genotype
such as the plasma protein involved in cholesterol
transport, Apoe-E4, allele. In the following study,
Cohen et al. [52] found that the grey matter distribu-
tion volume for [18F]-FP-TZTP was significantly higher
in the Apoe-E4 positive normal subjects than in the
Apoe-E4 negative normal subjects, whereas there were
no differences in global cerebral blood flow. Given that
[18F]-FP-TZTP measures the muscarinic system rather
than just receptor density because of its agonist
properties, changes in receptor binding affinity due to
changes in G protein binding and competition with
acetylcholine (ACh) at the muscarinic receptor can be
monitored. A reasonable hypothesis for the increased
volume of distribution in elderly normal subjects with
Apoe-E4 positive is a decreased concentration of ACh
in the synapse, which would lead to higher binding of
[18F]-FP-TZTP. This type of competition was shown to
be possible in the studies in monkeys using physostig-
mine. As a result, the use of [18F]-FP-TZTP can be con-

sidered an in vivo measurement of muscarinic systems
biology, rather than the receptor density alone.

The Length of the Radiolabelling
And Validation Process

Validation of the radioligand using the pharmacologic
definition of a receptor binding radiotracer is a long
process and is not commensurate with the pharmaceu-
tical industries’ goal of more NDA approvals per year.
Is there a faster method to validate a new radiotracer?
We would like to propose the use of gene-manipulated
mice as a validation technique and liquid chromato-
graphy/mass spectrometry (LC/MS) as a means to
show that the experiments in animals were relevant to
humans. In this approach, the compound is radiola-
belled and then injected in gene-manipulated mice, a
procedure that allows validation in a small number of
studies. We then use mouse and human freeze-dried
hepatocytes to test whether the metabolism pathway is
the same in both species. This rapid validation and as-
surance that the biodistribution in mice will apply to
human studies is commensurate with the pharmaceuti-
cal industry’s goals. The following example, using the
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Figure 117.6. Sample K1 and V images from [18F]-
FP-TZTP in a young control subject calculated by pixel-
by-pixel fitting of the one tissue compartment model
to 120 minutes of data. The K1 and V images are
displayed to a maximum of 0.7 ml/min/ml and 
50 ml/ml, respectively. Note the relatively uniform
cortical binding in the V image, except for the higher
binding in the amygdala. 



M2 agonist FP-TZTP, shows how quickly a new radio-
pharmaceutical can be developed.

The Validation of FP-TZTP As A M2
Subtype Selective Radioligand

A subtype-specific muscarinic receptor radioligand
would be useful in monitoring changes in receptor
density or occupancy as a function of treatment in
diseases such as Alzheimer’s. In rat, FP-TZTP radio-
labelled with the positron-emitting radionuclide 18F

([18F]-FP-TZTP) displayed regional brain distribution
of [18F]-FP-TZTP consistent with M2 receptor densi-
ties. However, we were interested in developing a rapid
validation for the subtype selectivity of [18F]-FP-TZTP
using genetically engineered mice that lacked func-
tional M1, M2, M3, or M4 muscarinic receptors [53].
Using ex vivo autoradiography, the regional brain
localisation of no-carrier-added [18F]-FP-TZTP in M2
knockout (M2 KO) vs wild-type (WT) mice was deter-
mined. The relative decrease in [18F]-FP-TZTP uptake
in different M2 KO brain regions at 30 min after intra-
venous injection was similar, ranging from 51.3% to
61.4%, when compared with the distribution of [18F]-
FP-TZTP in WT mice (Fig. 17.7). While a significant
decrease (p < 0.01) of [18F]-FP-TZTP uptake was ob-
served in all brain regions examined for the M2 KO vs
WT, similar studies with M1 KO, M3 KO and M4 KO vs
WT did not reveal a significant decrease in grey matter
uptake. Residual uptakes most likely represent non-
specific binding since lowering the mass associated
with the injected [18F]-FP-TZTP in rat resulted in

greater inhibition of brain uptake by P-TZTP, which
was co-injected intravenously. The use of knockout
mice provides direct evidence for the M2 subtype
specificity of [18F]-FP-TZTP and demonstrates the
ability of gene-altered mice to give important informa-
tion on specificity, subtype selectivity and pharma-
cokinetics in a small number of experiments.

Proof That Mouse and Human
Metabolism and Biodistribution Is
Similar

To apply the information obtained in the knockout
mice to humans, mouse and human metabolism were
compared using hepatocytes [54]. To this end, the
metabolic profile of FP-TZTP was studied in rat and
human hepatocytes using liquid chromatography and
mass spectrometry and, when possible, compared with
independently synthesised standards. In both human
and rat hepatocytes, the major metabolite results from
oxidation of the nitrogen in the 1-methyltetrahydropy-
ridine ring. Other metabolites result from sulfur oxida-
tion, demethylation of the tertiary amine and oxidation
of the tetrahydropyridine ring. The metabolism of
FP-TZTP in vivo in rats is similar to that obtained in
rat hepatocytes. From our knowledge of the structure
of the metabolites, we have developed a two-step ex-
traction sequence that allows the isolation of unmetab-
olized parent compound. This method allows rapid
determination of the parent fraction in plasma and
does not require time-consuming chromatographic
analysis.
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(CB), brain stem (BS) and thalamus (TH). 



Conclusion

Drug discovery and drug development are increasingly
being accelerated by rapid synthesis of potential drugs
and development of high-throughput in vitro tests.
Imaging can play a major role in drug development
because of its ability to quantify properties of the drug
in vivo. Radionuclide imaging has been used in all
phases of drug discovery and drug development, but
pre-clinical studies could be the most effective applica-
tion of imaging because the pre-clinical drug discovery
process may be the slowest step. Piwnica-Worms and
Marion have shown that knockout mice can be used to
screen a number of potential candidates for clinical
efficacy. The value of using these mice was also demon-
strated for a series of potential muscarinic agonists
using knockout mice with each of the five subtypes
knocked out. These studies clearly showed that FP-TZTP
was an M2 subtype-specific radioligand with appropri-
ate pharmacokinetics in a minimal number of experi-
ments. Further, the extrapolation from mice to humans
was shown to be justified because the metabolic profile
was similar, as shown by metabolism experiments with
hepatocytes and in vivo studies in mice and rats. Thus
knockout mice can be used to validate the radiolabelled
drug in terms of specificity, saturability and pharmaco-
kinetics, and liquid chromatography and mass spec-
trometry can predict whether the metabolism data
obtained in mice can be extrapolated to humans.

It is clear that PET imaging can be a major force in
drug development.
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18 PET as a Tool in Multimodality Imaging of Gene
Expression and Therapy
Abhijit De and Sanjiv Sam Gambhir

Introduction

Gene therapy holds significant promise in the treat-
ment of many human diseases. Although still in its
infancy, it is likely that gene therapy will eventually
succeed as a general approach to medical treatment. A
key force in the rapid evolution of gene therapy will
be the ability to image the location(s), magnitude, and
time variation of therapeutic gene expression in
animal models as well as in patients. To unravel the
complexity and dynamics of molecular and cellular
events, it is desirable to image reporter gene expres-
sion in individual cells, living animals, and humans
with the help of a single construct with multiple re-
porter genes suitable for various imaging modalities.
Positron emission tomography (PET) is likely to play
a significant role in multimodality imaging by accel-
erating animal model development and improving the
monitoring of patients in clinical gene therapy trials.
In this chapter the fundamentals of gene therapy are
reviewed including various viral and non-viral deliv-
ery vectors. This is followed by a detailed review of
specificity of gene therapy, approaches to cancer 
gene therapy and safety issues. Details of the Herpes
Simplex Virus Type 1 thymidine kinase (HSV1-tk),
the Dopamine Type 2 receptor (D2R) and sodium
iodide symporter gene as PET reporter genes along
with their radiolabeled reporter probes (tracers) are
presented. Strategies for coupling a therapeutic gene
with a PET reporter gene are also discussed. Finally,
examples of recent imaging work in human studies
are presented.

Potentials for Imaging in Gene
Therapy

The science behind gene therapy relies on introducing
genes to cure or retard the progression of a disease. With
rapid advances in cellular and molecular biology, gene
therapy has great potential to dominate future ap-
proaches in treating human diseases. Theoretically, by
introducing necessary modifications for the defective
part(s) of a gene, one can potentially cure or retard the
severity of a disease caused by the effect of a single gene.
Today, with the completion of the human genome
project [1], we have much of the data available to help
identify defective genes that cause various diseases. In
parallel, we also have the technical skills to isolate and
determine the defective portions of a gene, which may
alter gene activity. For example, a tumor-suppressor
gene, whose expression normally suppresses tumor
growth, that is identified with a defective sequence can
potentially be replaced with a functional gene to arrest
tumor growth caused by the defective gene. With
recent advances in vector design, improvements in trans-
gene (a new or altered gene that is being introduced)
and prodrug activation strategies, gene therapy is
being applied to a wide variety of diseases and organ
systems.

PET imaging can play a critical role in determining
the location(s), magnitude, and time variation of thera-
peutic gene expression. The locations of gene expres-
sion are critical for establishing targeting, as well as 
for making sure that unintended sites do not show
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significant amounts of gene expression. The ability 
to monitor the magnitude and time variation can 
potentially help to titrate gene therapy for optimization
of a given approach. A wide variety of imaging tech-
niques including optical imaging, magnetic resonance
imaging (MRI), and radionuclide imaging techniques
like PET and single photon emission computed tomog-
raphy (SPECT) can be applied for monitoring gene
therapy. Non-invasive and repetitive imaging of molec-
ular events within a single cell to groups of cells within
a living subject using different imaging modalities
should play a critical role in understanding normal
physiology and disease progression. PET is particularly
suited because of its very high sensitivity and the
ability to easily move from animal models imaged with
microPET [2] to patient studies performed with clini-
cal PET [3].

Technical Issues for Gene Therapy

Gene therapy can be achieved either by ex vivo or in
vivo methods (Fig. 18.1). Technically, ex vivo methods are
simpler with regard to DNA delivery, but these
methods often require minor surgery to harvest cells,
which are then replaced after introduction of gene(s)
ex vivo. With in vivo gene therapy protocols, it is desir-
able to have highly efficient target-specific vectors
while minimizing risk. Each disease has its own
specific requirements such as target tissues, the
amount of gene product required, and similarly each
vector has characteristics that may or may not be suit-
able for a particular application. Furthermore, objec-
tive studies comparing the relative merits of different
delivery systems are rarely carried out, making com-
parisons difficult [4–6]. A major goal for the applica-
tion of gene therapy is to achieve a controlled and
effective target-specific expression of genes.

Another important factor in a gene therapy trial is
the nature of the disease being treated. For some dis-
eases the pathology affects the function of a particular
organ, which must be directly treated, for example,
cystic fibrosis in lungs [7] or Parkinson’s disease in
corpus striatum of brain [8]. Other diseases are sys-
temic (for example, hemophilia or adenosine deami-
nase deficiency), for which the common sites of
therapy are relatively accessible organs like the liver or
gut [6, 9]. It is also important whether the disease is
caused by a single dominant gene, a single recessive
gene or multiple genes. Most genetic disorders are
multigenic, with more than one gene being responsible

for a disease. Currently, a majority of gene therapy pro-
tocols are centered on cancer, which is considered a
multigenic disorder. Though many cancers have a
genetic predisposition, they all involve acquired muta-
tions, and as they progress the cells become less differ-
entiated and more heterogeneous with respect to the
mutations they carry. The range of different cancers
encountered and the mutations they carry have led to
the adoption of various strategies for gene therapy.
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Figure 18.1. Schematic showing different approaches for therapeutic
gene delivery to a human subject. With in vivo approaches, the gene can be
delivered using a viral or nonviral vector such as a liposome. The vector can
be introduced into the blood, through inhalation, as well as many other ap-
proaches. The vector must be able to target the tissue(s) of interest and/or
only be expressed in those tissues. With ex vivo approaches, cells are first
removed from the subject. These cells are then transfected with the thera-
peutic gene prior to being re-introduced into the subject. In both the in vivo
and ex vivo approaches it would be very useful to image the location(s),
magnitude and time-variation of gene expression.



Gene Delivery Approaches

Viral Methods

Viruses are a natural delivery system for delivering their
deoxyribonucleic acid (DNA) or ribonucleic acid
(RNA) to the host cell. For their own survival they must
deliver their DNA or RNA materials, which must be
copied successfully within the host cell. Using this
delivery system, vector virology has been used to con-
struct several efficient vectors for gene therapy trials.
Detailed studies of the viral genome have helped scien-
tists to eliminate disease-causing viral genes before
using their natural delivery power for transferring a
therapeutic gene of interest. However, the risk factors
associated with the integration of the viral genome into
patient cells, which can cause unwanted side effects, need

always to be critically evaluated before using natural
viral particles.

Therapeutic gene transfer vectors have been devel-
oped from different groups of viruses, each one with its
own set of advantages and disadvantages (Table 18.1).
Depending upon the targeted disease and type of treat-
ment needed, one has to decide which vector is suitable
for a given application. It is important to keep in mind
that development of a viral vector in the laboratory 
is often done in order to produce a replication-
incompetent virus, so that the virus can deliver its
genetic contents but cannot replicate. This requires dedi-
cated approaches in which large amounts of virus can be
grown through the use of cell lines that carry missing
genes or helper viruses that provide the necessary genes
needed for viral replication. Without these approaches it
would not be possible to replicate the replication-incom-
petent viruses. Overall gene therapy approaches using
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Table 18.1. Comparison chart of major gene delivery vectors.

Vector Insert ssize Transduction eefficiency Major aadvantages Major ddisadvantages

Retrovirus < 8 Kb High Stable expression of Poor in vivo delivery; 
(MMLV) dividing cells; low unable to transfect 

immunogenicity nondividing cell; safety 
concern of insertional 
mutagenesis

Lentivirus < 8–9 Kb High High and stable Potential safety concern for 
expression of both generating human disease
dividing and non-
dividing cells

Adenovirus < 7.5 Kb High Transfects nearly all cell Strong immune reaction;
types, both dividing and transient expression
nondividing; substantial 
clinical experience

Adeno aassociated vvirus < 4.5 Kb High Stable expression; infect Capability of carrying small 
wide range of cells; no DNA size; Safety concern 
significant immune response of insertional mutagenesis; 

little clinical experience

Herpes ssimplex vvirus < 20 Kb Low Capacity to carry large DNA Neuronal cell specificity; 
fragment transient expression; 

Cytotoxic; Safety concern 
to generate human infections

Liposome >20 Kb Low Larger DNA carrying capacity; Inefficient in vivo delivery; 
low or no immunogenicity; transient expression
good safety profile; cell specific 
targeting

Naked DDNA < 20 Kb Low Simple and cheap; low or no Very short duration of 
immune reaction; very safe expression; poor ex vivo and 

in vivo delivery

Ballistic DDNA < 20 Kb Low Simple; low or no immune Transient expression; local 
reaction; safe cellular damage



viral vectors have focused on four major groups of
viruses: Retrovirus, Adenovirus, Adeno Associated Virus
(AAV) and Herpes Simplex Virus (HSV). Each of these is
discussed in the following sections.

Retrovirus

Retroviruses are a class of enveloped viruses, which
contain a single-stranded RNA molecule as their

genome. After infecting a host cell, the viral genome is
reverse transcribed (RNA to DNA) by reverse tran-
scriptase into double-stranded DNA, which integrates
into the host genome and is expressed (Fig. 18.2). The
retroviral genome consists of little more than the genes
essential for viral replication. The prototype and sim-
plest genome is that of the Moloney Murine Leukemia
Virus (MoMLV), in contrast to the highly complex
genomes of the HTLV (human T-cell leukemia virus)
and HIV (human immunodeficiency virus) retro-
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Figure 18.2. Schematic diagrams showing basic differences of three major gene delivery approaches: retrovirus (left), adenovirus (center) and liposome
(right). Retrovirus, containing a RNA genome, attaches to a host cell by binding to a specific cell surface receptor and a double-stranded DNA is synthesized
from the RNA genome by a process called reverse transcription. This DNA integrates into the host genome ensuring sustained expression of the transgene.
Adenovirus is comprised of a double-stranded DNA genome. After entering the cell by a receptor mediated endocytosis process, the viral DNA is released
within the cell, which then leads to a synthesis of proteins using host cell machinery. The DNA does not integrate into the host genome. In liposomal delivery
the plasmid DNA containing the therapeutic gene is encased in a lipid bilayer, which upon reaching a host cell, gets fused with the cellular membrane and re-
leases the DNA within the cell. This DNA then synthesizes its protein products along with cellular DNA.



viruses. The basal retroviral genome can be divided
into three transcriptional units: gag, pol and env. The
gag region encodes genes that comprise the capsid 
(the virus capsule) proteins; the pol region encodes the
reverse transcriptase and integrase proteins; and the
env region encodes the proteins needed for receptor
recognition and envelope anchoring. An important
feature of the retroviral genome is the long terminal
repeat (LTR) regions, which play an important role in
initiating viral DNA synthesis, as well as regulating
transcription of the viral genes. The recombinant viral
vector that was used for the first human clinical gene
therapy trial (for severe combined immunodeficiency
disease) in 1990 was based on the retrovirus MoMLV
[10].

Subsequently, the well-characterized genome and
lifecycle of retroviruses has made it possible to utilize
them in designing gene delivery vectors for many dif-
ferent purposes [11]. First, retroviruses satisfy one of
the major prerequisites for gene therapy applications,
which is long-term and relatively stable expression of
the transferred gene, due to the fact that their genome
is integrated into the host genome. Also, their integra-
tion into the host cell does not alter normal cell func-
tion. They satisfy the prerequisite of safety for gene
delivery since their cis-acting elements (i.e., viral genes
and the genes responsible for reverse transcriptase, in-
tegrase, and packaging signal) can be separated from
the coding sequences. Removing these genes from the
vector and causing them to be expressed in the packag-
ing cell line allows production of replication-deficient
virus particles ex vivo and helps to ensure safety. A
major disadvantage of using retroviruses as a gene
transfer tool is that they only transduce cells that
divide shortly after viral infection [12, 13]. Thus, this
vector has limited applications to important target
organs like the liver, skeletal muscle, hematopoietic
stem cells, and neuronal cells. Another potential draw-
back of retroviruses is the chance of insertional muta-
genesis as the virus genome randomly integrates inside
the host genome.

Lentivirus

Lentiviruses are a subclass of retroviruses of which
HIV are the most recently discovered members. HIV
based vectors show promise for future use in clinical
studies, but their complex biology and mechanisms of
pathogenesis complicate their choice for clinical appli-
cations [14]. Like other members of the retroviral
family, the HIV genome also contains the gag, pol and
env genes. In addition, six other genes are contained
within their genome: the tat, rev, vpr, vpu, vif, and nef

genes, which code for nonstructural regulatory pro-
teins. Lentiviruses have the capability to infect both
proliferating and non-proliferating cells, which is con-
sidered advantageous since a much larger range of cell
types can be targeted for therapeutic applications.
Early results using reporter genes have shown promis-
ing in vivo expression in muscle, liver, and neuronal
cells [15–17]. However, exceptions to this ability to
transduce non-proliferative tissues have been reported,
suggesting that lentivirus vectors cannot infect all non-
dividing cells [18]. A major concern in using HIV
vectors is the strong possibility of genetic recombina-
tion between infectious HIV and the lentiviral vector
itself, which would result in the lentiviral vector acting
as an infectious HIV particle. One possible method to
overcome this risk would be to introduce a suicide gene
(see below) into the HIV vector genome. This risk could
also be avoided by using equine infectious anemia
virus (EIAV) and feline immune deficiency virus (FIV)
as vectors, since neither of these is associated with
human disease. These lentiviruses do not infect human
cells, but the gene determining the host range can be
substituted by another gene, allowing the viruses to
infect and deliver genes to human tissue.

Adenovirus

Adenoviruses are non-enveloped viruses containing a
linear double-stranded DNA genome. There are cur-
rently 47 distinct serotypes and as many as 93 different
varieties of adenovirus, all of which generally infect the
human eye, upper respiratory tract, and gastro-
intestinal epithelium. The adenoviral genome is about
35 kilobases (kb), and is comprised of four regulatory
transcription units, E1, E2, E3, and E4 [19]. For devel-
oping an inactivated adenovirus vector, the E1 and E3
genes are deleted from the genome and then supplied
in trans (gene elements provided in another plasmid/
complimentary strand), either by a helper virus or
plasmid, when packaging the virus. Graham et al. [20]
first developed a cell line, which enabled the produc-
tion of recombinant adenovirus in a helper-free envi-
ronment by integrating E1 into the cell genome. Since
then, adenoviral vectors have received much attention
as gene transfer agents and currently offer a wide
variety of gene therapy applications.

The exact mechanism by which an adenovirus
targets a host cell is poorly understood. However, in-
ternalization occurs via receptor-mediated endocyto-
sis followed by release from an endosome. A primary
receptor of the immunoglobulin gene family, CAR
(coxsackie adenoviral receptor) has been identified as
specific for adenovirus. After endosomal release, the
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viral capsid undergoes disassembly outside the nucleus
(Fig. 18.2). Nuclear entry of the viral DNA is completed
upon capsid dissociation, but the viral DNA does not
integrate into the host genome; instead it replicates as
episomal elements in the nucleus of the host cell. Also,
since the viral DNA lacks the ability to integrate, it
cannot bring about mutagenic effects caused by
random integration into the host genome. As a conse-
quence, their use as a vector is devoid of the risk of
generating insertional mutagenesis. Adenoviral vectors
have high transduction efficiency, are capable of contain-
ing DNA inserts of up to 8 kb, have extremely high viral
titers, and infect both replicating and differentiated
cells. Disadvantages of adenoviral vectors include: (i)
gene expression is transient since the viral DNA does
not integrate into the host, (ii) expression of viral pro-
teins that are present in the adenoviral vector leads to
an immune response, and (iii) adenoviral vectors are
extremely common human pathogens and in vivo deliv-
ery may be hampered by prior host-immune response
to one viral type.

Adeno-Associated Virus

Adeno-associated viruses (AAV) are non-pathogenic
satellite viruses of other human viruses and require co-
infection with either adenovirus or herpes simplex
virus (HSV) for their replication [21, 22]. A unique
feature of the DNA molecule contained within the
virion is the presence of inverted terminal repeat (ITR)
at both ends. These ITRs are important in the site-
specific integration of AAV DNA into a specific site in
human chromosome 19. The ability of wild-type AAV
to selectively integrate into chromosome 19 makes
them attractive candidates for the production of a gene
therapy vector. For production of virus vectors, cells
are first infected with the wild-type adenovirus or HSV
and then both the recombinant AAV vector plasmid
DNA and the non-rescuable AAV helper plasmids are
co-transfected into the cells. The cells produce mature
recombinant AAV vectors as well as wild-type aden-
ovirus or HSV. The wild-type adenovirus or HSV is
then removed by either density gradient centrifugation
or heat inactivation.

These vectors have the potential to produce a 
therapeutic gene transfer tool with site-specific inte-
gration and the ability to infect multiple cell types.
Unfortunately, this has not been the case to date for these
vectors. Current research focuses on how to regain the
missing site-specific integration sequences that are lost
when the nonessential genes are removed from the
viral genome. These vectors do offer some advantages

over other vector systems, including minimization of
immune response, stability, and ability to infect a variety
of dividing and non-dividing cells. Unfortunately, a
major drawback is their inability to incorporate genes
larger than 5 kb. Also, these vectors and must be closely
screened for adenoviral or HSV contamination [23].

Herpes Simplex Virus

The Herpes simplex virus (HSV) genome consists of one
double-stranded DNA molecule, which is 120–200 kb in
length. The virus itself is transmitted by direct contact
and replicates in the skin or mucosal membranes before
infecting cells of the nervous system. It exhibits both
lytic and latent function. It is thought that it will be pos-
sible to modify this virus for gene therapy, to produce a
vector that exhibits only the latent function for long-
term gene maintenance and has expression with specific
tendency towards cells of the central nervous system.

Key regions of the HSV genome, which must be
removed to produce a replication-deficient HSV vector,
include the ICP4, ICP0, and ICP27 [24]. The following
must be taken into consideration before developing an
engineered HSV vector suitable for gene therapy: (i) the
vector must be non-cytotoxic to nerve cells, as well to
other cell lines; (ii) the vector must be unable to carry
out the lytic cycle; (iii) the vector should be able to estab-
lish latency; and (iv) there must be persistent and
sufficient levels of the desired gene expression once
latency has been obtained.

The HSV vectors currently under study have a
number of advantages as gene transfer reagents. Because
of the large size of the virus, recombinant HSV vectors
are capable of containing inserted genes of around 
20 kb. They give an extremely high titer, similar to the
adenoviruses, and they have been shown to express the
transgene for a long period of time in the central
nervous system, as long as the lytic cycle does not occur.
Major disadvantages for the HSV systems include: (i)
expression does appear to be transient with the current
vector systems, suggesting either lytic infection or viral
protein expression, (ii) transduction efficiency is rela-
tively low such that not many target cells show expres-
sion of the desired gene, and (iii) they are far from
complete and require much additional engineering to be
become efficient vectors for gene therapy.

Amplicon-Based HSV Vectors

Amplicon-based vectors rely upon the natural occur-
rence of defective interfering (DI) particles. DI parti-
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cles arise during HSV propagation and are infectious
agents, which lack portions of the HSV genome for
replication. It was observed that plasmid DNA could
be packaged into DI particles if the plasmid DNA con-
tained HSV packaging signals. Such DI particles were
referred to as DI vectors. Therefore, amplicon-based
HSV or DI vectors rely on two basic components: (i)
the amplicon, which contains HSV packaging signals
and regions where desired genes can be cloned, and
(ii) DI particle production. Following insertion of the
desired genes into the amplicon, the amplicon is trans-
fected into any cell line, which allows for efficient HSV
propagation. Following amplicon transfection, the
cells are infected with helper HSV virus. The DI vector
is then generated along with helper virus during the
viral propagation process. The system can be manipu-
lated so that the ratio of DI particles to helper virus is
high.

Sindbis Virus

The use of virus based expression vectors for gene
therapy and vaccine applications is increasing, with a
number of diverse virus types and approaches.
Alphaviruses, especially Sindbis virus and Semiliki
Forest Virus (SFV) are also potential candidates as a
gene transfer vector. The viral genome consists of
positive single-stranded RNA about 12 Kb that codes
for several structural and non-structural proteins.
After the virus enters a cell, the nonstructural
proteins (NSP1-4) get translated. Then the NS pro-
teins function to produce the sense strand, from
which large amounts (~105) of new genomic and
subgenomic RNAs coding for the virus structural
proteins get transcribed. Assembly of the structural
proteins resulted in the production of progeny
viruses. The viruses pass their entire life cycle in the
cytoplasm.

Sindbis viral vectors offer obvious advantages as a
gene delivery vector in having extremely high trans-
gene expression in a variety of mammalian and insect
cell lines. Though this virus has a RNA genome, the
viral genome does not integrate, which minimizes 
the chance of chromosomal recombination to occur in
the host genome. Further, relatively small sized genome
and rapid production of high-titer virus are advanta-
geous in using this virus as a delivery tool. Typical
disadvantages for Sindbis virus is that they have a
relatively short-term expression and have a strong
cytotoxic effect on host cell. However, both of these
characteristics can be utilized in applications such as
cancer therapy [25, 26].

Hybrid Vectors

Gene researchers are now studying a class of recombi-
nant virus vectors called “conditional viral vectors” in
the hope of designing vectors that selectively deliver
transgenes to the site of the disease. This is one of the
greatest challenges of gene therapy. The purpose of
these vectors is specifically to track tumor cells and kill
them by delivering a payload of genes. Using a combi-
nation of tissue-specific and tumor-specific elements,
researchers have demonstrated that viruses can achieve
preferential killing of target tumor cells. Several studies
showing the use of adenovirus [27], adeno-associated
virus [28, 29] and HSV-1 virus [30, 31] have been re-
ported. In all of these studies, it has been shown that by
combining different viral and regulatory elements
from different viruses and other genomes, it is possible
to obtain regulated transgene expression in a target-
specific manner. Greater details of gene therapy appli-
cations that involve combining two virus systems
(hybrid vector) or combining various specific elements
like promoters, enhancers, and insulators within a viral
system, can be found elsewhere [32].

Nonviral Methods

The gene therapy field remains divided about optimal
delivery methods due to the inherent strengths 
and weaknesses of different systems. The majority of
cancer gene therapy approaches still employs viral-
based vectors to express suitable target genes inside
cancer cells [33]. However, virus-based approaches
cannot overcome certain limitations of expression,
such as target specificity, immune response, and safety
concerns regarding secondary malignancies and re-
combination to form replication competent virus.
These limitations in fact reinforced efforts to develop
other non-infectious in vivo gene delivery procedures.
As an outcome, several methods have been developed
in the past few years, including the use of different
plasmid-expression vectors that consist of tissue-
specific transcriptional control elements and various
other regulatory elements for time-limited vector repli-
cation inside tumor cells. Such nonviral vectors, while
not as efficient as their viral counterparts for in vivo
delivery, can avoid triggering an immune response,
which is perhaps the biggest obstacle to successful gene
therapy [34].

So far, the usefulness of nonviral vectors for gene
therapy has been limited by their poor transfection
efficiencies. However, their relatively easy production,
non-pathogenicity and lack of adventitious contami-
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nants are important advantages (Table 18.1). To
develop successful nonviral vectors, the following three
cellular barriers need to be overcome: (1) DNA needs
to be transported to the cytoplasm, either directly
through the plasma membrane or by escape from en-
dosomes; (2) DNA needs to be translocated to the
nucleus, and (3) for many applications the DNA has to
be integrated into the genome or must be extra-
chromosomally replicated. In this review, we will
discuss only those major nonviral methods that hold
promise for application in in vivo gene delivery. Other
details are reviewed elsewhere [23].

Liposomes

To be useful for clinical application, the methods of
gene introduction must be compatible with therapy.
This need has led to the development of nonviral lipo-
some-mediated gene transfer techniques (Fig. 18.2).
Liposomes were first described in 1965 as a model of
cellular membranes, and were quickly applied to the
delivery of substances into cells [35]. Methods are re-
viewed in detail elsewhere [36]. Liposomes entrap DNA
by one of two mechanisms, which has resulted in their
classification as either cationic liposomes or pH-sensi-
tive liposomes. Cationic liposomes are positively
charged and interact with the negatively charged DNA
molecules to form a stable complex. Cationic lipo-
somes consist of a positively charged lipid and a co-
lipid. Commonly used colipids include dioleoyl
phosphatidylethanolamine (DOPE) or dioleoyl phos-
phatidylcholine (DOPC). Colipids, also called helper
lipids, are in most cases required for stabilization of li-
posome complex. A variety of positively charged lipid
formulations are commercially available, and many
other are under active development. One of the most
frequently used cationic liposomes for delivery of
genes to cells in culture is Lipofectin, which is a
mixture of N-[1-(2, 3-dioleyloyx) propyl]-N-N-N-
trimethyl ammonia chloride (DOTMA) and DOPE.
DNA and Lipofectin interact spontaneously to form
complexes that have a 100% loading efficiency, i.e., if
enough Lipofectin is available, all DNA molecules
form complex with the Lipofectin. It is assumed that
the negatively charged DNA molecule interacts with
the positively charged groups of DOTMA. The
lipid:DNA ratio and overall lipid concentration used
in forming these complexes are extremely important
for efficient gene transfer and vary with each applica-
tion. Lipofectin has been used to deliver linear 
DNA, plasmid DNA, and RNA to a variety of cells in
culture [37]. Following intravenous administration of

Lipofectin–DNA complexes, both the lung and liver
showed marked affinity for uptake of these complexes
and transgene expression.

Negatively charged or pH-sensitive liposomes entrap
DNA rather than complex with it. Since both the DNA
and the lipid are similarly charged, repulsion rather
than complex formation occurs. In some cases, these li-
posomes are destabilized by low pH and hence are
called pH-sensitive. To date, cationic liposomes have
proved to be much more efficient for gene delivery in
vitro and in vivo than pH-sensitive liposomes.
However, pH-sensitive liposomes have the potential to
be much more efficient for in vivo DNA delivery than
their cationic counterparts, and should be able to do so
with reduced toxicity and interference from serum
proteins.

Liposomes offer several advantages in delivering
genes to cells: (1) liposomes can complex with nega-
tively and positively charged molecules; (2) they hold a
greater degree of protection of the DNA from de-
grading processes; (3) liposomes can carry large pieces
of DNA, potentially as large as a chromosome; and (4)
liposomes potentially can be specifically targeted to
any cells or tissues. In addition, liposomes avoid the
issues of immunogenicity and replication competent
virus contamination. The ability to synthesize chemi-
cally a wide variety of liposomes has provided a highly
adaptable and flexible system capable of gene delivery,
both in vitro and in vivo. Current limitations regarding
in vivo application of liposomes revolve around low
transfection efficiency and transient gene expression.
Also, liposomes display a low degree of cellular toxicity
and appear to be inhibited by serum components. As
liposome technology is better understood, it should be
possible to produce reagents with improved in vivo
gene delivery into specific tissues.

Naked DNA

A DNA molecule that is not attached or encapsulated
by a liposome or virus capsid is referred to as naked
DNA. The simplest way of delivering DNA to cells is by
direct injection utilizing a syringe. Surprisingly, some
tissues exhibit transgene expression following naked
plasmid DNA injection, including thymus, skin, cardiac
muscle, and skeletal muscle. Of these tissues, long-term
transgene expression was observed only in striated
muscle [38]. Using this approach, intramascular DNA
vaccines are currently being researched as a preventive
tool for cancer and infectious diseases. The other way
to transfer a segment of DNA inside the cell is by elec-
troporation, a process where the application of an elec-
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trical impulse leads to cellular membrane breakdown,
giving the negatively charged DNA molecule space to
enter the cell. Electroporation has been used for many
years in transfecting cells, but has not been used exten-
sively in gene therapy. With the recent development of
new devices and procedures, it is now possible to mini-
mize cell damage in vitro. For efficient gene transfer,
electroporation depends upon the nature of the elec-
trical pulse, distance between the electrodes, ionic
strength of the suspension buffer, and nature of the
cells. Best results have often been obtained with rapidly
proliferating cells. Successful application of this proce-
dure is very difficult, particularly in terms of in vivo
applications, but it has proved useful to some ex vivo
applications like local gene therapy applications on the
skin.

The greatest advantages of intramuscular plasmid
DNA injection are simplicity, low cost, and incorpora-
tion of relatively large genes of 2 kb to 19 kb. The
application of this technique is still restricted to the
skin, thymus, and striated muscle.

Ballistic DNA Injection

Ballistic DNA injection, which is also known as particle
bombardment or micro-projectile gene transfer, or the
gene-gun, was first developed for gene transfer into
plant cells. Since its initial introduction, it has been
modified to transfer genes into mammalian cells both
in vitro and in vivo [39]. Plasmid DNA that encodes the
gene of interest is used to coat micro-beads, which are
then accelerated by motive force to penetrate cell mem-
branes. Specifically, the plasmid DNA is precipitated
onto 1–3 micron-sized gold or tungsten particles.
These particles are then placed onto a carrier sheet,
which is inserted above a discharge chamber. At dis-
charge, the carrier sheet accelerates toward a retaining
screen, allowing the particles to continue toward the
target surface. The force can be generated by a variety
of means; the most common include high-voltage elec-
tronic discharge, spark discharge, or helium pressure
discharge.

Ballistic DNA injection has been successfully used to
transfer genes to a wide variety of cell lines and also to
the epidermis, muscle, and liver. In vivo applications
have predominantly focused on the liver, skin, muscle
or other organs, which can easily be surgically exposed.
Ballistic DNA injection also offers the capacity to
deliver precise DNA dosages. Unfortunately, genes de-
livered by this method are expressed transiently and
there is considerable cell damage, which occurs at the
center of the discharge site. Currently, the most excit-

ing application of intramuscular and ballistic plasmid
DNA injection is in DNA-based immunization proto-
cols. DNA-based vaccinations are being developed to
prevent infectious diseases and cancer [40]. Cells that
express a foreign protein and subsequently present that
protein on their surfaces are more likely to produce a
cell-mediated immune response. Such a response may
be more important in fighting viral infections such as
those caused by HIV, HSV, CMV, or RSV. Techniques
that inject a foreign antigen usually yield an antibody-
mediated response. Both the gene gun and direct intra-
muscular plasmid DNA injection are being used in
protocols to immunize against HIV, hepatitis B and C,
HSV, influenza, papilloma, tuberculosis, RSV (Rous
Sarcoma virus), CMV, Lyme disease, Helicobacter
pylori, malaria and Mycoplasma pulmonis.

Specificity of Gene Therapy

A major concern in the application of gene therapy is
need to achieve controlled and effective delivery of
genes to target cells or their surrounding matrix, and
to avoid expression in non-target locations. Ex vivo ap-
proaches help to ensure that gene transfer is limited to
cells of a particular organ. For example, gene transfer
into bone marrow cells provides a means to introduce
genes selectively into various blood cell types, includ-
ing hematopoietic stem cells. Directing gene transfer
and/or expression to the appropriate cells would appre-
ciably enhance in vivo gene therapy approaches.
Tissue-specific gene expression of transferred genes
may be accomplished by targeting delivery of the
vector primarily to the desired tissues and/or includ-
ing appropriate regulatory sequences (promoters) in
gene transfer vectors. To approach the former problem,
research aims to incorporate substrate for cellular re-
ceptors into viral envelopes or to achieve cell-specific
gene transfer by binding of virus and target cells to
particular proteins or fusion proteins [41, 42]. The
latter promoter-based approach provides specificity;
even if the gene is delivered to non-target tissues, it will
not be expressed in those tissues because of the chosen
promoter. In general, the major problem is that these
promoters suffer from a lack of transcriptional activity,
absolute specificity, or both. Some of these regulatory
sequences may be responsive to drugs; hence, in vivo
expression of transferred genes might be regulated by
administration of the relevant drug to the host. Many
tissue-specific promoter sequences have been charac-
terized and are under evaluation in experimental

PET as a Tool in Multimodality Imaging of Gene Expression and Therapy 351



disease models (reviewed in [43]). However, genes
working under a tissue-specific promoter, for example,
using prostate-specific antigen promoter (PSA), will
also be expressed in the normal tissues from which the
tumor originated. Research in these areas within the
context of gene therapy strategies is still in its infancy.

To achieve the goal of additional specificity of
tumor-selective promoters, a set of genes that shows
little or no activity in the cells under non-pathogenic
conditions, but are induced or upregulated in certain
types of tumors, have been studied. An example of
such a gene is alpha-fetoprotein (AFP), which can be
activated in hepatoma cells [44, 45] or a gene-encoding
carcinoembryonic antigen (CEA), which can be acti-
vated in different types of adenocarcinomas [46–48].
Amongst the other promoters that utilize the specific
pathological conditions of a disease is hypoxia-
inducible factor-1 (HIF-1), which utilizes the typical
hypoxic condition of most tumors, and c-erbB-2 pro-
moter, which often is upregulated in altered genetic or
signaling pathways in disease states.

Many tissue-specific promoters have relatively weak
transcriptional activity and this poses an additional
problem. For successful application of gene therapy
and for imaging gene therapy, it is necessary to have
strong expression of the introduced gene(s). Several
strategies for improving promoter strength while
maintaining specificity are being investigated. The sim-
plest approach is to eliminate regions of a natural pro-
moter, which do not contribute to its transcriptional
strength and specificity, while multimerizing the posi-
tive regulatory domain sometimes activating point mu-
tations in the promoter sequence have also been shown
to improve the regulatory power of that promoter.
However, the occurrence of this second type of
promoter is rare. Examples include encoding for a-fe-

toprotein (AFP) [49] or multiple drug resistance gene 1
(mdr-1) [50]. The most common approach to amplify-
ing promoter activity is by the use of recombinant
transcriptional activators.

An ideal example of this approach was reported by
Segawa et al. [51], who attached the expression of a
prostate-specific PSA promoter to a Gal4-VP16 fusion
construct. This recombinant transcription factor then
activated the therapeutic gene through a Gal-4 binding
site. The VP16 protein acted as a strong transactivator
for enhancing gene transcription. This two-step ap-
proach allowed the use of an intermediate gene, which
could be transcribed in lower amounts and still led to
high levels of expression of the gene of interest. Recent
work from our group has succeeded in enhancing
levels of reporter gene signal (firefly luciferase and
HSV1-sr39TK) in prostate cancer cells [52]. Another
potential strategy involves enhancing promoter activ-
ity by constructing chimeric promoters through com-
bining the transcription regulatory elements from
different promoters with specific activity of a particu-
lar tissue type. In experimental conditions it has been
shown that a chimeric promoter construct produced
levels of transgene expression that were much higher
than those obtained with a strong constitutive cy-
tomegalovirus (CMV) promoter [43].

Gene Therapy Approaches

Gene therapy protocols for cancer treatment are the
most common, but this approach is also being used to
treat other diseases, including cardiovascular disorders
(Table 18.2). This chapter will focus primarily on
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Table 18.2. Distribution of gene transfer protocols by disease or vector type approved by regulatory 
authorities in North America and Europea

Disease Number oof pprotocols Vector Number oof pprotocols

Cancer 216 Retrovirus 159
Monogenic 49 Adenovirus 58
Infectious 24 Liposome 40
Cardiovascular 8 Naked DNA 16
Rheumatoid arthritis 2 Poxviruses 19
Cubital tunnel syndrome 1 Adeno associated virus 4
Total 300 Herpes simplex virus 1

Gene gun 1
Ex vivo transferb 156 Electroporation 1
In vivo transfer 144 Naked RNA 1

Total 300

a Table compiled from References [23, 139]
b Out of 156 ex vivo protocols, 32 do not involve any therapeutic intent.



cancer gene therapy; additional material relating to
other diseases can be found elsewhere [53–57]. Overall,
the protocols for treating cancer can be subcategorized
by their mechanisms of action: (1) induction of selec-
tive cell sensitivity to a prodrug (for example, ganci-
clovir) by means of drug-sensitive genes such as
herpes simplex viral thymidine kinase, (2) protection
of sensitive tissues like bone marrow from otherwise
toxic doses of a cancer-treating drug by use of multi-
drug resistance genes, (3) replacement of lost tumor-
suppressor genes or down-regulation of oncogenes,
and (4) insertion of a cytokine gene into tumor cells ex
vivo. Each of these approaches is reviewed briefly.

Suicide Gene Therapy

A suicide gene is one that renders the cells susceptible
to a subsequently administered prodrug. Suicide genes
include non-mammalian enzymatic genes, which
convert nontoxic prodrug into a highly toxic active
drug. Systemic application of the nontoxic prodrug
results in the production of toxic metabolite only at the
tumor site, if suicide gene expression is restricted to
the tumor. Monitoring of suicide gene expression in
the tumor is a prerequisite for gene therapy using a
suicide system for two reasons: to decide if repeated
gene transduction of the tumors is necessary, and to
find a therapeutic window of maximum gene expres-
sion for prodrug administration [58]. Two suicide gene
systems have been applied in clinical studies: Herpes
Simplex Virus Type 1 Thymidine Kinase (HSV1-tk)
and Cytosine Deaminase (CD).

Moolten [59] first showed the use of HSV1-tk as a
suicide gene. The viral thymidine kinase gene has
relaxed substrate specificity compared to mammalian
thymidine kinase, and is capable of phosphorylating
pyrimidine and purine nucleoside derivatives as well
as deoxythymidine [60]. These compounds when phos-
phorylated are trapped intracellularly. The discovery
that acyclovir is phosphorylated by HSV1-tk led to a
potential suicide gene therapy approach. Acyclovir-
monophosphate is further phosphorylated by various
cellular enzymes with the production of acyclovir-
triphosphate. Incorporation of this end product in
place of thymidine-triphosphate then leads to DNA
chain termination and also interferes with poly-
merases. Subsequently, ganciclovir and penciclovir
have been synthesized as potential substrates for
HSV1-tk [61]. By introduction of the HSV1-tk suicide
gene into cancerous cells, followed by prodrug treat-
ment, cellular replication is blocked, leading to a
decrease in tumor burden. Multiple clinical trials using

the HSV1-tk suicide gene are underway. As a delivery
vehicle of the HSV1-tk gene both retroviral and aden-
oviral vectors have been used. An advantage of this
system is that most of the transduced cells will be
killed.

Unlike HSV1-tk, cytosine deaminase (CD) is a bac-
terial gene, which also is expressed in yeast. CD con-
verts 5-fluorocytosine (5-FC) into a highly toxic
compound 5-fluorouracil (5-FU). 5-FU exerts its toxic
effect by substituting for uracil in cellular RNA and
thus interfering with DNA and protein synthesis. It also
inhibits thymidilate synthetase through 5-fluorodeoxy-
uridine monophosphate, resulting in impaired DNA
replication [62, 63]. The first report of CD suicide gene
therapy was by Nishiyama et al. [64], who showed that
treatment of CD-containing rat glioma cells with 5-FC
produced significant reduction in tumor growth.

Tumor-Suppressor Gene Therapy

Tumor-suppressor gene therapy involves the intro-
duction of the wild-type (normal) tumor suppressor
gene into tumor cells, to overcome the malfunction of
the mutated tumor suppressor gene. The logic of how
genes function, together with the connection of cell
cycle processes to specific gene actions, has led to 
new concepts of treating tumors by gene therapy.
Essentially, cell death may not be the only way to
achieve the therapeutic result; changes in growth, be-
havior, invasiveness or metastatic ability of tumor cells
should also be considered as potential approaches.
Identification of tumor-suppressor genes that have
been lost in specific tumors may allow selective gene
reconstitution, and may cause death of tumor cells, but
not cells that are normally expressing the gene. Tumor-
suppressor genes such as p53, retinoblastoma (Rb), and
p16, which have been implicated in a wide range of
cancers, can be targeted for this kind of therapy.
Tumor-suppressor gene replacement is a particularly
promising method for treating human bladder cancer.
Several studies have shown that loss of expression of
the p53 and Rb tumor-suppressor genes is common in
locally advanced bladder cancer and portends a poor
prognosis [65, 66]. Some of the cancer-specific tumor-
suppressor genes, such as APC (involved in colon
cancer) and WT1 (involved in Wilm’s tumor) can also
be used. Since p53 is the most commonly mutated gene
in human cancer that causes changes in transcription,
cell cycle arrest, DNA repair and apoptosis [67, 68], this
gene has drawn a majority of the attention in treating
cancers. Transduction of p53 in cancerous cells can
significantly inhibit tumor growth and angiogenesis,

PET as a Tool in Multimodality Imaging of Gene Expression and Therapy 353



and can induce cell death in p53 mutant cells in dif-
ferent tumor models, including lung and breast cancer
[69–71]. Similar studies in lung cancer patients have
shown that retroviral mediated transfer of p53 is non-
toxic and suppresses tumor growth [72].

Direct suppression of metastatic growth through p53
gene therapy has been attempted by systemic delivery
of a liposome complex in a breast cancer model [70]
and by hepatic artery infusion for colonic liver metas-
tases [73]. However, both the approaches lacked tumor
targeting. A novel strategy to address the treatment of
p53 mutant metastases has been the development of an
adenovirus that replicates only within p53 mutant cells,
killing through cell lysis [74]. Systemic inoculation of
this vector has resulted in significant growth suppres-
sion of a primary tumor and deserves further investi-
gation [75].

The field of tumor-suppressor gene therapy is
limited by the paucity of identified target genes known
to induce or maintain the malignant phenotype.
Furthermore, in pre-clinical in situ studies, eradication
of the treated tumors is rare, due to the difficulty in
transduction of sufficient numbers of cells within a
cancer to facilitate a cure. A bystander effect, causing
the death of more cells than are actually transduced,
has been proposed, but is not well understood. This
effect may result from cell-to-cell contact, immune-me-
diated response or other local effects. Mutant or null
p53 status has been associated with increased resist-
ance to radiation therapy and to apoptosis-inducing
chemotherapy [76]. Expression of the p53 protein in
tumor cells that lack the gene has been shown to result
in increased sensitivity to chemotherapy and radiation
[77, 78] and is currently under investigation in clinical
trials.

Immunomodulatory Approaches

Immunomodulatory gene therapy is a method to
induce cellular immune responses to metastatic
lesions. The strategy involves injecting into the skin of
a patient a suspension of irradiated tumor cells that
have been transduced with a cytokine gene to stimu-
late a systemic immune response against tumor
specific antigens [79]. This system uses a gene-
modified vaccine in an attempt to induce specific anti-
tumor cytotoxicity. Activated CD-8 T lymphocytes are
the primary anti-tumor effector cells of the immune
system. Activation of the CD-8 T lymphocyte requires
antigen presentation in the context of a major histo-
compatibility complex-class I receptor and binding of
cytokines secreted by CD-4 T-helper lymphocytes [80].

Immunomodulatory gene therapy attempts to augment
this system by engineering tumor cells to secrete cy-
tokines, thus bypassing the need for CD-4 T-helper
lymphocytes. Studies in animal tumor models have
demonstrated that gene-modified vaccines can pro-
duce potent, specific, and long-lasting anti-tumor im-
munity [81]. Several cytokines, including IL-2, IL-4,
IL-7, tumor growth factor-beta 2, interferon-gamma,
and granulocyte-macrophage colony-stimulating factor
(GM-CSF), are currently undergoing phase I and II
clinical trials.

In pre-clinical cancer models, vaccination with
tumor cells has been demonstrated to generate a
cellular immunological response against “challenge”
tumors. Animals that became disease-free were resis-
tant to subsequent challenge with highly tumorigenic
parental cells. This suggests that long-term immuno-
logical memory develops in a subset of animals [82].
However, several problems still need to be addressed to
make this strategy successful. Only a few tumor specific
antigens act as recognition targets; there has been ac-
tivity against a relatively low tumor burden in several
studies, but the financial and labor costs are high, and
efficiencies will need to be improved.

Safety Issues

Gene therapy is a powerful clinical approach, but so far
has not produced an unequivocal clinical success [83].
Several requirements must also be fulfilled for the suc-
cessful use of this technique. These include total under-
standing of the underlying biology of the disease of
interest, the construction of recombinant DNA con-
structs to correct the abnormality, and finally, a highly
efficient delivery system for the transfer of the thera-
peutic genes into the cells of the patient.

Viral delivery systems have been used in gene
therapy applications from the very beginning. In paral-
lel, issues of biological containment are raised by the
introduction of new viral vectors. Today, development
of viral gene delivery vehicles that are both safe and
efficient has become the greatest challenge for the suc-
cessful use of gene therapy. Genetically modified
viruses, influencing the health of human beings, origi-
nate from multiple sources, the most important being
the use of viral gene therapy and live viral vaccines.
There are concerns about the unintended effects of
viral vectors (for example, the creation of replication
competent viruses, the shedding of viruses from in-
fected individuals, the risk of germ line transmission,
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etc.). Finally, a continued concern is the lack of stand-
ardized assays for detection of potentially replication
competent viruses.

Each specific group of viruses has its own limitations
and safety issues for use in human gene therapy.
Biologically contained viruses for gene therapy have
been made by dissection of the viral genomes into
crippled and physically separated sub-genomes (for
example, helper and vector genomes). The ideal vector
genome contains only viral cis-acting sequences that
are necessary for the vector to infect the target cell and
for transfer of the therapeutic gene. The ideal helper
genome contains only viral trans-acting elements that
are necessary for vector packaging, such as sequences
coding for the structural proteins and enzymes that are
required in generating vector particles. For most
systems, the challenge has been to design genomes so
as to avoid the creation of replication-competent
viruses. This has led to the development of systems
with almost no sequence homology between helper
and vector genomes, thus minimizing the risk of ho-
mologous recombinational events leading to the gen-
eration of non-defective viruses. The consequences of
possible recombination with HIV-1 in infected individ-
uals, as well as of the introduction of novel sequences
into the viral pool infecting humans, should be care-
fully considered.

Each disease has its own specific requirements, such
as the target tissue(s) and the amount of gene-product
required. Similarly, each vector has characteristics that
may or may not be desirable for a particular applica-
tion. The major drawback for using retroviral vectors is
the risk of adverse event caused by their permanent in-
tegration into the genome of the host cell. Among the
retroviruses, lentiviruses overcome a lot of limitations,
and are starting to receive more attention. The major
disadvantage of first- and second-generation lentivirus
vectors is their construction on the basis of HIV
genomes, and it is still an open question whether or
not HIV-derived vectors should be used for treatment
outside of AIDS. Hence, a number of non-primate
lentiviruses like FIV or EIAV are now being considered
as potential gene therapy vectors. Serious inflamma-
tory side effects are the major drawback to using aden-
oviruses. Recent modifications of the adenovirus
backbone have led to the development of helper-
dependent vectors completely devoid of viral protein
coding regions.

In the field of vaccine technology, naked DNA is
presently being tested for its ability to provide immu-
nity against specific antigens. Manufacturers of vac-
cines are currently looking for easier production
systems to provide effective long-lasting immunity.

With the aid of DNA recombination techniques, inva-
sive bacteria may be attenuated. The engineering of
vaccine bacteria that are invasive to man may create
new safety issues. The risk assessments that need to be
developed for these types of vaccine productions will
most likely also apply to the evaluation of other recom-
binant DNA procedures.

Imaging Reporter Gene
Expression with PET

Imaging therapeutic gene expression involves locating
the tissues expressing a therapeutic gene of interest, as
well as monitoring the magnitude and time variation
of gene expression. Imaging can help to play a critical
role in optimizing gene therapy. Two different strate-
gies can be used to image therapeutic gene expression.
The first approach involves “direct imaging”, where a
labeled therapeutic protein substrate is used to image
the specific expression of that protein. Direct imaging
of the expression of each and every therapeutic gene
would require development of a radiolabeled probe for
each and every therapeutic protein. However, most
therapeutic proteins lack appropriate substrates that
could be used as a radiolabeled probe in generating
PET or SPECT images. This has led to the novel
concept of “indirect imaging”, which involves coupling
the therapeutic gene to a “reporter gene” and then
tracking reporter gene expression by PET or SPECT. As
the name suggests, a reporter gene reports about cellu-
lar events and has been used for over a decade to
monitor gene expression in cell culture. The indirect
imaging strategy requires proportional and correlated
expression of both the therapeutic and reporter genes.
The different ways these genes can be linked are dis-
cussed in detail in an upcoming section. In order to
develop and validate many of the assays for reporter
gene imaging, we and other research groups chose
mouse models because of their relatively low cost,
short breeding time and successful use in the past by
molecular biologists. Small-animal instrumentation
such as microPET [2] with a spatial resolution of
–8 mm3 is an ideal tool for imaging mice, and much of
our work in developing reporter genes relies on this
small-animal PET scanner. This technology and related
small-animal imaging technologies are reviewed
elsewhere [84].

There are two broad categories of reporter genes that
can be targeted using radionuclide imaging approaches,
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one encoding for an intracellular enzyme (Fig. 18.3)
and the other for an intracellular and/or cell-surface
receptor (Fig. 18.4). The reporter gene can be driven by
any promoter of choice, and eventually leads to a
protein that can be assayed by a reporter probe (a radi-
olabeled substrate or ligand). The receptor approach
has the potential advantage of not requiring transport
of ligand into the cell, but the enzyme approach has the
theoretical advantage of signal amplification, because
one enzyme can trap many reporter probes. The HSV1-
tk viral gene has been the most widely exploited
enzyme-based reporter gene whose expression is de-
tected by radionuclide product sequestration [85, 86].
Its use as a reporter gene is not directly related to its
use as a suicide gene, as described above. The HSV1tk
viral gene is an ideal reporter gene because it has
relaxed substrate specificity as compared to the mam-
malian thymidine kinases, which are responsible for
phosphorylating thymidine. Therefore, prodrugs can
be radiolabeled and systemically administered, and do
not accumulate significantly in tissues other than those
that express the HSV1-tk reporter gene. One of the
reasons HSV1-tk was selected as a reporter gene is
because radiolabeled substrates existed or could be

synthesized to image its expression [87]. Two major
classes of radiolabeled substrates have been explored
for HSV1-tk reporter gene imaging. These include acy-
cloguanosine derivatives (for example, fluoroganci-
clovir, fluoropenciclovir) and derivatives of thymidine.
Studies initially used fluorine18 derivatives of ganci-
clovir labeled in the 8-position (FGCV) [88, 89] and
penciclovir (FPCV) [90]. Subsequently, it was found
that the side-chain labeled ganciclovir 9-[(3-[18F]-
fluoro-1-hydroxy-2-propoxy) methyl] guanine (FHPG)
[91, 92], and side-chain labeled penciclovir 9-(4-[18F]-
fluoro-3-hydroxy-methylbutyl) guanine (FHBG) [93]
are better substrates, although they do produce
racemic mixtures. The thymidine derivative FIAU (2′-
fluoro-2′-deoxy1B-D-arabino-furanosyl-5-iodo-uracil)
has been labeled with 131I for SPECT imaging [94] and
with 124I (half-life ~4 days with ~20% positron yield)
for PET imaging [95]. It appears that the best sub-
strates for HSV1-tk are currently FHBG and FIAU, but
which of the two is better will require further investi-
gation [96, 97]. Issues related to transport of these sub-
strates and the Km and Vmax of each substrate for
various enzymes will need further study. There may be
applications in which the shorter half-life and greater
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Figure 18.3. Diagram illustrating an approach to image a reporter gene with enzyme mediated trapping of a reporter probe. The reporter gene driven by a
promoter of choice must first be introduced into the cells of interest. After transcription and translation, enzymatic protein products (spheres) are available to
trap a reporter probe. Once the reporter probes (cubes) enter cells, the enzyme molecules modify and trap them (tetrahedrons) and thus can be used to
image reporter gene expression. Cells that do not express the reporter gene will still transport the reporter probe, but it will not be trapped and will eventually
efflux from those cells.



positron yield of 18F is preferred, and other applica-
tions in which the longer half-life of 124I is desirable.
Further details of various issues surrounding the sub-
strates for HSV1-tk can be found elsewhere [87]. We
have also investigated a mutant HSV1-tk reporter gene
(HSV1-sr39tk) that has six point mutations, which
leads to a HSV1-sr39tk enzyme with better imaging
sensitivity when using FGCV and FPCV, as compared
to the wild-type HSV1-tk [98]. This enzyme was iso-
lated by screening a library generated by site-directed
mutagenesis of the HSV1-tk gene with acyclovir and
ganciclovir [99]. This mutant enzyme also has the dis-
tinct advantage of having a lower phosphorylation rate
for thymidine, which directly competes with various
substrates (for example, penciclovir, FHBG) for HSV1-
tk/HSV1-sr39tk. This is important because levels of
thymidine can vary and confound the imaging signal
independent of changes in reporter gene expression
[100]. Future HSV1-tk mutant reporter genes that have
been specifically optimized for fluorinated substrates
may lead to even better reporter gene/reporter probe
pairs.

Significant work has been done to validate the
HSV1-tk reporter gene assay with various reporter

probes. We initially used [14C]-ganciclovir and digital
whole-body autoradiography, while using an adenovi-
ral delivery model to image HSV1-tk gene expression
in the mouse liver [101]. We next used FGCV to
demonstrate with microPET that adenoviral-mediated
HSV1-tk gene expression in the mouse liver could be
quantitated (Fig. 18.5). Furthermore, we showed that
the trapping of FGCV as measured from microPET
images (%ID/g liver) directly correlated with levels of
GAPDH normalized HSV1-tk message and HSV1-tk
enzyme activity. We have shown in a mouse tumor
xenograft model, in which C6 rat glioma cell lines were
stably transfected with the HSV1-tk reporter gene ex
vivo, the ability to image HSV1-tk reporter gene ex-
pression with FPCV and microPET [90]. We have also
recently studied HSV1tk gene expression in transgenic
mice with FHBG and microPET [102]. These mice have
the albumin promoter driving HSV1-tk reporter gene
expression and therefore expression is confined to he-
patocytes. We have also validated tracer kinetic models
for FHBG [100, 103], and these should help to improve
quantitation of reporter gene expression. The group at
Memorial Sloan Kettering Cancer Center has also val-
idated imaging of the HSV1-tk reporter gene expression

PET as a Tool in Multimodality Imaging of Gene Expression and Therapy 357

Figure 18.4. Diagram illustrating an approach to image a reporter gene with receptor mediated trapping of a reporter probe. The reporter gene driven by a
promoter of choice must first be introduced into the cells of interest. After transcription and translation, receptor protein (Y) is made. The receptor proteins can
be either intracellular and/or at the cell surface. These receptor molecules then bind the reporter probes (cubes) and thus can be used to image reporter gene
expression. Cells that do not express the receptors will not have any significant retention of the reporter probe (ligand) after some time interval, which allows
clearance of ligand.



in various models with SPECT [104] and PET while
utilizing FIAU [31, 104–106].

Two receptor-based reporter gene systems have been
described that utilize radionuclide detection technolo-
gies. The dopamine D2 receptor (D2R) is expressed
primarily in the brain striatum and pituitary gland.
The D2R has been used as a reporter gene, both in
adenoviral delivery vectors and in stably transfected
tumor cell xenografts [107]. The location, magnitude,
and duration of D2R reporter gene expression can be
monitored by microPET detection of D2R-dependent
sequestration of systemically injected 3-(2′-18F-
fluoroethyl)-spiperone (FESP), a positron-labeled sub-
strate for the dopamine D2 receptor [108]. Similarly to
the HSV1-tk reporter gene, the D2R/FESP assay shows
excellent correlation between %ID/g liver and levels of

GAPDH normalized D2R mRNA and D2R receptor
levels [107]. Shown in Fig. 18.6 is an example of
imaging both the HSV1-sr39tk and D2R reporter genes
in the same living animal.

The somatostatin type-2 receptor (SSTr2) is ex-
pressed primarily in the pituitary. When used as a
reporter gene in adenovirus delivery systems, the loca-
tion of SSTr2 expression can be monitored by systemic
injection of a technetium-99 labeled SSTr2 peptide
substrate, with subsequent imaging by planar imaging
techniques with a conventional gamma camera
[109–111]. One potential problem with receptor-based
PET reporter genes is the possibility that endogenous
ligands could bind to the receptor and lead to signal
transduction. For the D2R reporter gene we have re-
cently reported a mutant reporter D2R80A that uncou-
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Figure 18.5. MicroPET imaging of two mice with FGCV after using an adenovirus to deliver a reporter gene. In each case, the mice were tail-vein injected
with an adenovirus (1.5 × 109 plaque forming units) and 48 hours later imaged in a microPET 1 hour after tail-vein injection of FGCV. The mouse on the left re-
ceived an adenovirus with a control gene (Ad-βGal) and the mouse on the right with an adenovirus carrying the HSV1-tk reporter gene (Ad-HSV1-tk). The re-
porter genes were driven by a cytomegalovirus (CMV) promoter that leads to continuous transcription of the reporter gene. Adenovirus predominantly infects
the liver in part due to presence of receptors on hepatocytes. The mouse that received Ad-βGal had minimal hepatic signal whereas the mouse that received
Ad-HSV1-tk showed significant activity in the liver. Activity in intestine and bladder is due to clearance of FGCV from the hepatobiliary and renal routes. The
color scale is in percent injected dose per gram (%ID/g). (Figure reproduced with permission from reference [89]). 



ples signal transduction but maintains affinity for
FESP [112]. This should help to minimize perturba-
tions to the system under study.

Driven by the energy of the transmembrane Na ion
gradient, iodide is actively transported across the baso-
lateral plasma membrane of thyrocytes together with
Na ions by the Sodium/Iodide Symporter (NIS), which
has been cloned recently from mouse, rat and human.
As down-regulated or mis-targeted NIS expression is
commonly found in thyroid carcinomas and frequently
correlates with tumor de-differentiation and with loss
of radioiodine uptake capacity, NIS represents a key
protein for thyroid cancer therapy and diagnosis [113,
114]. Recently, many investigators have shown that
Sodium Iodide Symporter (NIS) gene transfer into a
variety of cell types confers increased radioiodine
uptake up to several hundredfold that of controls [115].
In addition, researchers have shown that NIS gene
transfer mediated by viral or nonviral vectors into 
a variety of cells make them susceptible to being
destroyed by the radioisotope 131I in cell culture. Groot-
Wassink T et al. [116] also showed that plasmid trans-

fection or adenoviral gene delivery can be monitored
in vitro on incubation with 125I and intravenous injec-
tion of adenovirus carrying human NIS (hNIS) induces
gene expression essentially in the liver, adrenal glands,
lungs, pancreas, and spleen. Expression of hNIS in
tumor xenograft models can also be detected by intra-
tumoral virus injection. Several groups are now explor-
ing imaging possibilities of NIS expression monitored
by PET after intravenous injection of 124I, demonstrat-
ing the potential of this approach for noninvasive
imaging [117–119]. Because NIS activity is the molecu-
lar basis of radioiodine therapy, there is great interest
in exploring the possibility of NIS gene transfer to fa-
cilitate radioiodine therapy for non-thyroidal human
cancers. Ectopic expression of this gene in various type
of malignant cells has led to radiosensitization and in
some cases tumor regression in mouse models, high-
lighting the therapeutic potential of this approach. Cell
culture experiments indicated that NIS infected tumor
cells can be selectively killed by the induced accumula-
tion of 131I. The therapeutic efficacy of 131I depends on
the radiosensitivity of the tumor tissue, the tumor size

PET as a Tool in Multimodality Imaging of Gene Expression and Therapy 359

Figure 18.6. MicroPET imaging of a mouse carrying tumors expressing the D2R and HSV1-tk reporter genes. The nude mouse was carrying a tumor that ex-
presses D2R on the left shoulder and a tumor that expresses HSV1-tk on the right shoulder and was imaged with FESP (day 0) and FPCV (day 1). The tumors
were stably transfected with the reporter genes ex vivo. FESP accumulates primarily in the D2R positive tumor and FPCV in the HSV1-tk positive tumor.
Background signal in the intestinal tract is seen due to clearance of both FESP and FPCV from these routes. Images are displayed using the same common
global maximum. The color scale is in percent injected dose per gram (%ID/g). (Figure reproduced with permission from reference [87]).



and the biologic half-life of 131I, which is dependent on
the extent of radioiodine trapping and its retention
time in the tumor. Several other reporter genes includ-
ing the gene encoding for carcinoembryonic (CEA)
antigen, as well as reporter genes for magnetic reso-
nance imaging and optical imaging approaches have
been developed and are reviewed elsewhere [120].

Indirect Imaging of a Therapeutic
Gene via a Reporter Gene

Most therapeutic genes lack appropriate substrates or
probes that can be radiolabeled and used to generate
images defining the magnitude of therapeutic gene ex-
pression. Therefore, it is necessary to develop and vali-

date indirect imaging strategies using a reporter gene
and a therapeutic gene in combination (Fig. 18.7). The
goal of these approaches is to image quantitatively re-
porter gene expression, and to quantitate indirectly
levels of therapeutic gene expression.

Bicistronic Approach

In many cases, each mRNA is translated into a single
protein. The discovery of cap-independent translation
and the existence of internal ribosomal entry sites
(IRES) in polioviruses and encephalomyocarditis virus
[121–123] opened a new gateway to construct bi-
cistronic vectors (vectors containing two genes). IRES
sequences are generally 450–800 bp long with complex
RNA secondary structures that are required for initia-
tion of translation. Several general translation initia-
tion factors like eIF3, eIF4A, eIF4G and some specific
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Figure 18.7. Schematic diagram explaining different approaches to link a therapeutic gene and a reporter gene to achieve indirect imaging of therapeutic
gene expression. In each approach the goal is to image reporter gene expression in order to infer therapeutic gene expression. P is a chosen promoter driving
transcription, IRES is an internal ribosomal entry site, and TRE is a tetracycline responsive element. In all cases the gene constructs (Boxes and wide arrow) and
the translational protein products (wavy line) are shown. (1) In the bicistronic approach an IRES is used to link the two genes. Transcription occurs under a
single promoter to form a single mRNA molecule. Translation of a single mRNA leads to a therapeutic protein and a reporter protein. (2) In a fusion gene con-
struct the two gene sequences are coupled together with a spacer sequence in between them which when transcribed under a single promoter, leads to one
mRNA. Translation leads to a single fusion protein capable of therapeutic and reporter protein function. (3) In a dual promoter approach two genes under two
identical promoters are used. The resultant protein products form separately from two separate mRNAs. (4) In a co-administration approach the two genes are
carried in two identical but distinct vectors. This leads to two mRNAs and two distinct proteins. (5) A bi-directional approach can use a TRE to induce transcrip-
tion leading to two mRNA’s and two proteins and can be titrated through the use of a fusion protein which binds to the TRE in the presence of an antibiotic.



cellular IRES transacting factors (ITAFs) are required
to drive translation of the second cistron. We recently
reported a bicistronic vector where both D2R and
HSV1-sr39tk genes were separated by an EMCV IRES,
co-expressed from a common CMV promoter and
imaged by microPET in multiple, stably transfected
tumors in living mice [124]. Excellent correlation was
found between expression of the two reporter genes as
measured by %ID/g tumor directly from the corre-
sponding PET images of FHBG and FESP. We have also
reported that the gene placed in the second cistron was
significantly attenuated. An approach using ~-Gal and
HSV1-tk has also been reported in mice while imaging
with SPECT and [131I]-FIAU [125]. Although the IRES
sequence leads to proper translation of the down-
stream cistron from a bicistronic vector, it can be cell
type-specific, and the magnitude of expression of the
gene placed distal to the IRES is often attenuated [124,
126, 127]. This can lead to a lower imaging sensitivity,
and methods to improve this approach through the use
of enhanced IRES sequences [128, 129] are currently
under investigation. We have also reported an aden-
oviral vector carrying the D2R80A-IRES-HSV1sr39tk
bicistronic vector, and used this vector for microPET
imaging with both FESP and FHBG [112]. Again, excel-
lent correlation between D2R80A and HSV1-sr39tk
gene expression was seen. These data indicate that
when one of the two genes in the bicistronic vector is
changed to a therapeutic gene, this bicistronic ap-
proach is likely to prove useful for indirectly imaging
therapeutic gene expression.

Fusion Approach

Fusion gene/protein technology is another approach to
introduce simultaneously two or more genes in gene
therapy. The strategy for building such constructs lies
in joining the coding sequences of the target genes in
such a way that they stay in the same reading frame.
The genes are usually separated by a small spacer (en-
coding for a few amino acids) to help preserve func-
tion of each individual protein in the fusion [130]. An
advantage of this approach is that the expression of the
linked genes is absolutely coupled. However, the fusion
protein does not always yield functional activity for
both of the individual proteins and/or may not localize
in an appropriate sub-cellular compartment. This ap-
proach therefore cannot be generalized for all thera-
peutic genes and reporter genes. HSV1-tk-GFP [131,
132] and HSV1-tk Firefly Luciferase-Neo [133] fusion
proteins are good examples of the fusion approach.
Recently, we have developed few novel fused reporter

genes for multimodality imaging involving a PET re-
porter, a bioluminescent and a fluorescent optical
reporter gene [134]. These fused reporters provides the
ability to move between imaging technologies covering
fluorescence, bioluminescence, and PET/SPECT imaging
needed for almost any reporter gene application. One
can utilize these tri-fusion reporter genes to sort cells,
to image in small living animals using either fluores-
cence or bioluminescence, and larger subjects includ-
ing humans, using PET/SPECT.

Dual Promoter Approach

Two different genes can also be expressed under two
separate promoters when incorporated into a single
vector (for example, pCMV-D2R-pCMV-HSV1-sr39tk)
and can potentially be a useful way to couple the ex-
pression of two genes. This approach may avoid some of
the attenuation and tissue variation problems of the
IRES-based approach, which is currently under active
investigation [128]. A potential problem of this approach
is that the expression of the two genes may become un-
coupled if the two identical promoters have different
transcriptional activity or if a mutation occurs in one or
both promoters that change transcriptional activity.

Two-Vector Administration Approach

The therapeutic and reporter genes can both be
imaged by the use of two distinct viral vectors. One
vector would carry the reporter gene driven by the pro-
moter of choice, and the other vector would carry the
therapeutic gene driven by the same promoter. This ap-
proach has recently been tested. It was found that the
expression of two PET reporter genes, HSV1-sr39tk
and D2R, both driven by CMV promoter cloned sepa-
rately in adenoviral vectors, is well correlated at the
macroscopic tissue level when delivered simultane-
ously [135]. Although some cells are infected by only
one of the two viruses, others by both viruses, and
some by neither virus, the resolution of PET allows
imaging of only a large number of cells. It is important
to realize that trans effects between promoters on co-
administered vectors can potentially affect reporter
gene expression.

Bi-Directional Transcriptional Approach

For many gene therapy applications, it would be desir-
able not only to deliver the therapeutic gene to desired
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target(s), but also to be able to regulate levels of thera-
peutic gene expression. We have validated an approach
in a xenograft tumor model in living mice (Fig. 18.8),
in which a simple antibiotic (doxycycline) can be used
in combination with a fusion protein and a bi-direc-
tional vector to correlatively express two genes of
choice [136]. This approach leads to bi-directional
transcription, two mRNAs, and two proteins. The
unique feature is that the level of transcription can be
regulated by the level of doxycycline. This avoids the
attenuation and tissue variation problems of the IRES
based approach, and may prove to be one of the most
robust approaches developed to date. Again, the levels
of gene expression for the two genes are highly corre-
lated [136]. This system can be improved further by
improving the range of induction. The system is
limited by the fact that a fusion protein must also be
co-expressed, but future vectors should be able to

encode for both the fusion protein and the bi-
directional transcriptional system on a single vector.

Human Applications of Imaging
Gene Therapy

Studies to image reporter gene expression in human
subjects have only recently started. Because HSV1-tk is
both a reporter and a suicide gene, imaging its ex-
pression in humans would be a good initial proof-of
principle for the use of PET imaging in gene therapy.
We have studied the kinetics, biodistribution, stability,
dosimetry and safety of FHBG in healthy human
volunteers [137] for eventual use in imaging patients
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Figure 18.8. Sequential microPET imaging studies of a bi-directional inducible system in a mouse. Out of the four tumors (shown by dotted lines as A, B, C, D)
grown in a single mouse, tumor A expresses two genes HSV-1sr39tk and D2R under a TRE element (see also Fig. 18.7). Tumor B is a control having none of these
genes expressed. Tumor C is expressing only sr39TK gene while tumor D is for D2R gene only. When tumors reached a size of at least 5 mm, the mouse was
imaged with FESP and FHBG on sequential days in a microPET scanner (day 0). Doxycycline (500 μg/ml) was added to cage water supply for seven days. Then,
the mouse was again scanned with FESP and FHBG on sequential days (day 7). Doxycycline was removed from the cage water supply for the next seven days.
The mouse was again scanned with FESP and FHBG on sequential days (day 14). All images are 1–2 mm coronal sections through the 4 tumors. The %ID/g scale
for each reporter probe is shown on the right. For tumor A, the top row of images reveal no significant expression of D2R prior to induction of gene expression
by doxycycline, high expression following seven days of doxycycline administration, and a return to near baseline low expression following seven days without
doxycycline administration. The bottom row of images reveals a nearly identical pattern for induction of HSV1-sr39tk gene expression. The tumors appear
slightly larger on the FHBG images because of tumor growth during the 24 hours between FESP and FHBG scanning. Control tumor B is a negative control and
shows no signal for all images. Tumor C is a positive control for the HSV1-sr39tk gene and tumor D is positive control for D2R gene. Correlated signal intensity is
observed between the FESP and FHBG images for each tumor for each doxycycline gene expression induction state. (Reproduced with permission from Sun 
et al. [136]).



undergoing HSV1-tk suicide gene therapy or therapy
where a therapeutic gene is linked to HSV1-tk
(Fig. 18.9). This study showed that FHBG cleared
rapidly via the renal and hepatobiliary systems, and
that relatively low signal throughout the whole body
was achieved within 60 minutes of injection of tracer.
Furthermore, FHBG is stable in blood, and results in
sufficiently low radiation exposure to allow multiple
FHBG PET scans per year. There are no other safety
issues, since FHBG is injected in trace amounts. Using
FHBG to image HSV1-tk reporter gene expression at
sites near the gall bladder, kidneys, or bladder would
be difficult due to tracer concentration in these
regions. Furthermore, imaging in the brain would be
limited by the failure of FHBG to cross the blood–brain
barrier.

In another preliminary study, Jacobs et al. [138] has
recently shown that [124I]-FIAU PET imaging may be
useful in patients with glioblastoma who are undergo-
ing HSV1-tk suicide gene therapy. The HSV1-tk gene

was delivered via intratumoral infusion of cationic 
liposomes. Five patients undergoing gene therapy with
HSV1-tk were imaged, and one showed a significant in-
crease in the FIAU accumulation rate post delivery of
HSV1-tk. In the use of PET for monitoring HSV1-tk
suicide gene expression, several issues must be kept in
mind. First, because the patients will be undergoing
treatment with prodrug (for example, ganciclovir) that
will compete with the PET reporter probe, timing of
the PET scan relative to the plasma concentration of
the prodrug will be important. Second, it will be im-
portant to demonstrate that tracer accumulation cor-
relates with biopsy-proven reporter gene expression.

Applications in the brain will be particularly chal-
lenging because of the blood–brain barrier (BBB).
Although tumors may compromise the BBB, it is possi-
ble that the tracer can still not reach some portions of
tissue that express the reporter gene. Regions near
clearance routes of tracer (for example, bladder) will
also be challenging for imaging at earlier times. It will
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Figure 18.9. Human schematic (left) and corresponding whole body coronal PET image of FHBG biodistribution in a healthy volunteer (right). PET scan was
obtained 40 minutes after 167.6 MBq (4.53 μCi) intravenous injection of FHBG. FHBG rapidly clears via the renal and hepatobiliary systems leading to low tissue
background signal. Activity is seen in the gall-bladder, kidneys, and bladder. No activity is seen within the brain due to the inability of FHBG to cross the
blood-brain-barrier. No significant retention of FHBG in any tissues is seen because the normal volunteer does not express HSV1-tk. The relatively low back-
ground should allow for specific imaging of HSV1-tk/sr39tk gene expression if there is enough reporter protein present at a given site.



be important to image the whole body in order to de-
termine not only expression at intended sites, but also
unintended sites of expression that may compromise
the safety of a given approach. Correlative anatomic
imaging (for example, MRI) and imaging with other
PET tracers (for example, FDG) will have to be incor-
porated into the imaging protocols. Total radiation
dosimetry from multiple studies will also have to be
considered. It is not clear how accumulation of tracers
such as FDG, FHBG or FIAU in tumors may change
during treatment, and image interpretation could be
confounded by an inflammatory response. Issues re-
garding accurate quantitation will also have to be con-
sidered, especially changes in the tumor size, which
may lead to change in appropriate correction for
partial volume effects.

Future applications of human gene therapy are likely
to involve imaging of the HSV1-tk suicide gene directly
by various tracers. HSV1-tk suicide gene trials are de-
creasing, but the use of HSV1-tk (or a mutant) as a re-
porter gene is likely to increase. In the next several
years, we should see more studies in which HSV1-tk is
coupled to other genes for indirect imaging of thera-
peutic gene expression in humans.

This will require modifying the vectors going 
into existing trials, so that both the therapeutic and 
reporter genes can be carried. Furthermore, both
FHBG and FIAU will likely require investigational 
new drug (IND) approval from the Food and Drug
Administration for trials within the US. These trials
will need to be designed for reporter gene imaging,
along with tissue biopsy and additional imaging with
other tracers or modalities (for example, FDG PET,
MRI, etc.) to improve understanding of patient re-
sponse to treatment. It is likely that other reporter
genes (for example, D2R) will also be used in various
gene therapy trials. It may be that SPECT will play a
role in some trials because of greater availability of
some SPECT tracers, even though the technique 
will be less sensitive and likely less quantitative. It is
likely that PET reporter gene imaging will help to
optimize various gene therapy approaches and 
lead to monitoring of human gene therapy for safer
utilization.

Future Directions

Clinical gene therapy has been initiated relatively re-
cently and will require many additional refinements
prior to being considered a successful therapeutic

modality. In the near future the field will have to 
overcome several problems, such as finding appropri-
ate therapeutic gene(s) and utilizing appropriate deliv-
ery vectors for efficient and specific targeting. New
methods of molecular engineering, probe design and
imaging technology are expected to generate many
new imaging approaches. Imaging molecular events
with PET should revolutionize current approaches of
diagnosing and monitoring diseases treated with gene
therapy.
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Appendix*

Table of Potentially Useful Positron-emitting Radionuclides

Nuclide Z Half LLife Production DDevice Branching RRatio

10C 6 19.3s Cyclotron 1.00
11C 6 20.5m Cyclotron 1
13N 7 9.97m Cyclotron 1.00
14O 8 70.6s Cyclotron 1.00
15O 8 122.2s Cyclotron 1
17F 9 64.5s Cyclotron 1.00
18F 9 109.8m Cyclotron 0.97
19Ne 10 17.2s Cyclotron > 0.99
22Na 11 2.6y Reactor 0.91
34mCl 17 32.2m Cyclotron 0.54
38K 19 7.7m Cyclotron 1.00
44Sc 21 3.92h Generator (from 44Ti) 0.95
45Ti 22 3.09h Cyclotron 1.00
48V 23 15.97d Cyclotron 0.50
51Mn 23 46.2m Cyclotron 1.00
52mMn 23 21.1m Generator (from 52Fe) 0.97
52Mn 25 5.59d Cyclotron 0.29
52Fe 26 8.28h Cyclotron 0.56
55Co 27 17.5h Cyclotron 0.76
60Cu 29 23.4m Cyclotron 0.93
61Cu 29 3.3h Cyclotron 0.61
62Cu 29 9.74m Generator (from 62Zn) 0.97
64Cu 29 12.8h Cyclotron 0.18
65Zn 30 245d Cyclotron 0.015
66Ga 31 9.45h Cyclotron 0.57
68Ga 31 68.3m Generator (from 68Ge) 0.89
72As 33 26.0h Cyclotron 0.77
74As 33 17.8d Cyclotron 0.29
75Br 35 1.62h Cyclotron 0.76
76Br 35 15.9h Cyclotron 0.54
79Kr 36 34.9h Cyclotron 0.07
81Rb 37 4.58h Cyclotron 0.27
82Rb 37 1.27m Generator (from 82Sr) 0.95
82mRb 37 6.3h Cyclotron 0.26
83Sr 38 32.4h Cyclotron 0.24
84Rb 37 33.0d Cyclotron 0.22
86Y 39 14.7h Cyclotron 0.34
87Y 39 80.3h Cyclotron 0.02
89Zr 40 3.27d Cyclotron 0.23
90Nb 41 14.6h Cyclotron 0.53
94mTc 43 53m Cyclotron 0.70
110In 49 69m Generator (from 110Sn) 1.00
118Sb 51 3.5m Cyclotron 0.78
120mI 53 53m Cyclotron 1.0
122I 53 3.63m Generator (from 122Xe) 0.77
124I 53 4.17d Cyclotron 0.23
128Cs 55 29.9m Cyclotron 0.45
130Cs 55 29.9m Cyclotron 0.61
204Tl 81 3.78y Reactor 0.03

* Reproduced from Valk PE, Bailey DL, Townsend DW, Maisey MN. Positron Emission Tomography: Basic Science and Clinical
Practice. Springer-Verlag London Ltd 2003, 869.
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computed tomography data for
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Attenuation coefficients
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transforming, 183–185

Attenuation length, of a scintillator,
30–31

Attenuation-weighted Ordered Subset
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Cell proliferation, studies using

11C-labeled compounds, 231–232
Central nervous system, studies of, using

positron emission tomography,
231

Central section theorem, for tomographic
reconstruction, 67–68

three-dimensional, 82–83
Cerebral blood flow (CBF), measurement

of
error analysis, 151–152
regional, using 15O water, 332–333
single-scan techniques using 15O, 148–149
Cervical carcinoma, 321
Chamfer filter, image registration using,

167
Charge, electrostatic, on a particle, 16
Chelates, copper, design of, 243–244
Chemical microspheres, 130
Chemical structure, position of labeling,

and information obtained,
223–224

Chemistry
of copper, 243
of gallium, 240–242
of technetium, 245

Chemotherapy
effect of, on [18F]-fluorodeoxyglucose

uptake, 282, 297
and sentinel lymph node imaging, 334

Chest, normal distribution of
[18F]-fluorodeoxyglucose in, 282

Cholinergic ligands, M2
subtype-selective, labeling, 334

Chromosome 19, wild-type
adeno-associated virus integration
into, 348

Clinical medicine, positron emission
tomography in, 1–12

Clinical protocols, for positron emission
tomography/computed
tomography combined scan, 183

Clinical use, of positron emission
tomography , in oncology,
311–312

Cobalt-55, as a marker for calcium
uptake, 246

Coefficient of variation (CV), defined, 141
Cohort studies, intra-subject registration

for, 163
Coincidence events

kinds of, 41–43
and image contrast, 36–37

in three-dimensional positron
emission tomography, 47–48

Coincidence time window, defined, 93–94
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Coincidence transmission data,
attenuation correction using,
116–117

Colorectal carcinoma, 315–317
Colorectal tumours, copper-labeled

biomolecules for imaging of, 244
Colsher’s filter, 82–83
Combined imaging, hardware approach

to, 180–181
Compartmental modeling, 130–135

collapsing compartments to simplify
the model, 142

Component-based model, for
normalization, 101–102

Component off the shelf (COS) systems,
for parallel processing of data, 89

Compton interaction
correction for, 108–109
photon attenuation in, 26–29
scattered events arising from, 42

Compton scattering, 24–26
Computed tomographic image

attenuation correction using, 119–120,
272–273

for registration, 173–174
using for prior information for

positron emission tomography
reconstruction, 73

Computed tomography
historical perspectives on, 179–180
scanner, for a positron emission

tomography/computed
tomography prototype
instrument, 182

Computer simulations, for validation of a
model, 145

Conditional viral vectors, 349
Conduction band, of a crystal lattice,

defined, 30
Conservation laws, 15–17

example in pair production, 25–26
Constraints, for model development, 144
Contrast agents, in computed

tomography, effects of, 187–188,
197–199

Convolution
for compartmental modeling, 136–139
for scatter correction, 112–113

Convolution theorem, 67–68
approximation of the convolution

integral, 69
Coordinate ascent algorithm, for

optimizing cost functions, 75
Copper radionuclides

for positron emission tomography
imaging, 242–244

production of, 237–238
Copper-62/Zinc-62 generator, 239
Coregistration, of structural and

functional images, 161–177

Coronary artery disease (CAD),
assessing, 3

Correction, for dead time, 106–108
Correlation, of voxel intensities, 169
Cost effectiveness, of fluorodeoxy-

glucose-positron emission
tomography scans, 7–8

Cost function, for an iterative algorithm,
73–74

Count density, low, grouping lines of
response in, 64

Count-rate curves, for measuring dead
time, 107

Count rate performance
effect of, on detector efficiency, 98–99
measuring, 53–56

Cramer-Rao theorem, relating the Fisher
information matrix to the
covariance of the
maximum-likelihood, 79

Crest lines, registration using, 168
Cross-coupling reactions,

palladium-mediated, for
11C-labeling, 228

Crown ethers, for SN2-type reactions of
potassium fluoride, 207

Crystal interference effect, defined, 100
Crystal lattice, allowed and forbidden

electron bands of, 30
Cyclofoxy, 18F-labeled, plasma clearance

rate effect on radiotracer
clearance, example, 152–153

Cyclotrons, for radionuclide production,
204–205, 237–238

Cylinder data, axial geometric factors
from, for measuring sensitivity,
103

Cytosine Deaminase (CD), 353

D
Data

acquisition of, and performance
characterization, 41–62

organization of, two dimensional,
64–67

Data corrections, before reconstruction
and after reconstruction,
comparisons, 77–78

Data elements, adjacent, summing of, 98
Data model, for iterative reconstruction,

71–72
Data organization, three-dimensional,

80–82
Dead time

correction for, 105–108
with a rotating rod source, 117

defined, 105
of electronics, effect on coincidence

data, 96

De Broglie, Louis Victor, 17–18
Decay constant, of a scintillation

detector, 31
Decay correction factor (F), defined, 20
Defective interfering (DI) particles,

infectious,, 348–349
Delayed coincidence channel estimation,

for random coincidence
corrections, 96

Delivery rate constant (k), 133
Delta rays, defined, 23
Democritus, 13–14
2-Deoxy-2-[18F]fluoro-D-glucose (FDG),

203
synthesis of, 209–211
See also Fluorodeoxyglucose
3_-Deoxy-3_-[18F]fluorothymidine (FLT),

production of, 209. See also
Thymidine entries

Deoxyglucose, analog of glucose, 129. 
See also Fluorodeoxyglucose

Deoxyribonucleic acid (DNA)
ballistic injection of, 351
delivery to a host cell by viruses, 345
naked, for delivery of genes, 350–351

Depth of interaction (DOI), and parallax
blurring of images, 37–38

Design, of a positron emission
tomography/computed
tomography scanner, 189–196

Detectors
efficiency of, variations in, 98–99
of radiation, 29–35

Deterministic errors, effect of, on
parameter estimates, 142–144

Diabetic patients
cardiac positron emission tomography

scanning of, 304
insulin-dependent, preparation of, for

scans using 18F-fluorodeoxy-
glucose, 298

Diazepam, for reducing muscle/brown fat
uptake, 299–300

Differential equations, for
compartmental modeling,
135–136

Diffusible tracers, 134
Dioleoyl phosphatidylcholine (DOPC),

350
Dioleoyl phosphatidylethanolamine

(DOPE), 350
Dirac, Paul AM, 13, 26
Dirac delta function (_), 82
Direct Fourier reconstruction, 68

three-dimensional Fourier algorithm,
82

Direct imaging, of protein expression,
355

Direct measurement, for scatter
correction, 109–110
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Dispensing of radionuclides, exposure of
the staff during, 306

Distance transform, based on surface
registration, 167–168

Distributed models, compartmental
models, 130

Distribution
of drugs in the body, 230–231

studies of, 330
normal, of 18F-fluorodeoxyglucose,

282–283
Dopamine, studies of, using

[11C]raclopride, 149–150
D2 receptor, as a reporter gene, 358
D2 receptor antagonist, [18F]fallypride,

synthesis of, 208
Dosimetry, radiation

and protection in positron emission
tomography, 251–265

in using [18F]-FP-TZTP in humans, 337
Drug development

discovery process, accelerating,
332–333

positron emission tomography in,
327–341

tracer method, 229–232
Dual energy window (DEW) methods,

110–111
Dual promoter approach, in gene

therapy, 361

E
Edholm, Paul, 65
Effective dose (E) of radiation, 251

in patients, 257–258
Effective sensitivity, defined, 59–60
Elastic scattering, of positrons, 21
Electromagnetic radiation, 17–18
Electron volt (ev), defined, 15
Electrophilic reactions with 18F-, 214–216
Electroporation, for gene transfer, 351
Elementary particles, atomic, 14
Emission data, correcting for positron

emission tomography,
intra-subject, 161

Emission scanning, simultaneous with
transmission scanning, 117

Empirical model-based methods, error
sources in, 152–153

Empirical scatter corrections, 109–110
Energy

conservation of, 16
of electromagnetic radiation, 14–15
of x rays, 18

Energy deposition, from positron
emission tomography
radionuclides, 252

Energy-gating, to reduce the effect of
scattered coincidences, 37

Energy resolution of a detector, 31, 53
defined, 29
and scatter, 36–37

Enzyme catalysis, for labeling synthesis,
11C-amino acids used in, 227

Epilepsy, investigating, [11C]-flumazenil
used in, 301

Equilibrium methods, for single-scan
quantification of receptors,
149–150

Equine infectious anemia virus (EIAV),
as a lentivirus vector for gene
delivery, 347

Equipment, for nuclear medicine,
260–263

gantry, for a combined positron
emission tomography/
computed tomography scanner,
190

Equivalent dose (H) of radiation, 251
Error analysis, 151–152
Errors

in non-linear reconstruction, 79–80
random and deterministic, in kinetic

modeling, 150–151
scanner, correction for image

registration, 173–174
Estimation of trues method (ETM), in

scatter correction, 110–111
European Organisation for Research and

Treatment of Cancer (EORTC),
332

Event detection, 41–43
Extraction fraction (E), 133

F
Facilities for nuclear medicine, 260–263
Fan-sum algorithm, for variance

reduction, 103–104
Feline immune deficiency virus (FIV), as

a lentivirus vector for gene
delivery, 347

Fermions, defined, 16
FP-TZTP, 18F-labeled, studies using,

335–338
Fick Principle, 133
Fiducial localization error (FLE),

estimating, 175
Fiducials for image registration, 165
Field-of-view

radioactivity outside of, 60–61
truncation of, in computed

tomography scans, 186–187
Filtered-backprojection (FBP), 67

advantages of image reconstruction
using, 63

algorithm using, 68–69
artefacts in, 288
discrete implementation of, 69

for three-dimensional analytic
reconstruction, 82–83

Filtering, using the convolution theorem
for, 67–68

Fisher information matrix, relationship
to the covariance the
maximum-likelihood estimator,
79

Fluorine-18
planetary model of, 14
production of, 205

Fluorobenzyl iodide, 18F-labeled,
synthesis of, 212

Fluorodeoxyglucose (FDG), 18F-labeled,
203, 223

analog of glucose, 129
to measure myocardial viability, 3
for metabolic imaging, 1–2
synthesis of, 209–211
uptake of

mechanisms of, 281–282
and viability of the heart muscle, 303

Flux (JAB), defined, 132
Forces, fundamental, 15–16
FORE+OSEM(AW) algorithm, 86
Fourier analysis, for tomographic

reconstruction, 67–68
Fourier rebinning (FORE) algorithm, 85
Fourier transforms, relation between

oblique and direct sinograms, 85
Frequency of measurement, 105
F-test, for assessing the residual sum of

squares in determining model
goodness-of-fit, 142

Full width at half maximum (FWHM)
as a measure of resolution, 52
setting for a coincidence window

using, 95
Functional groups, altering or adding, to

alter the properties of a tracer, 224
Fundamental particles, properties of,

16–17
Fusion approach, in gene therapy, 361
Fusion imaging, 2

drawbacks of, 279
hardware approach to, 180
viewer for, 190–191

Fuzzy clustering algorithm, adaptive
segmentation method based on,
121

G
Gadolinium oxyorthosilicate (GOS), for

scintillation detectors, 32, 195
advantages of, 271–272

Gallium, radioisotopes used in imaging,
239–242

gallium-66, cyclotron production of,
238
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gallium-68/germanium-68 generator,
239

gallium citrate/transferrin,
67Ga-labeled, for tumour
imaging, 240–242

Gamma-camera positron emission
tomography (GC-PET), 43

correction of centre-of-rotation errors
in, 173–174

Gamma radiation, 19
Gap filling, for Fourier rebinning, 86
Gastric tumours, 320
Gastrointestinal system,

18F-fluorodeoxyglucose uptake in,
285–287

Gated 18F-fluorodeoxyglucose scans,
304–305

Gaussian distribution, for prior
distributions, for image
reconstruction, 72–73

Geiger-Mueller (GM) detector, for
positron emission tomography
radiation exposure, 261

Gene delivery, for therapy, 345–351
Gene expression, multimodality imaging

of, 343–367
Generator radionuclide production, for

positron emission tomography,
239

Genes, gag, pol, env of retroviruses, 347
Gene therapy

approaches in, 352–354
potentials for imaging in, 343–344
specificity of, 351–352

Geometric effects, on sensitivity, 
99–100

Geometric scaling, in image registration,
174

Geometric transfer matrix (GTM)
method, for particle volume
correction, 123

Germanium detector, for anatomical and
function images from a single
device, 180–181

Germ cell tumours, 321
Glioblastoma, imaging in herpes simplex

virus 1-thymidine kinase suicide
gene therapy, 363

Glucose metabolism, autoradiographic
method for measurement of, 149

Goodness-of-fit assessment, statistical
tests for, 142–144

Gradient-based methods, for optimizing
cost functions, 74

Grading, of malignancy, 2
Granulomatous disorders, 18F-fluoro-

deoxyglucose uptake in, 290
Graphical analysis, 146–148
Grays (Gy), unit of absorbed dose of

radiation, 251

H
Half-life

of copper isotopes, 237–238
defined, 19
of gallium isotopes, 238
of 94mtechnetium, 238
of technetium isotopes, 245
of tracers, and patient scheduling, 297

Hamming window, for filtering out high
frequencies, 70–71

Head-and-hat algorithm, for
multi-modality surface-based
registration, 167

Head and neck tumours, 319
Head motion, corrections for, with the

AIR algorithm, 337
Heart, registration of magnetic resonance

and positron emission
tomography images of, 167. 
See also Cardiology; Myocardi-
entries

Helium nuclei, as alpha particles, 20–21
Hepatic metastases, of colorectal cancer,

315–316
Hepatocytes, for demonstrating

similarity of mouse and human
biodistribution, 339

Hepatomas, 321
Herpes simplex virus (HSV), for gene

delivery, 348
Herpes Simplex Virus Type 1 Thymidine

Kinase (HSV1-tk)
as a reporter gene, 353, 357–358
as a suicide gene, 356

Hibernating myocardium, assessing,
302–303

High-density contrast agents, effect on
attenuation correction from
computed tomography data, 291

Historical perspectives, 179–180
on positron emission tomography,

50–52
whole-body, 267–271

Hodgkins Disease, staging of, 317
Human immunodeficiency virus (HIV),

for gene delivery, 347
Humans

applications of imaging gene therapy
to, 362–364

[18F]-FP-TZTP studies in, 337–338
Hybrid algorithms, rebinning and

iterative, 63
for three-dimensional data, 85–86

Hybrid vectors, viral, for gene therapy,
349

Hydration, prior to fluorodeoxyglucose
administration, 274–275, 288

Hydrogen, substituting deuterium for,
monamine oxidase B inhibitor
example of, 224

Hydrogen cyanide, 11C-labeled, for tracer
synthesis, 226

5-Hydroxy-L-tryptophan, 11C labeled, 227
Hyperglycaemia, effect on uptake of

18F-fluorodeoxyglucose by
tumours, 281–282

Hyperinsulinaemic euglycaemic
clamping, to improve myocardial
uptake of [18F]-fluorodeoxy-
glucose, 283

Hypoxia-inducible factor-1 (HIF-1),
c-erbB-2 promoter, 352

I
Identifiability, of a model, 142–144
Identifiable model, defined, 141
Ill conditioning, in the system matrix, 73
Ill-posedness, of the inverse x-ray

transform, 69–71
Image acquisition

pitfalls in, 173–174
in whole-body positron emission

tomography, 276–278
Image covariance, estimating, 79–80
Image display, whole-body, 278–279
Image formation, 43–50
Image fusion. See Fusion imaging
Image-guided surgery, registered PET

images in, 173
Image intensity, in registration, 168–171
Image reconstruction

algorithms for, 63–91
without attenuation correction,

artefacts due to, 288
historical development of, 268–271

Image registration
processes for, 163
software approach to, 180

Image transformation and display,
172–173

Imaging data, anatomical, using for
partial volume correction,
122–123

Immune response, triggering in gene
therapy, 349

Immunomodulatory gene therapy, 354
Implementation

of compartmental modeling, 135–141
of simulation based scatter correction,

115–116
Impulse response function,

compartmental, defined, 138
Incomplete data problem, estimating

missing line of response data, 67
Indications for positron emission

tomography, 3–7
Indirect imaging, with reporter genes,

355
of a therapeutic gene, 360–362
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Inelastic collision, between a positron
and an atomic electron, 21

Inelastic scattering, in a positron
interaction with a nucleus, 21

Inflammatory cells, activated, 18F-fluoro-
deoxyglucose uptake by, 282, 289

Information, shared, for image
registration, 170–171

Information theoretic measures, for
multi-modality registration,
170–171

Input functions, for compartmental
modeling, 136–139

accurate measurement of, 150–151
Instrumentation, in positron emission

tomography, 13–39
radiation dose measurement, 260–261

Insulin, 124I-labeled, 218
Insulin-dependent diabetics (IDD),

preparation of, for 18F-fluoro-
deoxyglucose positron emission
tomography scans, 298

Intensity
distortion of, in magnetic resonance

imaging, 174
re-mapping of, for multi-modality

registration, 169
Interactive alignment of images, 165
Intercollegiate Committee on Positron

Emission Tomography,
Recommended Indications for
Clinical PET Studies, 4–7

Interleuken (IL-2), treatment with,
studying with radiolabeled
compounds, 332

Internal conversion, defined, 21
Internal ribosomal entry sites (IRES),

360–361
International Commission on

Radiological Protection (ICRP),
251–252

Interpretation of whole-body images,
278–279

Inter-subject registration, applications of,
163

Intervention studies, for validation of a
model, 145

Intra-subject image registration,
161–163

Intravascular radioactivity, as a source of
error, 150–151

Intrinsic detector efficiencies, 103–104
Intrinsic energy resolution, of a

scintillator, 31
Invariance, for translation and rotation,

of the x-ray transform, 67
Inverted terminal repeat (ITR), of

adeno-associated viruses, 348
Iodine-124, production of, 206
Ionising radiation, defined, 17

Iron-binding proteins, interaction with
gallium3+, 240–242

Isospin (i), defined, 16
Iterations, effect of, for an ill-conditioned

problem, 76
Iterative algorithms

advantage of, 63
three-dimensional, 86–89

Iterative closest point (ICP) algorithm,
168

Iterative reconstruction, 71–75
to reduce artefacts

due to myocardial uptake of
[18F]-fluorodeoxyglucose, 300

in renal imaging with [18F]-fluoro-
deoxyglucose, 287–288

K
Kaiser-Bessel function, as basis functions

for an image model, 72
Karush-Kuhn-Tucker conditions, on the

cost function, 74
Kinetic Isotope Effect (KIE), 224
Kinetic modeling, tracer, 127–159
Klein-Nishina equation, 24–25
Knockout mice, for drug discovery, 330

L
Lactation, 18F secretion in breast milk

and exposure of a nursing infant,
255

Landmarks, for registration, 165
Laryngeal muscles, [18F]-fluorodeoxy-

glucose uptake by, 300–301
L-DOPA

11C-labeled, neurotransmitter synthesis
rate measured with, 227

18F-labeled, 211
Least-squares estimation of parameters,

139
weighted, 140

Left ventricular function, assessing,
302–303

Lenard, Philipp, 23
Lentiviruses, for gene delivery, 347
Light-output of a scintillator, 31
Likelihood function, for data, iterative

reconstruction, 71–72
Limitations imposed on models, 128
Line of response (LOR), 64–67
Line spread function (LSF), defined, 52
Lipofectin, interaction with

deoxyribonucleic acid, 350
Liposomes, gene delivery using, 350
List-mode data set, 64
Live time, defined, 106
Local correlation, for multi-modality

registration, 170

Local optima, in image registration,
problem of, 172

Locking acrylic dental stent (LADS), for
image registration, 166

Logan graphical analysis, for tracer
kinetic modeling, 147

Long terminal repeat (LTR) regions, of
the retroviral genome, 347

Look-up table, for dead-time correction,
106

Low-density lipoprotein (LDL),
68gallium-labeled, 241

Lumped constant, scaling factor for
relating analog measurements to
desired models, 149

Lung carcinoma, 313–315
Lutetium oxyorthosilicate (LOS) crystal,

for scintillation detectors, 31–32,
194–195

advantages of, 271–272
Lymphoma, staging of, 317

M
Magnetic resonance imaging

geometric distortion in, 174
positron emission tomography

detectors in a scanner for, 181
prior information for positron

emission tomography
reconstruction from, 73

registration of images with positron
emission tomography images,
161–177

Malignancy, diagnosis of, 2–3
Manganese radionuclides for positron

emission tomography, 246
Markers, for image registration,

attachment to skin, 166
Mashing

to sum adjacent data elements, 98
transaxial, 66

Mashing factor, defined, 66
Mass

conservation of, 16
and energy, 14–15

Mass attenuation coefficient (μ/_), 26
Master-slave model for data processing,

89
Mathematical modeling, 127–159
Maximum a posteriori (MAP) estimator

defined, 74
reconstruction using, with parallel data

processing, 89
Maximum-likelihood (ML) estimation, of

tracer distribution, 63
Maximum-likelihood (ML) expectation

maximization (ML-EM), 75–78
Measured attenuation correction,

116–120
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Medicaid and Medicare Services, US
Centers for, indications and
limitations for positron emission
tomography, 3

Medical exposure to radiation, 253–258
Medical Internal Radiation Dose (MIRD)

Committee, Society of Nuclear
Medicine, 254

Melanoma
detecting with fluorodeoxyglucose

positron emission tomography,
274

staging of, 317–318
Mendeleev, Dmitri, 239
Metabolism, mouse and human, proof of

similarity, 339
Metal-based radiopharmaceuticals,

239–242
Metal-mediated reactions, 228–229
Metaloradiopharmaceuticals, for

positron emission tomography,
246

Metal radionuclides, for positron
emission tomography imaging,
237–250

Metastases
breast cancer, whole-body staging of,

319–320
cerebral, positron emission

tomography studies of,
312–313

extrahepatic, of colorectal carcinoma,
316–317

Methionine, 11C-labeled
for cancer diagnosis and management,

2, 231
L-methionine scan for brain

evaluation, 301
scan for brain evaluation, for brain

tumour examination, 313
Methyl iodide, 11C-labeled, for tracer

synthesis, 225–226
Michaelis-Menten equation, 134
parameters from, 144
Michel, Christian, 45
Michelogram, 45

example, 81–82
Microscope Assisted Guided

Interventions (MAGI) system, 173
Microspheres, radioactive, 130
Minimization, of intensity difference

between images, 168–169
Model-based methods, 145–154

defined, 128
Modeling, process of, 128
Models

relationship with reality, 13–14
types of, 130

Moloney Murine Leukemia Virus
(MoMLV), 346

Momentum, of a particle or atom, 16
Monoclonal antibodies (MAbs)

76Br for labeling, 217–218
64Cu for labeling, 244
66Ga and 68Ga for labeling, 240–241
124I for labeling, 218

Monte Carlo simulation, for scatter
correction, 114–116

Movement, effects of, on image quality,
288

Multi-Channel Photo-Multiplier Tube
(MC-PMT), 33

Multi-drug resistance (MDR)
in cancer chemotherapy, 330

gene for, 352
testing in chemotherapeutics, 333

Multi-modality imaging, of gene
expression and therapy, 343–367

Multi-modality registration
head-and-hat algorithm for, 167
by intensity re-mapping, 169
intra-subject, 161
local correlation for, 170
partitioned intensity uniformity for,

169–170
Multiple coincidence, rejection of data

from, 105
Multiple drug resistance gene 1 (mdr-1),

352
Multiple energy window techniques, for

scatter correction, 110
Multiple events, recording of, 42
Multiplexing, of data channels, dead time

due to, 105
Multi-slice data, two-dimensional,

66–67
Multi-wire Proportional Chambers

(MWPC), 29
Muscarinic acetylcholine receptor

(mAChR), [3H]-atropine for
defining, 334–335

Mutual information (MI), for image
registration

defined, 171
in magnetic resonance imaging, 174

Myocardial imaging agents
fluorodeoxyglucose, effect of fasting on

uptake, 274
gallium-labeled, 241–242

Myocardial necrosis, antimyosin 
labeled with 66gallium for
following, 241

Myocardial perfusion, measuring, 3
with technetium isotopes, 245–246
with [13N]-ammonia, 302–303

Myocardial viability, measuring, 3
Myocardium

ischaemic, assessing, 3
normal distribution of 18F-fluoro-

deoxyglucose in, 282–283, 300

N
Naked DNA, for gene transfer, 350–351
“Naked ion” effect, potassium fluoride

example, 207
[13N]-ammonia, to assess myocardial

perfusion, 3, 302–303
National Cancer Institute, 332
National Health Service (NHS), United

Kingdom, 1
National Institute of Mental Health

(NIMH), Alzheimer’s disease
studies at, 337

National Institutes of Health (NIH),
symposium on imaging in drug
development, 328–329

Neck, normal distribution of
18F-fluorodeoxyglucose in, 282

Nerve palsy, effect of, on
18F-fluorodeoxyglucose uptake,
285

Nested models, compartmental, 143
Neurology

patient management in, 7
positron emission tomography

scanning in, 301
Neuroscience, drug discovery in, 331
Neurotransmitter receptors, drug binding

to, and cerebral blood flow,
332–333

Neurotransmitter synthesis rate,
measuring with 11C-labeled
compounds, 227

Neutrino, defined, 21
Nobel Prize, Einstein, 1905, 23
Noise

managing in a maximum-likelihood
expectation maximization cost
function, 76–77

and parameter estimation, 139
Noise equivalent count (NEC) rate

for comparing count rate
performances, 56, 59–60

as a function of activity concentration,
195

in sinogram windowing with reduced
radioactivity in a rod source,
117

Non-Hodgkins lymphoma (NHL), staging
of, 317

Non-human primates, [18F]-FP-TZTP
studies in, 336–337

Non-linear reconstruction algorithms,
variance and resolution with,
78–80

Non-paralysing dead time behavior, 108
Non-small cell lung carcinoma, staging

of, 313–315
Nonstructural proteins, viral, 349
Nonviral methods, of gene delivery,

349–351
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Normal equations, defined, 74
Normalization, 98–105
Normalization coefficients, defined, 98
Nucleophilic reactions

[18F]fluorination , 213
with high specific activity 18F-, 206

Nuclides, positron-emitting, 22
Nyquist frequency, defined, 71

O
[15O]-H2O, for myocardial perfusion

assessment, 302–303
Objective function, in an iterative

algorithm, 73–74
Oblique sinograms, for

three-dimensional data
organization, 80–82

Occupational exposure to radiation,
258–259

Oesophageal tumours, 320
Oncology

drug discovery in, 331
use of positron emission tomography

in, 231, 298–303, 311–325
whole-body imaging in, 273–279

Optimization
of cost functions, 74
in image registration, 171–172

Optimization algorithms, 74–75
Optimization function, least-squares

estimation, 139
Ordered Subset Expectation

Maximization (OSEM) algorithm,
63, 75

iterative reconstruction using, 76–78
with parallel processing, 89

Organ dosimetry, in medical exposure to
radiation, 253–254

Organocuprates, for 11C-labeling of fatty
acids, 228

Orlov’s condition, for the central section
theorem, 82

Ovarian carcinoma, 320–321

P
p16 gene, use in tumour-suppressor

therapy, 353
p53 gene, use in tumour-suppressor

therapy, 353–354
Pair production, interaction of photons

with matter by, 25–26
Palladium, in metal-mediated 11C-C

bond-forming reactions, 227, 228
Pancreatic imaging, with [18F]-fluoro-

deoxyglucose, 289
Parallel-beam sampling, 66
Parallel processing, for image

reconstruction, 88–89

Parallel projections, two-dimensional, for
three-dimensional data
organization, 80

Paralysable dead time component,
107–108

Parameter estimation, 139–141
Parameterization, natural, limitations of,

64
Parity, of particles, 16
Partial volume correction, for

quantitative positron emission
tomography, 121–123

Partial volume effect
corruption of imaging data by, 150–151
defined, 121
in image registration, 164

Particles, subatomic
interaction with matter, 23
physical properties of, 16

Partitioned intensity uniformity, for
multi-modality registration,
169–170

Pathology, variants mimicking or
obscuring, 283

Patient handling system, for a combined
positron emission
tomography/computed
tomography scanner, 190

Patient management, impact of positron
emission tomography on, 1

Patients
contact with, as a source of radiation

exposure, 258–259
preparation of, for fluorodeoxyglucose

scans, 274–276, 298
Patlak plot, for tracer kinetic data

modeling, 146–148
Pauli, Wolfgang, 21
Penalized weighted least-squares method,

74
Peptides, 64Cu for labeling, 244
Performance

considerations for selecting a positron
emission tomography/
computed tomography scanner,
189–196

of positron emission tomography
systems, measuring, 52–60

Perfusion flow, defined, 133
Personal dosimeters, to track staff

exposure to radiation, 259
P-glycoprotein, multi-drug resistance

mediated by, 330
Phoswich detector, for determining depth

of interaction, 38
Photo-detectors

arrangement of, for depth of
interaction determination, 38

for positron emission tomography,
32–35

photodiodes, for scintillation
detectors, 33

Photoelectric effect, 23–24
Photo-multiplier tubes (PMTs), for

measuring scintillation light,
32–33

Photons
attenuation of, 26–29
defined, 15
description of, 17–18
energy emitted in positron-electron

annihilation, 15
interactions with matter, 23–26

pH-sensitive liposomes, for gene delivery,
350

Physical space, registration of images to,
161–163

Physics, in positron emission
tomography, 13–39

Physiological measures, validation of,
144–145

Physostigmine, acetylcholine competition
studies using, 337

Pitfalls, in positron emission
tomography/computed
tomography imaging, 290–292

Planck, Max, 14–15
Planck’s constant (h), 15
Planning for a positron emission

tomography service, 297
Platelets

55Co-labeled, 246
68Ga-labeled, 241

Point response, defined, for non-linear
reconstruction, 79

Point spread function (PSF)
defined, 52
for partial volume correction, 122–123

Poisson data, images reconstructed from,
advantages, 77

Poisson distribution
as a cost function, 75
for measurement noise, in discrete

filtered-backprojection, 70–71
for time-of-arrival of events, 107–108
variable for the number of coincident

events, 64
Poisson model, shifted, 72

maximum-likelihood expectation
maximization algorithm for, 
78

Position Sensitive Photo Multiplier Tube
(PS-PMT), defined, 33

Positron decay, 21–23
Positron-electron annihilation,

properties of, 19
Positron emission tomography

for drug discovery and development,
327–341

historical perspectives on, 179–180
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scanner for positron emission
tomography/computed
tomography

design concept, 181–183
in oncology, 322
perspectives, future, for, 199–200
prototype instrument, 182
physical performance of, 182, 191

setting up a service for, 296
Positronium, defined, 21–22
Posterior probability distribution, as the

cost function for an iterative
algorithm, 73–74

Potassium-38 ion, as a tracer for
myocardial perfusion and as a
cerebral tracer, 246

Powell optimization, for the
head-and-hat algorithm, 167

Precursors, for labeling with 11C,
production of, 225–226

Pregnancy, exposure of an embryo or
fetus to radiopharmaceuticals,
255–257

staff exposure, 259
Primary tumour, identifying, 3
Prior distribution, in the image model,

72–73
Processing

of coincidence events, dead time in,
105

in modeling, 128
Procrustes problem, solution of, for

image registration, 166–167
Prodrugs, labeled, for delivery of a

labeled drug, 224
Projection slice theorem. See Central

section theorem
Proliferation marker agents, for evaluating

tumour response to treatment, 331
Prompt events

count rate for, 42–43
defined, 41

Proportional chamber, for radiation
detection, 29

Prostheses, artefacts due to, 289
Protection from radiation, for the

positron emission tomography
technologist, 305. See also
Shielding

Proteins
64Cu for labeling, 244
66Ga and 68Ga for labeling, 240–241

Protocols, for routine clinical positron
emission tomography/computed
tomography imaging, 196–199

Proton, production of a neutron from, by
positron decay, 21

Psychiatry, medical management in, 7
Public, exposure to radiation from

patients, 260, 308–309

Pulmonary nodules, solitary, determining
malignancy of, 313

Pulse pileup, dead time due to, 105
Purine derivatives, 18F incorporated in,

214–215

Q
Quanta, defined, 15
Quantitative techniques, 93–126
Quantum Efficiency (QE), of a

photo-multiplier tube, defined, 33
Quenching, in scintillation, defined, 30
Quinuclidinyl benzilate (QNB), for work

on muscarinic ligands, 334–335

R
Raclopride, 11C-labeled, for equilibrium

studies of dopamine, 149–150
Radial sampling, 43–45
Radiation, 17–19

detection of, 29–39
interaction with matter, 23–29
particulate, 19–23
scattered, characteristics of, 108–109

Radioactive decay, 19–20
correcting for, 139
See also Half-life

Radioactivity, outside the field of view,
60–61

Radiochemistry
11C, progress in, 223–236
18F, 206–218

Radiohalogens
for positron emission tomography

imaging, 203–222
production of, 204–206

See also Fluoro entries
Radiolableling 

radiofluorination, SN2 reactions for,
206–211

radiotracers
characteristics of, 129
for drug discovery, 331–332

studies with 94mTc, 245–246
Radionuclides

76Br, production of, 206
11C, production of, 225–229
half-life of, defined, 19–20
for oncology applications, 311
labeling with, strategies, 223–225
for positron emission tomography,

327
Radiotherapy, effect of, on PET scans, 297
Ramp filter kernel, defined, 69
Random coincidences

as a constraint on radiopharmaceutical
dose, 276–277

correction for, 93–98

in positron emission tomography
detectors, 35–36

precorrecting data for, in iterative
reconstruction, 72

recording of, 41–42
Random errors, factors affecting, 150–151
Random event field fraction (f), defined,

56
Rate constants

defining, 131
model, interpretation of, 133

Ratio of image uniformity (RIU)
algorithm, for image registration,
169

Rat studies, for work on muscarinic
ligands, 335

Reaction rate, of biological processes, and
choice of radionuclide, 224

Rebinning algorithms, 63
three-dimensional analytic

reconstruction with, 83–85
Receptor binding radiotracer,

pharmacologic definition of,
334–335

Receptor-ligand binding, in a
compartmental model, 134–135

nonlinear, 138–139
Receptor occupancy, studies of

antipsychotic and antidepressive
drugs, 231

Reconstruction time, with iterative
methods, 63

Recurrence
of disease, detection of, 2
of lung carcinoma, evaluating, 315
of rectal carcinoma, 317

Reference region, for mathematical
modeling, 148

Regional cerebral blood flow (rCBF),
measuring with 15O water,
332–333

Region of interest (ROI)
relationship between measurements

and parameters of interest in,
127

using in partial volume corrections, 123
Renal cell carcinoma, staging of, 321
Renal function, assessing with 55Co

compounds, 246
Reporter genes, imaging expression of,

355–360
Reproducibility, in validating a model,

144–145
Reprojection algorithm, for

three-dimensional positron
emission tomography, 48–49

steps of, 83
Rescaled block-iterative maximum

likelihood expectation
maximization, 77
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Resolution
improvement in, and related sensitivity

change, 58
loss of, due to undersampling, 66

Resolution recovery, for partial volume
correction, 121–122

Resolving time, defined, 93–94
Respiration, effect of, on alignment of

images, 185–186, 196–197
Rest mass, electron, 15
Retinoblastoma (Rb) gene, use in

tumour-suppressor therapy, 353
Retrospective registration, 166–167
Retroviruses, gene delivery using,

346–347
Reversible binding, model-based

approaches suitable for, 152
Rhenium, as an alternative to technetium

in radiopharmaceutical
investigations, 245

Ribonucleic acid (RNA), delivery to host
cells by viruses, 345

Richardson-Lucy algorithm for image
restoration, 75

Rigid body transformation, for image
registration, 164–165

Robustness, of an algorithm, 172
Röntgen, Wilhelm, 19
Rotating rod source, advantages of, 117
Rotational sampling, sensitivity variation

in, 98
Row action maximum likelihood

(RAMLA) algorithm, 77
Rubidium-82

to measure myocardial perfusion, 3
for mimicking potassium for

myocardial studies, 246
rubidium-82/strontium-82 generator,

239
Runge-Kutta method, for numerical

integration, 139
Rutherford, Ernest (Lord), 14

S
Safety issues, in gene therapy, 354–355
Sarcomas, bone and soft tissue, 321
Scaling, for attenuation correction,

183–184
Scanners

calibration of, 123–124
dual modality, positron emission

tomography and computed
tomography, 119–120

errors in, correction for image
registration, 173–174

Scatchard transformation, of the
equilibrium binding constant, 328

Scatter correction, 108–116
Scatter fraction, 56–58

Scattering
of photons, 26–29
recording of events, 42

Schwarz criterion, for determining model
goodness-of-fit, 142

Scintillation detectors, 30–35
Scintillators, for positron emission

tomography
physical properties of, 31
properties of, 194–195

Segmentation algorithms,
threshold-based, for modifying
images before attenuation
correction, 197

Segmented attenuation correction,
120–121

Selection, of model-based methods,
152–153

Semi-conductor chambers, for radiation
detection, 29–30

Semiliki Forest Virus (SFV), for gene
transfer, 349

Sensitivity
absolute measurement of, 59
effects on, of direct normalization, 101
in the multiple energy window

approach to scattering, 111–112
of positron tomographs, 58–60
of a scanner, factors affecting, 43
variations in, 37–39

Septa
effect of

on line of response sensitivity, 101
on radiation outside the field of view,

60–61
retractable, for direct measurement of

scatter, 109–110
Septal shadowing, effect of, on sensitivity,

47–48
Sequential dual tracer neurological

studies, 302
Serial image registration, intra-subject,

161
Serum albumin microspheres,

gallium-labeled, 240–241
Shading artefacts, in positron emission

tomography and computed
tomography, 174

Shallow dose equivalent (SDE) of
radiation, 252

Shannon’s sampling theory, 66
Shannon-Weiner entropy, as a measure

of mis-registration, 171
Shielding

design of, for positron emission
tomography, 261–263

of the sources to protect healthcare
workers, 258, 305–306

of the subject to reduce radioactivity
outside the field of view, 60–61

Sievert (Sv), unit of equivalent dose and
effective dose of radiation, 251

Signal amplification, from improvement
in resolution, 58

Signal readout, arrangement of
scintillation crystals and
photo-detectors for, 33–34

Signal-to-noise characteristics, effect of
model-based methods on, 153. 
See also Noise equivalent count
(NEC) rate

Simulation-based scatter correction,
113–116

Sindbis virus, for gene transfer, 349
Single event, conversion to a paired

coincidence event, 41
Single photon emission computed

tomography (SPECT)
differences from positron emission

tomography, 28–29
multiple energy techniques for

estimating scatter in, 110
physical and electronic collimation in,

117
radionuclides for, 327

Single photon scintigraphy, for studies of
inhaled compound deposition,
230–231

Single program multiple-data (SPMD)
model, for data processing, 89

Single-scan techniques, 148–149
Single-slice rebinning (SSRB) algorithm,

84–85
Singles rates, estimates from, to correct

for random coincidences, 95–96
Singles transmission data, for attenuation

correction, 117–119
Sinogram data and sampling, 64–66
Sinograms

for data presentation, 49–50
direct, Fourier transforms of, 85
oblique

Fourier transforms of, 85
for three-dimensional data

organization, 80–82
for randoms, 97

Sinogram windowing, 117
Site of disease, identifying, 3
Skeletal muscle uptake, of

18F-fluorodeoxyglucose, 283–284
Society of Noninvasive Imaging in Drug

Development (SNIDD), 328–329
Society of Nuclear Medicine, Medical

Internal Radiation Dose (MIRD)
Committee, 254

Sodium iodide (NaI), thallium-activated,
for scintillation detectors, 30,
194–195

Sodium Iodide Symporter (NIS) gene
transfer, 359
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Software integration, for a positron
emission tomography/computed
tomography scanner, 190–191

Solid angle effects, on sensitivity, 99–100
Solvents, effects on SN2-type reactions,

207
Somatostatin analogs

64copper-labeled, 244
68gallium-labeled, 240

Somatostatin type-2 receptor (SSTr2), as
a reporter gene, 358–359

Sources, of dead time, 105–106
Space Alternating Generalized

Expectation Maximization, for
three-dimensional data, 87–89

Spatial correspondence, concept of, for
image registration, 164

Spatial resolution, measuring, 52–53
Special Theory of Relativity (Einstein), 15
Specific activity, defined, 20
Specificity, of gene therapy, 351–353
Spectral analysis, for parameter

estimation, 141
Spills, radioactive, managing, 263
Spin (s), of a particle, 16
Spread function, defined, 52
Staff 

exposure to radiation from
radionuclides in a clinical
setting, 251–253

for a positron emission tomography
service, 296

Staging
of disease, 2
of metastatic colon cancer, 315–317
of primary colorectal cancer, 315

Standard errors, using, 141
Standardized Uptake Value (SUV)

for contrast agents, 197
inaccuracy in, from soft-tissue

injection of
18F-fluorodeoxyglucose, 288

for interpreting images, 279
Standard Model, of elementary particles,

16–17
Standards, for positron emission

tomography performance, 52
State-of-the-art positron emission

tomography/computed
tomography systems, second and
third generation, 191–196

Statistical distribution, of line of response
data, 71–72

Statistical error, in non-linear
reconstruction, 79

Statistical noise, in the input function,
effects parameter estimation, 151

Steady state, in a compartmental model,
132

Stille reaction, for 11C-labeling, 228

STIR project, 89
Stochastic models, 130
Stopping power, of a scintillator, 30–31

and sensitivity, 37–38
Stretched time, for a Patlak

transformation, with a variable
input function, 146–148

Structural alignment, effects of, on
sensitivity, 100–101

Structural misalignment, factors affecting
sensitivity, 104–105

Suicide gene
for managing risk of recombination

between a vector and disease
virus, 347

therapy using, 353
Sum of absolute differences, to register

images, 168–169
Sum of squares of difference (SSD)

image, 168–169
Surface-based registration, 167–168
Surgery, image-guided, registered

positron emission tomography
images in, 173

Surrogate cost functions, in optimization,
75

Synthetic considerations, in 11C-labeling,
224–225

Systematic error (bias), in non-linear
reconstruction, 79

Système International d’Unites (SI)
units

for energy, joule (J), 15
for radioactivity, becquerel (Bq), 19

System matrix, combining the image
model and the data model in, 73

T
Tail fitting corrections

for random coincidences, 95
for scatter correction, 109

Talairach space, for image registration,
165

Target registration error (TRE), for
determining registration accuracy,
175

Teamwork, in a positron emission
tomography unit, 295

Technetium, 244–246
cyclotron production of 94mTc, 238

Technical issues, for gene therapy, 344
Technologist, perspective of, 295–309
Therapy

gene, multi-modality imaging in,
343–367

measuring response to, 2–3, 321–322
(1,2,5-Thiadiazol-4-yl)-tetrahydro-1-

methylpyridine (TZTP), 3-alkyl-
for work on muscarinic ligands, 335

Thiosemicarbazones, copper bis, tracers,
243

Third generation positron emission
tomography/computed
tomography scanner, 195–196

Thomson, JJ, 14
Three dimensional positron emission

tomography
for increasing sensitivity, 46–49
scatter in, compared with

two-dimensional positron
emission tomography, 57–58

Thymidine 
analogs of, radiolabeled

to assess anticancer agents, 332–333
as substrates for reporter genes, 356

33-deoxy-33-[18F]fluorothymidine
production, 209

18F-labeled, for assessing drugs for
tumour shrinkage, 331

Thyroid carcinoma, metastatic, 321
Time-activity curve (TAC), whole brain,

337
Time duration, of radiolabeling and

validation, 338–339
Time-of-flight 

electronics to reduce the impact of
radioactivity outside the field of
view, 60–61

measurement of, 36
Time window, alignment of

factors affecting, 104
and sensitivity, 100

Timing resolution, of a detector for
positron emission tomography,
35–36

Tissue dosimetry, in medical exposure to
radiation, 253–254

Tissue-specific promoter sequences, for
gene transfer, 351–352

Tracer kinetic modeling, 127–159
Tracer principle, 328
Tracers

line integrals of distribution, for
modeling two-dimensional
data, 64–65

and models, 129–130
producing with 11C, 225–229
See also Radiolabeling

Training for positron emission
tomography technologists, 295

Transaxial geometric factors, radial
profile describing, 104

Transcriptional units of the retroviral
genome, 347

Transformations, 164–165
of registration, 164

Transplantation, cardiac, 3–7
Trends, in whole-body tomography,

271–273
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Triamcinolone acetonide, study of
inhalation of, with positron
emission tomography, 330

Triple energy window (TEW) technique,
for scatter correction, 111–112

Triplet production, defined, 26
True coincidence, recording of, 41
Tube of response, 64
Tumour-suppressor gene therapy,

353–354
Tumours

malignant,
1-amino-3-[18F]fluorocyclobuta
ne-1-carboxylic acid for
visualizing, 208

response to therapy
in humans, evaluation with

[18F]-fluorodeoxyglucose, 332
monitoring, 321–322

Two-vector administration, for gene
therapy, 361–362

Tryptophan, 5-Hydroxy-L-, 11C labeled,
227

Tyrosine, fluoro-L (FLT), 18F-labeled, 2

U
Undersampling, to reduce data storage

requirements and computing
time, 66

Uniformity, testing, to evaluate
performance, 60

Useful model, defined, 141–142

V
Valence band, of a crystal lattice, defined,

30
Validation

of FP-TZTP as an M2 subtype selective
radioligand, 339

of a model, 128
of physiological measures, 144–145
of registration algorithms, 174–175
of registration images, of the head,

168–171
Variance

from count data, 140
of the maximum-likelihood

expectation maximization
reconstruction, 80

Variance reduction
fan-sum algorithm for, 103–104
for randoms, 96–98

Variants, normal, in whole-body
imaging, 281–293

Vectors, for gene delivery, list, 345
Viral delivery systems, 345–349
Visual inspection, to assess registration

results, 175
Volume of distribution, and diffusible

tracers, 134
Voxel similarity-based registration,

168–171

W
Wave-particle duality, 17
Weighted least-squares estimation,

defined, 140
Well-mixed assumption, for a

compartmental model, 132
Whole-body dose of radioactivity, staff

exposure, 306–308
Whole-body positron emission

tomography imaging, 267–280
artefacts in, 281–293

X
X rays, 18
X-ray transform

inverse, ill-posedness of, 69–71
for mapping a function onto its line

integrals, 65
properties of, 67

Y
Yttrium-86

cyclotron production of, 238
for studying bone metastases, 246

Z
Zoom factor, defined, 72
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