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Preface

The understanding of the complex interaction between soil hydrology, agricultural land use
and management is critically important for sustaining soil and water resources and agricul-
tural production. Agriculture is strongly affected by changes in soil hydrology as well as by
changes in land use and management practices. Soil Hydrology, Land Use and Agriculture:
Measurement and Modelling addresses past, present and future issues and challenges related to
the measurement and modelling of hydrological properties and processes. Soil hydrological
properties and processes vary at multiple scales — starting from the scale of a single pore, up to
the scale of a pedon, to multiple pedons and to landscape to the pedosphere scales — and are
also influenced at each of these scales by human activities, land use and management practices,
and natural or management-related perturbations. Soil hydrological properties and processes
are usually linked non-linearly, with complex interactions driven by the soil-plant-atmosphere
continuum.

This book presents some of the complex interactions between soil hydrology and land use
management changes on a watershed scale, and determines the influence of these changes on
soil, water and solute dynamics within the vadose zone. The book synthesizes information on
several existing soil hydrological models, their capabilities, theories and input requirements,
addresses the consequences of land use and management changes for agriculture and presents
research results including those from field measurements and modelling. The book also
attempts to present results on the possible impacts of climatic change on soil hydrological
processes and, to a limited degree, on its impacts on agriculture.

Over the past decade, several attempts have been made to understand the impact of
changes in land use management and soil hydrology on agriculture. These efforts include
extensive field measurements and the use of physically (or semi-physically) based distributed
models to quantify interactions between soil hydrology and agriculture. This book is designed
to bring these two aspects together in such a way that it presents the state of the art on these
issues. The book covers the application of physically based distributed hydrological models
under various ecological and climatic conditions and scales in much greater detail than is
available in any peer-reviewed journal article.

This book comprises 19 chapters which start with an introduction to soil hydrology and the
application of hydrological models on a mesoscale, while listing the variability of hydrological
properties and some of the past, present and future challenges associated with soil hydrology
(Chapters 1-2). As there are a number of soil hydrological models that are in the public domain,
the book presents a detailed overview of some of these physically/semi-physically based

Xi
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models (Chapter 3), followed by case studies on the application of some of the models to deter-
mine the impact of land use and management on various soil hydrological parameters under
different climates and ecosystems (Chapters 4-11). The book presents case studies relating to
soil water and nutrient management for the sustainable use of agricultural sources (Chapters 12-14),
lists different climate data sets for soil hydrological modelling (Chapter 15) and discusses the
influence of climate change on soil hydrology, soil erosion, and agriculture (Chapters 16-19). The
book provides the state of the art on hydrological models and is a useful reference for graduate
students and scientists working on the interface among soil physics, soil hydrology, land use
management, agricultural engineering, agronomy, natural resources and climate change. It also
advances our understanding of complex, linked non-linear interactions among soil hydrological
properties and processes, and familiarizes the scientific community with the diverse applications
of these models.

The editor would like to thank CAB International for its efforts in publishing this book.
Special thanks are due to Gwenan Spearing, Claire Parfitt, Sarah Mellor, Meredith Carroll,
Shankari Wilford and Everild Haynes from CAB International for support in getting the book
published on time. The editor also wants to thank New Mexico State University Agricultural
Experiment Station. Thanks are due also to several of my faculty colleagues from various
institutions across the USA for their time and suggestions as reviewers of the manuscripts, and
to students for their help in putting together some of the material for the book. I would also
like to thank my parents, my wife Neeta and sons Utkarsh and Amogh for their support, under-
standing and constant encouragement.

Manoj K. Shukla



1 Introduction to Soil
Hydrology: Processes and Variability
of Hydrological Properties

Manoj K.

Shukla*

Introduction

The term hydrology is derived from the Greek
words ‘hudor’ and ‘logos’, which mean ‘water’
and ‘study’, respectively. Thus, the simplest
definition of hydrology can be that it is a
branch of science pertaining to the study of
water. A much more comprehensive defini-
tion of hydrology could be that it is a branch
of science that encompasses the study of the
occurrence, distribution and movement of, and
of changes in the quantity, quality and state of
atmospheric, surface, soil-borne, plant-borne
and subsurface water on earth.

Water is one of the most dynamic enti-
ties on the earth. It can stay in all three forms,
liquid, solid and vapour, at the same time and
at room temperature. The path that water
takes through the environment in all these
three forms is represented by the hydrologi-
cal cycle, which describes the continuous
movement of liquid, vapour and/or solid
(ice) water in the atmosphere, on the soil
and on plant surfaces and through the soil
and plant surfaces. Different components of
the hydrological cycle are grouped into pre-
cipitation, interception, snow melt, surface
runoff, infiltration, percolation, deep percola-
tion, subsurface flow, evaporation, transpira-
tion (or evapotranspiration), condensation,

* Corresponding author: shuklamk@nmsu.edu

return flow, etc. Sun or solar energy is the
driving force for the hydrological cycle, and
the overall total mass of water on earth stays
fairly constant over time. However, the resi-
dent time for water in these different storage
components varies from a few days (water
vapour) to several thousand years (deep
groundwater, ice on the poles) (Table 1).
Various components of the hydrological cycle
are strongly influenced by human activities —
such as changing land use from natural for-
est to agriculture, from agriculture or forest
land to urban land, by the construction of
reservoirs and dams, by deforestation and
afforestation, and by changing from mechani-
cal tillage to no-tillage or from tillage or
no-tillage to conservation tillage, etc.

Soil, the interface between the lithosphere
and the atmosphere, is the most basic resource
that interacts with the biosphere and the hydro-
sphere to support life on earth. The interac-
tion of the soil with the various components
of hydrology is important for the hydrologi-
cal cycle and is known as soil hydrology. Soil
hydrology has a strong influence on the water
uptake and release by plants during photo-
synthesis. Thus, soil hydrology can also be
defined as study pertaining to agricultural
water management. Soil hydrology takes into
account all of the components of water related

©CAB International 2011. Soil Hydrology, Land Use and Agriculture (ed. M. Shukla) 1
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Table 1.1. Average residence time of water

in different stores (Source: http://www.
PhysicalGeography.net. Chapter 8: Introduction
to the Hydrosphere. Accessed: 8 February 2010).

Residence time (years

Storage unless stated otherwise)

Antarctica 20,000

Deep aquifers 10,000
(may be confined)

Oceans 3,200

Shallow aquifers 100-200
(unconfined)

Lakes 50-100

Glaciers 20-100

Snow cover 2-6 months
(mostly seasonal)

Rivers 2-6 months

Soil moisture 1-2 months

Atmosphere 9 days

to irrigation and drainage, percolation and
recharge to groundwater, capillary rise, root
and plant water uptake and release, evapora-
tion from soil and plants, and transpiration.
The fate of the total amount of water applied to
the soil as irrigation or natural rainfall is usu-
ally determined by taking into account all the
different components of the hydrological cycle
and conducting a water balance study.

Water Balance Components

In hydrology or soil hydrology, we usually
use a water balance equation that takes into
account all of the water that goes in or out of
the system. The general water balance equa-
tion is expressed as:

Water in = Water out + Change in water
storage

Water balance can be subdivided into several
categories, such as surface water balance,
groundwater balance or root-zone water
balance, depending upon the purpose of the
study as well as on the user — namely, hydrol-
ogist, soil scientist, agronomist, groundwater
hydrologist, etc. Usually, components related
to soil, plant and atmosphere are present in
most water balance equations.

The surface water balance equation
involves components of the hydrological cycle

and components of soil and plants, and is
expressed as follows (Fig. 1.1):

Precipitation + Irrigation + Snow melt =
Evaporation + Transpiration + Surface
runoff + Infiltration + Change in storage of
surface water above ground surface

The root zone is the maximum depth at
which the roots of a plant of interest can be
found. The root-zone water balance involves
all the water that can move in and out of the
root zone and can be expressed as follows
(Fig. 1.1):

Infiltration + Capillary rise from below
root zone = Evaporation + Trans-
piration + Percolation below root zone +
Change of water storage of root zone

The transition zone can be defined as the
part of the vadose zone immediately below
the root zone that extends to the water table.
The water balance equation for the transition
zone can be written as (Fig. 1.1):

Percolation (below root zone) + Seepage
(into transition zone) + Capillary rise
from water table = Capillary rise into root
zone + Subsurface drainage + Deep drain-
age into groundwater table + Change of
water storage of transition zone

Similarly, water balance equations can be
written for the water that moves in and out of
aquifers, both confined and unconfined. Aquifer
water balance will involve part of the applied
water that joins the aquifer as well as that
which leaves via either pumping or seepage.

Importance of Soil Hydrology

Soil hydrology can also be called vadose zone
hydrology, soil physics or environmental soil
physics. Soil hydrology can be defined as a
systematic study of the physical properties of
the soil environment, also known as the vadose
zone, and the associated physical processes
taking place within the vadose zone from
the air—soil interface to the soil-groundwater
interface. It includes the measurement and
prediction, as well as the modelling, of vadose
zone properties and processes for a variety of
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Fig. 1.1. Components of water balance on the soil surface and in the root zone and the transition zone.

ecosystems and land-use and management
systems, in relation to the functions of value
to the sustenance of life on earth.

Important soil hydrological processes
are: infiltration, drainage, water redistribu-
tion within the vadose zone, evaporation,
transpiration and deep percolation (Fig. 1.1).
All of these processes occur at the micro-
scopic or pore scale within the vadose zone
and are primarily governed by the amount,
orientation, size, distribution and connectiv-
ity of pores, but not just by the total micro- or
macroporosities. The geometry and connec-
tivity of pores have a profound influence on
water retention and transport through the
vadose zone, which is a complex network of
irregular interconnected and tortuous flow
channels. The pores can be formed as a result
of the natural arrangement of particles, micro-
or macro-aggregates, swelling and shrinking of
soils, meniscus pressures, physical and chemi-
cal reactions, and biological activities, including
root growth, migration and decay, earthworm
and other soil-borne animal activities, and
human activities related to management and
land use. Soil water storage and transport
can also be influenced by the type of vegeta-
tion, geology and chemistry of the vadose zone.
Thus, soil hydrology is an interdisciplinary field
that interacts closely with hydrology, physics,

chemistry, engineering, environmental sci-
ence, pedology, soil science, mathematics,
geostatistics and plant science, among others
(Lal and Shukla, 2004) (Fig. 1.2). Soil hydro-
logical processes are important components
of the water budget and directly influence
plant growth and sustenance. Soil hydrology
addresses practical problems encountered by
practitioners, researchers and farmers in real-
life situations, and in collaboration with other
disciplines plays a pivotal role in human
endeavour to sustain agricultural productiv-
ity while maintaining soil, water and envi-
ronmental quality. With the world population
growing at a rapid rate, the importance as well
as the role of soil hydrology is becoming criti-
cal for not only sustaining or increasing total
grain production but also maintaining water
and environmental quality, thus maintaining
life on earth.

An understanding of soil hydrology prin-
ciples and processes is important for maintain-
ing environmental quality (Fig. 1.3). Surface
soil physical properties control the infiltration
of water into the soil and thus are important
for causing surface runoff and soil erosion.
Runoff water may contain dissolved or sus-
pended sediments as well as chemicals and
nutrients. These pollutants can be transferred
to surface water resources such as lakes, ponds
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Fig. 1.2. Interactions of soil hydrology with other disciplines. Note: several disciplines included on this

figure can also interact directly with each other.

or rivers, so soil hydrology is important for
maintaining the water quality of surface water
bodies. Vadose zone soil physical properties
control the storage and movement of water
and dissolved chemicals or nutrients through
the profile, and control the migration of con-
taminants towards the groundwater. Thus,
knowledge of soil hydrology is important for
preventing groundwater contamination. Soil
physical properties and surface soil moisture
contents also control the migration of fine
dust particles into the atmosphere. The high
specific surface area associated with these fine
dust particles means that they can also carry
with them other chemicals that are sorbed on
the surface of these particles. Consequently, in
controlling the concentration of airborne par-
ticulate matter, soil hydrological properties
are an important component of air quality.
Soil hydrological properties are greatly
influenced by land use and management. For
example, intense tillage can cause the break-
down of aggregates, the creation of a plough
layer, an increase in soil bulk density with

attendant lowering of porosity, reductions
in soil water storage and transport through
pores, and the exposure of organic matter to
degradation, thus causing an overall decline
in soil quality which can lead to a decline
in agricultural productivity. In contrast, no-
tillage or conservation tillage can have the
exactly opposite outcome, and can improve
soil quality and increase agricultural produc-
tivity. Land management practices can also
influence greenhouse gas emissions from
agricultural fields. The applications of nitrog-
enous fertilizers, along with excess water
application, can increase N,O emissions from
the soil. Similarly, depending upon the qual-
ity of biomass and on management practices,
CO, and CH, emissions can increase and
degrade environmental quality. The preserva-
tion of the resource base and of environmental
quality is immensely important for sustaining
life on earth. The degradation or aggradation
of groundwater quality, surface water quality,
air or environmental quality and soil quality has
a profound influence on the productivity and
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Fig. 1.3. Influence of soil hydrology on groundwater, surface water, air and soil quality, and overall quality

of life on earth.

sustainability of agriculture, and on human
and animal health, and thus have a pro-
found influence on the overall quality of life
on earth.

Variability of Soil Hydrological
Properties

Soil hydrological properties show both short-
and long-range variability, and are multi-
variate in nature (Nielsen et al., 1973). Soil
hydrological properties are greatly influenced
by intrinsic factors of soil formation as well as
by extrinsic factors associated with land use
and management, and vary both in time and
space (van Es, 2002). Intrinsic variability is

caused by pedogenesis and usually takes place
at large timescales. The variability caused
by the pedogenetic processes is described as
regionalized, with nearby areas considered
to be more similar than areas that are further
away (van Es, 2002). In contrast, the variabil-
ity caused by extrinsic factors can take effect
relatively quickly and cannot be treated as
regionalized.

In addition to these known sources of
variability, decisions and choices made by
investigators during sampling, sampling
designs, availability of resources, number
of investigators involved in sampling and
analysis, skill level of investigators, type
and quality of tools and equipment used
to collect samples and analyses, scale of the
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domain, availability of time, accessibility of
sites, criteria of success and assumptions
made during sampling and analysis have
profound influences on variability. Methods
of measurement also strongly affect variabil-
ity; for example, infiltration rates measured
using a single ring may produce signifi-
cantly different mean and standard errors
from those measured using a double ring.
Sample support can also influence variabil-
ity; for example, increasing or decreasing the
size of the infiltrometer rings can change the
mean, variability and amount of the infiltra-
tion rate. Similarly, hydraulic conductivity
measured in the field could show a much
larger variability than that measured in the
laboratory.

Vadose zone hydrological processes are
usually represented by state variables rep-
resenting the state of the soil at that loca-
tion and time, and can be explained on the
basis of various hydrological properties. For
example (see Table 1.2), the process of water
redistribution through a soil profile can be
represented by state variables — matric poten-
tial and soil water content, and by hydrologi-
cal properties — hydraulic conductivity and
soil water diffusivity or capacity (van Es,
2002). Similarly, the process of infiltration
can be described by state variables — matric
potential, soil water content, and by hydro-
logical properties — hydraulic conductivity
and texture.

Soil properties and state variables influ-
ence the variability of soil hydrological proper-
ties in many different ways. Depending upon
whether a state variable or a soil property is
measured or estimated, and upon the method
used for measurement (laboratory, in situ or
field) or estimation (inverse modelling, pedo-
transfer functions), there can be profound influ-
ences on variability (Nielsen and Wendroth,
2003). A process can be influenced by a single
state variable and by multiple hydrological
properties simultaneously. The variability of
the associated individual hydrological prop-
erties can also be highly dissimilar, and dif-
ferences can range from very low to several
orders of magnitude. In addition, some of the
properties could have low spatial variability
but high temporal variability, while others
could display the exactly opposite behaviour.

Indices for Expressing Variability

The variability of a soil hydrological property
can be expressed by range, interquartile range,
variance, standard deviation, coefficient of
variation, skewness and kurtosis. Range,
the difference between the largest and the
smallest value, is commonly used to express
variability, but it does not truly describe the
characteristics of the data sets, especially if
there are outliers. Interquartile range provides

Table 1.2. Soil processes, state variables and associated soil hydrological properties.

Process State variables Properties
Aeration Porosity, matric potential, Air permeability, air content
water content
Infiltration Matric potential, water content Hydraulic conductivity, texture
Evaporation Matric potential Isothermal and thermal conductivity

Water redistribution

Water retention
Heat flow

Porosity, water content
Soil temperature

Chemical transport

Adsorption Osmotic potential

Matric potential, water content

Water content, particle size

Unsaturated hydraulic conductivity,
soil water diffusivity

Texture, aggregation, pore size distribution

Thermal conductivity, specific heat capacity,
thermal diffusivity

Clay content, apparent dispersion
coefficient, retardation factor, decay/
production coefficients, pH

Specific surface area, specific charge, pH
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a measure of variability of the middle 50%
of values and is slightly better than range at
eliminating the outliers at both ends of the val-
ues. Variance, the second moment about the
mean, is the average of the square of devia-
tions of a value from the mean (also known
as the first moment), standard deviation is the
square root of variance, and the coefficient of
variation is the ratio of standard deviation and
mean. Standard deviation is also known as the
measure of absolute variability, whereas coeffi-
cient of variation is a measure of relative varia-
bility. Skewness is calculated as the ratio of the
third moment about the mean and standard
deviation, and is a measure of the asymmetry
of the probability distribution of a random var-
iable. Kurtosis, the ratio of the fourth moment
about the mean and standard deviation, is a
measure of the peakedness of the probability
distribution of a random variable. A higher
peakedness means more variance, probably
as a result of outliers (Isaaks and Srivastava,
1978; Nielsen and Wendroth, 2003).

Indices of statistical variability of some
soil hydrological properties for soils under
agricultural cropping systems under differ-
ent land-use and management systems for
some states situated in the mid-west, east,
south and south-west USA are presented in
Tables 1.3-1.9. In general, data presented in
these tables show that saturated hydraulic
conductivity (K)) displayed the greatest varia-
bility expressed as coefficient of variation (CV)
across sites, although some of the important
hydraulic properties affecting K, such as total
porosity (TP) and field capacity water content
(FC), showed much smaller variability across
these sites. Such behaviour supported earlier

observations that pore size, shape and connec-
tivity are more important than TP. The data in
these tables also show that for some individ-
ual soil properties, such as bulk density (BD),
and silt and clay contents, CVs were linearly
related to their range across different fields;
however, for some others, including available
water content (AWC), FC, K, and TP across
different fields, CVs were not related to their
range at all. Similarly, no stochastic correlation
was seen between the CV and the size of the
field. This could be the result of small sample
size, but could also be the result of the multi-
scale variability of individual soil properties
across these domains.

Influence of Sample Support on
Saturated Hydraulic Conductivity

Saturated hydraulic conductivity is one of
the most important parameters for soil-
water—plant interactions, and for water and
solute movement and retention through
the soil profile. It is a critically important
parameter for estimation of various other
soil hydrological parameters necessary
for modelling flow through the naturally
unsaturated vadose zone. Among different
soil hydrological properties, K is reported
to have the greatest statistical variability by
several authors (Biggar and Nielsen, 1976;
Jury, 1989; Webb et al., 2000; Shukla et al.,
2004a,b; Igbal et al., 2005). The variability
of K, is associated with soil types, land use,
position on the landscape, depth, instru-
ments and methods of measurement, and

Table 1.3. Indices for statistical variability of soil hydrological properties from a 6 ha field under

agriculture in Central lowa (Cambardella et al., 1994).

Property? Mean Median Var.b Cve Min.p Max.? Range
Sand 33.0 33.0 5476.0 74.0 2.2 3.0 58.0 55.0
Silt 34.0 31.0 144.0 12.0 0.4 12.0 72.0 60.0
Clay 33.0 31.0 169.0 13.0 0.4 6.0 66.0 60.0
BD 1.3 1.3 0.0 0.2 0.1 0.9 1.6 0.8
WSA 59.0 59.0 81.0 9.0 0.2 26.0 82.0 56.0

aBD, bulk density (g cm=); Sand, silt and clay given as %; WSA, water stability of aggregates (%).
5CV, coefficient of variation; Max., maximum value; Min., minimum value; spb, standard deviation; Var., variance.
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Table 1.4. Indices for statistical variability of soil hydrological properties from a 5ha field under

agriculture in Columbus, Ohio (Source: Shukla et al., 2003b).

Property Mean Median Var.? sp° Cve Min.>  Max.® Range Skewness Kurtosis
Sand 13.0 13.3 3.1 1.8 0.1 8.6 15.3 6.7 -1.3 3.4
Silt 444 44.0 85 29 0.1 413 50.0 8.7 0.8 -0.4
Clay 42.6 42.7 50 22 0.1 38.7 45.4 6.7 -0.2 -0.7
BD 1.3 1.4 0.0 01 0.1 1.1 1.5 0.5 -0.5 0.1
K, 84.0 721 7377 85.9 1.0 0.6 327 327 2.3 6.4
TP 0.5 0.5 00 0.0 0.1 0.4 0.6 0.2 0.5 0.1
FC 0.3 0.3 0.0 0.0 0.1 0.3 0.3 0.1 0.5 -1.2
AWC 1.8 1.6 0.2 0.4 0.2 1.1 2.5 15 0.3 -0.1
WSA 91.8 92.9 131 3.6 0.0 82.3 95.4 13.1 -1.8 3.7
GMD 1.8 1.8 0.0 02 0.1 1.4 2.1 0.6 -0.3 -0.5

aAWC, available water content (cm); BD, bulk density (g cm=); FC, field capacity water content (cm® cm-2); K,

hydraulic conductivity (cm h-"); GMD, geometric mean weight diameter of aggregates (mm); Sand, silt and clay given as %;
TP, total porosity; WSA, water stability of aggregates (%).

°CV, coefficient of variation; Max., maximum value; Min., minimum value; sp, standard deviation; Var., variance.

Table 1.5. Indices for statistical variability of soil hydrological properties from a 250 ha field under
agriculture in Coshocton, Ohio (Source: Shukla et al., 2003a).

Property Mean Median Var? sp° Cve Min.° Max.®? Range Skewness Kurtosis
Sand 25.8 25.1 38.3 6.2 0.2 15.6 41.6 26.0 0.0 0.6
Silt 59.2 59.9 35.3 5.9 0.1 46.0 68.7 22.7 -0.3 -0.5
Clay 15.0 14.9 4.5 21 0.1 10.7 19.4 8.7 -0.5 0.1
BD 1.6 1.6 0.0 0.2 0.1 1.3 1.9 0.6 -0.8 -0.4
K, 13.9 7.3 2815 16.78 1.2 0.1 86.9 86.8 3.1 12.1
TP 0.4 0.4 0.0 0.1 0.2 0.3 0.5 0.2 -0.8 0.4
FC 0.3 0.3 0.0 0.1 0.2 0.2 0.4 0.2 -0.7 0.4
AWC 1.8 1.9 0.3 0.6 0.3 0.6 3.0 25 0.5 -0.4
WSA 74.9 753 263.6 16.2 0.2 31.1 95.8 64.7 1.9 -1.4
GMD 1.4 1.3 0.0 0.2 0.1 1.2 1.7 0.6 -1.0 0.5

aAWC, available water content (cm); BD, bulk density (g cm=); FC, field capacity water content (cm® cm=3); K,, hydraulic
conductivity (cm h-"); GMD, geometric mean weight diameter of aggregates (mm); Sand, silt and clay given as %;
TP, total porosity; WSA, water stability of aggregates (%).

°CV, coefficient of variation; Max., maximum value; Min., minimum value; sp, standard deviation; Var., variance.

Table 1.6. Indices for statistical variability of soil hydrological properties from a 200 ha field under
agriculture in South Charleston, Ohio (Source: Shukla and Lal, 2005).

Property* Mean Median Var? sp° Cve Min.®  Max.® Range Skewness Kurtosis
Sand 23.9 25.7 20.3 45 0.2 14.4 29.1 14.7 -1.1 0.1
Silt 59.6 57.3 25.7 5.1 0.1 54.3 69.0 14.7 1.0 -0.5
Clay 16.5 16.6 2.6 1.6 0.1 14.3 20.3 6.0 0.9 1.0
BD 1.2 1.2 0.0 0.1 0.1 1.1 1.3 0.2 0.1 -1.1
K, 23.7 182 4464 2141 0.9 1.3 64.2 62.9 1.0 0.0
TP 0.6 0.6 0.0 0.0 0.0 0.5 0.6 0.1 -0.1 -1.1
FC 0.3 0.3 0.0 0.0 0.2 0.2 0.3 0.1 0.7 0.3
AWC 2.2 2.2 0.1 0.3 0.1 1.8 2.6 0.8 -0.5 -0.5
WSA 54.5 58.8 3648 19.1 04 233 79.8 56.4 -0.4 -1.2
GMD 1.2 1.1 0.0 0.2 0.2 0.9 1.5 0.6 0.3 -1.5

aAWC, available water content (cm); BD, bulk density (g cm=); FC, field capacity water content (cm® cm=3); K,, hydraulic
conductivity (cm h-"); GMD, geometric mean weight diameter of aggregates (mm); Sand, silt and clay given as %; TP,

total porosity; WSA, water stability of aggregates (%).
°CV, coefficient of variation; Max., maximum value; Min., minimum value; sb, standard deviation; Var., variance.
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Table 1.7. Indices for statistical variability of soil hydrological properties from a 162 ha field under
agriculture in Mississippi (modified from Igbal et al., 2005).

Property? Horizon Mean Median Var? sp® CV® Min Max? Range Skewness
Sand Surface 27.7 25.5 366.7 19.2 0.7 1.1 74.6 73.5 0.5
Sand Subsurface 24.4 19.6 427.7 20.7 0.8 0.8 85.9 85.1 0.8
Sand Deep 28.3 24.5 538.7 232 08 03 914 91.1 0.5
Silt Surface 61.0 64.9 276.2 166 03 16.0 951 79.1 0.5
Silt Subsurface 60.7 63.9 279.9 16.7 03 129 96.0 83.1 0.5
Silt Deep 58.5 59.1 404.4 20.1 0.3 74 972 89.8 0.1
Clay Surface 11.3 10.1 53.9 73 0.6 50 33.9 28.9 1.1
Clay Subsurface 14.9 12.8 91.6 96 0.6 06 46.0 45.3 0.9
Clay Deep 13.2 10.9 104.2 10.2 0.8 0.6 533 52.7 1.2
BD Surface 1.2 1.2 0.0 0.1 0.1 0.9 1.4 0.5 0.2
BD Subsurface 1.3 1.3 0.0 0.1 0.1 1.0 15 0.5 0.4
BD Deep 1.2 1.2 0.0 0.1 0.1 0.8 15 0.7 0.5
K, Surface 1.0 0.4 2.7 1.6 1.6 0.0 11.8 11.8 3.5
K, Subsurface 0.3 0.1 0.2 0.4 15 0.0 2.6 2.6 3.0
K, Deep 0.5 0.2 0.8 0.9 1.7 0.0 6.4 6.4 3.6
FC Surface 2.8 2.9 0.4 0.7 0.2 1.2 4.4 3.2 0.3
FC Subsurface 3.0 3.1 0.5 0.7 0.2 1.3 4.9 3.7 0.2
FC Deep 3.2 3.3 0.8 09 03 1.0 5.7 4.6 0.3
WP Surface 1.7 1.7 0.4 06 04 0.5 3.5 3.0 0.3
WP Subsurface 2.0 21 0.6 08 04 0.6 4.4 3.8 0.2
WP Deep 2.3 2.3 0.8 09 04 0.4 4.3 3.9 0.1
AWC Surface 1.2 1.1 0.1 04 03 0.5 2.7 2.2 1.0
AWC Subsurface 1.0 0.9 0.1 03 0.3 0.4 1.9 1.4 0.8
AWC Deep 0.9 0.9 0.1 03 03 0.4 2.5 21 1.4

2AWC, available water content (cm); BD, bulk density (g cm-); K, hydraulic conductivity (cm h-"); FC, field capacity water
content (cm® cm™3); Sand, silt and clay given as %; WP, wilting point (cm?® cm=3).
CV, coefficient of variation; Max., maximum value; Min., minimum value; sp, standard deviation; Var., variance.

Table 1.8. Indices for statistical variability of soil hydrological properties from a 31 ha field under
agriculture in Anthony, New Mexico (Source: lkemura et al., 2008).

Property? Mean Median Var? sp° Cvp Min.®  Max.? Range Skewness Kurtosis
Sand 291 29.0 131.0 11.4 0.4 11.0 48.4 37.4 -0.1 -0.6
Silt 49.6 48.8 82.6 9.1 0.2 37.0 64.4 27.4 0.6 -0.7
Clay 21.2 23.3 13.8 3.7 0.2 14.6 25.0 10.4 -0.9 -0.8
BD 1.4 1.4 0.0 0.1 0.1 1.2 1.6 0.4 -0.6 -0.7
K, 0.1 0.0 0.0 0.1 1.8 0.0 0.4 0.4 2.0 2.3
TP 0.5 0.5 0.0 0.0 0.1 0.4 0.6 0.1 0.6 -0.7
FC 0.4 0.4 0.0 0.0 0.1 0.3 0.4 0.2 0.1 -0.4
AWC 2.4 2.4 0.1 0.2 0.1 2.0 2.9 0.8 0.7 1.0

2AWC, available water content (cm); BD, bulk density (g cm=); FC, field capacity water content (cm® cm-®); K, hydraulic
conductivity (cm h~"); Sand, silt and clay given as %; TP, total porosity.
°CV, coefficient of variation; Max., maximum value; Min., minimum value; sp, standard deviation; Var., variance.

also with experimental errors (Stockton and
Warrick, 1971). It has been suggested that
more studies are needed on the variability
of K, across different landscapes (Bouma,

1973). The variability of K, has a profound
influence on the overall hydrology of the
soil system. Therefore, the focus in the next few
sections will be centred on the variability of
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Table 1.9. Indices for statistical variability of soil hydrological properties from a 12ha agricultural field in

North California (modified from Duffera et al., 2007).

Property? Mean Median Varr sp° Cve Min.®  Max.® Range Skewness Kurtosis
Sand 55.5 55.2 68.9 8.3 0.1 25.3 73.7 48.4 -0.2 0.3
Silt 25.6 24.6 31.4 5.6 0.2 5.0 52.9 47.9 1.5 5.6
Clay 18.9 19.2 59.3 7.7 0.4 6.3 51.9 45.6 0.4 0.2
BD 1.6 1.6 0.0 0.1 0.1 1.2 1.9 0.7 -0.7 0.9
K, 5.3 2.9 29.2 5.4 1.0 0.0 22.9 22.9 1.1 0.0
TP 0.4 0.4 0.0 0.0 0.0 0.3 0.6 0.3 0.7 0.9
FC 0.2 0.2 0.3 0.1 0.3 0.1 0.4 0.3 0.4 -0.4
AWC 1.3 1.2 0.1 0.3 0.2 0.7 24 1.7 1.1 24
WP 0.1 0.1 0.1 0.0 0.4 0.0 0.2 0.2 0.6 0.4

aAWC, available water content (cm); BD, bulk density (g cm=); FC, field capacity water content (cm® cm2); K,, hydraulic
conductivity (cm h-"); Sand, silt and clay given as %; TP, total porosity; WP, wilting point (cm? cm-2).
5CV, coefficient of variation; Max., maximum value; Min., minimum value; spb, standard deviation; Var., variance.

saturated hydraulic conductivity — or steady-
state infiltration rate, while some data and
discussion will be on unsaturated hydraulic
conductivity.

Data on the effect of sample support
on saturated and unsaturated hydraulic
conductivity are presented in Table 1.10,
which presents data from infiltration tests
conducted under six different suction val-
ues (matric potentials) using different
sample supports (disc sizes) (Das Gupta
et al., 2006). The experiment was conducted
near College Station, Texas using disc infil-
trometers with five different disc sizes (10, 15,
17,20 and 24 cm). Looking at the range of the
data, and at otherindices of statistical variabil-
ity, only minor differences were observed for
unsaturated hydraulic conductivity ata given
suction. Similarly, only minor differences
were observed for near-saturation hydraulic
conductivity for disc sizes of 10,20 and 24 cm.
The CV for unsaturated hydraulic conductiv-
ity — as well as for near-saturation hydraulic
conductivity — generally increased with
disc size for most suction values. Although
there were some inconsistencies observed in
the disc sizes of 10 and 24 cm, the increase in
CV with increasing disc size could be due to
the inclusion of larger sample volumes, larger
heterogeneity and the possible contribution
of macropore channels to water transport.

Influence of Measurement
Devices on Saturated Hydraulic
Conductivity

The data presented in Table 1.11 consist of
K, values determined on 7.8cm long and
7.8cm diameter soil cores using a con-
stant head method in the laboratory, and
steady-state infiltration rate (i) measured
at the same (within 0.5m radius) field
location before the core sampling — or adja-
cent to the core sampling location — by
conducting long-duration (>2.5h) double-
ring infiltrometer tests using 27cm diam-
eter outer rings and 15cm diameter inner
rings. These limited data for soils in Ohio
under different land-use and management
practices showed that variance or standard
deviations were always lower for i, than
for K. However, an exactly opposite result
is also possible from a similar study. There
can be a variety of reasons for this trend,
including smaller support for the labora-
tory (core) measurement than in the field
experiment, spaces between the core and
the soil, hitting or missing macropores in
the soil, etc.

Unlike the data in Table 1.11, the data
presented in Table 1.12 indicate that i, values
measured using a double-ring infiltrometer
were always smaller than K| values measured
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Table 1.10. Indices for statistical variability for hydraulic conductivity (K(h), K,, as m s') under different
suctions (matric potentials) for five infiltration disc sizes (data modified from Das Gupta et al., 2006).

K(h/K? Mean sp° Cve Max. Min.b Range
0.10m diameter disc
K(-0.20) - - - - - -
K(-0.15) - - - - - -
K(-0.10) 2.3x10° 7.0x 107 0.3 3.0x 10°® 1.6 x10° 1.4 x10°
K(-0.05) 3.0x 10 2.7 x107 0.1 3.3x10°¢ 2.8x10°¢ 5.3x 107
K(-0.02) 3.4x10° 2.0x 107 0.6 5.4x10° 1.4 x 10 4.0x10°
K(0.00) 3.7 x10°® 1.9x 10° 0.5 5.5x 10°° 1.8x 105 3.7x10°
0.15m diameter disc
K(-0.20) - - - - - -
K(-0.15) - - - - - -
K(-0.10) 6.7 x 1077 9.1 x 1077 1.4 1.8 x 10°® - -
K(-0.05) 3.5x10° 1.4x10° 0.4 54 x10° 2.0x10° 3.4 x10°
K(-0.02) 1.9x%x10° 8.0x 10® 0.4 2.7 x10°® 8.0x 10°® 1.9x10°
K(0.00) 5.9x 10°® 1.6 x 10°° 0.3 8.2 x 10°° 4.6x10° 3.6 x10°
0.17m diameter disc
K(-0.20) - - - - - -
K(-0.15) 42 x 108 4.6 x 107 10.9 4.0x 107 - -
K(-0.10) 8.3x 107 2.4 x 107 0.3 1.1x10° 5.3x 107 5.7 x 107
K(-0.05) 4.4x10° 2.4 x 107 0.5 7.6 x10° 2.1x10° 5.5x 10®
K(-0.02) 29x10° 1.0x10° 0.4 43x10° 2x10° 2.3x10°
K{(0.00) 6.5 x 10°° 2.7 x10°® 0.4 1.0x 10* 4.3x10° 6.0 x 10°°
0.20m diameter disc
K(-0.20) 4.1x107 2.2x 107 0.5 8.3x 107 1.5x 107 6.8 x 1077
K(-0.15) 3.9x 107 1.2x107 0.3 6.3 x 107 24 x107 3.9x 107
K(-0.10) 9.8 x 107 2.3x 107 0.2 1.4 x 107 5.4x 107 0.9x10°
K(-0.05) 8.2 x 10°® 6.9 x 10 0.9 2.1x10° 1.4 x10° 1.9x10°
K(-0.02) 8.0 x 106 1.0x10°% 1.3 3.3x10° 56 x 107 3.2x10°
K{(0.00) 22x10° 1.9x10° 0.9 5.7 x10°® 8.2x 107 5.6 x10°°
0.24m diameter disc
K(-0.20) 4.0x 107 2.3x 107 0.6 7.6 x 107 1.1 x107 6.5 x 1077
K(-0.15) 4.7 x 107 2.6 x 107 0.6 9.5x 1077 1.5x 107 8.0 x 1077
K(-0.10) 9.2x 107 5.1x107 0.6 1.8x10° 2.7 x 107 1.5x10°
K(-0.05) 7.2x10°® 7.6 x10° 1.0 2.5x 10°® 6.4 x 107 2.4 x10°
K(-0.02) 7.3x10°¢ 1.0x10° 1.4 3.3x10° 2.0x 107 3.3x10°
K{(0.00) 2.1x10° 1.8 x 10°° 0.9 5.5x 10°° 5.7 x 107 5.4x10°

2K(h), unsaturated conductivity, K(—0.20) to K(-0.02); K, saturated conductivity, K(0.00).
bCV, coefficient of variation; Max., maximum value; Min., minimum value; sp, standard deviation.

on intact soil cores under each of the three
management practices investigated in Ohio.
Similarly, indices of statistical variability,
including variance, standard deviation and
range, were also much smaller for i than for
K, for locations under annual chisel tillage,
no-tillage and woodland.

In further experiments, K; was determined
in situ using two different field measurement

devices — a tension infiltrometer and a pressure
infiltrometer, and one laboratory measurement
device — the soil core method (Tables 1.13—
1.15). The field methods almost always have
a disadvantage of soil being field saturated
and not fully saturated, and measurements
being made under a quasi steady-state con-
dition, usually ascertained from the meas-
ured equilibrium time. Here, K, values were
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Table 1.11. Indices for statistical variability for saturated hydraulic conductivity (K,) in the laboratory
using soil core measurements and for steady-state infiltration (i) measured in the field using
a double-ring infiltrometer for three locations in Ohio (Source: Shukla et al., 2003a,b).

Location 1 Location 2 Location 3
Index2 Ky i K, A K, i,
Mean 84.0 14.9 13.9 16.0 23.7 2.5
Median 721 11.2 7.3 15.7 18.2 1.2
Var. 7376.8 150.7 281.5 77.6 446.4 8.7
SD 85.9 12.3 16.8 8.8 21.1 2.9
CcVv 1.0 0.8 1.2 0.5 0.9 1.2
Min. 0.6 2.0 0.1 3.8 1.3 0.6
Max. 327.4 43.7 86.9 41.6 64.2 12.0
Range 326.8 41.8 86.8 37.8 62.9 1.4
Skewness 2.3 15 3.1 0.6 1.0 2.7
Kurtosis 6.4 1.8 12.1 0.7 0.0 8.3

aCV, coefficient of variation; Max., maximum value; Min., minimum value; sp, standard deviation; Var., variance.
°K,and i;as cmh-'.

Table 1.12. Indices for statistical variability for saturated hydraulic conductivity (K,) in the laboratory
using soil cores and steady-state infiltration (i) measured in the field using a double-ring infiltrometer
for some fields under annual tillage (using chisel or mouldboard ploughs), no-tillage (6—15 years) and
woodland in Ohio (Source: Shukla and Lal, 2005).

Annual tillage No-tillage Woodland

Index? K® i K, A K, A
Mean 48.1 7.9 26.7 14.6 85.7 24.8
Median 44.3 5.8 10.9 12.9 73.3 224
Var. 1349.9 37.4 2956.0 117.7 4743.0 204.9
SD 36.7 6.1 54.4 10.8 68.9 14.3
Ccv 0.76 0.78 2.03 0.74 0.80 0.58
Min. 0.6 1.8 0.1 0.6 10.1 6.0
Max. 101.7 23.2 327.4 43.7 178.0 45.3
Range 101.0 214 327.3 43.1 167.9 39.3
Skewness 0.2 1.3 4.7 0.8 0.3 0.3
Kurtosis -1.6 1.7 25.0 0.4 -2.1 -0.8

aCV, coefficient of variation; Max., maximum value; Min., minimum value; sp, standard deviation; Var., variance.
°K,and i;as cm h".

determined for positive pressuresof 1and 2cm  there were no definite trends and absolutely
in the field using the tension infiltrometer, and  no correlation among these three methods for
pressures of 0.11 + 0.03cm and 0.31 + 0.10cm  measuring K, (Reynolds et al., 2000). The possi-
for the pressure infiltrometer. The laboratory  ble explanation could be the differences in flow
tests were conducted by the constant or fall- domains or sample sizes and flow geometries.
ing head method using large hydraulic head For example, flow is three-dimensional when
gradients (up to ten). In general, the variability ~ using a tension infiltrometer; however, it is
(expressed as CV) was large irrespective of the  closer to being a one-dimensional flow when
method of measurement used. However, look-  using either a pressure infiltrometer or the soil
ing at Tables 1.13-1.15, one can conclude that core method. The surface area over which the
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Table 1.13. Indices for statistical variability for saturated hydraulic conductivity (K;x 10° m s")
measured in a conventionally tilled field using a tension infiltrometer or a pressure infiltrometer,
and measured in the laboratory using the soil core method (Source: Reynolds et al., 2000).

Index?/Soil type
Infiltrometer

type/Soil core GM cv Max. Min. Range  Soil
Tension 3.1 59.6 6.8 1.3 5.6 Sand
Pressure 9.5 51.1 17.9 3.1 14.8 Sand
Soil core 8.0 48.6 16.5 3.8 12.7 Sand
Tension 1.6 163.9 7.7 0.2 7.6 Loam
Pressure 1.5 101.8 4.4 0.3 4.1 Loam

Soil core 1.2 218.6 6.6 0.2 6.4 Loam
Tension 1.0 44.5 21 0.6 1.6 Clay loam
Pressure 0.1 362.4 1.1 0.0 1.1 Clay loam
Soil core 0.0 140,000 4.3 0.0 4.3 Clay loam

2CV = coefficient of variation; GM = geometric mean; Max. = maximum value; Min. = minimum value.

Table 1.14. Indices for statistical variability for saturated hydraulic conductivity (K;x 10° m s")
measured in a no-tillage field using a tension infiltrometer or a pressure infiltrometer, and measured
in the laboratory using the soil core method (Source: Reynolds et al., 2000).

Index@/Soil type
Infiltrometer

type/Soil core GM Ccv Max. Min. Range Soil
Tension 2.6 47.3 5.3 1.2 4.1 Sand
Pressure 5.4 58.1 9.9 1.6 8.3 Sand

Soil core 8.1 73.7 38.7 3.3 35.4 Sand
Tension 4.2 68.2 16.0 2.4 13.6 Loam
Pressure 6.9 79.5 15.7 1.7 14.0 Loam
Soil core 3.4 344.9 34.3 0.2 341 Loam
Tension 23 62.8 5.1 1.0 4.2 Clay loam
Pressure 1.9 5058.2 126.3 0.0 126.2 Clay loam
Soil core 13.6 206.6 68.7 1.5 67.2 Clay loam

aCV = coefficient of variation; GM = geometric mean; Max. = maximum value; Min. = minimum value.

Table 1.15. Indices for statistical variability for saturated hydraulic conductivity (K;x 10° m s")
measured in a native woodland using a tension infiltrometer or a pressure infiltrometer, and measured
in the laboratory using the soil core method (Source: Reynolds et al., 2000).

Index@/Soil type
Infiltrometer

type/Soil core GM Ccv Max. Min. Range Soil
Tension 21 53.1 6.2 1.0 5.2 Sand
Pressure 21.7 57.8 39.0 71 31.8 Sand

Soil core 21.6 95.5 59.3 45 54.8 Sand
Tension 4.5 97.4 10.0 0.8 9.2 Loam
Pressure 23.8 63.8 81.6 12.2 69.4 Loam
Soil core 324 84.3 88.2 8.6 79.6 Loam
Tension 6.3 83.5 12.3 2.0 10.3 Clay loam
Pressure 7.2 53.3 18.3 3.6 14.7 Clay loam
Soil core 252 81.0 78.2 10.8 67.4 Clay loam

aCV = coefficient of variation; GM = geometric mean; Max. = maximum value; Min. = minimum value.
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infiltration was taking place was also much
higher (491 cm?) for the tension infiltrometer
than for the other methods (79 cm?).

An experiment was conducted in a hay
field of Purdue University, Indiana, where
a 1 x I1m square infiltrometer (or box) was
installed in the soil and a constant head of
8cm was maintained for 1h; after that, the
infiltration rate was measured using the fall-
ing head method (Haws et al., 2004). Once
all the water had infiltrated into the soil, the
infiltrometer was refilled and the steady-
state infiltration rate (near asymptotic value)
was determined using the falling head method
(Table 1.16). On the following day, the test
area was divided into one hundred 10 x10cm
cells, and cylindrical cores of 7.2cm diameter
were inserted; steady-state infiltration rate
was again measured over a 2-day period.
Most steady-state infiltration rate values were
lower for the core than for the box, for both
different soils and horizons (Table 1.16), indi-
cating that, as the support or infiltration area
decreases from 1m? to 0.41m? in general the
steady-state infiltration rate also decreases.

However, no significant linear correlation was
observed between support area and steady-
state infiltration rate. There could be several
explanations for these results, including the
likely blockage of macropores by core walls,
and the possibility that experimental artefacts
could, on the whole, be greater for core than
for box infiltration tests.

For a randomly distributed domain,
measuring K, over a larger volume of soil can
be equivalent to pooling the measurements
from within the smaller volumes (Parkin and
Robinson, 1992). In this case the small and large
supports are centred on the same mean
because they are sampling the same popu-
lation. Additional infiltration experiments
conducted by Haws et al. (2004) using three
different concentric square infiltrometers
(100 % 100, 60 x 60 and 20 x 20 cm?) at hill-slope
and landscape transects showed that steady-
state infiltration rate increased with increas-
ing support area (Table 1.17). However, CV
for steady-state infiltration rate was high-
est for the infiltrometers with the smallest
sample support (infiltration) area.

Table 1.16. The steady-state infiltration rate (cm h=') measured in the field using a 1 x 1m box and
7.2cm diameter cores installed within the same area for three different soil types (Drummer, Brenton,
Dana) and horizons (modified from Haws et al., 2004).

Drummer Brenton Dana
Horizon Box Core Box Core Box Core
Ap and A 4.8 2.07 9.25 9.55 18.0 8.74
Btg1 9.42 7.72 10.8 10.5 12.6 8.16
Btg2 10.74 8.73 7.2 4.92 8.4 5.23

Table 1.17. The influence of sample support on steady-state infiltration rate (cmh-') and its statistical
variability measured in the field using three concentric square infiltrometers of sizes 100 x 100, 60 x 60
and 20 x 20cm? at hill-slope and landscape positions/scales (modified from Haws et al., 2004).

Infiltrometer size (cm?) Mean sp? Var.2 Cva Min.2 Max.2 Range
Hill-slope position/scale

100 x 100 3.03 1.6 2.56 0.53 0.79 10.85 10.06

60 x 60 2.25 1.0 1.04 0.45 0.43 4.61 4.18

20 x 20 2.16 1.8 3.35 0.85 0.3 10.14 9.84
Landscape position/scale

100 x 100 4.26 2.9 8.29 0.68 1.03 19.00 17.97

60 x 60 3.37 3.7 13.91 1.11 0.91 29.74 28.83

20 x 20 2.64 3.0 8.94 1.13 0.16 18.18 18.02

aCV, coefficient of variation; Max., maximum value; Min., minimum value; sp, standard deviation; Var., variance.
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Table 1.18. The influence of sample support on saturated hydraulic conductivity (K,, cm min-') and its
statistical variability measured in the field using concentric square infiltrometers with six different inner

ring diameters (cm) (source: Lai and Ren, 2007).

Infiltrometer inner

ring diameter (cm) Mean Median Var.? sp? C\ve Min.2 Max.2 Range Skewness
10 0.02 0.01 0.0006  0.02 1.54  0.0001 0.26 0.26 5.89
20 0.01 0.01 0.0004  0.02 1.39  0.0000 0.18 0.18 4.87
40 0.01 0.01 0.0002  0.01 0.95  0.0001 0.10 0.10 2.30
80 0.01 0.01 0.0003 0.02 1.16  0.0002 0.14 0.14 4.25
120 0.01 0.01 0.0002  0.02 1.04  0.0002 0.11 0.11 3.22
200 0.01 0.01 0.0001 0.01 0.74  0.0003 0.07 0.07 2.46

aCV, coefficient of variation; Max., maximum value; Min., minimum value; sp, standard deviation; Var., variance.

In a study in China, infiltration tests were
conducted by using six different diameters of
inner ring of the infiltrometer, and maintain-
ing a constant head of 5cm (Lai and Ren, 2007).
The results showed that increasing the size of
the inner ring did not change the saturated
hydraulic conductivity of the soil (Table 1.18).
However, except for the inner ring with 40cm
diameter, K, values tended to become more
normal, with decrease in both range and skew-
ness with increasing inner ring diameter. These
results were slightly counter-intuitive because,
as the support area increases, the chances of
open macropores getting involved in the infil-
tration also increase. However, no appreciable
differences in steady-state K, values do point to
a lack of open macropores at the soil surface.

Influence of Land Use on Saturated
Hydraulic Conductivity

In the study whose data are presented in
Table 1.12, steady-state hydraulic conductiv-
ity was measured in the field using a double-
ring infiltrometer, and in the laboratory by the
soil core method, under three different land
uses: annual tillage by chisel or mouldboard
ploughing, no-tillage (6 to 15 years) and wood-
land. Both K, and steady-state infiltration rate
were higher in woodland than in agricultural
fields, and steady-state infiltration rate values
varied in the order: woodland > no-tillage >
annual tillage. However, average values of K,
did not follow the conventional wisdom, and
were higher for fields under annual tillage than

under no-tillage. This finding could be due to
a number of factors, including the larger sam-
ple size used for determining the K from no-
tillage fields than from fields under annual
tillage, measurement errors in the field and
laboratory while collecting and preparing the
core samples, the timing of tillage operations
and errors during sample analyses.

Tables 1.13-1.15 also present the K| values
under three different types of land use and
management, including conventionally tilled
soils, no-tilled soils and soils of natural wood-
lands. Most of the time, the K values follow the
order, woodland > no-tillage > conventional
tillage, for all three soils and all three methods
of measurement. Such a trend is not surpris-
ing because of the higher macroporosity of the
soils of the natural woodland than of the soils
under no-tillage or under a conventional till-
age system. The tension infiltrometer seems
to underestimate the K| values for sand under
all three land-management systems. A pos-
sible explanation could be the restriction
of flow from tubes, or air in the Mariotte bot-
tle used to supply water. Other possible rea-
sons could be the arrangement of macropores,
three-dimensional infiltration, and restrictions
to flow by the membrane (Reynolds et al., 2000).

Temporal Variability of Saturated
Hydraulic Conductivity

The temporal variability of K, has been
determined by several researchers. One such
study estimated K| from four adjacent fields
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located in Arkansas; one of the fields was
under prairie while the other fields were
under different amounts of time under crop-
ping (Scott et al., 1994). The cropped fields
had been under a rice-soybean rotation for
3, 14 and 32 years, respectively. K, was meas-
ured on intact soil cores in the laboratory
using the constant-head method, and data
on the temporal variability found are pre-
sented in Fig. 1.4. Different measurements,
presented as symbols, are joined together
with a line that may or may not represent
the true variation. The prairie and the fields
cropped for 14 and 32 years showed a good
quadratic relationship with time, with K| val-
ues being highest in the prairie and lowest
in the field cropped for 24 years. Although
not consistent, in general a pattern emerged,
and K, values started to increase from spring

until early summer, stayed at similar lev-
els until early winter and then decreased.
These variations can be partly explained
based on biological influences and types of
management practices, including tillage and
harvesting, root development and possibly
earthworm activities.

The temporal variability of unsaturated
hydraulic conductivity (K(h)) was deter-
mined by Das Gupta et al. (2006) for three
different matric potentials (-0.2, —0.15 and
—-0.Im) using 0.2 and 0.24m infiltration
discs. The observations were made during
May 2003 and January 2005 on an abandoned
agricultural field near Texas A&M University
field station near College Station, Texas. The
average values from these two discs showed
that K(h) varied with time quite remarkably
(Fig. 1.5).
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Fig. 1.4. Temporal variability of saturated hydraulic conductivity (K;) measured during March 1989 and
March 1999 at two depths in four different fields located in Arkansas: (a) prairie, (b) 3 years of cropping,
(c) 14 years of cropping, and (d) 32 years of cropping (Scott et al., 1994). Reprinted with permission from

Soil Science Society of America.
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Fig. 1.5. The temporal variability of unsaturated hydraulic conductivity (K(¥) = K(h)) and antecedent soil
moisture (AMC) content at —20, —15 and —10cm matric potential for a field located near College Station,
Texas (Das Gupta et al., 2006). Reprinted with permission from the Soil Science Society of America.

Spatial Variability of Soil Hydrological
Parameters

It is commonly known that most soil hydro-
logical properties exhibit both short-and long-
range variability (Nielsen et al., 1973). It has
also been generally accepted that soil samples
collected close to each other are more simi-
lar than those collected at greater distances,
and the similarity decreases as the separa-
tion distance between samples increases —
up to a certain separation distance beyond

which samples are known as spatially uncor-
related or independent. Spatial dependence
is reported to occur at scales ranging from a
few metres to several kilometres (Trangmar
et al., 1987; Ovalles and Collins, 1988; Gaston
et al., 2001). Geostatistical analysis is usually
carried out to understand the spatial struc-
ture and spatial variability of soil hydro-
logical properties better. Geospatial analysis
can also provide more insight on the spatial
variability of a property, whether it is struc-
tured, unstructured or directional. A detailed
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overview of these methods and of their
application to field data sets can be found
in Warrick and Nielsen (1980), Nielsen and
Wendroth (2003) and Webster (1985).

The classification that expresses the spatial
dependence of soil properties as strong, mod-
erate or weak was suggested by Cambardella
et al. (1994); it is very popular among research-
ers and has been extensively cited by research-
ers. This classification, known as nugget to sill
ratio (NSR), or nugget ratio, uses the ratio of
nugget variance and total sill. Spatial depend-
ence is classified into three categories: strong
for NSR < 0.25, moderate for 0.25 < NSR < 0.75
and weak for NSR > 0.75. As an example, we
discuss the data shown in Table 1.19 (Igbal
et al., 2005). These data suggest that most soil
physical properties have a nugget ratio rang-
ing from 0.25 to 0.75 and, using the criteria
suggested by Cambardella ef al. (1994), Igbal
et al. (2005) classified them as moderately
spatial dependent. In spite of the similarity of

NSR values, various soil physical properties
displayed wide variations in their ranges of
spatial dependence. Among the exponential
model results reported in Table 1.19, strong
spatial dependence occurred only twice, and
the corresponding ranges of spatial depend-
ence were 99m and 421m; moderate spatial
dependence occurred 13 times and ranges var-
ied from 78m to 238m. Among the spherical
model results, strong spatial dependence also
occurred twice, and the corresponding ranges
of spatial dependence were 425m and 861m,
respectively; moderate spatial dependence
was reported four times, and the range of spa-
tial dependence varied from 153m to 997m.
Similarly, the range of spatial dependence for
a soil property also varied greatly for different
horizons. This research provided very useful
information on the structure of the variability
and the spatial dependence of a soil property,
although the question ‘What could be the
best sampling strategy for collecting samples

Table 1.19. Spatial variability of soil properties presented using semivariogram parameters for a 162 ha
cotton field in Perthshire, Massachusetts (Source: Igbal et al., 2005).

Variable? Horizon Model Nugget Sill NSR® (%) Range (m) Spatial class®
Sand Surface Exponential 78 427 18 421 S
Subsurface  Exponential 155 452 34 238 M
Deep Exponential 151 520 29 137 M
Clay Surface Exponential 16 65 25 218 M
Subsurface  Exponential 32 95 34 139 M
Deep Exponential 54 108 50 144 M
BD Surface Exponential 0.002 0.007 29 106 M
Subsurface  Exponential 0.003 0.009 33 107 M
Deep Exponential 0.006 0.017 35 132 M
K Surface Exponential 0.46 1.51 31 94 M
Subsurface  Exponential 0.46 0.92 50 110 M
Deep Exponential 0.59 2.19 27 111 M
FC Surface Spherical 16 60 27 741 M
Subsurface  Spherical 18 76 23 861 S
Deep Spherical 33 102 32 997 M
WP Surface Spherical 12.0 70 18 425 S
Subsurface  Spherical 22.0 70 31 425 M
Deep Spherical 21 77 28 153 M
AWC Surface Exponential 4 12 31 93 M
Subsurface  Exponential 2 7 22 99 S
Deep Exponential 2 7 30 78 M

aAWC, available water content (cm3®cm-?); BD, bulk density (g cm-?); FC, field capacity water content (cm® cm-2);
K,, hydraulic conductivity (cmh-"); WP, wilting point water content (cm?® cm-9).

®NSR, nugget to sill ratio.

°M, moderate spatial dependence (25% < NSR < 75%); S, strong spatial dependence (NSR < 25%).
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for analysing various soil properties that are
spatially independent or uncorrelated?” was
not definitively answered. The differences in
spatial class and range of spatial dependence
among different horizons also indicated the
large inherent spatial variability of soil proper-
ties in general.

Spatial variability was similarly, assessed
fora 12ha field in Kingston, North Carolina and
spatial dependence was again described using
the classification suggested by Cambardella
et al. (1994). The important difference between
the data sets presented in Tables 1.19 and
Table 1.20 is that the spatial variability of K, was

Table 1.20. Spatial variability of soil properties presented using semivariogram parameters for a 12ha
field in Kingston, North Carolina (Source: Duffera et al., 2007).

Variable* Depth (cm) Model Nugget Sill NSR® (%) Range (m) Spatial class®
Sand 4-12 Spherical 0.1 102 0.1 81 S
19-27 Spherical 0.1 85 0.1 79 S
34-42 Spherical 12 27 43 112 M
49-57 Gaussian 18 37 49 168 M
64-72 Spherical 19 38 50 390 M
Silt 4-12 Spherical 0.1 56 0.2 76 S
19-27 Spherical 0.1 42 0.2 64 S
34-42 Linear 24 25 95 - W
49-57 Linear 24 25 96 - W
64-72 Exponential 0.01 16 0.1 - W
Clay 4-12 Spherical 0.01 10 0.1 86 S
19-27 Spherical 0.6 23 3 75 S
3442 Exponential 0.01 25 0.04 63 S
49-57 Spherical 19 63 31 411 M
64-72 Exponential 21 43 50 - W
K, 4-12 Linear 24 24 99 - w
19-27 Linear 2 2 98 - W
3442 Linear 31 31 100 - w
49-57 Linear 30 30 100 - w
64-72 Exponential 26 52 50 - W
BD 4-12 Linear 0.01 0.011 91 - w
19-27 Spherical 0 0.02 0.1 70 S
3442 Spherical 0.01 0.02 47 - w
49-57 Linear 0.01 0.012 94 - W
64-72 Exponential 0.001 0.01 15 92 S
TP 4-12 Linear 15 16 95 - w
19-27 Spherical 0.01 21 0.1 70 S
34-42 Spherical 13 26 50 - W
49-57 Linear 16 17 94 - W
64-72 Exponential 2 14 15 94 S
FC 4-12 Spherical 0.01 19 0.1 81 S
19-27 Spherical 0.01 16 0.1 94 S
34-42 Spherical 6 22 25 365 S
49-57 Gaussian 8 35 21 496 S
64-72 Spherical 9 17 49 - w
WP 4-12 Spherical 0.001 3 0.04 83 S
19-27 Spherical 0.01 4 0.3 77 S
34-42 Exponential 0.01 4 0.2 75 S
49-57 Spherical 3 6 50 224 M
64-72 Exponential 5 10 50 - w

aBD, bulk density (g cm=); FC, field capacity water content (cm® cm-2); K, hydraulic conductivity (cm h-"); TP, total

porosity; WP, wilting point water content (cm*® cm-3).
°NSR, nugget to sill ratio.

°M, moderate spatial dependence (25% < NSR < 75%); S, strong spatial dependence (NSR < 25%) W, weak spatial

dependence (NSR > 75%).
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reported as moderate in the former, but weak
in the latter. On looking at the CV, in both of
these studies K, was reported as highly vari-
able (Dulffera et al., 2007). As K| is an important
parameter for water and solute application
efficiencies and for triggering greenhouse gas
(GHG) emissions from an ecosystem, knowl-
edge of spatial structure and spatial variabil-
ity on a landscape scale is a prerequisite for
designing site-specific management. In order
to conserve water (both surface and ground-
water) resources, and make efficient use of the
available water — without polluting the water
resources, and also by preventing or minimiz-
ing GHG emissions from agricultural fields,
there is a need to increase overall knowledge on
farm water application and water use efficiency.
Here, an accurate knowledge of the variability
of K, is a prerequisite for initiating an efficient
water management scheme.

Soil Hydrology and Climate
Change

Increasing global population has put pres-
sure on land-use systems in many parts of the
world, and changing land use has resulted in
changes in the quality of the land, especially
agricultural land. The quality of a land is
essentially controlled by its soil hydrologi-
cal properties, and drastic change in land use
can cause drastic changes in soil hydrological
properties. The need to feed the increasing
number of people on the earth and to increase
per capita grain production has led to green
revolutions in several parts of the world.
Growing more crops per year could have also
caused an enormous stress on the resistance
and resilience of soils. Intensive field cultiva-
tion can seriously affect soil hydrological and
soil chemical properties, and in certain parts
of the world has caused a build-up of salinity,
loss of organic matter from soil, and increased
use of fertilizers and other chemicals to con-
trol weeds and pests. Loss of organic matter
and intensive tillage could have also altered
soil hydrological properties. Barring a few
industrialized nations, in general, an increase
in the use of water is reported as primarily
due to population growth and economic
development (Bates et al., 2008). It has been

reported that the irrigated area under agricul-
ture globally has increased at a rate of 2% a
year since 1960 (Bruinsma, 2003; Bates et al.,
2008); however, the quality of ground- and
surface water has shown a general decline
(UNESCO, 2006).

So far, only a few accounts, if any, are
available on change in land use due to the
climate change. Climate change predictions
can have large uncertainties, but, if climate
predictions are accurate, they can cause
substantial changes in the amounts and fre-
quency of annual precipitation, resulting in
drastic changes in soil moisture, tempera-
ture and length of growing seasons. These
changes will be different in different parts of
the world, and will be confounded by fun-
damental complex agricultural systems and
crop response to the changed frequency of
precipitation, moisture, temperature and car-
bon dioxide regimes (Rosenzweig and Hillel,
1995). Predicted changes in water availability
(the median from 12 climate models) at the
end of the 21Ist century (2090-2099 versus
1980-1999) are shown in Fig. 1.6 (Bates et al.,
2008), which shows that there is a likelihood
of increased water stress in the Mediterranean
basin, Central America and the subtropical
regions of Africa and Australia (Bates et al.,
2008). This could cause substantial changes in
land use around the world. For a more elabo-
rate discussion of the effect of climate on land
use, refer to the full IPCC report of Bates ef al.
(2008): Climate Change and Water. Changes in
water availability and water stress will force
soil hydrologists to develop new methods
and technologies to manage soil and water
resources more efficiently.

Summary

The design of management practices for sus-
taining soil and environmental quality requires
an in-depth understanding of soil hydrologi-
cal properties and processes. The design of
best management practices involves increas-
ing application efficiencies of water and nutri-
ents to prevent deep percolation of water and
the leaching of solutes eventually leading to
groundwater pollution. The understanding of
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Fig. 1.6. Predicted changes in water availability at the end of the 21st century. The percentage scale
refers to large-scale relative changes in annual runoff for the period 2090-2099, relative to the period
1980-1999. White and (cross) hatched areas indicate disagreement/agreement among different models
(Bates et al., 2008). Reprinted with permission from the original source: IPCC, 2008: Climate Change and
Water. Technical Paper of the Intergovernmental Panel on Climate Change, Figure 2.10. IPCC Secretariat,

Geneva, Switzerland.

the migration of water and solutes requires an
understanding of soil hydrological properties
and their variations in space and time. Water in
the soil pores can influence other soil physical,
chemical and biological properties. The fluc-
tuations of water in the soil can cause disease
propagation, increase in the salinity or sodicity
of the topsoil, and increase in emissions of N,O
and other potent GHGs.

Water management is one of the key
issues for the sustainability of natural resour-
ces, global food security, contamination of
groundwater and surface water, and soil con-
servation. It is also an important component in
the understanding of vegetation-soil-human
interactions. Thus, soil hydrology is important
for several curricula centred on sustainability
issues related to the soil-water—plant contin-
uum. Some of the disciplines which include
the fundamentals of soil hydrology in their cur-
ricula are agricultural engineering, civil engi-
neering, crop science, environmental science,
forestry, horticulture, range science, soil science,
vadose zone hydrology, watershed manage-
ment, etc. The principles of soil hydrology are
taught through a series of classes included in

the curricula of several agricultural, engineer-
ing, environmental science and soils classes.
As a stand-alone course, soil hydrology is a
required or optional class for several under-
graduate and graduate degrees, and is taught
under different names, such as soil physics,
advanced soil physics, contaminant transport
modelling, soil-plant interactions, vadose zone
hydrology, physics of porous media, etc.
Increasing global population has increased
the pressure on natural resources, and an
understanding of soil hydrology principles is
becoming increasingly important to develop
sustainable techniques for ensuring global food
security, and maintaining the quality of water
resources, environmental quality and the over-
all quality of life on earth. There is a need to con-
tinue to calibrate existing semi-physically based
hydrological models under various climatic
scenarios to model the measured soil, water and
yield scenarios across the globe. There is also an
increasing need to use these semi-physically
based models to forecast what can happen
under changed scenarios across continents by
conducting collaborative research covering soil,
water, plant and atmospheric interactions.
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2 Hydrological Modelling
at Mesoscopic Scales Using Global
Data Sets to Derive Stream Water
Availability Models of River Basins

Biswajit Mukhopadhyay* and Vijay P. Singh

Introduction’

The development of reliable hydrological
models for regional river basins has been a
long-standing goal of various researchers
on hydrology and water resources manage-
ment professionals because such models have
significance in a broad range of global stud-
ies, such as quantifying the effect of climate
change, water resources planning and manage-
ment, design of hydraulic works, ecosystem
management, energy production and urban
development. Several attempts in the past
have met with varied degrees of success (see
Singh and Woolhiser, 2002, for a review). Some
of the impediments include lack of availabil-
ity of the reliable data that are necessary to
develop such models, establishment of sound
procedures for building the models, and lack
of widely and easily available data for vali-
dation of the models. Nonetheless, this is an
important area of hydrology, where the future
holds much promise due to increasing avail-
ability of high-quality global data sets and the
increasing power and sophistication that canbe
introduced into modelling land surface hydro-
logical processes with the aid of geographical
information system (GIS) technology.

The objective of this chapter is to present
an approach that can be applied to develop

hydrological models of regional river basins,
using global data sets that have become avail-
able recently and are expected to evolve
further in the future, to provide fair approxi-
mations of natural streamflows on a monthly
basis. Such a model can be called a ‘stream
water availability model’ (SWAM), and it can
be used in a more generalized water availabil-
ity model of a river basin. A water availability
model of a river basin has great importance
in engineering, as well as in water resources
management for meeting demands from
multiple sectors —such as drinking water sup-
ply, irrigation and agriculture, hydropower
generation, and waste water disposal.

The chapter is organized as follows. The
scales at which various hydrological models
are developed and river basin models fitted
in, the purpose of and need for such models,
and the problems and prospects in the devel-
opment of these models are discussed first.
Subsequently, the data that are necessary for
building such models, currently available as
global databases — which are expected to be
improved in quality and coverage through
continuous refinements, are discussed. The
modelling approach that has been adopted
and proposed in the chapter is described next.
This is followed by a discussion on the essen-
tial hydrological processes in the generation
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of streamflows. The final section of the work
contains an application of this model to a
major river basin with sparse data and great
geopolitical significance. The impact of climate
change is also included in the discussion.

River basin modelling at mesoscopic
scales

Spatial and temporal scales
of hydrological models

Hydrology can be studied at various spatial
and temporal scales. Generally speaking, a
macroscopic scale typifies a large drainage
basin covering a continental land surface at
an order of a million square kilometres. An
example is the entire basin drained by the
Mississippi-Missouri River System with a
drainage area of 3,250,000km? on the North
American continent. A mesoscopic scale
represents a spatial domain that extends
over several thousands of square kilometres
regionally to encompass the drainage area of
a major river or a segment of that river and
its tributaries. An example is the 103,600 km?
area drained by the Tennessee River, one of the
major tributaries of the Ohio River which, in
turn, is a major tributary of the Mississippi
River. A local-scale model in hydrology refers
to a drainage basin with limited areal extent,
such as hundreds or tens of square kilome-
tres, or even less, to cover an area drained by
a stream and its tributaries which are parts of
a regional river system.

The scale at which a particular hydro-
logical analysis is performed depends on the
purpose of the undertaking. For example, for
small-scale engineering applications, such
as localized flood or erosion control projects
and diversion work for irrigation and drain-
age, hydrological models are required at local
scales. For a local-scale model, the data on
topographic, meteorological and land surface
characteristics are used on a spatial scale that
is finely resolved within a few metres, or less
than a metre, and on a temporal scale with a
resolution of an hour or minutes. For water
resources management, such as water avail-
ability models for agriculture, community
water supply, hydroelectric potential and

regional river engineering, the spatial domain
for a hydrological model usually extends to
the mesoscale, and the time unit is usually
a month or a day. For certain broader pur-
poses, such as for an understanding of how
global climate change affects hydrology, the
spatial domain is at a macro-scale, with tem-
poral scales ranging from annual to decadal.
Such scale dependence of hydrological analy-
sis requires a formal demarcation between
local and mesoscale and between mesoscale
and macro-scale. Operational definitions of
these scales call for a formalization of certain
common terms loosely used in hydrology to
designate drainage units.

In the hydrological literature, terms
such as drainage area, catchment, watershed
and basin have been used interchangeably. In
the USA, watershed is the standard term for
a drainage area, whereas, in Europe, Australia
and certain Asian countries, the standard
term is catchment. Hence, it is necessary to
establish a convention in a logical fashion for
the use of these terms (e.g. see Olivera et al.,
2002a). In this chapter, the following conven-
tion is adopted.

A catchment is considered to be the
smallest drainage unit defined by the mini-
mum or threshold contributing area that is
used to define a stream on a digital elevation
model (DEM). This convention is adopted
because the currently common practice
(which is expected to continue in the future)
for hydrological modelling is the delineation
of drainage units with the aid of DEMs, and
the size of the threshold contributing area
in a DEM analysis can vary with the objec-
tive of the analysis and also with its scale.
Thus, the freedom of choosing the size of
threshold contributing area offers the flex-
ibility of not having a rigid upper limit of the
spatial extent for a drainage unit to be des-
ignated as a catchment, and the choice can
vary with the scale and scope of an investiga-
tion. A river basin, in contrast, is the largest
drainage area formed by integrating all of the
catchments in the study area. Other terms,
such as sub-basins, watersheds and sub-
watersheds, are reserved to denote specific
drainage units within a river basin. The term
watershed is used to denote a subsystem
of a river basin, e.g. the drainage area of a
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particular tributary of a main river system.
A sub-watershed can be defined by a set of
selected points on the channel network, such
as gauging stations or water-quality moni-
toring stations on a stream, to serve certain
particular operational purposes. A sub-
watershed based on a recording station of
a stream encompasses all of the catchments
from where flow originates upstream of that
point.

With the adoption of the convention of
using different terms with specific connota-
tions to denote various drainage units, the
limits for local, mesoscopic and macroscopic
scales in hydrology can be defined for spe-
cific river basins. An example is provided in
Fig. 2.1. Individual river basins of regional
extents are natural land surface units for
mesoscale studies because they represent a
self-contained hydrological system for the
transportation, distribution and accumulation
of water and its constituents at the land sur-
face. Mesoscopic or river-basin scale models
represent a synoptic view of earth’s land sur-
face hydrology at a scale larger than individual
watersheds. Watershed-scalehydrological stud-
ies are conducted at a local scale with physically
or statistically based models, using hydrologi-
cal data at fine spatial resolutions and at short
time steps. Typical engineering applications
are drawn from such local-scale hydrological
analyses. Macro-scale hydrological models can
be considered as a hierarchical, nested system
of mesoscale models (Vorosmarty et al., 1993);
such macro-scale models are intended to simu-
late water movement on a continental scale
and should consider those movements in all
three spatial dimensions.

Importance of hydrological models of river
basins at mesoscopic scales

A principal goal of hydrological modelling
is the quantitative prediction of streamflows.
Atlocal scale, rainfall-runoff processes, based
on either physical or empirical models of
land surface exchanges and finely resolved
data sets, are simulated to quantify temporal
and spatial distributions of runoff genera-
tion. These models find various applications
in the engineering of flood-hazard mitiga-
tion and water-control structures. However,

for management of water resources with
the aim of equitable allocation of water to
meet the demands arising from various sec-
tors — such as municipal, agricultural and
power generation — it is vitally important
to have reliable water availability models
and decision-support systems of river basins
at mesoscopic scales. An availability model
provides the quantitative measures of sup-
plies, demands and storages in a river basin
at various control points.

Several water availability models have
already been developed and are being success-
fully used. MODSIM (Labadie, 2005) and WAM
(Wurbs, 2005) are two examples of such mod-
els. These models derive additional impor-
tance from the severe pressures that have
been placed on water managers worldwide,
as many river basins have been experiencing
stresses originating from extreme hydrologi-
cal conditions, such as floods and droughts,
rising water demand owing to population
growth, urbanization accompanied by degra-
dation of ecosystems, industrialization with
a sharp increase in electrical power demand,
sustainability of agriculture and the envi-
ronment, and vagaries arising from global
warming and subsequent climate change.

One of the key inputs for a water avail-
ability model is accurate estimates of natu-
ralized monthly streamflows at critical
control points on the channel network of
a river basin. Naturalized streamflows are
typical streamflows at various locations of a
river network that occur naturally without
any anthropogenic effects. Usually, these
are estimated at gauging station locations
with several years of historical flow records.
Naturalized streamflows at gauged control
points are then distributed to other ungauged
control points (Wurbs, 2006). In other words,
SWAMSs form an input as well as a subset of
larger availability models which take into
account groundwater and other water diver-
sions and withdrawals.

Even though naturalized streamflow
estimates, or SWAMs, are developed from
historical records where dependable stream
gauge data are available, the task becomes
problematic for ungauged or poorly gauged
basins. As Sivapalan (2003) has noted: “Yet,
over 3000 years after river gauging began
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on the Nile, the Earth’s land surface remains
ungauged or poorly gauged, especially in
many developing countries, and in some
cases the measurement networks have been
actually declining in recent decades’, there
are a great number of important river basins
that are mostly ungauged. Predictions in
ungauged basins (PUB) are the grand chal-
lenges facing present and future hydrology
(e.g. Littlewood et al., 2003; Sivapalan et al.,
2003; Wagener et al., 2004).

Reliable estimates of the spatial and sea-
sonal distributions of stream water availabil-
ity within a river basin are very important for
authorization of new water projects in the face
of sustainable management and the opera-
tion of existing water projects and facilities as
these face mounting pressures from political,
economic and environmental fronts. Thus, the
necessity of the development of SWAMs for
important river basins is becoming essential
as the field of integrated water resources man-
agement (IWRM) burgeons. A SWAM also
owes its significance to the assessment and
prediction of the effects of climate change on
river-basin hydrology. Hydrological models
at river-basin scales are crucial for improved
understanding of the impacts of the factors
contributing to global climate change on the
environment and society.

Review of the literature

The basic objective of this chapter is not to
provide an exhaustive literature review but
to present a practical approach towards mes-
oscopic hydrological modelling, which can
be used to approximate monthly streamflows
in large river basins from globally gridded
data sets on topography, climate, land and
snow cover, land use and soil types. Thus, an
overview of all pertinent models developed
previously is beyond the scope of the present
chapter. Instead, in this section an empha-
sis is placed on the distinction between the
mesoscopic model presented in this work
and some of the other hydrological models
applicable at a similar spatial scale. It should
also be noted at this point that these mod-
els, including the one that is presented here,
are not geared towards detailed modelling of
flood routing from individual storm events.

Mesoscopic hydrological models require time
series inputs of meteorological variables to
output time series of streamflows, and the
time base for both input and output time
series can be monthly, daily or sub-daily.

One of the earlier models applied to large
geographical domains is the VIC-2L (Variable
Infiltration Capacity — Two soil Layers) model
(Wood et al., 1992; Liang et al., 1994). Other
models, which emerged subsequently, include
the ARNO model (Todini, 1996), SWAT (Soil
and Water Assessment Tool) model (Arnold
et al., 1998, 1999; Arnold and Fohrer, 2005),
Macro-PDM (Arnell, 1999), TOPKAPI (topo-
graphic kinematic approximations and inte-
gration) model (Liu and Todini, 2002), and
BTOP model (Takeuchi et al., 2007), just to
mention a few of the commonly known ones.
Some of these models have been refined in a
continued fashion and have evolved through
various versions. For example, the current
version of the VIC model is VIC-4.1.1, and
that of the SWAT model is SWAT2009.93.3.
Some of the models are in the public domain.

All of the models mentioned above are
meant to operate on a daily time step, run for
many years and can be applied to large river
basins at mesoscopic scales. Some of these
models, such as VIC-2L and Macro-PDM, can
also be adapted for continental-scale (mac-
roscopic) modelling. Nevertheless, all of the
models have their merits and limitations. For
example, BTOP and SWAT models are fully
distributed models, whereas VIC-2L and
ARNO models are semi-distributed. In the
ARNO model, hydrological input and pro-
cesses are lumped at catchment scales. In the
case of VIC-L2, the basin can be divided into
grids with coarse spatial resolutions such as
1° or 1/8° (for smaller basins), and both inputs
and outputs are lumped over those coarse
grids. Even though all of these models incor-
porate major hydrological processes such as
precipitation, infiltration, evapotranspira-
tion, snow melting and base flow, and utilize
the principles of water balance and channel
flow routing in the simulation of streamflow
characteristics, differences among the mod-
els lie in the way the hydrological processes
are modelled. For example, infiltration in
both VIC-2L and ARNO models has been
modelled in a similar fashion by taking into
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account initial soil moisture content, infiltra-
tion capacity and variation of the saturated
fraction of the soil layer. Such models are
often referred to as Explicit Soil Moisture
Accounting (ESMA) models. In contrast,
models like SWAT take an empirical approach
in modelling infiltration, such as a curve
number approach, which is essentially like
using a runoff coefficient. Other hydrological
processes, such as snow-melt generation, base
flow production and evapotranspiration,
have been modelled with varying degrees of
details and data requirements.

One of the differences between the
model presented here and other mesoscopic
scale models is the time base for model
inputs and outputs. As pointed out by Singh
and Woolhiser (2002), this aspect of a model
greatly influences the type of the model or
the details to be included in the model.
A watershed model meant to provide long-
term monthly averages of river discharge
is quite different in its architecture and con-
struct from an hourly or daily streamflow
model. A second feature that distinguishes
the present model from some of the other
models is the spatial resolution of the input
fields. The model presented here is a fully
distributed model, in which each catchment
is constituted of a number of cells with high
spatial resolution (~100m) and each grid cell
of the model domain receives its own input
parameters for simulation of the hydrologi-
cal processes at this scale. This is in contrast
to the models where input values for specific
model parameters are lumped over catch-
ments or coarse grids. Thirdly, the models
mentioned above require time series data from
station records, at least for precipitation and
temperature inputs. In addition to precipita-
tion and temperature, some models require
time series data of other climatic variables,
such as wind speed. In these models, certain
inputs, like temperature, are used to inter-
nally calculate other energy inputs, such as
short-wave and long-wave radiation. In the
case of semi-distributed models, the time
series inputs are spatially lumped over a
catchment or a coarse grid. The model pre-
sented here has been developed with an aim
to take advantage of the evolving data sets on
monthly averages of climatic variables, such

as temperature, precipitation and short-wave
and long-wave radiation. These data sets have
been developed on global geographical grids
and cover several decades of the past. Thus,
for this model, daily time series data from sta-
tion records are not necessary. For this reason,
this model can be applied to any river basin,
including those where station records are
either meagre or difficult to obtain, or even
absent. The availability of station records
indeed provides an added opportunity for
this model to validate global databases or to
assess database reliability. An example in this
regard will be provided in connection with
the application of the model to a particular
river basin.

One of the difficulties in the detailed
or process-based models, such as the ESMA
models, is that a large number of param-
eters are introduced into the models. Several
authors have recognized this problem of over-
parameterization, and have even conceded
that requirement of a large number of param-
eters in a model does not necessarily improve
the physical representation of the processes,
and the performance of the model in its capa-
bility to predict streamflows from observed
data on precipitation, temperature, etc. Such
model parameters must be determined for
each catchment from available spatial data;
these data are often not readily available or
may require extensive field-based experiments
and observations. Then again, as pointed out
by Jakeman and Hornberger (1993), even
though the physics involved in the transfor-
mation of precipitation to streamflow may
be highly complex, the observed correlation
between precipitation and runoff warrants
models of only very limited complexity.

The model presented in this chapter
operates on a monthly timescale. Hence, it is
assumed that over the timescale of a month,
the complexities of the processes involved in
infiltration, and thereby the transformation
of actual rainfall to potential runoff, can be
simplified to a water balance type approach.
In this approach, soil moisture is calculated
on a daily time step and in this way estima-
tion is made of the monthly storage of water
in the ground. The process of snow-melt gen-
eration has been modelled with a physical
basis by keeping the number of parameters
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required to account for loss of meltwater
to a minimum of one or two. Similarly, eva-
potranspiration has been simulated with a
process-oriented approach, and only one
parameter is required to relate potential and
actual evapotranspiration in the process of
soil moisture accounting.

The work described here is certainly
not the first attempt to include global- or
continental-scale data sets covering long-term
monthly averages of meteorological variables
to predict long-term monthly mean river dis-
charges for regional river basins. Vorosmarty
et al. (1989) developed a monthly water bal-
ance model (WBM), relying on the techniques
developed by Thornthwaite and Mather
(1957), to predict monthly soil moisture, eva-
potranspiration and runoff for the Amazon
River basin, encompassing a 5.8 x 10° km?
area. The model was derived from gridded
data sets covering precipitation, tempera-
ture, potential evapotranspiration, soil types,
vegetation and elevation, with the grids having
a spatial resolution of 0.5° x 0.5° (latitude x
longitude). Vorosmarty and Moore (1991)
applied the same model to the Zambezi River
basin, a 1.4 x 10° km? area. In this application,
the authors used data on temperature, irradi-
ance and cloud cover to calculate monthly
potential evapotranspiration. In subsequent
work, Vorosmarty et al. (1996) updated the
previous work on the Amazon River basin to
change the time steps from monthly to daily,
and compared the calculated river discharges
with those derived from satellite data. The
daily values of precipitation were derived from
the long-term monthly averages used in the
previous developments. Several other workers
also applied a WBM to river basins. For exam-
ple, Mishra and Hata (2006) applied a slightly
modified version of the WBM of Thornthwaite
and Mather (1957) to generate monthly water
surplus for 0.5° grid cells of the Upper Blue
Nile Basin (an area of 175, 000 km?). Similarly,
there are other variations of the WBM
(e.g. Vandewiele et al., 1992; Zhao, 1992). Jiang
et al. (2007) applied six such WBMs to the
Dongjian Basin of South China to evaluate the
hydrological impacts of climate change.

Of the hydrological models applicable to
a river basin with large geographical extent,
no single model has emerged as the preferred

tool or as a standard model for analysis or
hydrological predictions. This is an evolv-
ing field of hydrology where contributions
are continuing to come from various sources.
Unlike the field of engineering hydrology,
where only a limited number of models have
become industry standards, there may never
be a set of mesoscopic hydrological models
that will prove to be standards for analysis
and for use as predictive tools for regional
river basins.

Problems and prospects
in the development of river basin models
at mesoscopic scales

The availability and quality of topographic,
meteorological and observational hydrologi-
cal data significantly constrain the form and
output of a hydrological model. In the case
of mesoscopic hydrology, quality of data not
only denotes accuracy but also spatial reso-
lutions and temporal coverage. For this rea-
son, one of the essential requirements in this
endeavour is to employ the input data that
have best overall accuracy, highest spatial
resolution and greatest temporal coverage. In
certain parts of the world, such as the USA,
both meteorological and hydrological data
with sufficient spatial and temporal cover-
age are readily available and can be used
to develop reliable models of regional river
basins. In contrast, there are vast land sur-
faces on the globe, such as various geographi-
cal regions on the continents of Asia, Africa
and South America, where such data are
either sparse or non-existent. In some areas,
even if a certain volume of data exists, access
to those data is either prohibitive or extremely
restricted; a good example of such an area is
the Indian subcontinent, which has several
trans-boundary river basins.

The challenges noted above are being
partly met with the recent developments of
various global databases and observational
networks that have direct significance in
hydrological modelling at mesoscopic scales.
These global databases and observational net-
works relevant to the hydrology of regional
river basins started to emerge in recent decades.
Refinements and expansions of these data sets
are expected to continue in the future, leading to
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highly evolved databases. Furthermore, appli-
cations of remote sensing technology in the field
of hydrology and, in particular, the marriage of
the global databases with GIS technology for
the processing and applications of the data will
enable the hydrologists of today and tomorrow
to develop reasonable mesoscale models in a
way that was not possible in the past.

The following section deals with the
global data sets that can be used to develop
regional river-basin models to predict monthly
stream water availability at various control
points of a basin.

Materials and Methods

Global data sets for mesoscopic
river-basin modelling

Topography

Launched in February 2000, the space shut-
tle Endeavour, on its 11-day mission remotely
sensed the earth’s surface using single-pass,
across-track, Interferometric Synthetic Aperture
Radar (IFSAR) to provide the first near-global
high-resolution elevation data (Farr and
Kobrick, 2000). The project, known as the Shut-
tle Radar Topography Mission (SRTM) project,
has created an unparalleled data set of global
elevations for mesoscale hydrological model-
ling. The SRTM project has been a collaborative
effort of the National Aeronautics and Space
Administration (NASA) of the United States,
the National Geospatial-Intelligence Agency
(NGA) of the US Department of Defense, the
German Aerospace Center and the Italian
Space Agency. The data from the original mis-
sion underwent several corrections and edits
during post-processing of the original data
(Gesch et al., 2006). NASA’s Jet Propulsion
Laboratory (JPL) managed the mission and
processed the original data set, whereas the
Earth Resources Observation and Science
(EROS) Data Center of the U.S. Geological
Survey (USGS) has the responsibility of host-
ing, distributing and archiving the processed
SRTM data products (SRTM, 2011).

The data set, commonly referred to as the
SRTM-3 data set, as processed and edited by
NASA/]JPL, is available at a three-arc second

(approximately 90m at the equator) resolu-
tion for the global land masses between the
parallels 60° N and 56° S (for the USA and
its territories the spatial resolution is one-arc
second or nearly 30m). However, this data
set has certain drawbacks which inhibit its
direct use in various applications. The data
exhibit typical IFSAR artefacts, such as scat-
tered voids due to shadow and layover effects,
poor signal returns over some terrains and
occasional phase unwrapping errors. The ter-
rains where radar-specific problems especially
prevented the production of high-quality ele-
vation data are the mountainous regions, such
as the Himalayas and Andes, and certain land
surfaces, such as the Sahara Desert.

The NGA further conducted quality-
assurance checks and then carried out several
additional edits of the data to comply with the
standards of the Digital Terrain Elevation Data
(DTED) format of NASA. One of the major
problems that still remained with the data,
known as the DTED Level 1 data, was the
presence of voids (no elevation data at certain
points). At present, there are three reliable
sourcesfromwherevoid-filled seamlessSRTM
data are available. One source is the digital
elevation model (DEM) data set produced by
Lehner et al. (2006) as part of the development
of the HydroSHEDS (Hydrological data and
maps based on SHuttle Elevation Derivatives
at multiple Scales) database. Another void-
filled SRTM database has been produced by
the Environmental Systems Research Institute
(ESRI) as part of the Data and Maps data set
that has come with ESRI’s ArcGIS software
package since 2006 (ESRI, 2006). The third
void-filled SRTM data set has been produced
by the Consultative Group for International
Agriculture Research-Consortium for Spatial
Information (CGIAR-CSI) (Jarvis, 2004;
CGIAR-CSI, 2008).

There are distinct differences in the
methods that have been employed in the pro-
duction of void-filled SRTM data by the three
sources mentioned above. The differences
arise from the different algorithms used in
void filling, as well as from the starting and
auxiliary data sets that are used in the void
filling. Figure 2.2 is a flow chart that shows
the different levels at which SRTM data with
certain characteristics are currently available
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for hydrological modelling. The void-filled
SRTM data distributed by CGIAR-CSI are
perhaps the best-quality data set because the
various auxiliary sources that are used dur-
ing void filling not only have made the data
set more reliable for mountainous regions but
also have reduced elevation errors that exist
with the DTED Level 1 or SRTM-3 data sets.
As noted by Falorni et al. (2005), in high-relief
terrains the original SRTM data have notable
vertical inaccuracies or errors in elevation
values.

Nevertheless, the global coverage of the
digital elevation data on three-arc second res-
olution offers almost ten times finer spatial
resolution than the previous GTOPO30 global
elevation data (Gesch et al., 1999) (GTOPO30
is a global DEM developed by the USGS). The
GTOPO30 data set has 30 arc seconds spatial
resolution (approximately 1km? grid sizes).
In spite of such coarse spatial resolution,
the GTOPO30 data sets had also been used
to derive some large spatial scale (i.e. small
cartographic-scale ratios on maps) river net-
works (e.g. Olivera et al., 2002b; Olivera and
Raina, 2003) and land surface hydrological
models (e.g. Poveda ef al., 2007). However, the
GTOPO30 data sets are not particularly suit-
able for resolving the finer scale landscape
features necessary for hydrological analy-
sis of regional river networks. The three-arc
second data are still coarse for small spatial-
scale engineering applications at local levels,
but are sufficiently good for regional analysis
extending to several thousand square kilome-
tres. As a matter of fact, for regional analysis
on asmall cartographic scale, further finer res-
olution of cell sizes can produce such a large
number (in the order of billions) of cells that
their practicability may become infeasible.

Temperature and precipitation

In the past two decades, several global pre-
cipitation and temperature data sets have
been developed using different input sources,
such as ground observations, satellite esti-
mates and climate model simulation (Fekete
et al., 2004). The development of mesoscopic
hydrological models of regional river basins
requires climatic variables, such as long-term
monthly mean precipitation and tempera-

ture data on geographical grids. The gridded
data sets, by virtue of having long and unin-
terrupted time series for all the grid points,
are extremely useful in the quantitative
description of spatial and temporal patterns
of regional climates, and are particularly
suitable for areas with large spatial cover-
age but with only a set of limited individual
recording stations. The extent of spatial reso-
lution necessary for such a grid depends on
the application, but production of the same
depends on the density of available observa-
tional stations and the quality of data that can
be obtained from those stations. The nature
and quality of station records also control the
temporal coverage that can be maintained by
such data sets. There exist different data sets
that cover the global land surface at medium
spatial resolutions and are built on long peri-
ods of recorded observational data. Some of
the globally gridded climatic data sets have
been developed on the basis of observed data
at existing weather stations with long periods
of records, and by subsequent applications of
certain spatial interpolation techniques. Thus,
the principal controls on the quality of a glo-
bal climatic data set are the lengths of peri-
ods of records, number and spatial coverage
of stations, and the interpolation techniques
used in the generation of gridded data sets.
The selection of a data set for an application
must be governed by the accuracy present in
the data sets. Three global precipitation and
temperature data sets that can potentially be
used in the development of regional river-basin
scale water availability models are described
below.

The Climatic Research Unit (CRU) of
the University of East Anglia in the UK pro-
duced a global database of monthly values of
nine climatological variables for more than
100 years covering the global land surface
(excluding Antarctica) from weather station
records and interpolated atlongitude-latitude
grids with a spatial resolution of 0.5° x 0.5°
(Mitchell and Jones, 2005). This data set is an
expanded and improved version of the data
set developed earlier by New et al. (2000).
The updated data set, known as CRU TS 2.1,
comprises 1224 monthly time series of nine
climatic variables for the period 1901-2002.
Recently the data set (now CRU TS 3.0) has
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been expanded to extend the end date to June
2006 (BADC, 2008). The climatic variables in
the data set are temperature, diurnal temper-
ature range, daily maximum and minimum
temperatures, precipitation, wet-day fre-
quency, frost day frequency, vapour pressure
and cloud cover. The database was developed
from raw station data derived from seven
sources (Table 2.1). However, the raw station
data were extensively processed to correct for
inhomogeneities, and for the development
of reference series, selection of neighbouring
stations influencing the reference series, com-
bination of the neighbours and development
of station anomalies. The details of the meth-
ods used in the processing of the raw station
data have been described by Mitchell and
Jones (2005). In the anomaly approach, the
processed station data are interpolated with
the thin-plate smoothing spline technique,

considering latitude, longitude and eleva-
tion as parameters (New ef al., 2000). New
et al. (2002) also updated their earlier data sets
through further interpolations to create the
grids at a spatial resolution of 10 arc minute
latitude /longitude, covering the period from
1961 to 1990.

Matsuura and Willmott (2009a,b) from
the Center for Climate and Land Surface
Change of the University of Delaware, USA
have produced another comprehensive data-
base of global monthly precipitation and tem-
perature values for each of the years from 1900
to 2008. The station data sources used in the
development of this database are also listed
in Table 2.1. This data set is a much improved
and enhanced version of the global precipi-
tation and temperature database originally
developed by Legates and Willmott (1990) and
Peterson and Vose (1997). In the Matsuura and

Table 2.1. Sources of station records in two global precipitation and temperature data sets.

Sources of station records

Sources of station records — Matsuura

—-CRUTS 2.12 and Willmott (2009a,b)
Source Reference Variables®  Station/Organization Source Variables
Jones Jones and Moberg T GHCN2¢ NCDC¢, USA Ppt, T
(2003)
Hulme Mike Hulme, Ppt Atmospheric Environment Ppt, T
unpublished records Environment Service Canada
GHCN V. 2 Peterson et al. Ppt, T State St Petersburg, Ppt, T
(1998) Hydrometeorological Russia
Institute
Mark New New et al. (2000) T GC-Net Data Steffen et al. (1996) Ppt, T
Hahn Hahn and Warren T Automatic Weather University of Ppt, T
(1999) Station Project Wisconsin-Madison
MCDW  William Angel, Ppt, T National Center for University of Ppt
unpublished records Atmospheric Research Colorado
CLIMAT UK Met Office, Ppt, T African Precipitation Sharon Nicholson Ppt
unpublished records data (2001)
South American Monthly Webber and Ppt
Precipitation Station Willmott (1998)
Records
Global Surface NCDC, USA Ppt, T
Summary of Day
Global Synoptic NCDC, USA T

Climatology Network

aCRU TS 2.1 Climate Database, based on global climate data produced by the Climatic Research Unit (CRU) of the
University of East Anglia, UK. Available at: http://www.cgiar-csi.org/data/climate/item/52-cru-ts-21-climate-database.

Ppt, Precipitation (mm); T, Temperature (°C).
°Global Historical Climatology Network.
9National Climatic Data Center.
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Willmott data set, station values of monthly
total precipitation (mm) and monthly mean
air temperature (°C) are interpolated to a
0.5° x 0.5° degree of latitude-longitude grid,
where the grid nodes are centred on 0.25°.
The processing of the station data used in
the development of this data set is funda-
mentally different from that employed in the
development of the CRU TS 2.1 data set. The
Matsuura and Willmott database is based on
a background climatology developed from
the station data and a climatologically aided
interpolation method (Willmott and Robeson,
1995). For temperature, interpolation is also
assisted by a DEM (Willmott and Matsuura,
1995). Elevations at grid nodes are obtained
from the GTOPO30 data set (K. Matsuura,
Delaware, 2009, personal communication).
Each average monthly station air temperature
is first brought down to sea level at an aver-
age environmental lapse rate of 6.0°C km™.
An interpolation scheme is then applied to
the adjusted-to-sea-level average monthly
station air temperatures and the gridded
sea-level temperature values are brought up
to the DEM grid height using the same envi-
ronmental lapse rate. Interpolation into the
grid nodes is accomplished with the spheri-
cal version of Shepard’s algorithm, which
employs an enhanced distance-weighting
method (Shepard, 1968; Willmott et al., 1985).
Furthermore, a more robust neighbour-finding
algorithm, based on spherical distance, is
also used. The average number of nearby sta-
tions that influence a grid-node estimate is 20.
Matsuura and Willmott (2009a,b) also deter-
mined the cross-validation errors; one station
at a time was dropped during interpolation
and the interpolated values at the dropped
station location were compared with the sta-
tion data; in general, very low cross-validation
errors were obtained. Further details about
the data processing and methodologies
employed in the development of this data
set can be found at Willmott, Matsuura and
Collaborators’ Global Climate Resource Pages
(http:/ /climate.geog.udel.edu/~climate/).
Another global precipitation and tem-
perature database covering the period from
1950 to 2000 at a spatial resolution of 30 arc
second has been developed by Hijmans et al.
(2005) and is available from World Clim

(http:/ /www.worldclim.org). Compared with
the two other databases noted above, this
database has a relatively shorter temporal
coverage but a higher spatial resolution. This
data set also used various station records and
the thin-plate smoothing spline algorithm
(Hijmans ef al., 2005). However, the station
records were not processed before application
of the interpolation method.

Surface radiation

Global surface radiation data are available
from three sources originating from three dif-
ferent NASA programmes: the Global Energy
and Water Cycle Experiment - Surface
Radiation Budget programme (GEWEX-
SRB); the International Satellite Cloud
Climatology Project (ISCCP); and the Clouds
and the Earth’s Radiant Energy System
(CERES) experiments carried on by the Terra
and Aqua satellites of the Earth Observing
System (EOS) programme (details available
at: http:/ /eospso.gsfc.nasa.gov /). With these
varied sets of radiation data, a sound decision
is necessary to use the data set that is in line
with the objective of a particular study. For the
purposes of a mesoscale hydrological investi-
gation, the minimum requirement is to obtain
monthly average values of surface radiation
fluxes that are quantified with high spatial
resolution and long temporal coverage.

The CERES project, involving multi-
satellite missions, has started to produce sur-
face and top-of-atmosphere (TOA) radiative
fluxes on 1° x 1° scales with a timespan begin-
ning in 2001 (Wielicki et al., 1996; Doelling et al.,
2006). The temporal coverage for this data set
(SRBAVG) is considerably shorter than that of
the GEWEX-SRB and ISCCP data sets.

The GEWEX-SRB project has recently
released (version 3.0) a set of high-quality
monthly average values of short-wave (SW)
and long-wave (LW) surface radiation under
both clear-sky and all-sky conditions. The
data are given at a spatial scale of 1° x 1° grid,
covering the period July 1983 to December
2007. The GEWEX-SRB project is a major com-
ponent of NASA’s radiation research, with
the objective of determining surface, TOA
and atmospheric SW and LW radiative fluxes
with the precision needed to predict transient
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climate variations and decadal-to-centennial
climate trends (e.g. Stackhouse ef al., 2001,
2004; Gupta et al., 2006). The SW and LW data
sets are derived with two sets of algorithms,
known as primary and quality-check algo-
rithms, and a variety of data sources. The pri-
mary SW algorithm is adapted from Pinker
and Laszlo (1992) and the primary LW algo-
rithm is an adaptation from Fu et al. (1997).
The quality-check SW and LW algorithms
are developed after Gupta et al. (2001) and
Gupta et al. (1992), respectively. The primary
data sources are the visible and infrared radi-
ances, the ISCCP DX data set for deriving sur-
face and cloud parameters, and the Goddard
Earth Observing System reanalysis products
(GEOS-4.0.3; Bloom ef al., 2005) for tempera-
ture and moisture profiles. Additionally,
column ozone data from the Total Ozone
Mapping Spectrometer (TOMS) and clear-sky
TOA albedo data from the Earth Radiation
Budget Experiment (ERBE) are used as inputs
to the SW models. The project also makes use
of global observations from CERES and mod-
erate-resolution imaging spectroradiometer
instruments on the Aqua and Terra satellites
for surface albedo (for a quality check of SW
radiation) and emissivity.

The ISCCP Project has also produced a
new 25-year (1983-2007) global radiative flux
data product called ISCCP FD. In general,
these data sets provide physically consistent
surface and TOA radiative fluxes. The most
obvious difference between the ISCCP-FD
and GEWEX-SRB data sets is the spatial reso-
lution. The spatial resolution in the ISCCP-FD
is a 280km x 280km equal area grid (approxi-
mately 2.5° x 2.5°) and hence this data set is
appropriate for GCM (global climate model)
or macro-scale modelling. This grid system
is completely different from the 1° x 1° grid
in the GEWEX-SRB data sets. An overview
of the ISCCP-FD data products is given by
Zhang et al. (2004). In summary, the ISCCP-FD
method uses satellite retrievals at specific
visible wavelength channels and then uses
radiative transfer to compute SW fluxes and
integrates overall wavelengths. The GEWEX-
SRB method converts the specific visible
channel radiances to broadband (integrated
over all solar wavelengths) albedo and then
uses radiative transfer to optimize the surface

albedo and fluxes to agree with the estimated
TOA albedo as much as possible. Both meth-
ods give about the same results with regard
to bias over the continents of the world, but
have larger differences in the polar day-
time latitudes. Sorting out those differences
is the subject of ongoing research at NASA
Langley Research Center (P.W. Stackhouse,
Virginia, 2009, personal communication).
The ISCCP-FD tends to have a slightly better
RMS (root mean square) for monthly aver-
aged fluxes, because the GEWEX-SRB uses a
smaller number of satellite pixels to determine
the fluxes due to higher spatial resolution.
However, the GEWEX-SRB seems to capture
the horizontal variability due to higher spa-
tial resolution better. The ISCCP-FD tends
to be a little more consistent when the posi-
tion of geosynchronous satellites changes,
so the month-to-month variability is slightly
less, but both data sets contain some arte-
facts from changes in these observing sys-
tems. Comparison between these data sets is
continuing as the two teams work together
to improve the products (P.W. Stackhouse,
Virginia, 2009, personal communication).
Extensive validations of the GEWEX-
SRB flux values have included ground
measurements obtained from the Baseline
Surface Radiation Network (BSRN), the Swiss
Federal Institute of Technology’s Global
Energy Balance Archive (GEBA), the Climate
Monitoring and Diagnostics Laboratory of the
National Oceanic and Atmospheric Agency
(NOAA), and other national and interna-
tional networks. Results of monthly averaged
SW and LW radiative fluxes show that gen-
erally flux errors are within 10W m™. Larger
errors are observed where there are larger
uncertainties in the input and where the site
data do not represent the entire grid box. The
most difficult portion of the net radiation is
its validation over large areas. Downwelling
SW and LW radiation is measurable and is
used to assess the downward radiation fluxes.
However, upwelling SW and LW fluxes tend
to be very locally dependent on the surface
type and not very applicable to 1° x 1° scales.
Thus, the true uncertainty with the monthly
average at 1° x 1° spatial resolution is esti-
mated to be in the range of +10W m™ with
higher errors at snow/ice-covered surfaces
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(Koster et al., 2006; Zhang et al., 2007; Lin
et al., 2008). For net fluxes, it is important to
note that the surface type (i.e. vegetation type
and thickness, soil types) has an important
role at small scales, even though the 1° x 1°
uncertainty possibly represents the region
as a whole and not the sub-grid processes
contained within the region.

The Version 3 GEWEX-SRB data are sub-
stantially improved from the previous ver-
sions through refinements of algorithms and
input data sets used in the development of
data products. Thus, currently this data set
stands as the best global radiation data set,
with highest spatial resolution and longest
temporal coverage.

Land use and land cover

There are at least two sets of global land cover
(GLC) data available in the public domain.
The first set of GLC data is produced by the
USGS EROS National Center, the University
of Nebraska at Lincoln and the Joint Research
Centre (JRC) of the European Commission
(EC), and is available from EROS. The first
version (Version 1.2) of the GLC database was
released to the public in November 1997 and
underwent several improvements to reach its
present version (Version 2.0; 2009). These data
sets are derived from the data collected by the
Advanced Very High Resolution Radiometer
(AVHRR) instruments (sensors) on board the
polar-orbiting satellites of NOAA, and span
a 12-month time period from April 1992 to
March 1993. The data sets are available in
geographical as well as projected coordi-
nate systems, in certain raster formats with
pixel resolutions of 1km x 1km (approxi-
mately 30 arc seconds).

The second set of GLC data is available
from the Global Environment Monitoring
(GEM) unit of the Institute for Environment
and Sustainability (IES) of the JRC of the EC.
The GEM produced a GLC raster map with
1km spatial resolution from the data acquired
by the VEGETATION instrument on board the
SPOT 4 satellite, launched on 24 March 1998.
The GEM GLC 2000 data are considered to be
the internationally standardized land cover
data, with 1km x 1km spatial resolution and
producing the land cover information of the

earth for the year 2000 using the land cover
classification system proposed by the Food
and Agriculture Organization (FAO) of the
United Nations (UN).

Snow cover

The Earth Science Division of the Science
Mission Directorate of NASA launched a
coordinated series of polar-orbiting and low
inclination satellites for long-term global
observations of the land surface, biosphere,
solid earth, atmosphere and oceans as part of
the EOS umbrella programme.

The Moderate Resolution Imaging
Spectroradiometer (MODIS) refers to two
instruments which are 36-channel visible to
thermal-infrared sensors. They are currently
collecting data as part of NASA’s EOS pro-
gramme. The first MODIS instrument was
launched on board the Terra satellite on 18
December 1999, and the second was launched
on board the Aqua satellite on 4 May 2002.
MODIS is a key instrument aboard the Terra
and Aqua satellites in the EOS mission.
Terra’s orbit around the earth is timed so
that it passes from north to south across the
equator in the morning, while Aqua passes
south to north over the equator in the after-
noon. Terra MODIS and Aqua MODIS view
the entire earth’s surface every 1 to 2 days,
acquiring data in 36 spectral bands, or groups
of wavelengths.

The MODIS instrument provides high
radiometric sensitivity (12 bit) in 36 spectral
bands ranging in wavelengths from 0.4 um to
14.4um. MODIS obtains measurements with
spatial resolutions of 250m (bands 1 and 2),
500m (bands 3-7) and 1000m (bands 8-36)
using a continuously rotating double-sided
scan mirror. In short, the MODIS instruments
provide calibrated, geo-referenced radiance
data from individual bands, and a series of
geophysical products from land, ocean and
atmosphere disciplines that can be used for
studies of processes and trends on local to
global scales.

The National Snow and Ice Data Center
(NSIDC) in Boulder, Colorado, USA, archives
and distributes snow cover data derived
from MODIS instruments from both Terra
and Aqua satellites, with overlapping dates
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for certain time periods (NSIDC, 2011).
A variety of snow and ice products are pro-
duced from the MODIS sensors, and products
are available at a variety of spatial and tempo-
ral resolutions. Hall and Riggs (2007) provide
a detailed account of the MODIS products.

In summary, the MODIS snow cover data
are based on a snow mapping algorithm that
employs a normalized difference snow index
(NDSI) and other test criteria. The NDSI is a
measure of the difference between the infra-
red reflectance of snow in visible and SW
wavelengths. For Terra data, the algorithm
uses MODIS bands 4 (0.55um) and 6 (1.6 um)
to calculate the NDSI. MODIS band 6 detec-
tors failed on Aqua shortly after launch, so
band 7 (2.1 um) is used to calculate the NDSI
for Aqua. Also with Aqua data, the NDSI/
NDVI (normalized difference vegetation
index) test for snow in vegetated areas was
disabled because the use of band 7 resulted in
too much false snow detection. The MODIS
snow product suite begins with a 500m
resolution, 2330km swath snow cover map
which is then girded to a sinusoidal grid.
The sequence proceeds to climate-modelling
grid (CMG) products on a latitude/longitude
(cylindrical equidistant projection) grid with
a spatial resolution of 0.05°x 0.05°. Monthly
average snow cover is calculated from daily
global products for the month.

Two sets of MODIS-derived snow cover
data, derived from both Terra and Aqua,
are obtainable from NSIDC. The MODIS/
Aqua Snow Cover Monthly L3 Global 0.05°
CMG (MYD10CM) data set, new for Version
5 (V005), contains snow cover and qual-
ity assessment (QA) data in a Hierarchical
Data Format-Earth Observing System (HDF-
EOS) format, and corresponding metadata.
This data set consists of 7200 column by
3600 row global arrays of snow cover in a
0.05° CMG. These data, stored in HDF-EOS
format, are available for the period ranging
from 4 July 2002 to the present. The MODIS/
Terra Snow Cover Monthly L3 Global 0.05°
CMG (MOD10CM) data set, new for Version
5 (V005), also contains snow cover and QA
data in HDF-EOS format, and correspond-
ing metadata. This data set further consists of
7200 columns and 3600 rows of global arrays
of snow cover in a 0.05° CMG. Data are avail-

able from 24 February 2000 to the present.
However, owing to insufficient data received,
the MOD10CM time series does not contain
the granules for the months of June 2001,
March 2002 and December 2003. The granule
for the month of December 2003 is present in
the MYD10CM time series. However, for the
two missing months, 8-day composite data
can be used.

Soil cover

A key piece of information, necessary for the
development of a hydrological model at any
scale, is the soil characteristics of the land sur-
face being modelled. FAO has produced the
vector data sets of the soil map of the world
at a scale of 1:25,000,000, which are obtain-
able from FAO (FAO/UNESCO, 2003). The
soil classification follows the world reference
base for soil resources (FAO, 1998).
Nachtergaele et al. (2009) have updated
the FAO-UNESCO Soil Map of the World
to produce the Harmonized World Soil
Database (HWSD). Over 16,000 different soil
mapping units are recognized in the HWSD,
and selected soil parameters are included in
the database to characterize each of the soil
units. These soil parameters include available
water storage capacity, textural class, granu-
lometry (gravel, sand silt and clay fractions),
soil depth, organic carbon content, pH, cation
exchange capacity of the soil and clay frac-
tion, total exchangeable nutrients, lime and
gypsum contents, sodium exchange percent-
age and salinity. The database, developed in
Microsoft Access, is linked with a raster data
set that has a grid resolution of 30 arc seconds
by 30 arc seconds. Thus, the raster data set
consists of 21,600 rows and 43,200 columns, of
which 221 million grid cells cover the globe’s
land surface. The HWSD is particularly use-
ful in hydrological modelling at mesoscopic
scale owing to the information about availa-
ble water capacity (AWC), expressed as mm of
water per m of soil column), and the textural
classification used by the US Department of
Agriculture (USDA), which are contained
in the database. These two soil parameters,
namely AWC and USDA textural class, are
needed for soil moisture accounting in water
balance calculations and for assessment of
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infiltration capacities of various soil horizons
present in a study area.

River flows

River-basin scale hydrological models require
actual river discharge data collected through
long-term monitoring at several gauging
stations for validation, calibration and con-
tinuous refinements. However, from a glo-
bal perspective, the current observational
data concerning surface water are not ade-
quate. Several authors have already noted
this limitation (e.g. Shiklomanov et al., 2002;
Alsdorf et al., 2003). The problem has arisen
for two major reasons. First, within many
land areas, there are inadequate data collec-
tion stations. Moreover, as noted above, in
the recent decades, there has been a further
widespread decline in hydrological monitor-
ing stations. Secondly, access to existing data
is neither easy nor unrestricted everywhere.
Brakenridge et al. (2005) quoted the Global
Runoff Data Center (http://grdc.bafg.de/)
as stating in 2004 that ‘Currently, only a few
national hydrological services distribute their
data in accordance with World Meteorological
Organization resolutions which call for free
and unrestricted exchange.” While the source
for the first problem can be simply economic,
that of the second problem is often political.
For example, a nation’s position within a river
basin can be such that sharing of hydrologi-
cal data for trans-boundary rivers can cause
political conflicts. An issue, for example, can
arise from the operation of existing dams and
reservoirs or the construction of new dams
and reservoirs which can conflict with the
interests of water demand downstream.

In the face of the current problem of una-
vailability of widespread river discharge data,
based on gauging station records, a recent
development to directly measure river dis-
charge using orbital satellite passive micro-
wave sensors holds great potential without
regard to political boundaries. The Advanced
Microwave Scanning Radiometer Earth
Observing System (AMSR-E) on NASA'’s
Aqua satellite provides global coverage on a
near-daily basis without severe interference
from cloud. Brakenridge et al. (2007) have
developed a methodology, using the AMSR-E

band at 36.5 GHz, descending orbit, horizon-
tal polarization daily global data product to
measure daily river discharge. The methods
have been tested along US rivers monitored
by in situ gauging stations and have been
calibrated for several sites worldwide even
if only fragmentary monthly mean discharge
data were available. River flow data from
numerous stations covering all major rivers
are now available online from River Watch,
a cooperative project between the Dartmouth
Flood Observatory, Dartmouth College,
Hanover, New Hampshire, USA and GDACS-
GFDS (Global Disaster Alert Coordination
System-Global Flood Detection System) from
the JRC of the EC, Ispra, Italy (details avail-
able at: http:/ /www.dartmouth.edu/~floods/
AMSR-E%?20Gaging%20Reaches/IndexMap.
htm). For many rivers, the data are avail-
able from 2002 as monthly mean discharges.
In addition, other important hydrologi-
cal statistics for a station are also available.
These data will prove to be quite useful in
river-basin scale hydrological modelling,
in addition to addressing a wide variety of
applications, such as the GFDS from the JRC
of the EC (details available at: www.gdacs.
org/floods). In closing this section, it needs to
be mentioned that wherever gauging station-
based discharge data are available, such as
the gauge data provided by the USGS, these
should also be used.

Digital maps

For GIS-based hydrological modelling, it
is often necessary to use digital maps and
charts, prepared by electronic digitization of
hard copy maps and atlases, for comparison
with DEM-based delineations of channel net-
works and drainage units, or for other ana-
lytical purposes. Three of the best sources of
such data are as follows.

Using operational navigation charts, also
known as aeronautical charts, ESRI (1993)
produced the Digital Chart of the World
(DCW) for the US Defense Mapping Agency
(DMA) as vector maps at a scale of 1:1,000,000.
The DCW is generally considered to provide
the most comprehensive and consistent glo-
bal river network data currently available.
ESRI (1992, and updated subsequently) also
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produced a data set known as Arc World
which included a global vector map of surface
water bodies at a scale of 1:3,000,000. Thus,
the Arc World data are digitized at a coarser
spatial scale than the DCW data. However,
the Arc World data include some corrections
and updates as compared with the DCW, and
provide a consistent focus on major rivers
and lakes of the world.

Lehner et al. (2006), as part of the Hydro-
SHEDS project and database development,
produced global river networks at a spatial
resolution of 15 arc seconds. In the process
of the development of this channel network
data set, the Arc World data were used dur-
ing conditioning of the digital elevation data.
In the end, the HydroSHEDS river network
shows significantly better accuracy than the
river network of Arc World. Generally, the
HydroSHEDs channel network also exhib-
its better accuracy than the DCW. However,
the accuracy of both data sets varies with
the physiographic set-up. In some regions,
where HydroSHEDS is particularly sus-
ceptible to errors, such as vegetated flood
plains, the quality of DCW is superior. The
HydroSHEDS data products also include
digital delineations of river basins, although
those are not so useful for specific purposes.
For work with a specific river basin or its
watersheds, delineations of catchments and
other drainage units should be carried out on
a case-by-case basis.

The modelling approach

A hydrological model, irrespective of scale,
is essentially a mathematical abstraction of
the hydrological processes involved in the
transformation of inputs into the drainage
basin system, such as rainfall and snow melt,
to the outputs from the system, such as eva-
potranspiration, runoff and subsurface stor-
age. In essence, all such models are based on
the fundamental principle of mass balance.
Variations in various models chiefly lie in the
manner in which the hydrological processes
are accounted for. In some models, the repre-
sentation of hydrological processes is based on
physical principles, whereas in others it can be

empirical or statistical, or even a combination
thereof.

The model presented in the current work
has been developed with the principal goal
that it will be based on spatially distributed
physical data with a minimum number of
calibration parameters, will be a practical tool
for estimation of streamflows at river-basin
scales, will be capable of assessing the effect
of climate change on streamflows, and will
follow the topology of a river basin.

River-basin topology and abstraction
of the channel network

In a topological network, a catchment, the
smallest drainage unit, is abstracted as
a source node that drains into a junction
node. The drainage of the source node to
a junction node is abstracted as an over-
land link. Two junction nodes are con-
nected by a stream link, which is a vector
directed towards the downstream junction
node. Thus, the topological model (TM) of
a basin, the largest drain unit, is a network
of nodes and links with connectivity and
adjacency rules. This network serves as a
framework of the SWAM of a basin. In engi-
neering hydrology, such networks are rou-
tinely used for event-based rainfall-runoff
modelling. For river-basin scale hydrology,
the event-based modelling is inconsequen-
tial. Thus, for a river-basin scale, a TM
can be used for the prediction of monthly
river discharge and sediment load at various
nodes using either deterministic or stochastic
methods.

Delineation of drainage areas with dif-
ferent spatial scales can lead to the develop-
ment of topological networks with varying
spatial resolution. The topology of the net-
work obeys the law of gravity and enters
into the solution of the discrete equation of
continuity within the network. This equa-
tion is presented as follows. Let g(I,t) denote
the river discharge at the downstream
junction node of a link I of a network with
£ stream links; r(h,t) the surface runoff at
time ¢ draining through link / and originat-
ing from the h source nodes; and s(l,t) the
storage volume (s) within link / with time.
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Then, the continuity equation can be com-
pactly expressed as:

Asly)__ qgl,H+Xr(h, Lt —t;)

W
+Xqutig —t)+g(tiq —1) (2.1)
u

where q(u,t) denotes the discharge from all
those links whose downstream node, 1, is the
same as the upstream node of / and g(1,¢) is the
base flow contributionto ! (I € & u € £ [ = u).
In this convention, runoff from source nodes
h, r(h1I), is routed through the upstream
node of I.

The SWAM presented here is a distrib-
uted model in terms of input and output.
However, a discussion is necessary about
the parameterization of hydrological pro-
cesses that transform an input to an output.
In principle, parameters ®(x,f)' can vary both
spatially and temporally. Thus, irrespective of
the spatial and temporal variation of an input
I(x,t) to which a process I' is subjected, the
output o(x,t) is spatially and temporally vary-
ing. The output o(x,t) is calculated on a cell-
by-cell basis and then the aggregated output
is computed on a catchment scale. Thus the
model can be represented as:

(See Equation 2.2 at the bottom of the page.)

in which symbol © is an operator for a pro-
cess on an input field, and A, is the area of
the catchment under consideration. Finally,
we compare the lumped observation O at a
basin or sub-basin or watershed scale in order
to test and calibrate the model according to
the approximation given below:

0= [[ o(x,HdA(x)
xeA

2.3)

For practical reasons, we consider the
spatial and temporal variation of ®(x,f) in
a limited manner. This is because a consid-
eration of cell-by-cell variations of model
parameters would require millions or billions

are conceptual representations or approxi-
mations of non-measurable watershed char-
acteristics (runoff coefficient is an example).
For these reasons, in the model presented
here, while I(x,f) varies from cell to cell of the
DEM representing a river basin, the model
parameters are spatially lumped over either
a subspace or over the entire space domain,
depending on its degree of variability over
the entire basin.

Flow generation

In most of the previous mesoscopic hydro-
logical models that adopted a water balance
approach, land cover characteristics have
largely beenignored by assuming that precip-
itation and evapotranspiration are uniform
over an area such as a grid cell or a catch-
ment. In some studies, land cover character-
istics were considered only in ascertaining
AWC of the soil cover. In the present study,
land cover characteristics are explicitly used
to distinguish between precipitation that
can infiltrate the ground and precipitation
that can be intercepted. Accordingly, both
precipitation and potential evapotranspira-
tion (E,) are allocated proportionately to a
grid cell (i,j), where E, represents the value
for the entire cell regardless of land cover.
Furthermore, the present model incorpo-
rates snow melt that results from both peren-
nial snow and ice-covered areas (SCA,) and
seasonal snowfall. Seasonal snow-covered
area (SCA,) is obtained from classification
of precipitation into rain and snowfall,
whereas SCA, is derived from land cover
data. However, if MODIS snow cover data
are used, then total snow-covered area (SCA)
can be derived directly (e.g. Mukhopadhyay
and Dutta, 2010b; Mukhopadhyay, 2011).

Total precipitation (mm month™) is
classified as rain or snowfall according to the
following criterion:

of values of the parameters for a mesoscale - |BG)ifT,G, j)=-1°C
: : . PG, ) = (2.4)
river basin. Furthermore, it should be real- sy - 0
. P.(i,j) if T,(i,j)<-1°C
ized that most parameters of the processes
j T[@(x,t)O1(x, t)]dA(x)= jo(x,t)dA(x) 22)

A

c

Xe Ac
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where P(ij) is the total amount of precipitation
over a grid cell, T(i,j) is the monthly mean tem-
perature in the grid cell, and subscripts r and s
denote the rain and the snow, respectively.
Let A,(ij) be the fraction of the area of
a grid cell that is not available for direct infil-
tration but is available to interception (e.g.
canopy cover, bare rocks or an impervious
area of an urbanized section of a watershed).
Then, the total moisture available in that cell
for infiltration, P,(i,j), is given as:
(See Equation 2.5 at the bottom of the page.)

where SM denotes snow melt originating
from both perennial snow and ice-covered
area and monthly snowfall.

Similarly, E;, the potential amount of eva-
potranspiration (mm month™) that affects the
infiltrated water in a grid cell after considera-
tion of land cover-characteristics is given as:
(See Equation 2.6 at the bottom of the page.)

Once the intercepted fraction of the availa-
ble moisture is separated from the total moisture,
the daily soil moisture content (W,) is calculated
as a function of evapotranspiration and maxi-
mum possible soil moisture content (W,,,) or
soil moisture storage capacity. In general, W,,,. =
AWC, which is the available water capacity or
field capacity of a soil column. It should be noted
here that, for areas under perennial snow and
glacial covers, barren rocks or lithosols, W,,,, is
virtually zero. However, for these areas, a value
of Imm m™ is assigned to soil AWC to avoid divi-
sion by zero during the evaluation of soil mois-
ture extraction (discussed below).

The governing equations for soil mois-
ture storage calculated at a daily time step (t)
are given as:

T, ) Ep for Wt
W andP, G, )>Ep  (2.7b)
AL = 51, i, )~ Ep] for Wi
<Whaxs W 20and
Py, ))<Ep 270

where fis the soil moisture extraction func-
tion given as the ratio of the actual eva-
potranspiration (E,) and E;. This ratio can
be determined as a function of W /W, and
by assuming a certain nature of soil drying
under moisture-stressed conditions. In the
accounting of soil moisture, daily values of
precipitation are obtained by simply divid-
ing a monthly average by the number of
days in a month. Evapotranspiration is usu-
ally calculated as a daily value (mm day™).

The monthly (m) change in storage of
water in the ground (SG) is given by:

ASG(i, j)
Am

=5G,,-5G,,_1 (2.8)
where the final ground storage for a month is
taken as the value of W, obtained for the last
day of the month.

Monthly, actual evapotranspiration from
rain from bare land surface, E ., is given as:

E' Ep forP,(i, ))=Ep(i, j)
A {|A5m(i,j) +P,(i, j) for P, (i, )< Ep(i, j)
(2.9a)
Evapotranspiration of intercepted rain
(E}) is given as:
(See Equation 2.9b at the bottom of the page.)

dW;ii,]' )_ 0for W,(i, j) . Total actual evapotranspiration is given
o y:
= Wiaxand B, (i, )>Ep  (2.7a) Ea(i, )=Ea(i, )+E4(,)) (2.9¢)
[1-4,G. N B.G. j) for (i, j)e sC4
P G, j)= 1 [1-A, G, ] SM, j) for (i, j)e SCA,
SM (i, j) for (i, j)e SCAP (2.5)
, o |[1-a.G,)]Ep for (i,))¢SCA,
Ep(i, )= y
Ep for (i,j)eSCA, (2.6)
- {Aa(i,]')Ep(i,]') for A, (i, )P, (i, )2 A, (i, Epi, )
A Al DB G ) for Ag(i, )P, (G, )<Ag(i, DEp(i, ) (2.9b)
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Monthly runoff (RO,) that can result
from surplus moisture is then calculated as:
(See Equation 2.10 at the bottom of the page.)

It should be pointed out here that RO,, includes
both surface and subsurface runoff. In other
words, in the accounting process described
above there is no need to separately evaluate
the base flow component. The contribution to
streamflow from this fraction (surplus mois-
ture) has often been referred to as slow runoff.

Another fraction originating from inter-
cepted rain and melted snowfall also con-
tributes to streamflow; this fraction that
contributes to streamflow is sometimes
referred to as quick runoff. Theloss of abstracted
rain mostly occurs through evapotranspira-
tion. Thus, the quick flow component can
be reasonably estimated by subtracting the
amount of evapotranspiration affecting the
parts that intercept rain from the intercepted
volume of rain. As the fraction of intercepted
snow that contributes to streamflow through
melting and other losses cannot be easily
estimated, that fraction is accounted for by
introducing a model parameter (f,) which can
be determined through model verification
and calibration. Thus, the total amount of
water available for runoff to a river in a given
month (PR,) is:

PR, (i, j) =RO,, (i, j)+[Aq(i, )P, (i, )~ E} ]
+ £ (4, )P (i, ) (2.11)

However, due to the time lag between run-
off generation on the land surface and flow
through a stream, monthly river discharge
(SR,) is given as:

SR, (i,j) = K PR, (i,j)

+(1-K)PR,-1(,j)  (2.12)

where K_ is defined as the catchment storage
constant or the ratio of discharge to storage in

the catchment. The value of K_ depends on the
area of the catchment, topography, land cover
characteristics, etc. Typically, K, ranges between
0.50 and 0.60, but it can be considered as a
calibration parameter. Catchments with steep
slopes and less impervious areas can assume
K. values close to unity. Thus, in summary, the
model has two parameters, namely f, and K.
The variable A,(i,j) can also be used as a cali-
bration parameter but it can be estimated quite
reasonably from land cover data and hence is
less susceptible to significant adjustments.

In general, the volumetric flow rate (R,,)
through a catchment outlet is obtained from
point estimation of runoff as:

(See Equation 2.13 at the bottom of the page.)

Numerical approximation of Eqn 2.13
over a DEM to compute monthly total run-
off (r(h,1)) from a catchment & contributing to
alink [ is given as:

(See Equation 2.14 at the bottom of the page.)

where R, represents surface runoff from the
current month, R,,_; represents surface runoff
from the previous month and a; denotes the
area of the (i,j)™ cell in the DEM. Note that
the point-wise average, such as PR, (x,y) in
Eqgn 2.13, is replaced by the cell-wise lumped
values for the DEM in Eqn 2.14.

Flow routing

For the routing of monthly streamflow
through a link according to Eqn 2.1, i.e. for the
evaluation of s(/,f), a linear reservoir model is
most appropriate. The continuity equation in
that event is expressed as a first-order linear
differential equation given as:

d"(l t)+q(l H=lr(h, b+ qub]  (215)
In Egn 2.15, K is the time lag between the
input centroid and the output centroid,
which is simply the travel time along link /.

ROy, (i, j)= {

c

Py (i, j)=Ep(i, ))=ASG,,(i, j) for W,(i, j)=W,

max

0for W;(i, /) <Wiax (2.10)
Ry, = [[ [KPR,, (x,y)+(1= KPR,y (x,y) Jdxdy o1
(2.14)

r(l)= Y, [KPRy(i, )+~ KPR, (i, f) |ay

iLje A,
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It should be noted here that the storage
constant, K, in the Muskingum method
is also approximately equal to the travel
time through the reach, and in the absence
of any other data it is often estimated in
this way.

The solution to Eqn 2.15 with the
boundary condition q(I,t) =0 at t = 0 is given
by Eqn 2.16:

q(l)=1[1—e‘(f)] (2.16)
where:
1=y r(h,D)+ Y q(u) 2.17)
h u

It follows from the continuity principle
that g(I) of the n™ month of a year is given
by [e“"®]q(]),_; + 4q(I),, where n denotes a
month.

Estimation of the values of K for vari-
ous links requires knowledge of link length
and flow velocity, v. For continental-scale
river flow routing, Miller et al. (1994) and
Coe (2000) estimated v from an equation
given as:

i
U=C |—
Iy

where i is the mean slope of the channel reach
(link), which can be estimated from the DEM,
i, is the reference topographic index set at 0.5 x
10 and c is the constant coefficient (c = 0.35).
This formulation is similar to that provided
by Clark (1945) for the estimation of K (in
hours), and is given as:

(2.18)

cL

K=7 (2.19)
where L is the length of the channel reach
(in km) and the value of ¢ ranges from 0.5
to 1.4. Eqn 2.18 and Eqn 2.19 yield similar
results. However, the use of Eqn 2.19 results
in a slightly better accounting of chan-
nel storage, and hence greater hydrograph
attenuation.

Hydrological processes

Snow melt

The total energy flux, Q,, (EL2T™) (E, Land
T are energy, length and time in any consist-
ent set of units), at a point on the snow surface
is given by:

Qm=0nr+Qa+Qp+Qc—Q; (2.20)
where subscripts NR, A, P, G and I denote the
fluxes from net radiation, overlying atmos-
phere, rain on snow, underlying ground
and change in internal energy, respectively.
In this energy balance process, if all the
terms on the right-hand side of Eqn 2.20
are correctly quantified, then surface melt
can be determined correctly. All of these
terms are rarely measured, but their values
can be reasonably estimated provided that
certain sets of observational data are avail-
able (e.g. Walter et al., 2005). An alternative
to this process-based snow-melt model is the
empirical degree-day method (Martinec,
1975; Martinec et al., 1994, 2008). The degree-
day method has been widely used through-
out the world to model snow-melt runoff.
However, one of the most severe limitations
of this method is that it ignores solar heating,
the most important source of energy in caus-
ing snow melt, especially in high-altitude
terrains. Consequently, several workers take
a hybrid approach in which the radiation
component is added to the degree-day com-
ponent (e.g. Bengtsson, 1986; Kustas et al.,
1994). Mukhopadhyay and Dutta (2010a)
adopted such an approach for modelling
snow-melt runoff in the Upper Indus Basin
(UIB). In their approach, they also included
the convective heat transfer from liquid pre-
cipitation falling on snow. Furthermore, they
accounted for the loss of snow melt in runoff
due to refreezing and storage within the ice
pack by introducing a coefficient similar to
the runoff coefficient used in the degree-day
method. The previous approach is further
refined with a more mechanistic approach
in the present study, so that snow melt from
both seasonal and perennial snows can be
calculated with greater accuracy and on a
better physical basis.
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In the present model, the heat fluxes
(Wm™) from each source except from the
atmosphere (Q,) are calculated as follows:

Qg = Shortwave . — Shortwave T

2.21
+ Long wave | — Long wave T (2-21)
QP = Puw prPr (Tr - Tm) (222)
Q=20 (2.23)
Q= (pici=Pu0)z (.- T,) (2.24)

where the symbols | and T, respectively, denote
the downwelling and upwelling short-wave
and long-wave surface radiation; p;, and p,
denote the densities of ice and water, respec-
tively; ¢, and c,,, denote the specific heat of ice
and water, respectively; zis the depth of freez-
ing within the snow/ice cover, T, is the tem-
perature of rain, T, is the temperature of snow/
ice, and T,, is the melting temperature for ice.
Note that the terrestrial heat flux is assumed to
be constant following the suggestions given by
the US Army Corps of Engineers (1998).

Melting rate (cm day™) from the radia-
tive, convective and conductive heat transfer
is then calculated as:

_Onr+Qp + Q6
M= (2.25)
pw)‘f
where 4, is the latent heat of fusion of ice.
The melting rate (cm day™') from the tur-
bulent heat exchange of sensible and latent
heat involving convection and condensation
is calculated from the restricted degree-day
method (Brubaker ef al., 1996) as:

M, = «T, (2.26)

where « is the restricted degree-day factor,
which, unlike a degree-day factor, does not
vary considerably with seasons and typically
assumes a value of 0.2-0.25cm °C™' day!
(Martinec, 1989). In Eqn 2.26, T, is the average
day temperature, which is taken as the aver-
age monthly temperature (T,) for a grid cell.

The total snow melt (SM) is then calcu-
lated as:

My, ) + Mo(ij) Qi)

SM(, j)= 5 ny
w

@.27)

where B is the thermal quality of the
snow /ice.

Refreezing resulting from the change in
internal energy is computed from Eqn 2.24,
which is a modified version of the equation
given by Gray and Prowse (1992). In this
modification, instead of the entire depth of
the snowpack, only the depth through which
refreezing takes place is used in the calcula-
tion of internal energy. Snow melting occurs
when the temperature of the snowpack is at
0°C. When the temperature of the overlying
air is below 0°C, then heat is transported from
the snowpack to the atmosphere and refreez-
ing occurs from the surface of the snowpack.
The depth of the refreezing front penetrates
further into the snowpack with time, as long
as the temperature of the atmosphere remains
below freezing. Bengtsson (1982) analysed
this process mathematically, and showed that
the depth of freezing is a function of time and
overlying air temperature. The exact value of
the depth of refreezing depends on certain
physical characteristics of the snowpack, such
as its thermal diffusivity, liquid-water-holding
capacity and density. As these properties of the
snowpack are not known, the depth of freez-
ing (z) is used as a calibration parameter in
the present snow-melt model. Another point
to note regarding the use of Eqn 2.24 is snow/
ice temperature. Several studies have shown
that, when the overlying atmospheric tem-
perature is below freezing, the temperature of
the top layer of snow is either close to the air
temperature or 2-3 °C below the air tempera-
ture. Following the suggestion of Brubaker
etal. (1996), weset I,=T,—2.5°Cwhen T, <0 °C.
In both Eqn 2.22 and 2.24, we set T, = 0 °C, and
in Eqn 2.22 we assume T, = T, when T, > 0 °C.

Another calibration parameter in the
model is the thermal quality of snow. If the
snowpack contains no interstitial water, then
B =1.0. After melting begins, some interstitial
water develops and B < 1.0. For example, the
US Army Corps of Engineers (1998) suggests
that, for a ‘ripe” snowpack, B = 0.95-0.97. In
other words, a thermal quality less than unity
indicates that the snowpack is at 0 °C and con-
tains liquid water. If B > 1.0, then the snowpack
is ata temperature less than 0 °C and contains no
liquid water, a condition that typically persists
during winter or over perennial snow when
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the only energy flux that can induce surface
melting is the net radiation.

The temperature at a computation or ele-
vation grid (T,) is calculated from the temper-
ature at the centre of a climatic grid using:

T,=T7+), [hffj —hf;] (2.28)
where T,S§ is the temperature in the (i) cli-
matic grid cell, 4, is the adiabatic lapse rate,
hft/ is the elevation of the (i,j) climatic grid,
and higjris the actual elevation of the DEM
cell (i,}).

Depending on humidity, the adiabatic
lapse rate in a terrain can vary between the
dry adiabatic lapse rate of 0.0098 °C m™
and the saturated adiabatic lapse rate of
0.0060 °C m™. For most snow-melt modelling,
the global mean lapse rate of 0.00649 °C m™
is used. This is known as the environmental
lapse rate, set by the Civil Aviation Org-
anization for the International Standard
Atmosphere (ISA) from the sea level up to
11km in altitude. However, in mountain-
ous terrains, A, can show great diurnal and
seasonal variations and can depart from
the standard environmental lapse rate. For
example, Archer (2003) noted that, within the
north-western part of the UIB, the value of A,
ranges from 0.0065 to 0.0075 °C m™. Jain et al.
(2008) observed that A, varied from 0.0060 to
0.0074 °C m™ in the Sutlej River basin of the
Western Himalayas. Li and Williams (2008)
used lapse rate as a calibration parameter for
snow-melt runoff modelling in the Tarim River
basin, located to the north of the Karakoram
Mountains in south-western China. Reliable
local lapse rates and their temporal dynam-
ics can only be obtained if multiple weather
stations at representative elevations in a river
basin are available.

The computational algorithm used in the
implementation of the snow-melt module of
the model is schematically shown in Fig. 2.3.
In this model, the entire snow-covered area
is divided into two zones separated by the
freezing-point line. This temperature divide is
not the same as the equilibrium-line elevation,
although there is a relationship between these
two lines. Furthermore, this 0 °C isotherm is
not stationary throughout the year. An ideal-
ized summer situation is shown in Fig. 2.3,

where the sub-zero zone persists over peren-
nial snow, and glacial covers and seasonal
snow covers can persist in the zone where the
air temperature is above freezing. Conversely,
during winter, the line can move well over
seasonal snow covers. Snow melting princi-
pally occurs at interfaces of the atmosphere
and the ground (Male and Gray, 1981). As the
ground heat flux is negligible, the bulk of the
melting occurs at the surface, although melt-
water does percolate through the snowpack
and a basal saturated zone is developed. For
perennial snow covers, this basal saturated
zone does not exist owing to the great thick-
ness of the pack. In this case, refreezing usu-
ally occurs before meltwater reaches the basal
zone. Thus, in this zone, the principal pro-
cess by which snow melt is lost from runoff
is refreezing. However, during the summer,
meltwater can be stored in the pack as pools
or lakes, and this loss to runoff cannot be eas-
ily accounted for in a process-based model.
Table 2.2 lists the values of physical constants
and model parameters that are involved.

Infiltration and soil moisture

One critical element present in a model that
simulates the infiltration process by soil
moisture accounting is how the nature of
soil moisture extraction is simulated. Eqns
2.7a-2.7c provide the guiding principles.
However, further discussion on the nature
of soil moisture extraction function f is nec-
essary. Mather (1974) presented a series of
graphs to show the various types of relation-
ships that can exist between the ratio of daily
actual evapotranspiration (E,) to potential
evapotranspiration (E;) and available soil
moisture. Those graphical relationships can
be generalized with the aid of the following
mathematical function, which can be termed
a soil moisture extraction function, and is a
modified version of such a function proposed
by Minhas et al. (1974):

W,
1_ _ S
5o Ea_ eXp[ ‘b(ch )] (2.29)

Ep 1=exp(=¢)

As defined above, W, is the daily soil mois-
ture (mm d') and AWC is the available water
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Q
Temperature divide (0 °C
isotherm)

T<0°C

T>0°C

/

Percolation and refreezing

Perennial snow and ice

Elevation

Infiltration /

Basal saturated zone

Interflow

«— Surface melt
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Fig. 2.3. A physical representation of the snow-melt model is shown schematically. Note that the temperature
divide is non-stationary in both space and time. The condition depicted in this diagram represents an
idealized summer month. During a cooler season, the 0 °C isotherm can shift over seasonal snow cover.
Qs Ques Qp, @, are the total energy fluxes on the snow surface from the underlying ground, net radiation,
rain on snow and the overlying atmosphere (atmospheric heat), respectively.

capacity of soil (mm). Thus, the ratio W,/ AWC
provides a measure of the available soil mois-
ture. The nature of the daily moisture extrac-
tion can be simulated with various values
of parameter ¢. The graphs shown in Fig. 2.4
represent three models for three different
values of ¢. For a value of 0.5, the relationship
is almost linear, which can be simply expressed
as (E,/E;) = ¢(W./AWC). Mather (1974) also
showed three such linear relationships for
which ¢ = 1, 1.44 and 2.0. Such linear rela-
tionships are expected for normal conditions,

where the rate of evapotranspiration is dir-
ectly proportional to the available moisture.
However, the non-linear behaviour shown in
Model 1 is expected under dry conditions or in
arid regions, whereas the nature of soil drying
shown by Model 3 indicates humid conditions.

Evapotranspiration

Evapotranspiration can significantly affect
the spatial and temporal characteristics of
streamflows at river-basin scales. Numerous



48 B. Mukhopadhyay and V.P. Singh

Table 2.2. Physical constants and model parameters.

Physical constant or parameter Symbol Value Unit

Physical constants
Density of ice pi 917 kg m-
Density of water Pu 1000 kg m-2
Specific heat of ice Cyi 2102 J kg °C!
Specific heat of water Cow 4186 J kg °C!
Specific heat of air Coa 1004.6 J kg K™
Latent heat of fusion of ice A 334.9 kd kg™
Adiabatic lapse rate Aq 0.0060-0.0075 °Cm™’

Model parameters
Restricted degree-day factor K 0.20-0.25 cm °C~" day™
Depth of refreeze z 1.0-50 cm
Thermal quality of snow B 0.95-1.2 Dimensionless
Critical temperature T, 0.0-3.0 °C
Aerodynamic factor Olpr 1.25-1.75 Dimensionless
Soil moisture extraction parameter ¢ -5.0-+5.0 Dimensionless
Snowfall coefficient f Variable Dimensionless
Catchment storage coefficient K, 0.50-0.75 Dimensionless

1.0
0.8
0.6
iy
o
0.4
0.2 —&— Model 1: 5.0
| —®— Model 2: 0.5
Model 3: -2.5
0.0 T T T T T T T |
0.0 0.2 0.4 0.6
W1 AWC

Fig. 2.4. Variation of the soil moisture extraction function () with the parameter ¢, as shown in Eqn 2.29,
where E,/E, is the ratio of actual to potential daily evapotranspiration (= ) and Wy/AWC is the ratio of

the daily soil moisture to the available water capacity. For the value of ¢ = 0.5 (Model 2) the relationship is
almost linear and can be simply expressed as E,/E, = ¢( W4/ AWC); for the other two values of ¢ (Models 1

and 3) the relationships are distinctly non-linear.



Hydrological Modelling at Mesoscopic Scales 49

empirical equations are available for the esti-
mation of evaporation and evapotranspira-
tion, based on either climatic or radiation data
or a combination thereof. Those equations
were developed from studies in various parts
of the world that can be climatically differ-
ent from the river basin under consideration.
Nonetheless, several studies have evaluated
and established the global applicability of
these methods. For example, Weifs and Menzel
(2008) compared four potential evapotran-
spiration equations on a global basis to dem-
onstrate their differences and assess their
impact on the calculation of streamflows.
From this study, they concluded that the radi-
ation based Priestley-Taylor equation proved
to be most suitable for global applications.
Xu and Singh (2000) also observed that the
Priestley-Taylor method of computation of
monthly evaporation (Priestley and Taylor,
1972) resulted in values that agreed most
closely with pan evaporation in their study
region in Switzerland.

The equation for calculating potential
evaporation according to the Priestley-Taylor
method can be given by grid-by-grid account-
ing of the variations in net radiation, temper-
ature and psychrometric constant as:

AG, J)

Ep(i, ) = app ——r
P =T G e, )

E.G, j) (2.30)

where o, is a constant coefficient, A is the
gradient of the saturated vapour pressure
curve at air temperature (kPa °C™), 7, is the
psychrometric constant (kPa °C™), and E,
is the evaporation rate (mm d') from open
water due to net radiation. Calculations of
the variables in Eqn 2.30 follow the following
equations.

The conversion of net radiation (W m~2)
to equivalent evaporation rate (mm d') is
given by:

E G, j) = 2R (564 10°)
Aot D
where A, is the latent heat of vaporization
(J kg') and p, is the density of water
(1000kg m=®), and 24, is given as a function
of temperature by:

(2.31)

A,(3i, j) =2501.0 x 10° - 2361.0T, (i, j)  (2.32)

The psychrometric constant y, (kPa°C™) is
calculated as a function of pressure by:

¢aP, J)
0.622), (i, f)

where ¢, is specific heat capacity of air, and
P is the pressure (kPa) calculated from eleva-
tion (h) as given by:

1p(i )= (2.33)

P(i, /)=101.3-0.01055 h(i, /) (2.34)

The slope of the saturated vapour
pressure curve at air temperature is calcu-
lated as:

. 4098e,(i, j)
Al =l (2.35)
[237.3+T(i, )]
where ¢, is the saturation vapour pressure
(kPa) given as a function of temperature
by:

.. 17.27T4(i, j)
es(z,]):0.6108exp[m%] 2.36)

The value of the factor o, (see Eqn 2.30),
which accounts for the, aerodynamic compo-
nent, is typically taken as 1.26-1.30. However,
Jensen et al. (1990) showed that these values
are valid for humid areas only. For arid areas, a
value of 1.70-1.75 is more appropriate in order
to account for advection. Weif and Menzel
(2008) also lent credence to this distinction
in their studies separating humid and arid
regions.

Another method of estimation of
monthly evapotranspiration that has found
wide applicability is the Turc method (Turc,
1961), which can be described as:

Ep(i, ])=0.013|:T:21_1]5):|[Q5R(11 /)+50] (2.37)

where Qg is the solar or short-wave radiation
(given in cal cm™). However, the Turc method
provides estimation of potential evapotran-
spiration more accurately in humid regions
than in arid regions.



50 B. Mukhopadhyay and V.P. Singh

Results

Application of the model to the Upper
Indus Basin (UIB)

An introduction to the UIB

The UIB is one of the largest drainage basins
in the world. The Indus is a noteworthy river
for various reasons. It is a trans-boundary
river, and it is one of the mightiest rivers
in Asia in terms of its volumetric flow and
sediment load on an annual basis. The river
is extremely important for irrigation of vital
crop-producing areas and hydroelectric
power generation. As well as these roles, it
carries significant geopolitical weight. For
example, the Indus Water Treaty, signed
between India and Pakistan in 1960, aimed
to provide for equity of the water resources
between the two neighbouring nations. Yet
dispute persists over water use in this and
associated basins (e.g. Lafitte, 2007). In sharp
contrast to the importance of this river, mea-
gre data and study reports exist in the lit-
erature on this river and its drainage basin.
Several factors might have contributed to this
paucity of knowledge. First, for example, the
UIB straddles politically sensitive territories
and transects international borders. So no
single authority collects basin-wide data and
thereby conducts systematicstudies. Secondly,
the extremely rugged and remote nature of the
terrain makes it inhospitable for land-based
study. Thirdly, like many major river basins
of the world that remain ungauged and are
facing declining gauging station networks,
the UIB is largely an ungauged or poorly
gauged basin. For all these various reasons,
the UIB is a classic case of a major river basin,
with sparse data, for which practical hydro-
logical modelling can be accomplished using
the approach presented above to augment a
decision-support system.

The Indus (~3000km long) originates at
an elevation of about 5166 m in remote west-
ern Tibet on the westward slopes approach-
ing Lima la Pass, within the Kailash Range.
In its mountainous course, the Indus flows
north-west between the Ladakh Range and
the Great Karakoram mountains to the north,
and the Zanskar Range and Great Himalayan

Range to the south, until it reaches the Hindu
Kush Mountains. There it makes a sharp bend
to continue its southward journey through
expansive tracts in the fertile plains where
the Indus Valley civilization flourished about
2500 BC.

The entire Indus River basin is a large
basin with several major tributaries that
originate in the western Himalayas; conflu-
ence of these with the main stem of the Indus
occurs upstream of its mouth in the Arabian
Sea. In the following discussion, the focus
will be only on the UIB, which covers the vast
and extremely rugged mountainous terrain
stretching from western Tibet and the Ladakh
region of Kashmir to the foothills of the
Himalayas. This part of the basin is drained
by the Indus and its tributaries upstream of
the impoundment reservoir of the Tarbela
Dam in Pakistan (Fig. 2.5).

A few studies concerning the general
hydrological character of the north-western
portion of the UIB had been conducted in the
past (see Archer, 2003; Archer and Fowler,
2004; Ali and De Boer, 2007). Mukhopadhyay
and Dutta (2010a) used an approach simi-
lar to the one presented above to derive
a spatially distributed SWAM of the UIB.
Subsequently, Mukhopadhyay and Dutta
(2010b) and Mukhopadhyay (2011) extended
the approach using MODIS snow cover data
for the period 2000 to 2009 to show that there
has been a significant decrease in SCA, in the
UIB since 1992, with a hydrological effect that
includes a significant decrease in summer
discharges and the shifting of the peak flow
from the middle of summer to late spring.
The following presentation is an extension of
these two previous investigations.

Development of the mesoscopic
hydrological model of the Upper
Indus Basin

GENERAL METHODOLOGIES. The principal tool used
in the model development is GIS technol-
ogy. The GIS software system used for this
purpose is ArcGIS-ArcInfo, developed by
ESRI. The topological model (TM) of the
river basin is developed by using the raster
and vector processing functions known as
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Fig. 2.5. Location of the Upper Indus Basin (UIB, top) in relation to the political boundaries of India and
Pakistan (bottom). Within the UIB, the locations of 15 major townships (¢) and Pangong Tso, a series

of three lakes in the middle of the UIB, are shown. The Tarbela Reservoir is at the western outlet of the
basin. Outside the UIB to the south-east, shown for reference, are the famous Lake Manasarovar

(the eastern-most of two lakes shown, the western-most is Lake Rakshatal) and Mount Kailash (4).

the Arc Hydro tools, variously described in
Maidment (2002). The SWAM is developed
using model builder tools employing various
map algebra and spatial analyst functions
and Visual Basics for Applications program-
ming language that are available within the
ArcGIS software suite.

MAP PROJECTION. All of the data described above
are available in various formats that are ini-
tially stored in a database with a geographic
coordinate system (GCS), which is a system of

spherical coordinates. When represented on an
ellipsoidal earth, these data must be projected
on to a planar coordinate system so that linear
and planar features such as stream lengths and
catchment areas can be quantified. Correct esti-
mates of such parameters are necessary forbetter
accuracy of a SWAM which uses this informa-
tion at various steps in the computation.
Finlayson and Montgomery (2003)
showed that a careful selection of DEM pro-
jection can minimize length and area dis-
tortion when analysing large portions of
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the earth in the two-dimensional plane of a
DEM. Thus, it is important to establish a
standard projection scheme for model devel-
opment. We have selected the Lambert Equal
Area Conformal Conic projection with the
parameters given in Table 2.3. This is one of
the best projection systems for middle latitudes
and is known to have minimal distortion in
area. The distance is known to be correct along
the standard parallels but the scale is reduced
between the parallels and increased beyond
them. A quantitative measure of the length dis-
tortion factor is the scale factor SF (McDonnell,
1979). An SF =~ 1 indicates minimal distortion
in length when data are projected from the
GCS on to a flat paper with a certain projection
scheme. As shown by the SFs in Table 2.3, the
maps used in the analysis possibly have a 2%
error in linear and planar measurements.
After projecting the original data sets into
the planar coordinate system, the input data
sets are stored in a geo-database. The spatial
domain of all input and output data sets in
this geo-database is the boundary of the UIB.

A TOPOLOGICAL MODEL. The SRTM elevation data
were obtained as 1° x 1° raster data set tiles in
a GCS. Several such data tiles extending from
longitudes 70° E to 85° E and latitudes 30°
N to 40° N were meshed together to form a
large DEM. This DEM was processed with
the Arc Hydro tools to obtain a preliminary
delineation of the UIB. The process included
filling and cutting of the spurious sinks and
sources in the original DEM, and the crea-
tion of a series of flow direction and flow
accumulation grids. In the next step, the
DEM representing the UIB was used for the
development of a TM consisting of refined
channel networks and catchments with con-
nectivity and adjacency rules established on
the basis of the principle of surface water
flow under gravity.

Two sets of channel network data within
the limits of the UIB were first created from
the HydroSHEDS and DCW databases.
In general, good agreements were found
between these two data sets. As far as the
major streams were concerned, the digital

Table 2.3. Parameters and scale factor of the Lambert Conformal Conic projection used in the map
analysis of the Upper Indus Basin (UIB) described in the text.

Datum WGS? 1984
Central meridian 105°0 00" E
Latitude of origin 0°0' 00"
First standard parallel 30°0' 00" N
Second standard parallel 62°0' 00" N

Point 1 Point 2 Point 3 Point 4
Coordinates of points® to 31°4' 00" N 34°10' 12" N 35°18' 00" N 36°8' 32" N
determine scale factor (SF)° 81°18'45"E  77°34'48"E  75°37'00"E  74°29 25"E
Distance along great circle - 1-2:491.67 2-3:219.27 3-4:138.39
(sphere length, d)?
Map distance - 1-2:485.58 2-3:215.08 3-4:135.25
Scale factor (SF) - 0.9876 0.9809 0.9773

aWGS, World Geodetic System.

°Four points are selected to cover the distance from south to north and east to west (point 1 and point 2 represent the
Mount Kailash and Rakaposhi peaks, respectively, whereas point 3 and point 4 represent the townships of Leh and

Skardu, respectively.

Map length

SF = Sphere length

d
d=rcos”! [sinéI siné2 +C0so, cosé, sin(q - ¢ )]

where § and ¢ are latitude and longitude of a place measured in radians, with subscripts 1 and 2 denoting point 1 and
point 2, respectively, and ris the radius of the earth (6378.1 km).
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channel networks matched quite well with
hard copy maps and atlases. However, in
the areas to the south-east of the basin (the
Tibetan plateau area), some adjustments
(editing) to the stream lines were necessary to
establish proper connectivity from upstream
to downstream. The final channel network
was used to correct and adjust the raw DEM
by the stream-burning process, whereby the
stream courses were enforced into the eleva-
tion surface. This DEM has 22,976,072 cells,
each with a spatial resolution of 107.52m. The
highest and lowest elevations are 8566 m and
423 m, respectively, with a mean of 4708 m.
Subsequent to the conditioning of the
DEM, catchments were delineated by assigning
1600 km? as the minimum contributing area for
the DEM cells to be classified as major streams.
This area was experimentally determined so
that small catchments draining first-order
streams are all integrated into one drainage
unit. In the final analysis, 91 catchments consti-
tute the basin drained by the Upper Indus and
all of its tributaries. In the TM, each catchment
is designated with a number, called HydrolD.
For the catchments of the UIB, HydroID num-
bers are 1-91, and these increase from north to
south. The relative positions of the catchments
in the north-south direction are determined
by the locations of the centroids of the catch-
ments. Each stream link representing a major
stream has a reach number that increases from
the upstream to the downstream direction.
In other words, the number that designates
a link has all of the upstream links with
lower number designations. Junction nodes are
also numbered in the same fashion. The junc-
tion number also increases from upstream to
downstream. Thus, the number designation for
alink is the same as it is for its upstream junction
node. Each junction node has a number which
is greater than the numbers that designate all
of its upstream nodes. Some of these nodes,
or hydrological junctions, can be recognized
as the confluence of two streams with known
geographical names, whereas the confluence
of two unnamed streams has only a number
designation. Similarly, some of the stream links
represent major streams with known names,
whereas others have only numerical identifiers.
It should be noted here that we used the
void-filled SRTM data sets from three sources

(Fig. 2.2) to build the TM of the UIB and to
test the relative merits of the data sets. In
terms of topology, virtually identical results
were obtained, but the one presented here is
based on the data set obtained from CGIAR-
CSI, because we found that, compared with
the other two data sets (from ESRI and
HydroSHEDS), this one had the fewest eleva-
tion errors.

RE-SAMPLING AND AVERAGING OF CLIMATIC GRIDS. As
noted above, the grid resolutions for the cli-
matic data are coarser than those of the DEM.
Hence, the climatic grids are re-sampled into
newer grids with cell sizes equalling those
of the DEM grid. This does not necessarily
improve the resolution of the spatial variabil-
ity of the climatic variables, but the procedure
not only is necessary for grid-based computa-
tion but also avoids uncertainties that can arise
from statistical downscaling. The approach is
reasonable because the scale of climatic vari-
ability is always far greater than the scale at
which topographic variability occurs.

We tested both the CRU TS 2.1 and the
Matsuura and Willmott databases to deter-
mine their relative accuracies. We found
that predicted values from the Matsuura
and Willmott database match quite well
with the monthly values at several locations
within the UIB where station records span-
ning several decades are available (e.g. data
given in Ahmed and Joyia, 2003; Ali and De
Boer, 2007). At least for the UIB, the accuracy
of the CRU TS 2.1 database was found to be
very poor. Consequently, we selected the
Matsuura and Willmott database for use in
our model.

We have used the SRB Version 3 SW and
LW data to compute monthly averages of net
radiation using the following formula and the
‘surface” data for ‘all sky” conditions:

Net radiation = SW,y,, g = SW
+ LW,

(upward)

LW,

(downward) — (upward)

In addition to re-sampling, monthly
averages were derived from the year-by-year
monthly grids. Thus, for each of the 12
months, the precipitation and temperature
grids represent averages of 109 years and
the net radiation grids represent averages of
25 years.
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BASIN CHARACTERISTICS. The total drainage area of
the UIB is 265,598 km?2. Of this, 132,547 km?
(49.91%) lies in Tibet, whereas 58,860 km?
(22.16%) and 73,921km? (27.83%) lie within
the jurisdictions of India and Pakistan,
respectively. The remaining 269km? (0.10%)
of the basin area is within the boundary of
Afghanistan. These estimates are based on the
political boundaries obtained from DCW and
are not meant to attest any claim or contro-
versy that exists in this region for the demar-
cation of international borders.

Tables 2.4 and 2.5 list the land-cover
characteristics of the UIB according to
the 1992 and 2000 global land cover data.
Table 2.6 provides data on the soil character-
istics of the basin. Figure 2.6 (a,b) shows the
USDA textural classes (soil types) and AWC
of the soil cover of the UIB. It should also be
noted that, for the 1992 and 2000 land cover
characteristics, parameter A, has been evalu-
ated separately.

DRAINAGE CHARACTERISTICS. The complete chan-
nel network of the UIB is shown in Fig. 2.7,
with the major streams and certain prominent

Table 2.4. Land cover characteristics of the Upper
Indus Basin (UIB) according to 1992 global land
cover data. Source: Mukhopadhyay and Dutta
(2010a).

Land cover type Percentage  A?

Open shrublands 61.70 0.55
Barren or sparsely vegetated 19.34 0.00
Snow and ice 8.16 1.00
Grasslands 7.47 0.40
Water bodies 1.26 1.00
Crop/natural vegetation 0.93 0.25
mosaic
Croplands 0.68 0.20
Permanent wetlands 0.28 1.00
Closed shrublands 0.10 0.60
Woody savannahs 0.05 0.50
Evergreen needle leaf forest 0.01 0.45
Deciduous broadleaf forest 0.01 0.45
Mixed forest 0.01 0.50
Savannahs 0.01 0.45
Urban and built up 0.001 0.90

2A,, fraction of the area not available for direct infiltration
but available to interception.

lakes marked. The length of the Upper Indus
River is 1468 km, and that of its main tributary,
the Shyok River, is 494km. The drainage den-
sity of the basin is 0.18km km™, and stream

Table 2.5. Land cover characteristics of the Upper
Indus Basin (UIB) according to 2000 global land
cover data.

Land cover type Percentage A

a

Sparse herbaceous/shrub 29.342 0.45
Shrubs 16.291 0.60
Herbaceous with sparse 12.488 0.40
tree/shrub
Herbaceous, single layer 12.363 0.35
Snow and Ice 6.962 1.00
Bare soil/other 6.241 0.00
unconsolidated materials
Bare rock 3.876 1.00
Cropland 3.209 0.15
Water 2.941 1.00
Consolidated 2.865 0.85
Wetland 1.455 1.00
Water (60-70%) and small 0.797 0.90
sand and silt islands
Needle leaf deciduous forest 0.518 0.40
Cropland/natural 0.279 0.25
vegetation mosaic
Needle leaf evergreen forest 0.185 0.45
Unconsolidated 0.095 0.60
Urban 0.025 0.90
Rice paddy 0.022 0.10
Bare 0.020 0.00
Gravels, stones and boulders 0.017 0.65
Loose and shifting sands 0.005 0.00
Broadleaf deciduous forest 0.003 0.45
Broadleaf evergreen forest 0.001 0.50

aA,, fraction of the area not available for direct infiltration
but available to interception.

Table 2.6. Soil characteristics of the Upper Indus
Basin (UIB).2

Soil type Percentage  K(h) (mm/hour)
Loam 49.0 3.40
Sandy loam 35.5 10.90
Sandy clay loam 2.7 1.50
Silty clay 0.3 0.50
Clay 0.3 0.30
Ice covered 12.2 0.00

(no exposed soil)

aK(h) values are adopted from Rawls et al. (1983). Other
data are developed from the Harmonized World Soil
Database from the work of Nachtergaele et al. (2009).
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Fig. 2.7. The channel network of the Upper Indus Basin (UIB) derived from the digital elevation model (DEM). The major streams are marked with bold lines.

A few lakes are also shown.
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frequency (or stream density) is 3.2 for every
100km?. For a river basin of this size, such
low drainage density and hence such low
stream frequency are due to the arid climatic
conditions. The low values of these drainage
parameters also indicate the long overland
flow paths, moderate runoff and high perme-
ability of the terrain.

DRAINAGE BASIN TOPOLOGY. Figure 2.8 shows
the catchments or the drainage units that
constitute the UIB. The reaches through which
flow-routing calculations are performed are
shown in Fig. 2.9. Table 2.7 provides the geo-
graphical references for the numerical desig-
nations of the reaches and stream junctions

that form the topological network of the UIB.
The schematic topological network with over-
land and channel flow paths are depicted in
Fig. 2.10. For reference, known geographical
names of the reaches and the junctions are
presented in Table 2.7.

SNOW-COVERED AREAS. In the present study,
the perennial snow (and ice)-covered areas
(SCA,s) were obtained from the 1992 and 2000
global land cover (GLC) data. These SCA,
values (Figs 2.11 and 2.12) are combined with
seasonal snow-covered area (SCA,) values
derived from monthly average precipitation
and temperature (Eqn 2.4, where temperature
values are corrected for elevation according

Fig. 2.8. The catchments of the Upper Indus Basin (UIB) as defined in this study. A number (the

HydrolD) is assigned to each catchment.



Dainor Bridge

Besham Quila

Alam Bridge

Fig. 2.9. The stream reaches used in hydrological routing calculations in the Upper Indus Basin (UIB) are shown with the reach numbers. Locations and names
of past or present gauging stations are also shown. Note that all of the known gauging stations are in the north-western part of the basin.
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Table 2.7. Reach number and corresponding geographical name of the river (if known); junction number
and the corresponding confluence of rivers with known names in the Upper Indus Basin (UIB).

Reach Junction

number River name number Confluence Nearest gauging station

19 Chusul Nala 22 Shyok River — Chusul Nala

20-24 Shyok River 23 Shyok River — Nubra River

25-28 Indus River 24 Hushe River — Indus River Yugo (downstream)

29-31 Zanskar River 32 Zanskar River — Indus River

32 Indus River 33 Shingo River — Dras Nala

33 Shingo — Dras 34 Dras Nala — Indus River Kharmong (downstream)

34-35 Indus River 35 Shyok River — Indus River

36 Shigar River 37 Shigar River — Indus River Kachura (downstream)

37 Indus River 38 Shimshal River — Hunza River

38-39 Hunza River 42 Gilgit River — Hunza River Alam Bridge (downstream)

40-41 Gilgit River 43 Gilgit River — Indus River Partab Bridge (downstream)

42 Gilgit — Hunza 44 Astore River — Indus River Shatial Bridge (downstream)
or Gilgit River

43-45 Indus River 46 Upstream of Tarbela Besham Quila (upstream)

Reservoir (near Kanhar)

to Eqn 2.28) for the computation of snow melt
according to Eqn 2.27. Thus, two different sets
of computations are obtained for the snow-
covered areas. In the first set, the perennial
snow and ice-covered areas represent 1992
conditions, while in the second set they rep-
resent 2000 conditions. It is interesting to note
that according to the 1992 land cover data,
the snow- and ice-covered area constitutes
8.16% of the total basin area, whereas accord-
ing to the 2000 land cover map 6.96% of the
total area of the UIB is snow and ice covered.

The MODIS data products can also
be used to delineate the snow-covered
areas (Mukhopadhyay and Dutta, 2010b;
Mukhopadhyay, 2011). Figure 2.13 shows the
time series plot of total SCA (SCA, + SCA,) in
the UIB from March 2000 to December 2009.
From this plot, SCA, can be derived from the
annual minima of SCA. The 2000 MODIS
data show that the SCA, in the UIB is close
to 6.78% of the basin area. This is materially
identical with the estimate (6.96%) obtained
from the 2000 GLC data, as noted above.
The average SCA, from 2001 to 2008 is 5.65 +
0.33% (1 o or sp), which indicates a 2.51%
decrease from the year 1992. However, the
2009 data indicate a slight (0.84%) increase in
SCA, compared with the period 2001 to 2008.
Nevertheless, if the years 2000 and 2009 are
included in the averaging process, then the
average SCA, in UIB during the last 10-year

period is 5.85 + 0.51% (1 o) of the total basin
area. Thus, the SCA, in the UIB during the
period 2000-2009 is 2.31% less than that in
the year 1992 and 4.22% less than the SCA,
derived from the DCW (Mukhopadhyay and
Dutta, 2010b; Mukhopadhyay, 2011).

As the basic purpose of this case study is
to demonstrate the applicability of the mes-
oscopic hydrological model of a river basin
presented in this chapter, the subsequent dis-
cussions are based on calculations made from
the two sets of SCA data discussed above.

STREAM WATER AVAILABILITY. Figure 2.14 (a—e)
shows the annual hydrographs at some of
the key hydrological junctions of the UIB. In
the present streamflow models of the UIB, a
value of 0.75 is assumed for the catchment
storage constant, K. The flows at the near-
est downstream gauging stations are also
plotted in the respective graphs. Most of the
gauging stations are in the north-western
part of the basin. The Pakistan Water and
Power Development Authority (WPDA)
collects streamflow data from these gaug-
ing stations (see Table 2.7), but it is not easy
to obtain these data (D. Hashmi, Lahore,
Pakistan, 2010, personal communication).
However, Archer (2003) and Ali and De Boer
(2007) obtained monthly flow data from the
WPDA that were averages of nearly 40 years
of records (1960-1998). These are the best
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Fig. 2.11. Perennial snow- and ice-covered areas (shown in black) within the Upper Indus Basin (UIB)

according to 1992 land cover data.

readily available data that show the general
characteristics of monthly streamflows in the
Upper Indus River within the region that is
monitored by the WPDA. Archer (2003) cau-
tioned that these data are at best of moderate
quality owing to the difficulties in gauging
mountainous streams and the procedures
employed therein. Young and Hewitt (1990)
also noted the doubtful quality of the gauge
data owing to the practice that is in place for
data collection, such as infrequent measure-
ments during the low-flow seasons, manual
measurements only during the daytime, etc.
In spite of these inadequacies, the available
data are used first to validate a model based
on the land cover characteristics of 1992. The

aim was not to achieve absolute accuracy for
any particular hydrological junction for a
particular month, but to ensure that reason-
ably realistic estimates of flows and the gen-
eral pattern were generated by the model.
From this exercise, two model parameters,
namely z; and B, were established for each
of the months. The calculated flow pat-
terns match with the reported patterns that
show that the streamflows are low from the
months of January to April, start to pick
up in May with the advent of summer and
reach very high flow regimes during July
and August, which persist up to September,
and then start to decline from October before
the beginning of winter, and again become
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Fig.2.12. Perennial snow-and ice-covered areas (shown in black) within the Upper Indus Basin (UIB)

according to 2000 land cover data.

very low for the months of November and
December. The available gauge data and
the 1992 model consistently show that at
all hydrological junctions, the highest volu-
metric flow rate occurs in July, followed by
August, and that volumetric flow rates in
June in most junctions are lower than those
in August. Raina (2009) also noted that all
Himalayan river basins exhibit peak river
runoff from mid-July to mid-August. The
close match between the observed average
flows and the calculated monthly means
attests to the overall validity of the model.
In the channel network, for the stem that
originates to the north in the eastern part of

the UIB and becomes Chusul Nala to the
east of Leh and then joins the Shyok River
at junction 22 (J22) where the latter makes a
sharp turn in its flow directions from south-
eastward to north-westward (Fig. 2.10), the
river discharge is low throughout the year
(maximum 642m? s in July). However, dis-
charge sharply increases from junction 23
(J23) to junction 24 (J24) as shown in Fig.
2.14a. This is because of the large volumes
of meltwater that a river like the Nubra car-
ries from the Siachen Glacier? and adjoining
snowfields in eastern Karakoram. The model
indicates that streamflow occurs in the Shyok
River through J24 at rates of 1236, 2094 and
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Fig. 2.13. Time series plots showing monthly total snow-and ice-covered area in the Upper Indus Basin
(UIB) for the period March 2000 to December 2009, as derived from MODIS (Moderate Resolution
Imaging Spectroradiometer) snow cover data products.

1988m?* s! during June, July and August,
respectively.

For the main stem of the Upper Indus
River, the streamflow at its confluence with
Zanskar River at junction 32 (J32) reaches a
maximum of 663m? s~ during July (Fig. 2.14b).
However, at junction 34 (J34), upstream of
the confluence of the Indus and the Shyok
Rivers, the flow increases to 995, 1197 and
1102m* s during the months of June, July
and August, respectively. At the confluence of
the Indus and Shyok at junction 35 (J35), the
flow reaches 1005m? s™ in May and attains a
maximum of 3360m? s~ in July; it persists at
up to 1252m?’ s™ in September (Fig. 2.14c).

Downstream of the confluence of the
Indus and Shyok Rivers, the streamflow
steadily increases (Fig. 2.14d—e). It reaches
1942m? s in May at the confluence of the
Indus and Gilgit Rivers at junction 43 (J43)
and peaks in July to volumetric flow rates
of 6980m?® s7!; it declines to 715m?® s7! in
October (Fig. 2.14d). At the outlet of the
basin at junction 46 (J46), the calculated flow

rates from May to October are 2083, 4871,
7273, 6852, 2740 and 761 m’ s7!, respectively
(Fig. 2.14e).

DISCUSSION OF RESULTS OF THE UIB MODEL. The
hydrological characteristics of the UIB were
described by Young and Hewitt (1990, 1993)
and Archer (2003). Archer’s characteriza-
tion of the hydrological regimes of the UIB
was primarily derived from an investigation
conducted on three watersheds drained by
the Hunza, Astore and Khan Khwar Rivers
(the catchments numbered from 1 to 16 and
part of 17 shown in Fig. 2.8). He analysed his-
torical records of rainfall, temperature and
stream discharge spanning 12-39 years and
came to the conclusion that runoff generated
during a summer in the UIB can be classified
into three contrasting regimes: (i) meltwater of
glaciers and permanent snow, where sum-
mer runoff is predominantly controlled
by the energy input during that summer;
(ii) meltwater of seasonal snow, controlled by
the volume of precipitation that occurred during



64 B. Mukhopadhyay and V.P. Singh
(a) (b)
2250 - 1400 ~
—— J23 —— J32
2000 1 | _@— o4 1200 | —— J34
1750 4 | —&— Yogo —— Kharmong (Ali
(Archer, 2003) 1000 and De Boer,
1500 4 | —¥— Yogo (Ali and 2007)
= De Boer, 2007) TA
D
2 1250 o 800
E E
& 1000 1 3 600
[t i
750 o
400
500 -
200
250
0 T T T T T 0 T T T T T T T T T T T
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Month Month
(©) (d)
5000 - 8000 ~
—m— J35 —— J42
4500 i —@— Alam Bridge
—e— J37 7000 (Ali and De Boer,
4000 4 | —A— Kachura 2007)
5500 (Archer, 2003) 6000 —h— J43
7 | —w— Kachura ;
(Hashmi, 2010) ~ 5000 4 —¥— Partab Bridge
= 3000 4 T (Ali and De Boer,
T 2 2007)
E 2500 - £ 4000 ~
> z
3 3
& 2000 T 3000
1500 -
2000
1000
1000
500
0 T T T T T T T T T T 1 0 L L B B R
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Month Month
(e)
8000
—— J44
7000 - | —@— Shatial Bridge
—A— J46
6000 4 | —W— Besham Quila
(Ali and De Boer,
2007)
= 5000 o |_g— Besham Quila
;}n (Archer, 2003)
£ 4000
2z
°
L 3000
2000 +
1000 +
0 — T T T T T T T T

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Month

Fig. 2.14. Annual hydrographs at key hydrological junctions of the Upper Indus Basin (UIB) with

land cover characteristics of the year 1992. The land cover characteristics include perennial snow and
glacial covers. The reported flows at the gauging stations (named, some with data sources) close to the
numbered junctions (J) are plotted to show the close match between the calculated flows and the observed
average flows. (a) Streamflow characteristics along the Shyok River; (b) Streamflow characteristics along
the Indus River before its confluence with the Shyok River; (c) Streamflow characteristics of the Indus River
from the point of its confluence with the Shyok River to the point of its confluence with the Shigar River;

(d) Streamflow characteristics of the Indus River from its confluence with the Shigar River to its confluence
with the Gilgit River as well as the flow characteristics of the Gilgit River at its confluence with the Hunza
River; (e) Streamflow characteristics of the Indus River for its confluence with the Astore River to upstream
of Tarbela Reservoir.
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the preceding winter and spring; and (iii) rain-
water, controlled by precipitation in the cur-
rent season.

In contrast, Young and Hewitt (1990, 1993)
looked at the broader basin and concluded
that essentially there were two hydrological
regimes in the UIB, namely, the glaciated and
non-glaciated contributions to streamflows.
According to these authors, the non-glaciated
component constitutes the liquid precipita-
tion and seasonal snow melt at elevations
below 3000m, and the volumetric contribu-
tion of this component is negligible as a result
of small amounts of rainfall, a very high evap-
oration rate, low moisture availability to the
ground, and the dry and hot atmosphere that
prevails in a semi-desert condition at eleva-
tions below 2500 m. However, from elevations
2500-3000m to 4800-5000m, a zone of abla-
tion of glaciated terrain exists and this glaci-
ated component is the principal contributor to
streamflows.

The results obtained from the model runs
presented above generally validate the obser-
vations made by Young and Hewitt (1990,
1993). We also note that the streamflows dur-
ing the high flow season (May to September,
with peak flows in July) chiefly originate from
snowmelt and that most of the precipitation as
rainfall is lost by evaporation. Contributions to
streamflows from seasonal rainfall principally
come in March and are mostly from the west-
ern Himalayan ranges near the downstream
sections of the basin. Thus the SWAM, as pre-
sented in this work, reflects two hydrological
regimes, namely, the meltwater from the per-
manent glacial and snow fields as the princi-
pal component, and rainfall as the component
contributing negligible flows to the streams.
The third regime of Archer (2003), originating
from the seasonal snow melt, is lost quickly to
evaporation and infiltration (ground storage).

IMPACT OF CLIMATE CHANGE. The SWAM presented
here allows for assessment of the impact of
reduction in snow-covered areas in the UIB on
streamflow rates. As noted above, flow in the
Indus River significantly increases after its con-
fluence with the Shyok River. This is also due to
the fact that Nubra River, the main tributary of
Shyok River, originates at the Siachen Glacier
and drains the snowfields around this glacial

field. Downstream of the confluence of the
Indus and the Shyok Rivers the principal con-
tributors to the increase in the river discharge
are rivers such as the Shigar, Shimshal and
Hunza, which originate from the Karakoram
Range to the north and the Gilgit River from
Hindu Kush to the north-west. This clearly
shows the importance of the glacial melt and
snow melt in the flow of the Indus River. Thus,
any effect of global or regional climate change
on the SCA, in the Karakoram will affect the
flows in the Indus and the stream water avail-
ability within the UIB.

Figure 2.15 (a-e) shows the annual
hydrographs at the hydrological junctions
along the three stems of the major river system
in the UIB, assuming year 2000 snow and land
cover characteristics. The 2000 land cover data
indicate that there has been a 1.2% decrease
in SCA, in the UIB since 1992 (Tables 2.4 and
2.5). The calculated hydrographs show that
only a 1.2% decrease in SCA, translates into
reductions of flows by various proportions for
all months at all of the hydrological junctions.
Compared with the 1992 estimates, peak (July)
junction flows at J23 and J24 originating from
eastern Karakoram are 8-20% less during the
high-flow season in 2000. Flow reductions for
the melting season are in the order of 16-23%
at J32 and J34 on the main stem of the Indus
River draining the northern slopes of the
Greater Himalayas, before its confluence with
Shyok River. In the central part of the basin, at
J35 and J37, summer peak flow reductions are
in the order of 16-21%. At J42, where the flows
originate from western Karakoram and Hindu
Kush, the estimated flows have decreased by
11-20% in 2000 compared with those estimates
made for the year 1992. In the downstream
sections of the basin, at J43 and J44, such
decreases arein the order of 10-16%. At the out-
let of the basin (J46), the maximum decrease in
peak (July) flow is 11%. Comparisons of these
various proportions of decrease in flows dur-
ing the high-flow or melting season indicate
that the loss of SCA, has been greater in the
Himalayan ranges than that in the Karakoram
and Hindu Kush ranges.

The decline in streamflows due to
reduction in perennial snow- and ice-covered
areas within the UIB can potentially have
adverse effects on various sectors, such as
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Fig. 2.15. Annual hydrographs at key hydrological junctions of the Upper Indus Basin (UIB) with

land cover characteristics of the year 2000. The land cover characteristics include perennial snow and
glacial covers. The reported flows at the gauging stations (named, some with data sources) close to

the numbered junctions (J) are plotted to show the close match between the calculated flows and the
observed average flows. Compare the hydrographs with those shown in Fig. 2.14 and note the decrease
in discharge rates, especially during high-flow seasons, at various hydrological junctions. (a) Streamflow
characteristics along the Shyok River; (b) Streamflow characteristics along the Indus River before its
confluence with the Shyok River; (c) Streamflow characteristics of Indus River from the point of its confluence
with the Shyok River to the point of its confluence with the Shigar River; (d) Streamflow characteristics of the
Indus River from its confluence with the Shigar River to its confluence with the Gilgit River as well as the
flow characteristics of the Gilgit River at its confluence with the Hunza River; and (e) Streamflow characteristics
of the Indus River for its confluence with Astore River to upstream of the Tarbela reservoir.
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agriculture, water supply and hydropower
generation. Mukhopadhyay and Dutta
(2010b) and Mukhopadhyay (2011) presented
further details on the changes in monthly
streamflow characteristics within the UIB
that had occurred during the period of 2000
2009 from a baseline condition of 1992, as a
result of decrease in SCA within the basin. In
this analysis, monthly snow- and ice-covered
areas for the period 2000-2009 were estimated
from MODIS-derived snow cover data prod-
ucts described above.

Conclusions
Concluding remarks on the model

Before the SRTM project, for almost a decade,
analyses of river networks on a small carto-
graphic scale were mostly conducted with
the GTOPO30 digital elevation data sets.
However, the 1km spatial resolution was a
serious limitation for its use in the analysis
and modelling of detailed hydrology and
geomorphology of river basins on a regional
scale. Researchers in these areas relied on local
maps for topography. Digitization or photo-
grammetry is not only a time-consuming and
costly procedure to produce high-resolution
DEMs, it is also difficult to develop system-
atic and manageable topological models
(TMs) of large river basins from these DEMs.
This perhaps has been a great impediment
to the development of models for impor-
tant river basins outside developed coun-
tries. Hydrological models, such as seasonal
water availability and long-term water bal-
ance models, are needed for all of the major
river basins of the world for the purposes of
integrated water resources and environmen-
tal management (IWREM), understanding
the consequences of global climate change
on the hydrological cycle, and economic
developments in parity with environmental
preservation and sustainability. The current
availability of DEMs with high spatial reso-
lutions is likely to change the way in which
hydrological research can be performed
and applied, bringing local catchment- and
watershed-scale modelling into the realm

of global applicability. At the same time, it
should be recognized that there are elevation
errors in the present format of the SRTM data,
and continued efforts should be undertaken
to refine and filter the data to minimize the
effects of these errors. Nonetheless, at present,
the SRTM data provide the best means to sys-
tematize the topological models of large river
basins, where other sources of digital eleva-
tion data are absent.

With high-resolution DEMs, river-basin
scale hydrological models also must take
advantage of the present generation of global
climatic and other data sets that are avail-
able in point, polygonal and gridded format.
In this respect, the other valuable data sets
for the climatic variables of regional river
basins with sparse data are the Matsuura and
Willmott database of global temperature and
precipitation from 1900 to 2008 on a year-by-
year, month-by-month basis, and the SRB
database of short-wave and long-wave radia-
tion from 1983 to 2007 on a year-by-year and
month-by-month basis. It is expected that
these databases will evolve over time to go
through further refinements and additional
temporal coverage. In addition, the global
land cover and soil cover data are important
for deriving several model parameters. When
a TM derived from the SRTM project data is
combined with the climatic data from these
data sets and other global data sets containing
land and soil cover information, SWAMs of
large regional river basins can be developed.
The hierarchical framework in the TM identi-
fies the points on the streams where gauging
stations should be placed; which streams con-
tribute to and to what extent they contribute
to the flow through the main stems; and the
flow through which overland links should
be managed for proper water distribution,
diversion, irrigation, flood control and hydro-
electric power generation.

Another great hindrance hitherto faced
by hydrological researchers engaged in river-
basin scale modelling is the lack of river
discharge data for model validation and
calibration. However, this obstacle is gradu-
ally being removed as global river discharge
data are obtained through satellite observa-
tions and are disseminated over the Internet
(e.g. Dartmouth Flood Observatory).
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Finally, it should be also noted that most
of the predictions in ungauged basins (PUB)
have been based on statistical regression of
observed peak flow statistics in a geographi-
cal region without any knowledge of the
physical processes that transform rainfall to
runoff. In contrast, the approach presented in
this work is largely physically based and can
easily be applied for PUB.

Future outlook

Although much progress has been achieved in
hydrological modelling, there is a greater road
ahead. A basic question is: What modelling
technology is better? Because of the confusion
surrounding models and their applicability,
the modelling technology developed decades
ago is still in use in many parts of the world.
This state of affairs is partly the result of lack
of consensus as to the superiority of one type
of technology over another. Also, it has not
been possible to develop physically based
models in a true sense and define their limita-
tions. Thus, it is not always clear when and
where to use which type of model.
Hydrological models will have to be
described in simple terms such that the inter-
pretation of their results would not tax the
ability of the user. They must be designed to
serve a practical end, and their constituency
is one of users. After all, hydrological models
are to be used, not to be confined to academic
shelves. Thus, model building will have to
gravitate around the central theme of the
eventual practical use of models in IWREM.
If hydrological models are to become
practical tools, then they must be built on a
common platform, e.g. a widely used GIS soft-
ware. Furthermore, mesoscopic models should
require a minimal number of parameters for
calibration. They will need to assess errors
and determine how they propagate, define the
reliability with which they accomplish their
intended functions, and require the end user
to possess only a minimal amount of hydro-
logical training. Moreover, the models will
have to ‘learn” from the user as well as from
empirical experience. Many of these functions
can be performed by the use of expert systems

in hydrological modelling. Usually, the user
is interested in what a model yields and its
accuracy, and how easy it is to use, and not in
the biology, chemistry, physics, geology and
hydrology that it is based on. Although much
progress has been made in hydrological mod-
elling at a small cartographic scale, there is still
a long way to go before the models become
‘household’ tools for decision and policy mak-
ers and lending or funding authorities.

Distributed models require large quan-
tities of data which can be stored, retrieved,
managed and manipulated with the use of GIS
and a database management system (DBMS).
With the use of remote sensing, radar and sat-
ellite technology, our ability to observe data
over large and inaccessible areas and to map
these areas spatially is vastly improved, mak-
ing it possible to develop truly distributed
models for both gauged and ungauged water-
sheds. This is possible because of the literally
unlimited computing capability available
these days, which will be even more available
in the future.

Applications of hydrological models to
IWREM will grow in the future. The models
will be required to be practical tools — readily
usable in planning and decision making. They
willhave to be interfaced with economic, social,
political, administrative and judicial mod-
els. Thus, hydrological models will become a
component in the larger management strategy.
Furthermore, these models will become more
global, not only in the sense of spatial scale but
also in the sense of hydrological details.

The future of hydrological models will be
shaped by various factors: increasing societal
demand for IWREM; growing need for glo-
balization by the incorporation of geologi-
cal, biological, chemical and physical aspects
of the hydrological cycle; assessment of the
impact of climate change; rapid advances in
remote sensing and satellite technology, GIS,
DBMS and expert systems; an enhanced role
of models in planning and decision making;
mounting pressure on the transformation of
models to user-friendly forms; and clearer
statements of the reliability and risk associ-
ated with model results.

With growing technologies triggered
by the information revolution, remote sens-
ing, satellite technology, GIS, expert systems,



Hydrological Modelling at Mesoscopic Scales 69

advanced statistical and mathematical analy-
sis packages (for error analysis, sensitivity
analysis and reliability analysis), data-mining
technologies, visual graphics and DBMS,
there is real potential to take hydrological
models to the next level of sophistication
and integrate them with environmental and
ecological management and other process
models. Hydrological models will have to
embrace the rapid advances occurring in these
technologies.
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Notes

' As is common practice, physical variables (e.g. temperature, amount of snow melt, etc.) that are actually
used in the model calculations are presented in italics in the text and in equations. Abstract representations
of the operators (hydrological processes) and inputs/outputs to/from the models (parameters and variables)
are presented as non-italic (roman) characters; these include, ¢,[, o and O.

2 The Siachen Glacier is the second longest glacier in the world outside the polar region. The entire glacier
is controlled by India but claimed by Pakistan (Wikipedia, 2009). Available from: http://en-wikipedia.org/wiki/
Siachen_Glacier (accessed July 2011).
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3 An Overview of Some
Soil Hydrological Watershed Models

Sanjit K. Deb* and Manoj K. Shukla

Introduction

Soil hydrological processes including the
storage, distribution and movement of soil
water through the vadose zone involve
complex and dynamic interactions among
climate, crop and soils. Soil processes are an
integral part of the hydrological cycle that
exerts short- and long-term spatio-temporal
controls over water and energy balances and
controls interrelationships between differ-
ent components of the hydrological cycle,
such as precipitation, infiltration, surface
runoff, drainage, evapotranspiration (ET)
and groundwater recharge. Over the past
several decades, environmental concerns
related to the transport and transformation
of agrochemicals, the degradation of soil and
water resources, erosion and sedimentation,
non-point source pollution, total maximum
daily loads (TMDLs) for the pollutants of
concern, climate change, etc., have helped to
heighten interest in intricate soil processes in
mathematical models of watershed hydrol-
ogy. Integration of the agricultural system
into computer simulation methods by assem-
bling numerous and complex variables and
interacting hydrological processes involved
within the soil-vegetation—atmosphere sys-
tem has been one of the most advanced and

* Corresponding author: sanjit@nmsu.edu

critical challenges during the last two decades.
The popularity of mathematical models of
watershed hydrology is no surprise owing
to their ability to provide holistic representa-
tions of hydrological processes in agricultural
and mixed land-use watersheds, and assist
in understanding the dynamic interactions
between climate and hydrological systems, and
in managing soil and water resources around
the world. All of these aspects of hydrological
models have created major breakthroughs in
management and simulation technology for
agricultural systems.

In the 1950s, as the concept of math-
ematical models of watershed hydrology
emerged, most modelling efforts focused
primarily on the rainfall-runoff component
of the hydrological cycle (Singh and Frevert,
2002a). In 1966, the development of updated
versions of the Stanford Watershed Model
(SWM) (Crawford and Linsley, 1966), cur-
rently known as the Hydrological Simulation
Program-FORTRAN (HSPF) model, exempli-
fied the modelling concept of integrating dif-
ferent components of the hydrological cycle.
Modelling technology has since undergone a
digital revolution, especially with regard to
computing capability, data acquisition, data
processing, database management, graphi-
cal design and display, etc. During the 1970s
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and 1980s, a number of important mathemati-
cal models were formulated for simulat-
ing watershed hydrology, environmental
and ecosystem impacts, and agricultural
management scenarios. Water-quality com-
ponents have also been incorporated into
some of these models as the importance of
non-point sources of pollution was gradu-
ally recognized. Since the early 1990s, most
hydrological modelling activities have
been focused on the development of model
graphical user interfaces (GUIs) and integra-
tion with geographic information systems
(GIS) and remote sensing data. The emphasis
has been placed on the integration of hydro-
logical (terrestrial, pedological and lithologi-
cal), atmospheric and hydrospheric systems,
especially in the large-scale physically based
models. Advances in computer technology,
computational efficiency, integration of GIS
and remote sensing, employment of mul-
tiple databases and development of GUIs,
as well as the development of new math-
ematical representations of physical pro-
cesses, have outdated many models. In this
light, the development of new models and/
or improvement of already existing models
are ongoing process, which are never going
to stop.

The SWM, developed by Linsley and
Crawford in 1960 (Crawford and Linsley,
1966), has been commonly considered to
be the first watershed hydrological model.
Since then, numerous watershed hydro-
logical and water-quality models have been
developed around the world. Some of the
commonly used agricultural watershed-scale
hydrological models include the following:
Agricultural Policy Environmental eXtender
(APEX) (Williams, 1995; Williams et al.,
2008a,b), Water Erosion Prediction Project
(WEPP) model (Flanagan and Nearing,
1995; Flanagan et al., 2001), Soil and Water
Assessment Tool (SWAT) (Arnold et al., 1998;
Neitsch et al., 2005), Annualized Agricultural
NonPoint Source (AnnAGNPS) model
(Bingner et al., 2009), Dynamic Watershed
Simulation Model (DWSM) (Borah et al.,
2002, 2004), Distributed Hydrology Soil
Vegetation Model (DHSVM) (Wigmosta ef al.,
1994, 2002), continuous Areal Nonpoint
Source Watershed Environment Response

Simulation (ANSWERS-2000 or ANSWERS-
continuous) model (Bouraoui and Dillaha,
1996, 2000), Systeme Hydrologique Européen
(SHE) TRANsport (SHETRAN) model
(Ewen, 1995; Ewen et al., 2000), and MIKE
SHE (Refsgaard and Storm, 1995). An over-
view of the current status of these existing
watershed hydrological models is of great
importance for modellers, developers and
users, including hydrologists, agriculturists,
engineers, soil scientists, ecologists, biolo-
gists, climatologists, geologists, watershed
stakeholders, policy makers and students.

The aim of this chapter is to provide
an overview of some of the commonly used
watershed-scale models, and of a field-scale
Root Zone Water Quality Model (RZWQM)
(RZWQM Team, 1992; Ahuja et al., 2000). The
RZWQM was chosen because of its compre-
hensive representation and integration of
agricultural system processes, and future
efforts and directions centred on water-
shed modelling (Ma et al., 2007a). Broadly,
the models described in the chapter were
selected based on several criteria. Some of
these were the use of models by the scien-
tific community in agricultural and mixed
land-use watersheds, publication in refereed
journals, availability of organized model
support, inclusion of best management
practices (BMPs), and provision of event-
based and/or continuous simulation. The
chapter describes the major components,
capabilities, processes involved, model
inputs, modelling methods and approaches,
and enhancements or adaptations of the
APEX, SWAT, WEPP and RZWQM mod-
els. Major components, capabilities, pro-
cesses and modelling methods are also
presented for six other models, namely
ANSWERS-2000, AnnAGNPS, DHSVM,
DWSM, MIKE SHE and SHETRAN. For an
overview of additional field-scale and/or
watershed-scale soil hydrological models,
readers are referred to Singh (1995) and
Singh and Frevert (2002a,b). Earlier reviews
and a compilation of watershed models by
Borah and Bera (2003, 2004) also provide
some background on the mathematical
bases of some of the currently available
models and some application outcomes of
those models.
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Model Overviews: APEX, SWAT,
WEPP and RZWQM

Model development history

APEX

The Soil and Water Resources Conservation
Act(RCA) 0f 1977 charged the US Department
of Agriculture (USDA) with the responsibil-
ity of assessing the status of the nation’s
soil and water resources on a regular basis.
The first RCA appraisal, conducted in 1980,
revealed asignificantneed forimproved tech-
nology for evaluating the impacts of soil ero-
sion on soil productivity. In the early 1980s,
the Erosion Productivity Impact Calculator
(EPIC) model was developed by a USDA
modelling team to support assessments of
soil erosion impacts on soil productivity for
soil, climate and cropping conditions rep-
resentative of a broad spectrum of US agri-
cultural production regions (Williams et al.,
1984). The first major application of the EPIC
model was a national analysis performed
in support of the 1985 RCA assessment.
Various components from the Chemicals,
Runoff, and Erosion from Agricultural
Management Systems (CREAMS) (Knisel,
1980) and Simulator for Water Resources in
Rural Basins (SWRRB) (Williams et al., 1985)
models were combined to develop EPIC and
GLEAMS (Groundwater Loading Effects
on Agricultural Management Systems)
(Leonard et al., 1987). A pesticide component
was added later.

EPIC now stands for Environmental
Policy Integrated Climate, which reflects
the greater diversity of processes to which
the model is currently applied. The drain-
age area considered by EPIC is up to about
100ha, where weather, soils and manage-
ment systems are assumed to be homogene-
ous. The shortcomings of the EPIC model in
simulating key landscape processes at farm
or small watershed scales were revealed at
the onset of the US Environmental Protection
Agency (EPA)-funded project ‘Livestock and
the Environment: A National Pilot Project
(NPP)’, which was initiated in the early
1990s to address water quality and other
environmental problems associated with

intensive livestock production (Gassman
et al., 2009). The NPP served as a catalyst for
the development of the initial versions of
the APEX model (Williams, 1995; Williams
and Izaurralde, 2006; Williams et al., 2006,
2008a,b), a multi-field version of the pred-
ecessor EPIC model for addressing environ-
mental problems associated with livestock
and other agricultural production systems
on a whole-farm or small watershed basis.
The qualitative description of the EPIC
model was provided by Williams (1995),
while the expanded qualitative description
of the APEX was reported by Williams et
al. (2006). Williams and Izaurralde (2006)
reported an exhaustive qualitative descrip-
tion of the APEX coupled with mathemati-
cal theory for several components. Williams
et al. (2008b) provide an in-depth theoreti-
cal description for the APEX model (Version
0604; available at http://epicapex.brc.
tamus.edu/) and a comprehensive review
of the current version of APEX is given by
Gassman ef al. (2009).

SWAT

The SWAT model was developed at the
USDA Agricultural Research Service (ARS)
Grassland, Soiland Water Research Laboratory
in Temple, Texas (Arnold et al., 1998; Neitsch
et al., 2005). The development of SWAT is a
continuation of ARS modelling experience
that spans roughly a 30-year period, and a
detailed history of SWAT’s development can
be found in Neitsch et al. (2005), Gassman
et al. (2007) and Williams et al. (2008a). In the
mid-1970s the ARS invited a team of inter-
disciplinary scientists to develop a process-
based, non-point source simulation model
for the field scale, and from that effort the
CREAMS model was developed. In the 1980s,
several new models were developed based on
the CREAMS, including EPIC and GLEAMS.
The SWAT model emerged mainly from the
SWRRB model and contains features from
CREAMS, GLEAMS and EPIC. Development
of SWRRB began in the early 1980s with
modification of the daily rainfall hydrology
model from CREAMS. A major modifica-
tion was the expansion of surface runoff and
other computations for up to ten sub-basins,
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as opposed to a single field, to predict basin
water yield. Other enhancements included an
improved peak runoff rate method, calculation
of transmission losses, and the addition of sev-
eral new components, including groundwater
return flow, reservoir storage, the EPIC crop
growth sub-model, a weather generator and
sediment transport. Further modifications
of the SWRRB in the late 1980s included the
incorporation of the GLEAMS pesticide fate
component, optional USDA Soil Conservation
Service (SCS) technology for estimating peak
runoff rates and developed sediment yield
equations. The SWRRB and ROTO (Routing
Outputs to Outlet) (Arnold et al., 1995)
models were merged into the single SWAT
model to overcome the SWRRB’s limitation
of allowing only ten sub-basins. As part of
the HUMUS (Hydrologic Unit Model for the
United States) project, which was designed to
provide the technical basis for conducting the
appraisal of water resources for the 1997 RCA
Appraisal Report, the SWAT model was used
across the entire continental USA.

The key enhancements for SWAT ver-
sions94.2,96.2,98.1,99.2,and 2000 are described
by Neitsch et al. (2002a,b) and Arnold and
Fohrer (2005), and include the incorporation of
in-stream kinetic routines from the Enhanced
Stream Water Quality Model (QUAL2E)
(Brown and Barnwell, 1987). Four versions
of the SWAT model (SWAT98.1, SWAT99.2,
SWAT2000 and SWAT2005 are currently being
distributed at the SWAT website (http://swat-
model.tamu.edu/). A description and review of
the current version SWAT2005 can be found in
Neitsch et al. (2004, 2005) and Gassman et al.
(2007), respectively. As reported by Arnold
et al. (2010), several new enhancements are
included in the SWAT2009, e.g. an enhanced
C (carbon) dynamics sub-model, improved
sediment routing routine, plant competition,
improved irrigation, improved filter strip rep-
resentation, the ability to simulate grassed
waterways at the Hydrological Response
Units (HRU) level and temporal schedul-
ing of management practices. Several other
SWAT2009 enhancements, which are currently
being tested and refined, include the fate and
transport of heavy metals and pharmaceuti-
cals (hormones, antibiotics, etc.), landscape
routing of water, sediment and chemicals,

septic tanks, urban management practices,
etc. (Arnold et al., 2010). ArcSWAT has been
developed as an ArcGIS-ArcView extension
of SWAT and a GUI interface for SWAT; its
current version, ArcSWAT 2009.93.4, is com-
patible with the SWAT2009.

WEPP

The WEPP soil erosion model was devel-
oped by an interagency group of scientists
working for the ARS, the USDA Natural
Resources Conservation Service (NRCS),
the USDA Forest Service, US Department
of Interior’s Bureau of Land Management
(USDI BLM), and the US Geological Survey
(USGS). A detailed history of WEPP develop-
ment can be found in Flanagan et al. (2007).
Scientists from the aforementioned agencies
throughout the USA have been working since
1985 to develop new and improved erosion
prediction technology, which was intended
to be process oriented and, conceptually, a
significant enhancement over the Universal
Soil Loss Equation (USLE) (Wischmeier and
Smith, 1978). In the late 1989, WEPP model
development became largely the respon-
sibility of personnel at ARS National Soil
Erosion Research Laboratory (NSERL) in West
Lafayette, Indiana. The cooperating action
agencies, including the BLM, Forest Service
and SCS, also provided suggestions.

The basic WEPP hillslope model com-
ponents were weather generation, surface
hydrology, hydraulics of overland flow,
hillslope erosion, sediment transport and
deposition, water balance, plant growth,
residue management and decomposition, soil
disturbance by tillage and irrigation (Foster
and Lane, 1987). The prototype hillslope
profile model version 89 was developed in
1989 (Lane and Nearing, 1989). An important
aspect of WEPP technology was to separate
the erosion processes into rill detachment
as a function of excess flow shear stress and
inter-rill detachment as a function of rainfall
intensity. A substantial number of modifica-
tions have been made in WEPP 89, including:
the addition of process-based components for
sprinkler and furrow irrigation; spatially var-
ying non-uniform overland flow hydrology;
winter routines for snow accumulation and
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density, snow melt, soil frost and thaw; and
subsurface lateral drainage. The plant growth
and residue decomposition components have
also undergone major revisions.

The 1995 release of WEPP 95.7 included
a functional user interface on an MS DOS
platform and allowed both hillslope profile
and watershed simulations (Flanagan and
Nearing, 1995). In early 1996, the ARS began
efforts to create a graphical Windows interface.
An initial prototype of common interface pro-
gram known as MOSES (Modular Soil Erosion
System) that allowed the use of WEPP and
othermodels (e.g. the Revised USLE or RUSLE)
through common screens and databases was
distributed in 2000 (Flanagan et al., 2001).
Initial Windows interface work was completed
in 1999 (WEPP 99.5) to produce a user-friendly
software program still widely used today
(the current version is 2010.1). A beta version
of the WEPP watershed model, an extension
of the WEPP hillslope model, was completed
late in 1990 (Stone et al., 1990). The watershed
model continued to evolve as watershed chan-
nel and impoundment routines were added,
linkages to the hillslope model became fully
operational, channel hydrology was updated
using hillslope model hydrology components,
and the channel erosion equations were tested
and improved (2001.3). Additional work was
initiated at NSERL in 1996 to link the WEPP
model with GIS and utilize digital elevation
data to automatically delineate watersheds,
channels, hillslopes, and representative hill-
slope profiles (Cochrane and Flanagan, 1999).
The ArcView 3.x extension software for use
with the WEPP was distributed in 2001. The
Web-based interface for cropland and range-
land applications (WEPP Version 2004.7) and
enhanced interfaces for forest hydrology or
subsurface lateral flow (2006.5) were released
in 2004 and 2006, respectively. The winter
hydrology component of the WEPP was modi-
fied in Version 2008.907. The current version
of WEPP (2010.1) is distributed at the WEPP
website (http://www.ars.usda.gov/Research/
docs.htm?docid=10621).

RzWQM

In 1985, a workshop organized by ARS scien-
tists in cooperation with other federal agencies

and private industries reviewed state water
quality modelling and identified the need for a
process-based water quality model to quantify
root-zone processes as affected by agricultural
management practices (Malone ef al., 2004; Ma
etal.,2007a). A team from several ARS research
units nationwide was assigned responsibility
for building and developing the RZWQM
(Ahuja et al., 2000; Ma et al., 2007a). The task
was to utilize the capability of existing models,
e.g. the Pesticide Root Zone Model (PRZM)
(Carsel et al., 1985), Nitrogen Tillage Residue
Management (NTRM) (Shaffer and Larson,
1987), CREAMS and GLEAMS, and incorpo-
rate additional features needed for simulating
advanced soil chemistry and nutrient transfor-
mations, improved pesticide dynamics, plant
growth, chemical transport via macropores,
tile drainage, and soil-water—plant system
management.

The RZWQM version 1.0 was com-
pleted in 1992 (RZWQM Team, 1992). Since
then, it has undergone extensive verification,
evaluation and refinement, particularly in
cooperation with the MSEA (Management
Systems Evaluation Areas) water-quality
projects in the five US Midwestern States.
The RZWQM model was re-released in
1998 (RZWQMI8) for general users with
a Windows-compatible interface, and has
received continuous updates and improve-
ments (RZWQM Development Team, 1998;
Ahuja et al., 2000; Malone et al., 2004; Ma
et al., 2007a). The RZWQM model was
linked with the Decision Support System for
Agrotechnology Transfer (DSSAT3.5) (Jones
et al., 2003) in 2005 (Ma et al., 2005, 2006); this
was later updated using the DSSAT4.0 pack-
age and released as the RZWQM2 model (Ma
et al., 2008). The current version of RZWQM?2
(version 1.80.2009) is distributed at the
RZWQM website (http:/ /www.ars.usda.gov/
Main/docs.htm?docid=17740).

Model components

The major components or capabilities, pro-
cesses, and modelling methods or approaches
of the APEX, SWAT, WEPP and RZWQM
models are summarized in Table 3.1.
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Table 3.1. Summary of APEX (Agricultural Policy Environmental eXtender), SWAT (Soil and Water Assessment Tool), WEPP (Water Erosion Prediction Project)
and RZWQM (Root Zone Water Quality Model) model components.

Component/
capability/process/
criterion

APEX

SWAT

WEPP

RZWQM/RZWQM2

Components/
processes

Watershed
representation/
spatial scale

Temporal scale

Weather generator

Rainfall — excess
on overland/
water balance/
hydrological soil
processes

Climate; infiltration, surface
runoff, ET (evapotranspira-
tion); subsurface flow; water
and wind erosion, sediment;
manure erosion; nutrient and
C cycling; pesticides; soil
temperature; crop growth;
tillage; economics; channel/
reservoir routing (water,
sediment, nutrients/pesti-
cides); groundwater; grazing
and manure management.

Watershed is subdivided into
many homogeneous sub-
areas (fields, soil, land use,
management, weather, etc.);
sub-areas are linked to
channels.

Long term; continuous; daily time
step (some processes are
simulated with hourly or less
time step).

Weather generator; missing
input data.

Daily water balance; precipita-
tion, rainfall interception,
runoff, ET, soil and plant
evaporation, snow melt,
subsurface flow (deep

Climate; infiltration; surface runoff;

ET; subsurface flow; water
erosion and sediment; nutrients/
pesticides/bacteria; soil
temperature; land cover/plants;
agricultural and urban manage-
ment; channel and reservoir
routing (water, sediment,
nutrients/pesticides/bacteria).

Sub-basins or sub-watersheds are

grouped based on climate,
HRUs? (lumped land areas with
land cover, soil and manage-
ment), ponds, groundwater, and
main channels.

Long term; continuous; daily time

step and not designed to
simulate detailed, single-event
flood routing.

WXGEN weather generator;

missing input data; climate
customization (e.g. orographic
effects, impact of CO, levels)
and weather forecast.

Daily water balance; precipitation;

interception and canopy storage;
runoff; ET; snow melt; transpira-
tion and sublimation/soil
evaporation; subsurface

Climate; infiltration; surface
runoff; winter processes;
ET; subsurface flow; water
erosion and sediment;
irrigation; soil erodibility;
plant growth; residue
decomposition and
management; tillage;
channel and impound-
ment routing (water and
sediment).

Small watershed is
subdivided into hillslopes
that are linked to
channels/impoundments.

Storm event and long term;
continuous; daily time
step.

CLIGEN weather generator
or BPCDG (Break Point
Climate Data Generator).

Daily water balance;
precipitation; rainfall
interception; runoff; ET;
snow evaporation
and melt; soil and

Climate; infiltration; macropore
flow; infiltration—excess runoff
in absence of macropores;
lateral infiltration into soil
surrounding macropores; ET;
snow accumulation and melt;
heat transport; nutrients/
pesticides or agrochemicals
over, within and below crop
root zone; management
practices.

Field scale; 1-D (vertical into soil
profile) on a unit-area basis;
crop root zone and deeper
vadose zone.

Long term; continuous; daily time
step (water and chemical
movement on a sub-hourly
time step).

CLIGEN weather generator.

Daily water balance; rainfall;
infiltration; ET; water
redistribution in soil matrix:
(i) excess rainfall routed into
macropores, (ii) infiltration—

08
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Infiltration and
surface runoff

Peak runoff

Water redistribution
and subsurface
flow

Potential ET (PET)/
ET

Soil properties/soil
temperature/soil
evaporation

percolation, lateral and quick
return flow), and water table
dynamics (no direct linkage to
other root-zone soil water
processes).

Modified SCS? (runoff) curve
number (CN); Green and Ampt
method.

Modified Rational method; USDA
SCS TR-55 method; snow melt
events are considered.

Vertical and horizontal subsurface
flows using storage routing and
pipe flow equations; groundwa-
ter balance includes changes in
groundwater volumes,
percolation rate, reservoir
seepage rate, percolation rate
from groundwater storage, and
return flow rate.

Hargreaves and Samani,
Penman, Priestley—Taylor,
Penman—Monteith, and
Baier—Robertson methods.

Soil physical and hydrological
properties; erodibility; daily
average soil temperature at
soil layers; soil evaporation
and plant transpiration based
on Ritchie’s method.

flow (percolation, bypass or
crack flow, return flow or base
flow from subsurface and
groundwater flow).

Developed SCS CN procedure;
Green and Ampt; Green—Ampt—
Mein-Larson excess rainfall
method.

Modified Rational method.

Kinematic storage model for lateral

subsurface flow and empirical
relations for groundwater flow;
return flow from a shallow,
unconfined aquifer.

Hargreaves, Priestley—Taylor, and
Penman—Monteith methods.

Soil physical and hydrological
properties; erodibility; diurnal
and seasonal and variations in
soil surface temperature;
transpiration and sublimation/
soil evaporation based on
Ritchie’s method.

plant evaporation;
root-zone soil water
content; percolation and
subsurface lateral flow.

Modified Green—Ampt—
Mein—Larson excess
rainfall method.

Modified Rational equation
similar to EPIC? and
CREAMS?® models.

Percolation from each soil
layer; subsurface lateral
flow using kinematic
storage—discharge model;
flow to drainage tiles or
ditches (if present).

Penman and Priestley—Taylor
methods.

Soil physical and hydrological
properties; roughness;
inter-rill and rill erodibility;
critical shear stress; soil
evaporation and plant
transpiration based on
Ritchie’s method.

excess runoff in absence of
macropores, (iii) lateral water
into soil surrounding
macropores; snow accumulation
and melt.

Modified Green and Ampt;
infiltration—excess runoff in
absence of macropores by
coupling a numerical solution
of kinematic wave equations
with vertically distributed
Green and Ampt infiltration.

Not simulated.

1-D soil water redistribution based
on Richard’s equation; macro-
pore flow using Poiseuille’s law
assuming gravity; lateral water
movement using lateral Green
and Ampt approach; a pseudo
2-D drainage flow and water
table fluctuation.

Shuttleworth and Wallace’s dual
surface version of Penman—
Monteith equation.

Soil physical and hydrological
properties; sensible and latent
heat transport based on partial
mixing and displacement during
infiltration and convective-
dispersive equation during
redistribution; surface energy
balance.

Continued
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Table 3.1. Continued.

Component/
capability/process/
criterion

APEX

SWAT

WEPP

RZWQM/RZWQM2

Overland sediment/ USLE?; Onstad—Foster

water erosion
and wind erosion

Manure erosion

modification of USLE; Modified
USLE (MUSLE); two MUSLE
variants — MUST and MUSS;
MUSLE that allows input
coefficients (MUSI); RUSLE?;
RUSLEZ2; wind erosion;
nutrients/pesticides transported
with sediment using modified
loading function.

Direct estimates of organic

nutrient and C losses based
on erosion equation MUST.

MUSLE; nutrient/pesticide/

bacteria/water quality param-
eters transported with sediment
using modified loading function.

Not simulated.

Closed-form solutions to a

steady-state form of the
hillslope sediment
continuity equation;
equations for inter-rill
detachment, shear stress
in rills, deposition and
transport, and sheet and
overland flow in rill and
inter-rill areas.

Not simulated.

Model does not have an erosion

component; sediment
transport is linked with
surface flow predictions;
chemicals in solution and
adsorbed on sediment move
off the field with predicted
surface discharge and
sediment load.

Not simulated.

4]

C and N transformations within
soil profile; N mineralization,
nitrification, immobilization,
denitrification and volatilization;
pesticide transformation and
degradation on plant surfaces,
residue, soil surface and in soil
profile; non-uniform mixing
model for chemical transfer to
runoff and partial displacement
for matrix transport.

Not simulated.

Nutrients/pesticides N cycles: crop N uptake, Not simulated.
denitrification, mineralization,
immobilization, nitrification,
ammonia volatilization,
sediment organic N transport,
and NO,-N losses; P cycles:
solution and sediment phases;
pesticides from the GLEAMS?;
enhanced C and N cycling.

Two pools inorganic N, NH,* and
NO,, and three pools organic
forms of N; three pools inorganic
and three pools organic forms of
P; pesticide from the GLEAMS;
bacteria, growth/die-off patterns
of pathogens.

Channel/flood-plain A daily time step average flow
routing method for long—term and
variable storage coefficient
(VSC) flood routing method for
a short time interval.

Variable storage routing or
Muskingum river routing
kinematic wave model.

Water balance including
infiltration, ET, percolation,
interception, and surface
depressional storage in
the same manner as
overland flow areas.
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Channel/flood-plain

sediment

Water bodies/
reservoir/
impoundment
routing

Water bodies/
reservoir/
impoundment
sediment

Crop growth/land

cover/plants

Variation of Bagnold’s sediment
transport equation for sediment
routing using a daily time step
average flow or VSC method.

Amount of flood storage is
determined by the storage
volume between the principal
and emergency spillways to
accommodate a variety of
structures; inflow is derived
from the sub-area plus all
other contributing sub-areas.

Sediment and attached nutrient
and pesticide are deposited in
reservoirs, but soluble
materials are considered
conservative.

Single crop growth model; about
100 annual and perennial
crops; potential growth, water
use, N and P uptake, and
phenological development;
stresses due to water,
nutrients, etc.; constraints on
biomass accumulation, root
growth and yield; plant
competition component.

Simplified Bagnold’s stream
power concept for deposition/
degradation; in-stream
nutrient loadings using the
QUAL2E? model; in-stream
pesticides, bacteria and
heavy metals.

Ponds and wetlands receive inflow
from a fraction of the sub-basin
area; depressions/potholes
(contribute only to runoff);
reservoirs (inflow, outflow,
rainfall on surface, evaporation,
seepage from bottom and
diversions).

Mass balance model for N, P and
pesticides for sediment
transport into and out of water
bodies, and bacterial die-off
process.

Single plant growth model; annual

and perennial crops and land
cover; potential growth; removal
of root-zone water and
nutrients; plant use of N and P,
transpiration and biomass/yield
production; stresses caused by
water, nutrients and temperature.

Detachment, transport and
deposition of sediment

within permanent channels

or ephemeral gullies using
a steady-state sediment
continuity; flow depth and
hydraulic shear stress

using CREAMS regression

equations.

Outflow hydrographs and
sediment concentration
for farm ponds or
terraces, culverts, filter
fences, straw bales, drop
and emergency spillways
and perforated risers.

Deposition assumes
complete mixing and
adjusted for stratification,
non-homogeneous
concentrations, and
impoundment shape; a

continuity mass balance for

sediment outflow
concentration.

Plant growth model similar
to the EPIC; annual and
perennial crops; potential
growth, harvest, silage
and grazing; a unimodal
or bimodal potential
curve for rangeland
grazing, burning and
herbicide application.

Not simulated.

Not simulated.

Not simulated.

A generic or DSSAT4.02 plant
growth and crop production
model (maize, soybean and
wheat in RZWQM; 19 crops in
RZWQM2); CO, assimilation,
C allocation, dark respiration,
periodic tissue loss, plant
mortality, root growth, water
and N uptake.

Continued
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Table 3.1. Continued.

Component/
capability/process/
criterion

APEX

SWAT

WEPP

RZWQM/RZWQM2

Residue decompo-
sition and
management

Agricultural
practices/
evaluation of
best manage-
ment practices
(BMPs) and total
maximum daily
loads (TMDLs)

Economics

C- and N-enriched organic
matter is split into microbial (or
active), slow and passive
compartments; residues
added to surface or below
ground are split into metabolic
and structural compartments
according to their N and lignin
contents.

Planting/beginning of growing
season, harvest, biomass
removal, grazing, crop rotation,
tillage, irrigation (furrow and
sprinkler), manure handling,
fertilizer and pesticide applica-
tions, liming, furrow disking,
drainage systems, buffer strips,
terraces, waterways, cover
crops; can be used for both
sediment and nutrient TMDLs.

A crop budget and accounting
subsystem; costs of producing
and marketing crops; changes
in inputs that respond to
management, soil quantity and
quality, and climate; alternative
policies and programmes.

Decomposition and mineralization
in the first soil layer; a daily
decay rate constant as a
function of C:N ratio and C:P
ratio of residues, temperature
and soil water content.

Planting/beginning of growing
season, harvest, grazing,
harvest and kill, biomass
removal, tillage, fertilization and
pesticide applications, crop
rotation, cover crops, filter strip,
irrigation, tile drainage, point
source loadings, runoff from
urban areas; can be used for
sediment and nutrient TMDLs.

Not simulated.

Decomposition of flat.
above-ground and
submerged residues and

dead roots for fallow, mono.

double, rotation, strip, and
mixed cropping practices;
cropland and rangeland
management (e.g.
shredding or cutting, etc.).
Cropping management,
surface cover, irrigation
(sprinkler or furrow) with
depletion level and
fixed-date scheduling,
tillage effects on soil
detachment and trans-
port, and suitable for
sediment TMDLs.

Not simulated.

Fast and slow pools of surface
residue decomposition as a
function of residue N, residue
moisture and daily air
temperature; crop residues
can be used for the soll
surface after harvest.

Management that influences the
state of the root zone, including
tillage, fertilizer, pesticide and
manure applications; crop
planting; irrigation (furrow,
sprinkler, and drip systems);
dynamic N; soil surface
reconsolidation; decomposition
and bio-incorporation of
surface residues; ridge-tilled
and no-tilled systems.

Not simulated.

aCREAMS, Chemicals, Runoff, and Erosion from Agricultural Management Systems; DSSAT4.0, Decision Support System for Agrotechnology Transfer 4.0; EPIC, Erosion Productivity
Impact Calculator; GLEAMS, Groundwater Loading Effects on Agricultural Management Systems; HRUs, Hydrological Response Units; QUAL2E, Enhanced Stream Water Quality
Model; RUSLE, Revised Universal Soil Loss Equation; SCS, USDA Soil Conservation Service; TR-55, SCS procedures for calculating storm runoff volume, peak rate of discharge,

hydrographs and storage volumes required for flood-water reservoirs; USLE, Universal Soil Loss Equation.

8
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APEX

The APEX model is a flexible and dynamic
tool for simulating management and land-use
impacts for single fields (like the EPIC model),
as well as for a whole farm or watershed that
may be subdivided into many homogeneous
sub-areas (such as fields, soil types, different
land uses, landscape positions, management,
weather or any other desired configuration).
The model operates on a daily time step, with
some processes being simulated on an hourly
or smaller time steps, for performing long-term
simulations. In APEX, sub-areas or Hydrologic
Landuse Units (HLUs) include the land-phase
components of the hydrological cycle, e.g. cli-
mate, infiltration, surface runoff, ET, water
redistribution, subsurface flow, return flow,
erosion, plant growth, erosion, nutrient/pes-
ticide cycling and management. These control
the amounts of water, sediment and nutrient/
pesticide loadings by linking the sub-areas to
each other with respect to the water-routing
direction towards a single or multiple water-
sheds or farm outlets. The major components
of the EPIC model are weather simulation,
hydrology, erosion, sedimentation, nutrient
cycling, pesticide fate, crop growth, soil tem-
perature, tillage, economics and plant envi-
ronment control. In addition to these EPIC
functions, the APEX model has components
for routing water, sediment, nutrients and pes-
ticides across complex landscapes and channel
systems to the watershed outlet (Table 3.1).
Groundwater and reservoir components have
been incorporated in addition to the routing
algorithms. The APEX model can be configured
for novel land-management strategies or BMPs
such as impacts of filter strips on sediment and
other pollutants, grazing patterns of multiple
herds and intensive rotational grazing scenar-
ios, terrace systems, manure management from
feed yards and dairies with or without lagoons,
land application of manure removed from live-
stock feedlots or waste storage ponds, etc. The
model can be used in assessing the effects of
global climate or CO, changes, designing envi-
ronmentally safe and economic landfill sites,
designing biomass production systems for
energy, and other spin-off applications. A com-
plete description of APEX components can be
found in Williams et al. (2008b).

SWAT

The SWAT model is a continuous-time,
river basin or watershed scale, and quasi-
physically based simulation model for pre-
dicting the impact of land-management
practices on water, sediment and agricultural
chemical yields in large complex ungauged
watersheds with varying soils, land-use and
management conditions over long periods of
time. The SWAT model operates on a daily
time step, and the model is not designed
to simulate single-event-based flood rout-
ing. SWAT simulates landscape processes
and streamflow with a high level of spatial
detail by allowing the river/watershed to be
divided into sub-basins or sub-watersheds,
which are grouped based on climate, HRUs,
ponds, groundwater and the main channels.
The HRUs are lumped land areas within the
sub-basin comprising unique land cover, soil
and management combinations. The HRUs
represent percentages of the sub-watershed
area and are not identified spatially within
a SWAT simulation. A watershed can be also
subdivided into only sub-watersheds that
are characterized by dominant land use, soil
type and management. In SWAT, the land-
phase component of the hydrological cycle
controls the amount of water, sediment,
nutrient/pesticide and bacterial loadings
to the main channel in each sub-basin; the
second component of the hydrological cycle
is the water or routing phase of the hydro-
logical cycle which controls the movement
of water, sediments and nutrients/pesticides
through the channel network of the water-
shed to the outlet. Major model components
include weather simulation (including cli-
mate change), hydrology, soil temperature
and properties, plant growth, erosion, nutri-
ents, pesticides, bacteria and pathogens,
and land management or BMPs (Table 3.1).
A complete description of SWAT components
can be found in Neitsch et al. (2005).

WEPP

The WEPPmodelisa process-based, distributed-
parameter and continuous-time simulation
model that is capable of predicting distribu-
tions of net soil loss and deposition for a wide
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range of time periods and spatial scales. The
model can be operated on a daily time step
and single storm event basis. The WEPP hill-
slope version simulates erosion along a single
hillslope profile, while the WEPP watershed
version is built as an extension of the WEPP
hillslope model that can be used to estimate
runoff and sediment yield of a small water-
shed (Flanagan and Nearing, 1995; Ascough
et al., 1997). The model is composed of sev-
eral components (Table 3.1), which take into
account climate, surface runoff, infiltration,
percolation, evaporation, transpiration, rill
and inter-rill erosion, sediment transport and
deposition, soil consolidation, residue and
canopy effects on soil detachment and infil-
tration, surface sealing, rill hydraulics, plant
growth, residue decomposition, snow melt,
frozen soil effects on infiltration and erod-
ibility, climate and tillage effects on soil
properties, effects of soil random roughness
and contour effects — including the potential
overtopping of contour ridges. A watershed
in the WEPP is partitioned into hillslopes and
a channel network that includes channel seg-
ments and impoundments. Water and sedi-
ment from one or more hillslopes can feed
into the channel network. A hillslope can be
further divided into overland flow elements
(OFEs), within which soils, vegetation and
management conditions are assumed to be
homogeneous. Because the WEPP hillslope
and watershed routines are used for the
overland flow portion of the area, and chan-
nels and impoundments, respectively, the
WEPP model may not be applied to areas
with permanent channels - such as classical
gullies and perennial streams. In highly dis-
sected landscapes with several different and
distinct slope shapes, several hillslopes need
to be simulated, either as separate runs or as a
single watershed simulation at the watershed
interface. A complete description of WEPP
components can be found in Flanagan and
Nearing (1995) and Flanagan ef al. (2001).

RzZWQM

The RZWQM model is a comprehensive,
one-dimensional (1-D) (i.e. vertical into the
soil profile) process-based model that simu-
lates major physical, chemical and biological

processes in an agricultural crop growth and
production system, as well as the movement
of water, nutrients and agrochemicals over,
within and below the crop root zone of a unit
area of an agricultural cropping system. The
model best describes areas where rainfall,
soil and crop conditions are uniform, while
it may need to run for different conditions
in heterogeneous situations to characterize
the combination. A complete description of
RZWQM components can be found in Ahuja
et al. (2000). The RZWQM model operates
on a daily time step, while hydrological pro-
cesses and chemical movement in the soil are
simulated at sub-hourly time steps (5-60 min).
The model can be used as a tool for assessing
the environmental impact of alternative man-
agement strategies on a field-by-field basis
and for predicting management effects on
crop production and water quality. The major
sub-modules or processes in the RZWQM
model (Table 3.1) include: physical processes,
e.g. hydrology and macropore flow, soil heat
flow, tile drain, etc.; plant growth processes
and plant production; soil chemical processes,
e.g. soil inorganic environment in support of
nutrient processes, chemical transport and
pesticide processes; nutrient processes, e.g. C
and N transformations within the soil profile;
pesticide processes, e.g. transformations and
degradation of pesticides on plant surfaces,
in plant residues, on the soil surface and in
the soil profile; and agricultural management
processes, e.g. BMPs influencing the state of
the root zone. The RZWQM model does not
have an erosion component, which limits
its utility in describing runoff- or sediment-
transported pollutants.

Model inputs

APEX

The farm or watershed in the APEX model
involves several fields or sub-areas or HLUs,
and the heterogeneity of a watershed/farm
is determined by the number of sub-areas.
Each sub-area is linked with each other sub-
area, starting from the most distant sub-area
towards the watershed outlet. The input data
of the APEX model are presented in Table 3.2.



Table 3.2. Input parameters of the APEX (Agricultural Policy Environmental eXtender) model.

Input data file

Input parameters

Data file list

Simulation control file

Site

Sub-area or HLU

Operation schedule

Soil

A list of input file names and descriptions: site, sub-areas or Hydrologic Landuse Units (HLUs), operation sched-
ules, soil, daily weather, monthly weather stations, wind stations, field operations, crop parameter, fertilizer,
pesticides, data for TR-552 runoff estimation, herds of animals and grazing, equation parameters and coefficients,
and output option.

Option of model run control: run length; daily, monthly or annual output; weather variables; potential evapotranspira-
tion (PET) method; stochastic SCS? curve number (CN) estimator; peak rate estimate; automatic heat unit schedul-
ing; option for variable SCS CN with soil water, or a constant CN for all storms; runoff estimation method; pesticide
output in mass and concentration; enrichment ratio method; soluble P runoff estimate equation; N and P plant
uptake concentration; manure application; air quality analysis; flood routing; atmospheric CO,; field capacity/wilting
point estimation; pest damage scaling factor; channel capacity; wind erosion adjustment factor; routing threshold;
variable storage coefficient (VSC) routing; water erosion; USLE? crop management channel factor, etc.

Watershed location, watershed elevation, peak runoff rate—rainfall energy adjustment factor, CO, in the atmosphere,
N in irrigation water, manure application rate to supply N and P uptake rate, etc.

Sub-area number, soil number, operation schedule, feeding area, manure application area, watershed area, daily
weather station, land-use number, CN-CN2 option, outflow release method, distance from outlet to most distant
point, etc.

Channel depth, mainstream channel slope, Manning ‘n’ coefficient for channel and upland, average upland slope
and slope length, channel slope of routing reach, channel length and depth of routing reach, bottom and top width
of channel of routing reach, channel Manning ‘n’ of routing reach, channel USLE crop management and erodibility
factors, etc.

Buffer/flood plain width and length, reservoir-related parameters, irrigation option, water stress factor to trigger
automatic irrigation, drainage option, fertilizer and solid manure application data, erosion control practice factor,
lagoon information, grazing information, etc.

Land-use number; auto irrigation, commercial fertilizer, manure deposition by animals, solid and liquid manure and
lime application; time of operation; tillage and crop number; plant population; runoff fraction; time of operation as
fraction of growing season, etc.

Soil albedo, hydrological group, initial soil water content, minimum and maximum depth to water table, initial water
table height, available groundwater storage, maximum groundwater storage, groundwater residence time, return
flow/return flow plus deep percolation, maximum number of soil layers, options of soil weathering and soil grouping,
minimum thickness of maximum layer, minimum profile thickness, fraction of organic carbon in biomass and passive
pools, depth to bottom of layer, moist and dry bulk densities, soil water content at wilting point, soil water content at
field capacity, sand and silt contents, coarse fragment content, saturated and lateral hydraulic conductivities, initial

soil water storage, etc.
Continued
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Table 3.2. Continued.

Input data file

Input parameters

Daily weather
Monthly weather
Wind

Tillage

Crop

Fertilizer

Pesticide

Herd/grazing

Coefficients/constant

* Initial organic N, pH, electrical conductivity, cation exchange capacity (CEC), organic C, calcium carbonate content,

initial soluble N and P concentrations, crop residue, P sorption ratio, initial organic P, exchangeable K, litter, N and C

contents in biomass and humus contents, etc.

Daily precipitation (point/spatially distributed), solar radiation (optional), minimum and maximum temperatures,

relative humidity (optional) and wind speed (optional) for the simulation period.

Monthly weather statistics of a single weather station, which also generate weather when no daily weather data are

available.

Monthly wind weather statistics of a single wind weather station (crucial if wind erosion, dust distribution and air

quality from feedlots are simulated): average monthly wind speed and monthly % wind from 16 wind directions.

Tillage equipment, machine efficiency, mixing efficiency, tillage depth, ridge height and interval, operation option,

harvest efficiency or pesticide application efficiency, fraction of soil compacted, cost of equipment, cost of repair

and operation, etc.

Crop number; biomass:energy ratio and decline rate parameter; harvest index; optimal and minimum temperature

for plant growth; leaf area index and decline rate parameter; maximum crop height and root depth; fraction of N, P

and K in yield; seed cost; prices for yield and forage yield; N, P and K uptake parameters; wind erosion-related

parameters; vapour pressure deficit; salinity, water use conversion to biomass; fraction of root weight, etc.

Fertilizer name, mineral and organic N and P fractions, mineral K fraction, ammonia N fraction, organic C fraction, salt

fraction, and cost.

Pesticide name, solubility, half-life in soil and foliage, wash-off fraction, organic C absorption coefficient, and cost.

Number of cows in herd, manure number, fraction of day that herd is in feeding area, daily grazing rate per animal

unit, daily manure and urine production per animal unit, herd number, buy/sell information, number of animals in

herd after buy/sell, etc.

* S (sigmoid)-shaped curve related parameters, miscellaneous parameters and coefficients of equations in the
APEX.

aSCS, USDA Soil Conservation Service; TR-55, SCS procedures for calculating storm runoff volume, peak rate of discharge, hydrographs and storage volumes required for
flood-water reservoirs; USLE, Universal Soil Loss Equation.

88
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Two methods have been developed for con-
structing the sub-areas: a manual method and
the SWAT model interface method. The SWAT
model interface method, which utilizes a GIS to
develop input data files (using a digital eleva-
tion model (DEM) and other GIS data), can
facilitate the accuracy for each sub-area con-
figuration in the watershed. The APEX model
facilitates the use of soil, crop, equipment,
fertilizer and pesticide databases and associ-
ated input parameter information. In addition,
the model provides the equation parameters
and coefficients that are implemented within
APEX. A complete description of APEX
input parameters was reported by Steglich
and Williams (2008).

SWAT

The SWAT model requires input data at the
watershed, sub-basin and HRU levels (Table 3.3).
The model also allows input data for reservoir,
lake water quality and point sources at any
point along the channel network. The three
most common techniques used to discretize a
watershed are included: (i) a grid-cell config-
uration similar to AGNPS (Young et al., 1987),
to ANSWERS (Beasley ef al., 1980) and to the
WEPP grid version (Foster and Lane, 1987);
(if) a representative hillslope configuration
technique similar to APEX (Williams et al.,
1998) and the WEPP hillslope version (Lane
and Nearing, 1989); and (iii) a sub-watershed
configuration similar to the WEPP watershed
version (Foster and Lane, 1987), HYMO (a
problem-oriented computer language for
hydrological modelling; Williams and Hann,
1973) and SWRRB. A complete description
of SWAT input parameters can be found in
Neitsch et al. (2004).

WEPP

The major inputs to the WEPP hillslope model
include climate, slope, soil and cropping/
management information (Table 3.4). Soil
properties may be specified for eight differ-
ent layers within the maximum profile depth
of 1.8m. The cropping/management input
requires land use (e.g. agriculture, range or
forest) to be identified by users, and for each
land use information is needed about the

specific plants present and the management
practices used. In addition to the input data
required to run WEPP on each hillslope, the
WEPP watershed model requires all informa-
tion from each hillslope, including watershed
configuration, channel topography, channel
soils, channel management practices, climate
data, channel hydraulic characteristics, chan-
nel irrigation and impoundments present in
the watershed (Table 3.4). A complete descrip-
tion of WEPP model input parameters was
reported by Flanagan and Livingston (1995).

RzZWQM

As the RZWQM model is complex and pri-
marily physically based, extensive input for
model initialization and parameterization is
required (Ahuja et al., 2000). At a minimum,
the model requires break-point rainfall or
irrigation data, meteorological data, a site
description including data on soil horizon
and soil parameters at each depth increment,
dry mass of residue on the surface, pesticide
data, crop parameters, management informa-
tion, tile drain information (if simulated), ini-
tial soil conditions at each depth increment,
initial management details and initial nutrient
inputs (Table 3.5). The RZWQM model also
provides: (i) many default values for input
parameters (e.g. plant specific growth param-
eters); (ii) schemes to estimate soil hydraulic
properties from minimum data; (iii) some
initialization wizards (e.g. organic N pool
initialization); (iv) an extensive help system;
and (v) databases for soil properties, pesticide,
crop growth and management scenarios. The
CLIGEN weather generator is included to gen-
erate daily solar radiation, wind, humidity and
rainfall data where observations are not avail-
able. The enhanced Windows-based interface
facilitates data input, parameterization and
graphical display of simulation results.

Model adaptation or enhancement

To date, the APEX, RZWQM, SWAT and
WEPP models have all undergone exten-
sive adaptation or enhancements to provide
improved simulation of specific processes
or model components. Parallel progression



Table 3.3. Input parameters of the SWAT (Soil and Water Assessment Tool) model.

Domain Input data file

Input parameters

Watershed level input Watershed file .

Watershed configuration

Basin (land-area modelling)

Basin (reaches modelling)

Information related to modelling options, climate inputs, databases and output
specifications.

List of input file names.

Watershed subunits: (i) sub-basins (unlimited number of Hydrological
Response Units (HRUs), one per sub-basin required), and one pond (optional);
(i) reach/main channel segments (one per sub-basin); (iii) impoundments on
main channel network (optional); and (iv) point sources (optional).

Water balance: snowfall temperature, snow-melt base temperature, melt
factors, snowpack temperature lag factor, snow water content, option of
potential evapotranspiration (PET) methods, soil evaporation and plant uptake
compensation factors, leaf area index, initial soil water storage, depth to
impervious layer, etc.

Surface runoff: option of rainfall/runoff/routing and daily SCS# curve number
(CN) calculation, plant evapotranspiration (ET) CN coefficient, option of daily
maximum half-hour rainfall value, runoff lag coefficient, peak rate adjustment
factor, etc.

Nutrient cycling: rainfall N, N and P rate factors for humus mineralization of
active organic nutrients, denitrification exponential rate coefficient and
threshold water content, N and P uptake distribution parameters, nitrate and P
percolation coefficients, P availability index, residue decomposition coefficient,
etc.

Pesticide cycling: pesticide percolation coefficient.

Algae/carbonaceous biochemical oxygen demand/dissolved oxygen: option of
sub-basin water quality.

Bacteria: die-off factor and growth factors for persistent and less persistent
bacteria in soil solution adsorbed to soil particles, on foliage, in stream and in
water bodies; fraction of manure applied to land areas; bacterial soil partition-
ing and percolation coefficients; etc.

Option of channel water routing (variable or Muskingum methods), calibration
coefficients, weighting factor, fraction of transmission losses, evaporation and
peak rate adjustment factors, linear and exponent parameters for sediment
routing, in-stream water quality option, etc.
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Sub-basin level input

Precipitation (observed or generated)

Solar radiation (observed or generated)

Temperature (observed or generated)

Wind (observed or generated)

Relative humidity (observed or
generated)

PET?

Weather forecast

Database files

Water quality

Sub-basin

Weather generator
Pond/wetland

Water use

Main channel

Stream water quality

Daily precipitation (when CN is chosen; up to 18 precipitation files and each
file can hold data for up to 300 stations); sub-daily precipitation (when Green
and Ampt method is chosen).
Daily solar radiation; the file can hold data for up to 300 stations.
Daily minimum and maximum temperatures (up to 18 files and each file can
hold data for up to 150 stations).
Daily average wind speed (when Penman—Monteith method for PET? is
chosen); the file can hold data for up to 300 stations.
Daily relative humidity (when Penman—Monteith and Priestley—Taylor methods
for PET are chosen); the file can hold data for up to 300 stations.
Daily PET values (optional).
Statistical data needed to generate daily climate data during the forecast
period (optional).
Required information and parameters stored in five database files: land cover/
plant growth, tillage, pesticide, fertilizer and different types of urban areas.
General parameters needed for QUAL2E? nutrient transformation in the main
channel (optional).
Area, location, elevation, number of weather (e.g. precipitation, temperature,
etc.) records, number of weather forecast regions, etc.
Tributary channel: length, width, alluvium hydraulic conductivity, Manning ‘r’
coefficient, etc.
Pond input data, water-use management data, weather variables (e.g. rainfall,
temperature, etc.) adjustment options, CO, concentration, etc.
Number of HRUs; information about HRU soil, soil chemical, land-use
management and groundwater data files, etc.
Statistical data needed to generate representative daily climate data.
Information for impoundments (optional): fraction of sub-basin area draining into
ponds, initial volume of water; initial and equilibrium sediment concentration in
pond water, hydraulic conductivity of the pond bottom, etc.
Information for consumptive use (optional): average daily water removal from
the pond, reach and shallow and deep aquifers.
Length, width, depth, slope, alluvium effective hydraulic conductivity, erodibility
and cover factors, Manning ‘r’, width:depth ratio, and base-flow alpha factor for
bank storage.
Specific parameters needed for pesticide and QUAL2E nutrient transformations
in the main channel (optional).

Continued
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Table 3.3. Continued.

Input parameters

Domain Input data file
HRU level input HRU
HRU soil

HRU soil chemicals
HRU management

HRU groundwater

Reservoir (optional) Reservoir

Water quality

Topographic characteristics: fraction of sub-basin area contained in HRU,
average slope length, slope length for lateral subsurface flow, average slope
steepness.

Water flow: lateral flow travel time; fraction of HRU area draining into potholes,
flood-plain and riparian areas; depth of impervious layer.

Erosion: sediment concentration in lateral and groundwater flow, soil evapora-

tion and plant uptake compensation factors, organic N and P enrichment ratio.

Land cover: maximum canopy storage, initial residue cover, Manning ‘n’ for
overland flow, etc.

Depressional storage areas: average daily outflow to main channel from tile
flow, maximum volume of water stored in the pothole, equilibrium sediment
concentration in pothole, etc.

Soil hydrological group, maximum rooting depth, fraction of porosity, potential
or maximum crack volume, texture of soil layer, moist bulk density, available
water capacity of the soil layer, depth from soil surface to bottom of layer,
saturated hydraulic conductivity, organic C content, rock fragment content,
moist soil albedo, USLE? soil erodibility factor, etc.

Information about initial nutrient (N and P) and pesticide levels of the soil.
Information for planting, harvest, irrigation applications, nutrient applications,
pesticide applications and tillage operations (optional).

Initial depth of water in shallow and deep aquifers, groundwater delay time,
base-flow alpha factor, initial groundwater height, etc.

Sub-basin number with which the reservoir is associated, operational month/
year, reservoir surface area, initial reservoir volume, initial and equilibrium
sediment concentration, hydraulic conductivity of the reservoir bottom, etc.
Beginning month of mid-year nutrient settling period, N and P settling rates,
initial concentration of organic and soluble P in reservoir, chlorophyll a
production coefficient, etc.

8QUAL2E, Enhanced Stream Water Quality Model; SCS, USDA Soil Conservation Service; USLE, Universal Soil Loss Equation.
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Table 3.4. Input parameters of the WEPP (Water Erosion Prediction Project) model.

Model

Input data file

Input parameters

Hillslope

Watershed

Climate

Slope

Soil

Cropping/management

Hillslope information

Watershed structure/
configuration

Channel slope

Channel soil

Channel climate

* Daily precipitation, storm duration, maximum storm
intensity, time to maximum storm intensity, maximum and
minimum temperatures, solar radiation, wind speed and
direction, and dew point temperature.

The CLIGEN weather generator (optional; continuous or
single storm climate files, or TR-552 design single storm
climate file) requires a stations file and a database file.
Break-point precipitation input (optional).

Number of overland flow elements (OFEs), number of
slope points on the OFE, length of the OFE, slope
orientation, length, steepness at points down the profile
and profile aspect, representative width for a hillslope
profile.

Number of OFEs, soil albedo, number of soil layers, soil
depth, initial soil water content, soil textures, effective
hydraulic conductivity (calculated internal to the WEPP),
rock content, per cent organic matter, cation exchange
capacity (CEC), inter-rill erodibility, rill erodibility and
critical shear stress.

A group of data required for each section: (i) information
(e.g. number of OFEs, years of simulation, etc.), (ii) plant
growth parameters, (i) operation (e.g. tillage and other
implement parameters), (iv) OFE- or channel-specific
initial conditions and parameters, (v) surface effects (e.g.
tillage sequences, etc.), (vi) irrigation, (vii) contouring
parameters, (viii) drainage parameters, and (ix) yearly
management information and scenarios.

Number of hillslopes, simulation period, information about
watershed climate, hillslope input climate, hillslope area
and particle size distribution.

Runoff duration, time of concentration, alpha value for
peak calculation, runoff depth and volume, soil
detachment and deposition, sediment concentration for
each particle class, fraction of sediment in each particle
class, etc.

Number and Identification of all hillslopes, channels or
impoundments draining from the top or laterally from the left
or right.

Restrictions applied to the watershed configuration:

(i) hillslopes — fed by: nothing; feed: channels, impound-
ments; (i) channels — fed by: channels, impoundments,
hillslopes; feed: channels, impoundments, nothing (outlet);
and (iii) impoundments — fed by: channels, hillslopes; feed:
channels, nothing (outlet).

Similar to the hillslope slope input.

Number of channels, aspect, width, number of slope
points for the channel, slope steepness at point, and
length of the channel.

Each channel’s soil characteristics (identical to the
hillslope soil input file in which the number of channels
replaces the number of OFEs).

Only one climate file for all channels (identical to the
hillslope climate file).
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Table 3.4. Continued.

Model Input data file

Input parameters

Channel management

Watershed channel file

Impoundment (if
present)

Each channel management practices (identical to the
hillslope management file in which the number of channels
replaces the number of OFEs).

Choice of runoff peak calculation method (modified EPIC?
or CREAMS?), channel shape and hydraulic/routing
parameters (e.g. rating curve at the outlet, Manning ‘n’
coefficient, erodibility factor, critical shear stress, etc.),
control structure parameters, etc.

Number of impoundments, input parameters for each
outflow structure (e.g. drop spillway, perforated riser,
culvert, emergency spillway, user specified stage—

discharge relationship, etc.), etc.

Channel irrigation (if
used)

Irrigation dates and application rates for each
channel element (similar to the hillslope irrigation input

file in which OFEs would be replaced by channel
elements).

aCREAMS, Chemicals, Runoff, and Erosion from Agricultural Management Systems; EPIC, Erosion Productivity Impact
Calculator; TR-55, USDA SCS (Soil Conservation Service) procedures for calculating storm runoff volume, peak rate of
discharge, hydrographs and storage volumes required for flood-water reservoirs.

in enhancement of various GIS linkage and
other interface tools has emerged to support
the integration of topographic, land-use, soil
and other digital data into the models.

APEX

Some examples of APEX modifications or
adaptations in user interfaces are presented in
Table 3.6. Several non-GIS-enabled interfaces
developed by different authors include a DOS-
based Universal Text Integration Language
(UTIL) interface (Williams et al., 2006), and two
Windows-based interfaces, WinAPEX (Magre
et al., 2006; Steglich and Williams, 2008) and
Interactive APEX (i_APEX). Other adaptations
in user interfaces include: the SWAT-APEX
interface called SWAPP (Saleh and Gallego,
2007); an enhanced version of SWAPP and the
Comprehensive Economic and Environmental
Optimization Tool (CEEOT-SWAPP) (Saleh
et al., 2008); the CEEOT-Macro Modeling
System (MMS) (Osei et al., 2004); a software
package that interfaces the SWAT with the
APEX in ArcGIS platform (APEX-SWAT); a
combination of ArcGIS and the WinAPEX
modelling system called the WinAPEX-GIS;
and an interface as an extension to the ArcGIS
9.x called the ArcAPEX (Tuppad et al., 2009).

SWAT

Some examples of SWAT modifications are
presented in Table 3.7. These include the
SWAT-G model (Lenhart ef al., 2002, 2005),
the Extended SWAT (ESWAT) model (van
Griensven and Bauwens, 2003, 2005) and
the Soil and Water Integrated Model (SWIM)
(Krysanova et al., 1998, 2005). SWAT modifi-
cations also include: the SWAT-M (Du et al.,
2005); the SWAT-N (Pohlert ef al., 2007); the
SWAT-variable source area (VSA) (Easton
et al., 2008); modification of SWAT’s ground-
water component (SWATMOD) (Sophocleous
et al., 1999); development of a simplistic field-
scale vegetative filter strip (VFS) sub-model to
enhance SWAT’s capability of evaluating the
effectiveness of VFS at watershed scale (White
and Arnold, 2009); modification of SWAT2005
to provide faster percolation through the soil
substrate and recharge of the aquifer in karst
watershed (Baffaut and Benson, 2009); and
incorporation of new shallow water table-
depth algorithms into SWAT2005 (Moriasi
et al., 2009). Notable adaptations in the
SWAT interfaces include: the ArcView-SWAT
(AVSWAT) interface tool (Di Luzio et al.,
2004a,b); the most recent version of AVSWAT
called AVSWAT-X; the Automated Geospatial
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Table 3.5. Input parameters of the RZWQM (Root Zone Water Quality Model).

Processes/data file Input parameters

Infiltration, water
redistribution, and
macropore flow

Break-point rainfall: a minimum of two pairs of rainfall amounts and times.
Daily meteorology: maximum and minimum air temperature, wind run, solar
radiation and relative humidity.

Soil crust saturated hydraulic conductivity, soil texture, horizon delineation,
bulk density, soil water retention curves or, 1/3 or 1/10 bar soil water
contents, initial soil water content.

Lateral sorptivity reduction factor, macroporosity, effective soil radius,
fraction dead-end macropores, average radius of cylindrical pores, length
and width of cracks, depth of cracks.

ET (evapotranspiration)

Albedo of dry and wet soils, albedo at crop maturity, albedo of fresh

residue, pan coefficient for pan evaporation, dry mass of surface residue.

Tile drainage

Drain depth and spacing, radius of drains, water table leakage rate and

lateral saturated hydraulic conductivity.

Heat transport
temperature.
Plant growth

Soil textural class, dry volumetric soil heat capacity and initial soil

Maximum N uptake rate, photosynthate to respire, specific leaf density,

plant density, propagule age effect, seed age effect, maximum rooting
depth, minimum leaf stomatal resistance, N sufficiency index and
luxurious N uptake factor.

Organic matter/N cycling

Fast and slow residue pools, fast humus pool, transition humus pool, stable

humus pool, aerobic and anaerobic heterotrophs pools, autotrophs pool,
initial urea-N, initial NO,-N, and initial NH,-N.

Pesticide processes

Freundlich sorption coefficient and exponent, parameters related to kinetic

and irreversibly bound pesticide sorption, acid/base dissociation
constants, parameters related to pesticide wash-off from foliage and
mulch, pesticide half-life (foliar, residue, soil surface, and soil subsur-
face), half-life adjustment coefficient for soil depth, half-life adjustment
coefficients for soil temperature and water content, and metabolite

formation fraction
Chemical transport

Non-uniform mixing factor (based on soil type, surface roughness, and

cover conditions), fraction microporosity and diffusion rate.

Agricultural management

Management timing (e.g. fertilizer application date, tillage date), management

or application type and quantity (e.g. quantity of fertilizer surface broadcast,
chisel plough), and initial surface residue properties (e.g. C:N ratio, dry
mass of residue, age of residue).

Watershed Assessment (AGWA) ArcView-
based interface tool (Miller et al., 2007) for
the SWAT2000 and Kinematic Runoff and
Erosion (KINEROS2) model (Woolhiser ef al.,
1990); and the SWAT interface compatible
with ArcGIS version 9.x, called the ArcSWAT
(Olivera et al., 2006). A variety of other tools
have been developed to support execu-
tions of the SWAT simulations, for instance:
the Interactive SWAT (i_SWAT) developed
by the Center for Agricultural and Rural
Development, Iowa (Gassman et al., 2007) to
support SWAT simulations using a Windows
interface with a Microsoft Access database;

the Conservation Reserve Program (CRP)
Decision Support System (CRP-DSS) (Rao
etal.,2006); SWAT Calibration and Uncertainty
Procedures (SWAT-CUP); and a generic inter-
face (iISWAT) program (Abbaspour et al., 2007)
thatautomates parameter selection and aggre-
gation for the iterative SWAT calibration.

WEPP

The complexity and spatio-temporal variabil-
ity of parameters involved in erosion proc-
esses require managing large quantities of data
for the WEPP model at the watershed scale.



Table 3.6. APEX (Agricultural Policy Environmental eXtender) modification or adaptation in model interfaces.

Reference/source

Modification/adaptation
in model interfaces

Purpose

Description/comments

Osei et al. (2004)

Magre et al. (2006);
Steglich and Williams
(2008)

Saleh and Gallego
(2007)

Saleh et al. (2008)

Gassman et al. (2009)

Gassman et al. (2009)

Gassman et al. (2009)

Tuppad et al. (2009)

CEEOT*-Macro
Modeling System
(CEEOT-MMS)

WiInAPEX

SWAT:-APEX (SWAPP)
in ArcVIEW 3.x
environment

CEEOT-SWAPP

i_APEX

APEX-SWAT interface

WInAPEX-GIS

ArcAPEX

Macro-level policy
assessments

Watershed builder and
editing tools for APEX
version 0604

APEX simulation within
SWAT

Estimates of net farm
returns and economic
indicators

Automatic input file
builder and execution
program to support
APEX

Software package that
interfaces SWAT with
APEX within the
ArcGIS environment

Combined ArcGIS and
WiIinAPEX modelling
system

ArcGIS 9.x-based user
interface

The CEEOT-MMS integrated APEX, Farm Economic Model (FEM), supporting
data sets, and an automated interface between the models and databases.

The interface facilitates users through a series of screens to construct input
data for individual sub-areas and assess the impacts of alternative scenarios
on APEX outputs.

The automated program converts SWAT files to-and-from the APEX format and
simulates SWAT and APEX simultaneously. SWAPP can be used to convert
SWAT-GIS data layers created by the ArcView SWAT (AVSWAT) interface (Di
Luzio et al., 2004a,b) to the formats of APEX and EPIC data files.

An enhanced version of SWAPP that supports an expanded interface between
FEM and APEX and/or SWAT to estimate net farm returns and other
economic indicators for different representative farms.

i_APEX performs essentially the same functions as the predecessor run_
APEX for a user-defined set of APEX simulations, including automatic
management of the input data, execution of each APEX run and storage of
the selected model outputs.

The interface provides overall modelling support similar to that in SWAPP and
takes advantage of the ArcGIS. It allows stand-alone APEX and SWAT
simulations, as well as integrated APEX-SWAT scenarios.

WInAPEX-GIS has been developed and is being used to build input files and
execute a 64-bit version APEX (version 0806, not publically released) for the
Bosque River watershed, Texas.

ArcAPEX is designed to automate APEX parameterization using topographic,

hydrological, land-use and soil spatial data sets, and APEX’s databases (e.g.

plant, tillage, fertilizer, pesticide and weather). ArcAPEX provides direct
integration with SWAT using the ArcSWAT interface.

aCEEQT, Comprehensive Economic and Environmental Optimization Tool; SWAT, Soil and Water Assessment Tool.
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Table 3.7. SWAT (Soil and Water Assessment Tool) modification or adaptation in model interfaces.

Modification/
adaptation in
Reference/source model interfaces Purpose Description/comments
Krysanova et al. SWiMm? Combination of the SWAT model's Further SWIM enhancements include enhanced capability for forest
(1998, 2005) hydrological and MATSALU? systems (Wattenbach et al., 2005), and developed routines for
model’s nutrient cycling wetlands and riparian zones (Hatterman et al., 2006).
components
Sophocleous SWAT and SWAT modification for simulating ~ SWAT and the groundwater model MODFLOW? (McDonald and
et al. (1999) MODFLOW surface water, groundwater, and Harbaugh, 1988) with stream—aquifer interaction routines were
interface stream—aquifer interactions modified and linked into a comprehensive basin model known as

Lenhart et al. (2002, 2005); SWAT-G
Eckhardt and Ulbrich
(2003)

van Griensven and ESWAT?
Bauwens (2003, 2005)

Di Luzio et al. (2004a,b) AVSWAT

Du et al. (2005) SWAT-M

Olivera et al. (2006) ArcSWAT

SWAT modification for improved
flow in low mountain range
catchments

Modified time step in hydrology
and erosion components

The SWAT-GIS interface in
ArcView 3.x GIS (AVSWAT)

Application to landscape with
tiles/potholes

The SWAT interface in the ArcGIS
9.x

SWATMOD.

The modifications include enhanced percolation, hydraulic conductivity
and interflow functions in SWAT99.2, an improved erosion loss
estimation method, and a more detailed accounting of CO, effects on
leaf area index and stomatal conductance.

The modifications incorporate sub-hourly precipitation inputs and
infiltration, runoff and erosion loss estimates. A river routing module on
an hourly time step interfaces with a water quality component, and with
multi-objective calibration and autocalibration modules.

The first SWAT-GIS interface was built within the GRASS GIS (Srinivasan
and Arnold, 1994). AVSWAT facilitates input parameterization and
execution of SWAT2000, which was incorporated within the US EPA?
Better Assessment Science Integrating point and Nonpoint Sources
(BASINS) software package. The AVSWAT-X version facilitates soil
data input from the USDA NRCS STATSGO and SSURGO soll
databases, automatic sensitivity, calibration and uncertainty analysis
for the SWAT2005.

The modification enhances the capability of simulating landscapes with
tiles and potholes.

The interface uses a geo-database approach and a programming
structure consistent with Component Object Model (COM) protocol.

Continued
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Table 3.7. Continued.

Reference/source

Modification/
adaptation in
model interfaces

Purpose

Description/comments

Borah et al. (2007)

Pohlert et al. (2007)

Miller et al. (2007)

Easton et al. (2008)

QOuessar et al. (2009)

SWAT and
DWSM?

SWAT-N

AGWA

The SWAT-VSA

The SWAT-WH

(SWAT for Water

Harvesting)

Enhanced storm-event
hydrological simulation in SWAT

Enhanced nitrogen simulation for
SWAT

Alternative ArcView-based
interface tool

Distribution of overland flow in
ways consistent with VSA
hydrology

Simulation of main hydrological
processes in arid environments

A combination of an extended SCS curve number (CN) procedure for
rainfall-excess computations and a robust analytical solution of the
kinematic wave equations from the storm-event DWSM model.

An extension of SWAT algorithms from a detailed nitrogen turnover
model for predicting nitrogen leaching.

The tool supports data input generation for both SWAT2000 and
KINEROS?2, including options for soil input from the SSURGO,
STATSGO or FAO global soil maps.

The modification provides a simple means of capturing spatially variant
saturation-excess runoff processes from the landscape.

The SWAT was modified for water balance assessments in arid water-
sheds with water-harvesting systems.

aDWSM, Dynamic Watershed Simulation Model; EPA, US Environmental Protection Agency; FAO, UN Food and Agriculture Organization; ESWAT, Extended SWAT; GRASS GIS,
Geographic Resources Analysis Support System GIS; KINEROS2, Kinematic Runoff and Erosion model; MATSALU, a system of four simulation models for a mesoscale agricultural
watershed and the ecosystem of a sea bay developed in Estonia for the Matsalu Bay (Baltic Sea) and the Bay ecosystem; MODFLOW, modular finite-difference groundwater flow
model; NRCS, USDA Natural Resources Conservation Service; SCS, USDA Soil Conservation Service; SSURGO, Soil Survey Geographic Database; STATSGO, State Soil
Geographic Database, now renamed US General Soil Map (STATSGO2); SWIM, Soil and Water Integrated Model.
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Some examples of the adaptation of WEPP in
interfaces or as other modifications are pre-
sented in Table 3.8. These include: GeoWEPP
or GeoWEPP ArcX (Renschler, 2003); the Web-
based interfaces for WEPP (Elliot, 2004); the
Web-based Erosion Risk Management Tool
(ERMIT) and WEPP (Robichaud et al., 2007);
GeoWEPP-SWAT (Renschler and Lee, 2005);
the Dynamic soil erosion model based on
WEPP (DWEPP) (Bulygina et al., 2007); the
Geospatial Modelling of Soil Erosion (GEMSE)
interface (Baigorria and Romero, 2007); and
the GeoWEPP interface in the ArcGIS 9.x envi-
ronment (Minkowski and Renschler, 2010).

RzWQM

Some examples of RZWQM adaptations or
enhancements are presented in Table 3.9.
Notable enhancements of the model include:
(i) the incorporation of DSSAT’s crop growth
modules (e.g. the RZWQM-CROPGRO
and RZWQM-CERES (Crop Environment
Resource Synthesis) hybrid models, and
the RZWQM-DSSAT4.0) to provide state-
of-the-science plant growth simulation (Ma
et al., 2005, 2006, 2008); (ii) the coupling of
RZWQM and the Simultaneous Heat and
Water (SHAW) model (RZ-SHAW) to simu-
late surface energy balance and frozen soils
(Flerchinger et al., 2000); (iii) the enhance-
ment of the RZWQM water movement mod-
ule (RZWFLO) to simulate fluctuating water
tables in the root zone and in tile drainage con-
ditions (Johnsen et al., 1995); (iv) the extension
of the soil profile to 30m to utilize RZWQM
simulation results in a groundwater flow
model for evaluating management effects on
groundwater contamination at the regional
scale; (v) the modification of RZWQM to
simulate tile flow under controlled drainage
and subsurface lateral flow below the tile
(Ma et al., 2007b,c); and (vi) enhancement in
expressing a portion of pesticide directly into
tile flow via a fraction of macropores (Fox
et al., 2004). In addition to improvement in
the Windows-based interface for facilitating
model parameterization and post-data anal-
ysis with experimental data, the RZWQM
model has been linked to GIS for watershed
modelling, e.g. RZWQM-ArcVIEW 3.x GIS
(Wang and Cui, 2004), AgSimGIS-RZWQM

in the ArcGIS 8.3 environment (Ascough
et al., 2003) and the MARIA (Management of
Agricultural Resources through Integrated
Assessment)-GIS model and RZWQM in the
ArcGIS 9 environment (Ascough et al., 2005).
RZWQM simulation results were also used to
develop a database for decision support and
economic analysis (Heilman et al., 2006).

Other Watershed Models

The major components or capabilities, processes
and modelling approaches of the ANSWERS-
2000, AnnAGNPS, DHSVM, DWSM, MIKE
SHE and SHETRAN models are summarized
in Table 3.10.

The ANSWERS-2000 model, which was
developed from the original event-based
ANSWERS model, is a distributed, physi-
cally based, continuous, watershed-scale and
upland planning model (Beasley et al., 1980).
The model evaluates the effectiveness of agri-
cultural and urban BMPs in terms of reducing
sediment and nutrient delivery to streams,
as well as assessing the leaching of nitrogen
through the root zone. It utilizes compo-
nents from the WEPP, EPIC and GLEAMS
models, and a series of other subroutines to
evaluate sediment and nutrient delivery to
streams and nitrate leaching. However, the
model does not have channel sediment and
chemical routing processes. A user interface
aids in the selection of parameters, including
information from soil surveys, climate and,
topographic and land-use maps, as well as
providing some default values. ANSWERS-
2000 can also utilize data exported from
ArcView, ArcInfo or similar GIS packages.

The AnnAGNPS model is a distributed,
physically based, watershed-scale and multi-
event modification of the AGNPS (Agricultural
Nonpoint-Source Pollution) model (Young et al.,
1987), with improved technology and addi-
tional new features to analyse the impact of
non-point source pollutant loadings from agri-
cultural watersheds. It expands the capabilities
of the single-event AGNPS model, and other
models that simulate additional processes
have been integrated into AnnAGNPS within
the AGNPS suite of modules. AnnAGNPS
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Table 3.8. WEPP (Water Erosion Prediction Project) modification or adaptation in model interfaces.

Modification/
adaptation in

Reference/ model

source interfaces Purpose Description/comments

Renschler GeoWEPP Geospatial interface for A GIS-based graphical user interface
(2003) WEPP (GeoWEPP) in (GUI) for preparing model inputs,

ArcView 3.x environment running WEPP hillslope and
watershed models, and analysing
outputs. Watershed configuration
(e.g. channels, representative
hillslope) is based on the TOPAZ?
code. The GeoWEPP ArcX
includes scaling theory to derive
topographical input parameters
based on a digital elevation model
(DEM).

Elliot (2004) WEPP Internet interfaces devel- A suite of a set of Internet interfaces
Internet oped to more easily to run WEPP for many common
interface predict soil erosion for a forest conditions on the USDA

wide range of climatic and Forest Service Internet servers

forest/rangeland using a Web browser, including: the

conditions WEPP-Road interface for predicting
road erosion and sediment delivery;
Disturbed-WEPP for predicting
erosion from hillslopes disturbed by
forest operations, prescribed fire or
wildfire; and Rock-Clime for
generating weather inputs for
WEPP-Road and Disturbed-WEPP
interfaces or WEPP stand-alone
applications.

Renschler and GeoWEPP- A single assessment tool The GeoWEPP-SWAT model utilizes
Lee (2005) SWAT that allows for more GIS or precision farming data sets

model detailed, spatially explicit of topography, soils and land use to
assessment of beat automatically derive WEPP model
management practices input. and uses WEPP model output

(BMPs) over both short- as point sources into SWAT. The

and long-term temporal GeoWEPP-SWAT model provides a

scales mechanism for applying WEPP to
larger watershed scales.

Baigorria and Geospatial Assessment of erosion hot A Windows-based software interface
Romero Modelling spots in an Andean that integrates GIS with the WEPP
(2007) of Soil watershed hillslope model.

Erosion
(GEMSE)
interface

Bulygina et al. Dynamic soil  Tool for assessing erosion DWEPP provides a dynamic version
(2007) erosion rates and dynamics based of WEPP based on kinematic wave

model on WEPP sediment routing of the runoff module of the
based on source and sink terms KINEROS22 and WEPP sediment
WEPP source term equations coded with

(DWEPP)

a fully dynamic solution.
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Table 3.8.
Modification/
adaptation in
Reference/ model
source interfaces Purpose Description/comments
Robichaud etal. ERMiT?and  ERMIT Web- and WEPP- User inputs are processed by ERMIT
(2007) WEPP based application to to combine rain event variability
estimate erosion with spatial and temporal variability
of hillslope burn severity and soil
properties, which are then used as
WEPP inputs. ERMIT produces a
distribution of rain event erosion
rates with a probability of occur-
rence, and erosion rate distributions
for post-fire hillslopes treated by
seeding and with straw mulch and
erosion barriers — such as
contour-felled logs or straw wattles.
Dun et al. Modified Enhanced capability of The algorithms and subroutines of
(2009) WEPP simulating forest water- WEPP version 2004.7 are modified
shed hydrology and for better forest subsurface
erosion hydrological processes such as
percolation and subsurface lateral
flow (i.e. WEPP version 2008.9).
Minkowski and ~ GeoWEPP GeoWEPP in the ArcGIS 9.x GeoWEPP uses digital geo-referenced
Renschler ArcGIS 9.x environment information such as DEM and
(2010) topographic maps to delineate the

watershed.

aERMIT, Web-based Erosion Risk Management Tool; KINEROS2, Kinematic Runoff and Erosion model; SWAT, Soil and
Water Assessment Tool; TOPAZ, TOpographic PArameteriZation.

includes: (i) a 1-D channel model to integrate
the impact of upland loadings and channel
characteristics; (ii) a stream corridor compu-
ter model to predict bank erosion and fail-
ures, bank mass wasting, bed aggradation
and degradation, etc.; (iii) a watershed-scale
stream-network water-temperature model;
and (iv) a model to quantify the impact of
pollutant loadings on spawning and rearing
habitats. A number of modules for prepar-
ing input data that support the AGNPS data-
bases are included: (i) TOPAZ (TOpographic
PArameteriZation) modules (TOPAZ and
TOPAGNPS) (Garbrecht and Martz, 1999) to
generate cell and stream network information
from a watershed DEM and provide the top-
ographic-related information; (ii) a program
to determine the topographic-related input
parameters and format the TOPAGNPS out-
put; (iii) a weather generator; (iv) a graphical
input editor; (v) a visual interface program to

view the TOPAGNPS-related GIS data; and
(vi) an output processor to analyse the results
from AnnAGNPS in tabular or GIS format.
The DHSVM model is a process-based,
distributed-parameter, physically based
hydrological model for simulating runoff,
erosion and sediment transport processes in
forested, mountainous watersheds. The model
provides a dynamic representation of water-
shed processes at a spatial scale described by
user-defined DEM data, and accounts for the
effects of topography and land cover, includ-
ing roads, by explicitly representing the spatial
distribution of stream and road networks,
stream and road morphology, soil properties,
soil depth, vegetation properties and eleva-
tion. The DHSVM model has a mass-wasting
component for slope failure prediction and
downslope redistribution of material released
from slope failures. The mass-wasting com-
ponent in the model is stochastic in nature



Table 3.9. RZWQM (Root Zone Water Quality Model) modification or adaptation in model interfaces.

Reference/
source

Modification/adaptation
in model interfaces

Purpose

Description/comments

Johnsen et al.
(1995)

Flerchinger
et al. (2000)

Ascough et al.
(2003)

Wang and Cui
(2004)

Ascough et al.
(2005)

Ma et al.
(2005)

Ma et al.
(2006)
Fang et al.

(2008)

Ma et al.
(2008)

Enhanced water
movement module
(RZWFLO) of the
RzZwWQM

RZWQM-SHAW
(RZ-SHAW) model

AgSimGIS coupled
with RZWQM in the
ArcGIS 8.3
environment

RZWQM linked with
ArcVIEW 3.x GIS

MARIA-GIS? in ArcGIS
9 environment

RZWQM-CROPGRO
hybrid model

RZWQM-CERES®
hybrid model

Enhancement of the
RZWQM-CERES
hybrid model

RZWQM-DSSAT 4.0?

Effects of agricultural management
systems on water quality under
fluctuating water tables and tile
drainage conditions

RZWQM coupled with the SHAW? model
to address wintertime processes and
soil freezing

Simulation of strategic planning
scenarios across spatially variable
agricultural land units

Enhanced use of RZWQM'’s lumped
structure to account for soil heteroge-
neity and associated non-uniformity of
management practices across the field

Enhanced interface for hydrological
modelling across spatially variable
agricultural landscapes

RZWQM-CROPGRO hybrid model for
yield components and phenology
simulations within RZWQM

The RZWQM-CERES-Maize hybrid
model for maize production

Enhanced RZWQM-CERES capability
for evaluating interactions between N
and irrigation management

Evaluation of simulated effects of N
management and soil microbes on soil
N balance and crop production

The RZWFLO and a numerical model, WAFLOWM, that contains an optimizing
dynamic gridding scheme were evaluated using the mass-conservative
simulation technique for solving the 1-D soil water flow equation under
fluctuating water tables in the root zone and tile drainage conditions.

Incorporating snow, soil heat and soil freezing routines from the SHAW
model into the RZWQM model extends its applicability to simulating
winter conditions as well as heat and water transfer through canopy,
stubble and residue layers.

The AgSimGIS couples the GIS framework to the modified (i.e. quasi-
distributed parameter) of RZWQM and facilitates a multifunctional system
that provides an interface between users and the software, manages
spatially referenced data, and interprets geo-referenced spatial data.

RZWQM linked with ArcVIEW 3.x provides a quasi-distributed structure
and can be executed cell-by-cell where a cell represents a smaller
homogeneous area of the field.

The MARIA-GIS offers a spatial framework for integrating the modified
RZWQM with interaction between simulated land areas via overland
runoff and run-on.

The CROPGRO plant growth model of DSSAT3.54 is linked to RZWQM.
A FORTRAN subroutine facilitates data and information transfer
between RZWQM and CROPGRO models.

RZWQM-CERES-Maize version 3.5 offers RZWQM users access to a
rigorous new plant growth model and provides CERES-Maize users
with a tool to address soil and water quality issues under different
cropping systems.

The modified model evaluates different N application rates at a fixed
irrigation level in a double cropping system, as well as auto-irrigation
based on soil water depletion and associated N uptake and leaching.

RZWQM-DSSAT4.0 enhances the applicability of RZWQM2 with dynamic
and constant soil microbial populations for soil C and N balances.

aCERES, Crop Environment Resource Synthesis model; DSSAT, Decision Support System for Agrotechnology Transfer; MARIA-GIS, Management of Agricultural Resources through
Integrated Assessment-GIS model; SHAW, Simultaneous Heat and Water model.
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Table 3.10. Summary of the AnnAGNPS, ANSWERS-2000, DHSVM, DWSM, MIKE SHE, and SHETRAN models.?

Component/
process/criteria/
capability

AnnAGNPS

ANSWERS-2000

DHSVM

DWSM

MIKE SHE

SHETRAN

Model compo-
nents/
processes

Watershed
representation/
spatial scale

Climate; runoff;

infiltration;
evapotranspiration
(ET); snow melt;
subsurface flow;
overland and
channel sediment;
nutrient and
pesticide; reservoir
routing; irrigation;
pollutant sources
accounting.

Homogenous land
areas (cells);
reaches;
impoundments.

Climate; infiltration;
runoff; percola-
tion; ET; overland
detachment,
sediment;
channel routing;
N and P
transformations;
nutrient losses
through uptake,
runoff and
sediment.

Square grids (not
exceeding 1ha)
with uniform
hydrological
characteristics
(soils, crop
management,
topography, etc.);
channel
elements; 1-D
simulations.

Climate; interception;
throughfall;
infiltration- and
saturation-excess
runoff; ET; transpira-
tion; snow accumu-
lation and melt;
channel/road ditch
flow; multi-layer
unsaturated flow;
subsurface flow;
hillslope/forest
roads/channel
erosion and
sediment; mass
wasting.

Grid cells; cell size
determines spatial
resolution, relatively
high spatial
resolution (typically
10-150m); stream
channels are linked
through grid cells.

Distributed rainfall,

hyetograph for each
overland and rainfall
excess; surface and
subsurface flow; soil
erosion; sediment
transport; agrochemi-
cal mixing and
transport; channel
erosion and routing;
sediment and
agrochemical routing
through reservoirs;
detention basins;
alternative ground
covers; tile drains.

Topographic-based

natural boundaries or
sub-watersheds,
including 1-D
overland elements
(spatially distributed),
channel segments
and reservoir units.

Climate; interception,

ET; overland and
channel flow;
unsaturated and
saturated flow; snow
melt; channel/
surface-aquifer
exchanges;
advective-dispersive
solute transport;
geochemical
processes; crop
growth and root zone
N; erosion; irrigation;
urban runoff.

overland grids; 1-D
channels; 1-D
unsaturated and 3-D
saturated flow layers.

Climate; interception;

ET; evaporation and
transpiration;
overland/overbank/
channel runoff;
snowpack and snow
melt, subsurface flow;
aquifers; river—sub-
surface water
interactions; erosion
and overland/
channel transport;
overland/channel/
subsurface multiple,
reactive solutes
transport.

2-D rectangular/square Catchment scale; a

single complete river
basin, or a group of
contiguous basins;
2-D overland grids;
1-D channels; bank
elements; 3-D
variably saturated
flow layers.

Continued
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Table 3.10. Continued.

Component/
process/criteria/
capability

AnnAGNPS

ANSWERS-2000

DHSVM

DWSM

MIKE SHE

SHETRAN

Temporal scale

Rainfall — excess
on overland/
water balance/
hydrological
soil processes

Long-term; continuous;
daily or sub-daily
time step.

Precipitation; snow
melt; irrigation;
infiltration; surface
and channel runoff;
ET; subsurface
flow in two-layer
soil system (tillage
depth and
user-defined
second layer).

Infiltration/surface  SCSP curve number

runoff/overland
water routing

(CN) procedure
similar to SWRRBP
and EPIC® models;

Long-term;
continuous; daily
and 30s time
step for days with
and without
rainfall,
respectively.

Precipitation;
interception;
surface retention;
infiltration;
surface and
channel runoff;
ET; percolation
within the root
zone in a single
homogeneous
soil layer.

Green and Ampt;
Manning’s and
continuity
equations
(temporarily

or continuous; hourly
or longer time step.

interception and ET;
throughfall; soil
evaporation;
transpiration;
two-layer energy
balance; overland
and channel/road
ditch/culvert flow;
multi-layer 1-D
unsaturated flow;
3-D saturated or
subsurface flow;
lateral subsurface
flow; return flow.

Static or dynamic

infiltration-excess
and saturation-
excess mecha-
nisms; snow

Long-term; storm-event Storm event; variable

constant time steps.

Precipitation; two-layer Spatially varying rainfall

or rainfall event;
interception;
infiltration; depres-
sion storage;
overland and
channel runoff;
propagation of flood
waves; subsurface
and reservoir flows.

Simple CN procedure

or extensive
interception, and
Smith-Parlange
infiltration

and variable time
steps depending on
numerical stability.

Precipitation; intercep-

tion and ET; overland
and channel flow;
unsaturated flow
using a 1-D implicit
finite difference form
of Richard’s
equation, 1-D explicit
finite-difference
gravity drainage
approach or a
simplified linear
water balance
approach; saturated
flow; channel/
surface—aquifer
exchanges.

A 2-D finite-difference

diffusive wave
approximation of
Saint-Venant
equations or a

Long-term; storm-event Long-term; continuous;

less than 2h time
steps, which are
reduced to as short
as a few minutes
during and immedi-
ately after heavy
rainfall.

Precipitation;

interception; ET;
evaporation and
transpiration;
overland/overbank/
channel runoff;
snowpack develop-
ment and snow melt,
variably saturated
subsurface flow and
storage; confined,
unconfined and
perched aquifers;
subsurface—channel
water interactions.

A 2-D routing based

on the diffusive
wave approximation
of Saint-Venant
equations,

allowing
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SCS TR-55° variable and

method for peak spatially uniform)

flow. solved by an
explicit numerical
scheme.

Water
redistribution

Unsaturated zone
drainage using

Lateral subsurface
flow using Darcy’s

and subsurface  equation; tile drain Darcy’s gravity
flow using Hooghoudt’'s  flow; subsurface
equation and flow using tile
parallel drain drainage
approximation. coefficient and
groundwater or
interflow release
fraction; a
groundwater
component was
added.

ET and plant/soil
evaporation

Penman equation. Adaptation of the

Ritchie’s method.

accumulation and
melt using a
two-layer energy
balance model;
routing using an
explicit cell-by-cell
finite-difference
solution of kinematic
wave approximation
to Saint-Venant
equations, or a unit
hydrograph
approach.

using Darcy’s
equation; a transient,
3-D saturated
subsurface flow;
lateral flow; return
flow; groundwater
recharge and
discharge; a
cell-by-cell routing
using a kinematic or
diffusion
approximation.

Two-layer model:

evaporation from
wet vegetation, and
transpiration from
dry vegetation using
Penman—Monteith
approach; a
soil-physics-based
approach for soil
evaporation.

proce dure; routing
based on kinematic
wave approximation
of Saint-Venant
equations or shallow
water wave using
analytical and
approximate
shock-fitting
solutions.

Vertical unsaturated flow Kinematic storage

equation (similar to
the SWATP®); lateral
subsurface flow and
tile-drain contribu-
tions; groundwater

flows are lumped into

subsurface flows.

Not simulated (ET is

assumed to be
negligible during a
storm event).

simplified sub-catch-
ment-based
kinematic routing
approach.

A 3-D implicit finite-

difference solution of
groundwater flow
equation or a simple
2-D linear reservoir
approach; the 3-D
approach (confined
and unconfined
conditions) is
numerically
equivalent to
MODFLOW®.

of potential eva-
potranspiration (PET)
input data, leaf area
index (LAI) and soil
moisture content.

backwater effects to
be modelled.

Variably saturated flow

equation (3-D);
combinations of
confined, unconfined
and perched
aquifers; transfers
between subsurface
and river waters;
groundwater
seepage discharge.

Actual ET as a function Penman or Penman—

Monteith equations
or as fraction of PET
(input data) rate; soll
evaporation and
transpiration are
sink terms for 3-D
subsurface flow
equation.

Continued
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Table 3.10. Continued.

Component/
process/criteria/
capability AnnAGNPS ANSWERS-2000 DHSVM DWSM MIKE SHE SHETRAN
Overland Modified RUSLEP for Raindrop detach-  Hillslopes/forest road  Raindrop erosion using Erosion and deposition Erosion by raindrop
sediment/water  sheet and rill ment using erosion; sediment relationship in terms for overland flow and leaf drip
erosion erosion; Hydro- rainfall intensities  routing using a of rainfall intensity (cohesive transport); impacts, and
geomorphic USLE®  and USLE four-point finite- squared and a development of overland flow;

Nutrients/
chemicals/
pesticides/
carbon/solutes

(HUSLE) model for
sediment delivery
ratio; deposition;
tillage-induced
ephemeral gully
erosion.

Dissolved and
adsorbed
chemicals; N and
P, and organic C;
nutrients/
pesticides are
tracked using
NRCS® soil
database and crop
information; reach
routing includes
fate and transport
of Nand P,
pesticides and
organic C.

factors; overland
sediment using
unit-width flow
and USLE
factors; transport
and deposition
using modified
Yalin’s equation.

Soil N (active
organic, stable
organic, nitrate
and ammonium)
and P pools

(stable and active

mineral, organic
and exchange-
able P);
mineralization;
ammonification;
nitrification;
denitrification;
losses through
uptake, runoff
and sediment.

difference solution
of 2-D mass
conservation
equation; slope
failure; mass
redistribution.

Not simulated.

reduction factor;
overland discharge;
sediment routing
based on sediment
transport capacity
concept combined
with mass conserva-
tion (continuity)
equations.

Mixing of nutrients and
pesticides and
transport of
dissolved and
adsorbed forms in
overland planes and
channel segments
using approximate
analytical solutions
of spatially and
temporally varying
continuity equations.

depressions and rills
in a catchment.

Solving numerically
advection-dispersion
equation for dissolved
conservative solutes
in surface, soil and
groundwater,
respectively; MIKE
SHE can be used in
combination with
MIKE 11 for kinetic
water quality
processes.

deposition; landslide
and gully erosion;
overbank transport;
overland transport
using advection-
dispersion equation
(2-D); riverbed and
bank erosion; bed
deposition.

Mobile/immobile
advection-dispersion
equation (3-D) for
surface and
subsurface solute
transport (adsorption,
radioactive decay,
deposition, plant
uptake, etc.);
advection-dispersion
equation for solute
transport in 1-D
channel network
(adsorption,
radioactive decay,
overbank transport,
etc.).
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Channel routing/

runoff in
channel

Manning’s equation
is numerically
solved for hydraulic
parameters and
TR-55 for peak
flow in trapezoidal
and compound
cross sections.

Channel erosion/ Modified Einstein’s

sediment

Reservoir/
impoundment
routing and
sediment

equation for
sediment transport
and Bagnold’s
equation for the
sediment transport
capacity of flow.

Average outflow
during runoff event
based on
permanent pool
storage and stage,
runoff volume, and
coefficients derived
from elevation—
storage
relationships.

Manning’s and
continuity
equations
(temporally
variable and
spatially uniform)
solved by an
explicit,
backward
difference
solution.

Not simulated.

Not simulated.

Rainfall interception,
overland and
subsurface flow
contributions; routing
based on a simple,
robust linear storage
algorithm, or a
Muskingum—Cunge
scheme.

Channel/roadside ditch
sediment from debris
flows or hillslope
lateral inflow;
discharge using a
linear reservoir
routing; transport
capacity using
Bagnold’s equation;
routing using a
four-point finite-
difference solution of
the 2-D conservation
of mass equation.

Outflow for channel
segment at culvert
location is added to
surface water for
re-infiltration or
overland flow;
sediment discharges
through culvert to the
channel/hillslope.

Kinematic wave
approximation of
Saint-Venant
equations or shallow
water wave using
analytical and
approximate
shock-fitting
solutions.

Stream-bed scouring;
routing of eroded soil
or sediment based
on a physically
based sediment
transport capacity
concept combined
with mass
conservation
(continuity)
equations.

Reservoir routing using
the storage-indication
or modified PULS
method; inflowing
sediment into a lake,
reservoir or impound-
ment is assumed to
be trapped and not
routed through these
units.

A simple 1-D
Muskingum—Cunge
routing approach
and implicit
finite-difference 1-D
approximation of
Saint-Venant
equations (kinematic,
diffusive and fully
dynamic).

MIKE SHE, together
with MIKE 11, can be
used for channel
sediment; transport
rates and bed level
changes (non-cohe-
sive transport).

MIKE SHE, together
with MIKE 11, can be
used for reservoir,
weirs, culverts,
regulating structures
and other user-
defined structures.

A 1-D routing based
on the diffusive
wave approximation
of Saint-Venant
equations, allowing
backwater effects to
be modelled.

Using advection-
dispersion equation
(transport in 1-D
channel network)
with terms for
deposition and
erosion and for
infiltration into bed.

No information.

Continued
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Table 3.10. Continued.

DWSM

MIKE SHE

SHETRAN

Component/
process/criteria/
capability AnnAGNPS ANSWERS-2000 DHSVM
Evaluation of Effects of BMPs Long-term No information on
agricultural (agricultural effectiveness of agricultural
practices/best practices, ponds, BMPs in management;
management grassed water- controlling runoff,  effects of manage-
practices ways, irrigation, tile  sediment, and ment on sediment
(BMPs) and drainage, nutrient losses generation and
TMDLs® vegetative filter from agricultural/  transport, and may
strips, riparian smaller water- be used for
buffers, etc.), and sheds, and may sediment TMDLs.

be used for both
sediment and
nutrient TMDLs.

suitability for both
sediment and
nutrient total
maximum daily
loads (TMDLs).

Effect of some BMPs
such as detention
basins, alternative
ground covers and
tile drains, and may
be used for both
sediment and
nutrient TMDLs.

Nutrient and pesticide
management,
decision support
system for irrigation
management,
drainage, and may
be used for both
sediment and
nutrient TMDLs.

Decision support

system for agricul-
tural basin,
agricultural policy,
fertilization, and may
be used for both
sediment and
nutrient TMDLs.

aAnnAGNPS, Annualized Agricultural NonPoint Source; ANSWERS-2000, Areal Nonpoint Source Watershed Environment Response Simulation; DHSVM, Distributed Hydrology Soil
Vegetation Model; DWSM, Dynamic Watershed Simulation Model; MIKE SHE, a development from the Systéme Hydrologique Européen (SHE) model; SHETRAN, Systeme

Hydrologique Européen (SHE) TRANsport.

EPIC, Erosion Productivity Impact Calculator; MODFLOW, modular finite-difference groundwater flow model (McDonald and Harbaugh, 1988); NRCS, USDA Natural Resources
Conservation Service; RUSLE, Revised Universal Soil Loss Equation; SCS, USDA Soil Conservation Service; SWAT, Soil and Water Assessment Tool; SWRRB, Simulator for Water
Resources in Rural Basins; TR-55, SCS procedures for calculating storm runoff volume, peak rate of discharge, hydrographs and storage volumes required for flood-water reservoirs;

USLE, Universal Soil Loss Equation.
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and results in an event probability of failure.
However, the DHSVM model does not incor-
porate water-quality parameters or nutrient/
chemical processes.

Developed at the Illinois State Water
Survey, DWSM is a storm-event, distributed
and physically based model for simulations
of surface and subsurface storm water run-
off, propagation of flood waves, soil erosion,
and entrainment and transport of sediment
and agricultural chemicals in primarily
agricultural watersheds during a single or
a series of rainfall events. Each of the three
major components (i.e. hydrology, soil ero-
sion and sediment and nutrient/pesticide)
provides routing schemes based on approxi-
mate analytical solutions of physically based
equations that preserve the dynamic behav-
iours of water, sediment and accompanying
chemical movements within a watershed.
The model has no routines for ET calculation,
and rainfall excess and infiltration rates on
overland are computed based on the assump-
tion that ET losses are negligible during a
storm event. DWSM routing schemes are
adequately formulated to analyse extreme
single-event storms and evaluate structural
BMPs designed to withstand severe actual or
designed single-event storms.

MIKE SHE is a deterministic, fully dis-
tributed, watershed-scale (ranging from
less than one to several thousand square
km) and physically based hydrological and
water quality model that is capable of simu-
lating water, sediment and water-quality
parameters in two-dimensional (2-D) over-
land grids, 1-D channels, 1-D unsaturated
and three-dimensional (3-D) saturated flow
layers. MIKE SHE was originally derived
from the Systeme Hydrologique Européen
(SHE) model (Abbott et al., 1986a,b), which
was developed by a consortium of the
Danish Hydraulic Institute (DHI), the British
Institute of Hydrology and the French con-
sulting company SOGREAH. The MIKE SHE
model has been coupled with the MIKE 11
hydraulic modelling system to incorporate
complete dynamic wave formulation of the
Saint-Venant equations. However, the mul-
tidimensional flow-governing equations
with numerical solution schemes may make
the model computationally intensive and

subject to numerical instabilities for long-
term continuous simulations in medium-
to-large watersheds. MIKE SHE (version
2008) provides a comprehensive Windows-
based GUI and numerical model engines,
including a model database, and pre- and
post-processing utilities that work within
the GUI. The model also has a GIS interface
allowing for the preparation and presenta-
tion of model input and output in the GIS
environment. Because MIKE SHE requires
extensive input data for the model parame-
terization, it is difficult to apply to ungauged
watersheds.

SHETRAN is a physically based, dis-
tributed, deterministic, integrated surface
and subsurface modelling system to simu-
late water flow, sediment transport and con-
taminant transport at the catchment scale.
The model was developed by integrating:
(i) upgraded ET, snow melt and surface water
flow components from the SHE model; (ii) a
variably saturated subsurface flow compo-
nent; (iii) a revised sediment transport com-
ponent of the SHESED model (a physically
based, distributed erosion and sediment yield
component for the SHE hydrological model-
ling system; Wicks and Bathurst, 1996) that
allows surface erosion, multi-fraction trans-
port on the ground surface and in stream
channels, and deterministic mass wasting;
and (iv) a component for combined surface/
subsurface multiple, reactive solute trans-
port (Ewen, 1995). The SHETRAN model is
distributed as either a Windows-based GUI
version for the rapid set-up of a river basin
using GIS data, or as a standard version that
uses text-based files. Like the MIKE SHE
model, the large requirement for input data
and computational time may restrict use of
the SHETRAN model to small, extensively
instrumented catchments.

Summary

The compilation of available recent infor-
mation on model components, processes
and modelling methods reveals that most of
the ten selected models are comprehensive,
pseudo-physically based, distributed param-
eters (except for the field-scale RZWQM
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model), and continuous-time (except for the
event-based DWSM) in character. The mod-
els include a wide spectrum of land-phase
components of the hydrological cycle in
the watershed soil-vegetation—atmosphere
system, as well as the routing phase of
the hydrological cycle, which controls the
movement of sediment, nutrients and agro-
chemicals (except WEPP) in soil, across
complex landscapes and in channel systems
(except for RZWQM, and the no-channel
sediment/nutrient routing processes in
ANSWERS-2000). The APEX, SWAT, WEPP,
AnnAGNPS, ANSWERS-2000, DHSVM,
MIKE SHE and SHETRAN watershed mod-
els are suitable for the study of both long-
term conditions and single-event storms.
However, owing to its use of daily time
steps, the SWAT model may not simulate
single-event storms adequately. Among the
watershed-scale models, the APEX, SWAT,
WEPP, AnnAGNPS, ANSWERS-2000 and
MIKE SHE are particularly useful for assess-
ments of climate variability and hydrologi-
cal changes and agricultural management
practices. Depending on factors such as the
objectives of the hydrological watershed
modelling, watershed soil-crop—climate
characteristics, environmental and manage-
ment concerns, and the availability of data,
the information summarized in Tables 3.1
and 3.10 could prove valuable for select-
ing the most suitable model for a range of
criteria or aspects of modelling. Some of
these criteria for selecting a given model
include: the climatic and hydrological con-
ditions for model suitability; model struc-
ture, capabilities and limitations; required
input data; data acquisition and processing
tools; desired temporal and spatial scales;
expected accuracies and uncertainties; agri-
cultural management or BMP implementa-
tion; computer resources and user’s skills, etc.

As described for the APEX, SWAT,
WEPP and RZWQM models (Tables 3.6-3.9)
major directions in model enhancements
since the year 2000 have been to: (i) enhance
model capabilities by including many physi-
cal, chemical and biological processes; (ii)
extend the different modelling processes
or components from 1-D to 2-D or 3-D; (iii)
expand field scale to landscape and water-

shed scales through the incorporation of GIS
functionalities and databases into GIS pack-
ages — as well as for evaluating the impact of
climate change; (iv) enhance computational
techniques using more powerful comput-
ing resources, or by upgrading the model
using better computer technology (e.g. bet-
ter modularization; watershed discretiza-
tion or configuration and parameterization
tools; incorporation of uncertainty analy-
sis, multi-objective functions for modelling;
more comprehensive calibration-validation
processes, etc.); and (v) integrate or combine
components or processes of complementary
models that facilitate the simultaneous use of
these models. Although the development and
sophistication of these existing watershed
models, together with the advent of and rapid
progress in computer and geo-information
technology, continue at present and will con-
tinue in the years to come, the selection of
most appropriate model for an application
and for a certain watershed remains quite a
challenging task.

Climate change and its influence on soil
hydrology are uncertain because of the large
uncertainties associated with climate change
predictions. Broadly, in the current state of
knowledge of the hydrological consequences
of climate change, modelling approaches
brought by hydrological and atmospheric
scientists to the forefront of research include:
the development and use of general circula-
tion models (GCMs) to provide future global
climate scenarios under the effect of increas-
ing atmospheric CO, or other greenhouse
gases; downscaling techniques (e.g. nested
regional climate models (RCMs) and statis-
tical methods) for downscaling GCM out-
put to scales compatible with hydrological
models; and hydrological models to simulate
the effects of climate change on hydrologi-
cal regimes. The application of these climate
change scenarios in impact assessment is still
limited because of the uncertainty in projec-
tions at regional or small scales, and the lack
of spatial specificity in these projections. If
substantial changes in precipitation patterns
take place in the next several decades, hydro-
logical models will be needed to accurately
account for water, soil moisture, erosion
and productivity at the changed frequency
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and intensity of precipitation. In addition
to the potential for shifts in land use neces-
sary to accommodate a new climate change,
these models will need to take into account
increases in atmospheric CO, or other green-
house gases and their impacts on complex
agricultural systems, and crop response to
changed moisture patterns, soil temperatures
and length of the growing season.
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4 Modelling Agricultural Management
Systems with APEX

Xiuying Wang, Pushpa Tuppad and Jimmy R. Williams*

Introduction

The Agricultural Policy Environmental
eXtender (APEX) model (Williams and
Izaurralde, 2006) was developed to simu-
late whole farms and watersheds. It is an
outcome of extensive biophysical/environ-
mental /hydrological model development
conducted over the past four decades by the
US Department of Agriculture Agricultural
Research Service (USDA ARS) and Texas
A&M System’s Texas Agrilife Research
(formerly Texas Agricultural Experiment
Station), located in Temple, Texas. The model
simulates the hydrological, biological, chemi-
cal and meteorological processes of complex
farming systems involving multiple crops,
soil types, field delineations, and structural
and agronomic conservation practices across
the landscape (Williams and Izaurralde,
2006). The APEX model and its predecessor,
the Environmental Policy Integrated Climate
(EPIC) model (Williams, 1995), have had a
long history of use in the simulation of agri-
cultural and environmental processes, as
well as in agricultural technology and gov-
ernment policy (Gassman et al., 2005, 2010).
APEX extended the EPIC model’s ability by
allowing the user to simulate several related
sub-areas instead of a single area, while rout-
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ing water, sediment, nutrients and pesticides
from sub-area to sub-area across complex
landscapes and channel systems to the water-
shed outlet. With this capability, APEX allows
the assessment of various conservation prac-
tices, including terraces, grass waterways,
strip cropping, buffer strips, feedlots, animal
waste lagoons and water retention struc-
tures. The APEX model has a GIS (geographic
information system) interface tool, ArcAPEX,
which is designed to use the ArcGIS 9.x GIS
platform to generate inputs and execute the
APEX model (Tuppad et al., 2009).

Since its inception, the APEX model has
emerged as one of the key scientific tools
used worldwide for assessing and evaluat-
ing a variety of environmental and water
resource issues at various spatial and tempo-
ral scales. The model has been applied to eval-
uate environmental and effectiveness of filter
strips and furrow dyking in a playa lake sys-
tem (Willis, 2008), sediment ponds and wet-
lands on atrazine losses (Harman et al., 2004),
of conservation tillage on erosion and nutri-
ents (Chung et al., 2002), reforestation, graz-
ing scenarios and reservoirs on soil erosion
(Wang, E. et al., 2006), and manure manage-
ment scenarios (Flowers ef al., 1996; Osei et al.,
2000) on water quality. Besides water quantity
and quality, the model is used to assess the
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impacts of different agricultural manage-
ment systems on crop yield and of soil carbon
sequestration potential in relation to climate
change (Thomson et al., 2006). The model is
being used as a field-scale modelling tool to
address the on-site benefits obtained from
USDA conservation programme expenditures,
and APEX outputs are integrated with the Soil
and Water Assessment Tool (SWAT) (Arnold
et al., 1998) watershed model to estimate off-
site water-quality effects for a national assess-
ment of cropland by the Conservation Effects
Assessment Project (CEAP) (Mausbach and
Dedrick, 2004; Wang, X. et al., 2006; USDA
NRCS, 2007). Applications of the APEX model
are further summarized in Table 4.1.

To understand the capabilities of the
APEX model, an overview of the environ-
mental processes on an agricultural land-
scape is helpful. Farmers prepare the soil,
add fertilizer and/or organic amendments
such as manure, plant seeds or seedlings, cul-
tivate for weed or water-flow control, apply
chemicals for pest control, irrigate as needed
and then harvest the crop. Weather events
occur and affect crop production both posi-
tively and negatively, and result in beneficial
and adverse impacts of farming activities
on the environment. Properties of the soil,
such as bulk density, organic matter content
and soil microbial populations, change over
time and also affect crop yields and environ-
mental outcomes. The atmosphere contains
nitrogen, carbon, sulfur and other elements
that are deposited in the soil, and then taken
up by the crop and/or partially lost with
water running off the field. As a result of the
interaction between the farmer’s production
activities, soil properties and weather events,
some soil, crop residues and fertilizers and
other chemicals are carried off the field by
water and wind, either adhered to soil par-
ticles or in water-soluble form. Nutrients and
pesticides are also lost from the field through
leaching below the root zone. Over time, the
chemical make-up and physical structure of
the soil may change. Organic material may
build up in the soil, or it may degrade. All of
these processes are accounted for in the APEX
model in a very detailed fashion.

The objectives of this chapter are to
describe the major components of the APEX

model and demonstrate its application using
a case study for evaluating agricultural man-
agement practices for a 104 km? sub-watershed
within the Bosque River watershed in central
Texas. The Bosque River eventually drains
into Lake Waco, which serves as the primary
drinking water supply for the greater Waco
area and provides water for agricultural
production, recreational fishing and swim-
ming. The watershed is facing a suite of
water-quality issues resulting from sediment,
nutrient and bacterial loadings which are
potentially derived from improperly man-
aged cropland and grazing land, and from
applied dairy waste and effluent discharge
from waste-water treatment plants. The study
sub-watershed is predominantly cropland.
The APEX model was to be calibrated and val-
idated for monthly streamflow, sediment yield
and nutrient losses at a monitoring station
within the sub-watershed, and the calibrated
model was then used for long-term scenario
analysis to evaluate the benefits of alternative
agricultural management practices.

Materials and Methods
Overview of the APEX model

The APEX model operates on a continuous
basis using a daily time step. APEX simulates
the basic biological, chemical, hydrologi-
cal and meteorological processes of farming
systems and their interactions (Fig. 4.1). The
major components simulated on an indi-
vidual sub-area include weather, hydrology,
soil erosion, nutrients (nitrogen, phosphorus,
carbon), pesticide fate, crop growth, soil tem-
perature, tillage, plant environment control
(drainage, irrigation, liming) and economics.
These functions are adopted from the EPIC
model (Williams, 1995). The routing mecha-
nisms in APEX can route water, sediment,
nutrients and pesticides across landscapes
through channels, flood plains and reservoirs
to the watershed outlet. The APEX groundwa-
ter component partitions flow between deep
percolation and return flow. APEX also has a
grazing component which provides flexibility
to simulate a confined or partially confined



Table 4.1. Review of applications of the APEX model.

Reference Study location/s Study objectives Results Comments
Impact * Representative Assess the runoff and erosion impacts ¢ The impacts of land allocations between  Baseline situation considered all dairy
Assessment  household of crop rotations and practices districts among different dairy manage- production with unimproved forage
Group, 2000 simulations, Kenya ment scenarios were environmentally and minimal use of modern
and Mali, Africa neutral for runoff and erosion technology

e Sondu River
Watershed in
western Kenya
directly draining
into Lake Victoria

Estimated substantial reduction in
sediment yield due to conversion of
cropland to native grass

Discharge increased by 23% from the
traditional smallholder dairy to the current
land use

Full adoption technology land use increased
the sediment load into Lake Victoria by 6%
compared with traditional land use

Osei et al., Upper North Evaluate alternative manure management ¢ Both P-based scenarios resulted in Dairy manure applied based on N rate

2000 Bosque River scenarios, including relatively complex
Watershed, Texas combinations of farm-level landscapes,
cropping systems and/or management
practices for addressing water quality/
environmental issues associated with
intensive livestock production.

Harman et al., AquillaWatershed, Assess the impacts of agricultural
2004 Hill County, practices (sediment ponds, no-till,
Central Texas filter strips, split application

wetlands, banding of the pesticide,
conservation tillage) on atrazine

losses
Thomson Huang-Hai Plain,  Assess impacts of climate change on
et al., 2006 China crop yield and soil carbon seques-

tration potential of different
agricultural management systems

a reduction in P losses. is the baseline scenario with which
all other scenarios were compared

Reductions of atrazine losses: Major limitation: the absence of

¢ Sediment ponds: 0.09% long-term in-stream and reservoir
» Grass filter strips: 0.14%, atrazine measurements for model
* Banding at a 25% rate: 0.40% validation

* Wetlands: 0.45%
* Conservation, no-till and split applications
between autumn and spring: only
marginally effective
* Projected increases in precipitation had a Need more field and experimental data
positive impact on both crop yields and to validate the model estimates
soil organic carbon (SOC)
* No-till and double-cropping systems
resulted in higher simulated SOC compared
with a conventional tillage system
Continued
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Table 4.1. Continued.

Reference Study location/s Study objectives Results Comments
Wang, E. North-west China  Investigate soil erosion effects of * The reservoir was the most effective APEX databases required minor
et al., 2006 alternative land uses: all grass, all practice to control water runoff (approx. modifications to reflect conditions of
forest, all cropland, partial grazing, 56%) and erosion, followed by the study area in China
tree and grass in two different reforestation
proportions, and a reservoir
Wang etal.,, Alto, Texas Assess the performance of the model ¢ APEX simulated streamflow, sediment Highlights the applicability of the APEX
2007 in simulating flow, sediment yield and herbicide losses reasonably well for model, without calibration, for
and herbicide losses all nine watersheds studied simulating water quantity and quality
responses of forested watersheds
and silvicultural practices within them
Willis, 2008  Texas High Quantify the impact of existing (range ¢ As eroded sediment gradually filled the The study focused on the ecological
Plains cotton, sorghum, wheat and maize)  playa, the average number of wet days for ~ impacts of agricultural management
as well as on-farm conservation playas adjacent to either cotton or wheat
practices (50 m filter strips and decreased by 60% and 25%, respectively
furrow dyking) on playa hydroperiod e Filter strips reduced the rate at which wet
and maximize water storage volume days were lost by 10%, and extended the
number of years that the playa maintains
some water by 20%
* Field dyking was slightly more effective
than buffers but prevented water runoff
into the playa
Wang etal,, Two watersheds Assess the benefits of ridge tillage * Ridge tillage reduced surface runoff by Model calibration, validation and
2008 (W2 & W3) atthe  over conventional tillage 36—39% and sediment yield by 82—-86% scenario analysis
USDA Deep Loess compared with conventional tillage
Research Station * Ridge tillage increased maize grain
near Treynor, lowa yield by at least 3.8%
Wang etal.,,  Shoal creek, Evaluate the performance of the APEX ¢ Gully plugs and contour soil ripping APEX application to assessing the
2009 Texas model and its capability in simulating reduced runoff by 52% and sediment impacts of erosion control practices
conservation practices on military yield by 86% implemented in an Army military
landscapes reservation
Yin et al., China Assess the impacts of woodland in * Mixed woodland/grass with horizontal * Variable-based sensitivity analysis
2009 combination with grass and terraces, terraces reduced runoff by 35% and
and ditches, on runoff and sediment yield by 84% * Automatic calibration

sediment yield

» Woodland with horizontal-level ditches reducedes Scenario analysis with fallow as
runoff by 37% and sediment yield by 89% baseline
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area of feeding, intensive rotational grazing,
cropland grazing after harvest, etc. Table 4.2
summarizes the hydrology and water ero-
sion components, and the options available
in APEX. These options allow broader appli-
cability, improved accuracy and convenience
by providing methods that are more accurate
in certain locations, perform well with lim-
ited inputs and/or are commonly used by
users. For a complete description of the APEX
model see Williams and Izaurralde (2006).

Hydrology

The hydrology component of APEX simulates
daily runoff volume, peak runoff rate, subsur-
face flow, percolation below the soil profile,
evapotranspiration and snow melt. Rainfall is
intercepted by the plant canopy, which is esti-
mated by considering the above-ground plant

Weather and // Land use/ Tillage
climate land cover schedules

Topograph
and soil

material and leaf area index of the plant stand.
If snow is present, it may be melted on days
when the second soil layer temperature exceeds
0°C. Snow is melted as a function of the daily
maximum air temperature and the snowpack
temperature. Runoff can be calculated directly
using a modification of the USDA NRCS (US
Department of Agriculture Natural Resources
Conservation Service) curve number (CN, also
known as the runoff curve number) method
(Mockus, 1969; USDANRCS, 2004) or indirectly
with the Green and Ampt infiltration equation
(Green and Ampt, 1911). The CN technique is
often used in APEX applications because the
required inputs for this method are generally
available for most parts of the USA. In the CN
method, the retention parameter, S, is related
to CN. It varies among watersheds because
of differences in soils, land use, management
and slope, and it varies with time within a

Irrigation Conservation Nutrient/manure Pesticide
schedules practices applications applications

-~ .| Inputdata -

Generate daily rain = Storage and trangfer among
maximum and ’ pools: st_rugtural I!tter,
minimum air metabolic Iltter_, biomass,
temperature, solar slow and passive; carbor_\
radiation wi;1d speed loss _thr_ough heterotrop_hlc
relative h,umidity if no‘t \ Carl?on resplratlor_\, water, erosion
r ) ) . cycling and leaching
input by user or gaps exist N, L
N\ 7z
. RS e Nitrogen fixation by
Runoff, percolation, B Major legumes, immobilization,
lateral subsurface flow, components of | . _ . _ Nitrogen nitrification,
evaporation, snow melt - P APEX cycling denitrification, volatilization,
Erosion oo, N removal with crop

(waterand wind) |~ 7T TN harvest; losses in nitrate
Water erosion by / ROV N form (runoff, percolation,
rainfall, snow melt, R ! \ N N lateral subsurface flow)
irrigation; wind erosion / I \ N Rhosphiorolls and in organic form with

) h | AR cycling sediment

. \

Major agronomic crops ! ! ! \ \

’ S | \ \ Immobilization, P removal
pastures, trees ’ ' . \ with crop harvest; soluble
(including complex ) ! \ . X ir? runoff a‘nd
rotations and mixed , ! [ \'\ ::::i?ation and organic
standings) '/’ ! \ N loss with sediment

L \

| Livestock grazing | | Pesticide fate | | Manure erosion | | Routing |
Confined or partially confined area Losses in runoff, Organic nutrient and carbon Water and sediment routed through
feeding, intensive rotational percolation, losses from feedlots and channels and flood plains; organic N
grazing and cropland grazing after sediment manure applicaion fields and P, and pesticide, transported with
harvest sediment

Fig. 4.1. Major processes simulated in the APEX model.
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Table 4.2. APEX model hydrology and water erosion components.

Component Method/principle

Reference

Hydrology Curve number (CN)

Surface runoff

1. Variable daily CN, non-linear CN/SW (soil

Mockus, 1969; USDA NRCS,
2004
Williams, 1995

water) with SW depth weighting
2. Variable daily CN, linear CN/SW with no

SW depth weighting

3. Non-varying CN used for all storms

4. Variable daily CN, SMI
(soil moisture index)?
5. Green and Ampt

Peak runoff rate 1. Modified Rational formula

2. SCS TR-55 peak rate estimate
Storage routing and pipe flow equations

Subsurface flow

Potential 1. Penman—Monteith

Kannan et al., 2008; Wang et al.,
2009

Green and Ampt, 1911

Williams, 1995

USDA SCS, 1986

Monteith, 1965

evapotranspiration 2. Penman Penman, 1948
3. Priestley—Taylor Priestley and Taylor, 1972
4. Hargreaves? Hargreaves and Samani, 1985
5. Baier—Robertson Baier and Robertson, 1965
Water erosion 1. Universal Soil Loss Equation (USLE) Wischmeier and Smith, 1978
2. Onstad-Foster modification of USLE (AOF) Onstad and Foster, 1975
3. Revised USLE (RUSLE) Renard et al., 1997
4. Modified USLE (MUSLE) Williams, 1975
5. MUSLE variation 1 (MUST)? Williams, 1995
6. MUSLE variation 2 (MUSS) Williams, 1995
7. MUSLE with input coefficients (MUSI)
8. RUSLE2 Foster, 2005

aOptions used in this modelling study.

watershed because of changes in soil water
content. A sound continuous soil moisture
accounting procedure is necessary in models
using the CN method. Four options are pro-
vided in APEX for calculating the retention
parameter S (Table 4.2). Option 4 — variable
daily CN soil moisture index — is often used in
APEX applications (Wang et al., 2009) because
it performs well over a wide range in soil prop-
erties. Option 4 was used in this modelling
study too, where the calculation of S accounts
for plant evapotranspiration. APEX computes
S daily using the following equation:

S§=S,,,+PET

prev

prev

S
xexp(=CNIC x 57)

max
-b prev + Qprev + Qreturn

+ Qurainage + SSF + PRK (4.1)

where S is the retention parameter for a given
day (mm), S,,, is the retention parameter on
the previous day (mm), PET is the potential
evapotranspiration for the day (mm d-*), CNIC
is the weighting coefficient used to calculate
the retention coefficient for daily CN calcu-
lations depending on plant evapotranspira-
tion, S, is the maximum value the retention
parameter can achieve (mm), which is associ-
ated with CN, for moisture condition 1 (dry),
P, is the rainfall reaching the ground surface
after plant interception on the previous day
(mm), Q,,, is the runoff on the previous day
(mm), Q,,,,, is quick return flow on the previ-
ous day (mm), Q. i drainage flow on the
previous day (mm), SSF is the lateral subsur-
face flow on the previous day (mm) and PRK
is percolation on the previous day (mm).

The peak runoff rate can be estimated
using the modified Rational formula



APEX Modelling Agricultural Management Systems

123

(Williams, 1995) or the SCS TR-55 method
(USDA SCS, 1986). A stochastic element is
included in the Rational equation to allow
realistic simulation of peak runoff rates,
given only daily rainfall and monthly rainfall
intensity.

The subsurface flow component com-
putes vertical and horizontal subsurface flow
simultaneously using storage routing and
pipe flow equations. The storage routing tech-
nique allows flow from a soil layer when soil
water content exceeds field capacity. Water
drains from the layer as a function of layer
storage and saturated conductivity until the
storage returns to field capacity. Vertical and
horizontal flows are partitioned as a function
of the vertical flow travel time and the hori-
zontal travel time. The travel time is a func-
tion of soil water storage and saturated flow
rate. Horizontal flow is partitioned between
quick return flow and subsurface flow based
on the ratio of upland slope length to reach
channel length. As the ratio approaches one
(very small hillslope watersheds) all of the
subsurface flow remains below ground and
enters the adjacent sub-area soil water stor-
age. Conversely, as the ratio approaches zero
all of the subsurface flow resurfaces as quick
return flow.

Pipe flow is common in forested water-
sheds and must be simulated to properly
account for the rapid vertical and horizontal
flow. Flow through pipes created by decayed
roots, animals, etc. is not included in the
storage routing. Vertical and horizontal pipe
flows are partitioned based on the inflow rate,
the vertical pipe flow rate and the horizontal
pipe flow rate. Horizontal pipe flow is added
to quick return flow.

The vertical percolation flows to ground-
water storage, which is further subject to
partitioning into return flow and deep per-
colation that is assumed to be lost from the
system. Return flow is added to channel flow
from the sub-area. The APEX groundwater
component partitions flow between deep per-
colation and return flow using the groundwa-
ter storage residence time and a partitioning
coefficient. Return flow stops when storage is
below a threshold storage.

The Penman and Penman-Monteith
methods (Penman, 1948; Monteith, 1965)

require all five weather parameters, including
precipitation, air temperature, solar radia-
tion, wind speed and relative humidity, as
input. If wind speed, relative humidity and
solar radiation data are not available, the
Hargreaves (Hargreaves and Samani, 1985) or
Priestley—Taylor (Priestley and Taylor, 1972)
methods provide options that give realistic
results in most cases. The Baier—Robertson
(Baier and Robertson, 1965) method devel-
oped in Canada performs well in cold climates.
Evaporation from soils and plants is com-
puted separately, as described by Ritchie
(1972). Potential soil water evaporation is
estimated as a function of potential evapo-
ration and leaf area index. Actual soil water
evaporation is estimated by using exponen-
tial functions of soil depth and water content.
Plant water evaporation is simulated as a
linear function of potential evaporation and
leaf area index.

Soil erosion

The APEX water-induced erosion component
simulates erosion caused by runoff from rain-
fall and irrigation. Eight options are avail-
able to the user for calculating water erosion
(Table 4.2). The general formula is based on
the Universal Soil Loss Equation (USLE)
(Wischmeier and Smith, 1978) with different
energy factor estimations. The USLE depends
strictly upon rainfall as an indicator of erosive
energy, whereas the modified USLE (MUSLE)
and its variations use runoff variables (runoff
volume and peak runoff rate) to simulate ero-
sion and sediment yield. The Onstad—Foster
equation contains a combination of the USLE
and MUSLE energy factors. For example, the
MUST (Williams, 1995) (used in this modelling
study) equation is shown below:

Y=XXEKXCVFXxPEC
X SLx ROKF

X =25%(0%q,)"’

42)

where Y is the sediment yield (t ha™) on a
given day, EK is the soil erodibility factor, CVF
is the crop management ‘C’ factor, PEC is the
erosion control practice factor, SL is the slope
length and steepness factor, and ROKF is the
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coarse fragment factor, Q is the runoff volume
(mm), and g, is the peak runoff rate (mm h™).
Wind erosion is calculated with the
Wind Erosion Continuous Simulator (WECS)
(Potter ef al., 1998), which requires the daily
distribution of wind speed. The approach
estimates potential wind erosion for a smooth
bare soil by integrating the erosion equation
through a day using the wind speed distribu-
tion. The potential erosion is then adjusted
according to soil properties, surface rough-
ness, vegetative cover, and distance across the
field in the wind direction (Potter et al., 1998).

Crop growth

The APEX plant growth and plant compe-
tition capabilities provide a very flexible
basis for simulating crop rotations and other
cropping/vegetation systems, such as cover
crops, double cropping, plant and weed com-
petition, pastures and tree growth. A single
model is used in APEX for simulating all the
crops considered (about 100), with a unique
set of values characterizing each crop. These
crop parameters are packaged in the model’s
databases.

Phenological development of the crop is
based on daily heat unit accumulation. The
daily gains of plant biomass are proportional
to the daily photosynthetically active radia-
tion intercepted by the plant canopy. Daily
growth may be affected by atmospheric CO,
concentration and physiological stresses
caused by water, temperature, N, aeration in
the root zone, soil strength and aluminium
content.

Annual crops grow from planting date
to harvest date or until the accumulated heat
units equal the potential heat units for the
crop. Perennial crops maintain their root sys-
tems throughout the year, although they may
become dormant after frost. They start grow-
ing when the average daily air temperature
exceeds their base temperature. The model is
also capable of simulating mixed plant stands
(up to ten crops can grow in the same space
and time). Plant competition was built into
the APEX crop growth model using algo-
rithms contained in the Agricultural Land
Management Alternatives with Numerical
Assessment Criteria (ALMANAC) model

(Kiniry et al., 1992). Plants compete for light,
water and nutrients.

Tillage

The tillage component of the model has the
functions of mixing nutrients and crop resi-
dues within the tillage depth, converting
standing residue to flat residue, and simulat-
ing change in bulk density, ridge height and
surface roughness. The tillage mixing equa-
tion is:

X(1)=(1-EF)xXy(1)+EF
xSMXyxZ /TLD 4.3)
where X is the amount of the material in layer
I after mixing (kg ha™), X, is the amount of
the material before mixing (kg ha™), EF is the
mixing efficiency of the tillage operation, TLD
is the tillage depth (m), SM X is the sum of the
material in the TLD before mixing (kg ha™),
and Z is the depth to the bottom of the plough
layer (m). Converting standing residue to flat
residue is accomplished with the equation:

STD =STD, x exp(-56.9x TLDXEF) (4.4

where STD, and STD are the standing residue
weights before and after tillage (t ha™).

Carbon cycling routine

The APEX model incorporates carbon and
nitrogen algorithms similar to those of the
Century model (Parton ef al., 1987, 1993, 1994;
Vitousek ef al., 1994) to distribute C and N
across soil layers into several pools: metabolic
litter, structural litter, active, slow and passive
humus (Izaurralde et al., 2006, 2007). Soil car-
bon sequestration is estimated as a function
of climatic conditions, soil properties and
management practices. The following modifi-
cations were performed when implementing
the Century model carbon cycling into APEX:
(i) movement of organic materials from sur-
face litter to subsurface layers is estimated
by the leaching equations currently in APEX;
(ii) temperature and water controls affecting
transformation rates are calculated with equa-
tions currently in APEX; (iii) the surface litter
fraction in APEX has a slow compartment but
no passive compartment; and (iv) the lignin
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concentration is modelled as a sigmoidal
function of plant age.

Nitrogen cycling

The N cycle simulated in APEX includes
atmospheric N inputs, fertilizer and manure
N applications, crop N uptake, mineralization,
immobilization, nitrification, denitrification,
ammonia volatilization, organic N transport
on sediment and nitrate-nitrogen (NO,-N)
losses in leaching, surface runoff, lateral sub-
surface flow and tile flow. Denitrification
is a function of temperature and water con-
tent (Williams, 1995), with the requirement
of anaerobic conditions and a carbon source.
Nitrification, the conversion of ammonia N to
NO;-N, is estimated based on the first-order
kinetic rate equation of Reddy et al. (1979).
Atmospheric emissions of N gases from the
soil profile simulated in APEX include N, and
nitrous oxide (N,0) and ammonia volatiliza-
tion. Volatilization is estimated simultane-
ously with nitrification. The organic N loss
is estimated using a modified loading func-
tion (Williams and Hann, 1978) that considers
sediment yield, organic N loss in the soil sur-
face and an enrichment ratio. The soluble N
loss is estimated by considering the change in
concentration (Williams, 1995). The concen-
tration in a soil layer decreases exponentially
as a function of flow volume.

Phosphorus cycling

Soluble P runoff loss is estimated as a func-
tion of the concentration of labile P in the
topsoil layer, runoff volume and a linear
adsorption isotherm. Sediment transport of P
is estimated with a modified loading function
originally developed by McElroy et al. (1976).
The P mineralization and immobilization rou-
tines in APEX were developed by Jones et al.
(1984). The mineralization model is a modi-
fication of the Production of Arid Pastures
Limited by Rainfall and Nitrogen (PAPRAN)
mineralization model (Seligman and van
Keulen, 1981). Mineralization from the fresh
organic P pool is estimated as the product of
the mineralization rate and the fresh organic
P content. Mineralization of organic P asso-
ciated with humus is estimated for each soil

layer as a function of soil water content,
temperature and bulk density. Mineral P is
transferred among three pools: labile, active
mineral and stable mineral. Fertilizer P is
labile (available for plant use) at application
but may be quickly transferred to the active
mineral pool.

Routing component

For APEX simulation, a watershed can be
subdivided into multiple sub-areas, each
assumed to be homogeneous in terms of soil,
slope, land use, management and weather.
Each sub-area is associated with a channel
for routing. APEX sub-areas are functionally
equivalent to sub-basins in the SWAT model
with respect to defining watershed con-
nectivity. For larger watersheds or complex
landscape, GIS tools are available for delin-
eating sub-area boundaries based upon a
digital elevation model (DEM). For example,
the ArcAPEX tool (Tuppad et al., 2009) can be
used to define the sub-area boundaries either
by using a DEM or by importing user-defined
sub-area boundaries and streams. The DEM-
based sub-area delineation implements the
single-flow direction algorithm used in ESRI
(Environmental Systems Research Institute)
software (Jenson and Domingue, 1988) to
generate the required flow direction and flow
accumulation raster data sets used in water-
shed delineation. The user may also manu-
ally define the sub-areas using the procedure
described in Williams et al. (2006). A down-
stream sub-area is identified if the distance
from the sub-area outlet to the most distant
point of the sub-area is greater than the rout-
ing reach length.

APEX has two options for routing water
through channels and flood plains: a daily time
step average flow method and a short time
interval complete flood routing method. The
complete flood routing approach simulates
dynamic streamflow, whereas the daily time
step method can only estimate daily water
yield. Sediment is routed through the channel
and the flood plain separately. The sediment
routing equation is a variation of Bagnold’s
sediment transport equation (Bagnold, 1977),
which estimates the transport concentration
capacity as a function of velocity. Organic
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forms of N and P, and adsorbed pesticide, are
transported by sediment and are routed using
an enrichment ratio approach. The enrichment
ratio is estimated as the ratio of the mean sedi-
ment particle size distribution of the outflow
divided by that of the inflow. Organic N and
P mineralization in the channels is not con-
sidered because, in general, the travel time is
short. Mineral nutrient and soluble pesticide
losses occur only if flow is lost within the
reach. The pesticide routing approach is the
same as that described for nutrients.

Description of study watershed
and model inputs

The study watershed is a sub-watershed
within the Bosque River watershed in cen-
tral Texas. Tonk Creek (TC) and Wasp Creek

P

Bosque River Watershed

(WQC) drain this sub-watershed and have a
combined drainage area of 104km? (Fig. 4.2).
Watershed elevation ranges from 174 to
294m. Long-term annual precipitation aver-
ages 871mm. The major soil series include
Crawford (fine clayey), Denton (fine silty),
Slidell (fine clayey), Bolar (gravelly loamy
clay) and Aledo (gravelly loamy clay).

The inputs used in this study are listed
in Table 4.3. The sub-watershed was divided
into 102 sub-areas (Fig. 4.2) based on the 10m
DEM using the GIS-based APEX interface —
ArcAPEX (Tuppad et al., 2009). The water-
shed is predominantly cropland with maize
(Zea mays L.) and winter wheat (Triticum
aestivum L.) being the major crops. A 3-year
conventionally tilled ‘maize-maize-winter
wheat’ rotation was simulated on all crop-
lands. Management scheduling data for crop-
land, rangeland and pasture land, including

7 Wasp Creek

Wasp Creek Monitoring
Station
Reach

Altitude (m)
High: 294
l Low: 174

I:I Sub-area

Fig. 4.2. Sub-area delineation and stream network for the study sub-watershed of the Bosque River
Watershed in central Texas. The location of the sub-area within the whole watershed is indicated on the

outline map for Texas (top).
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Table 4.3. Input used in APEX model set up to define topographic, soil, land-use and weather
parameters for the study watershed (a sub-area of the Bosque Watershed in Texas).

Input Resolution Source?

DEMP 10m National Elevation Data Set, USGS

Land use/land cover data 1:24,000 USDA NRCS

Soils 1:24,000 SSURGO

Rainfall Daily Rain gauge at the monitoring site
on Tonk Creek, maintained by
TIAER

Temperature (minimum and maximum) Daily Cooperative weather station

Solar radiation, relative humidity and
wind data

Monthly statistics (used Weather station at McGregor, Texas
to generate daily data)

from APEX weather database

aSSURGO, Soil Survey Geographic; TIAER, Texas Institute of Applied Environmental Research; USDA NRCS, US
Department of Agriculture National Resources Conservation Service; USGS, US Geological Survey.

*DEM, digital elevation model.

the type and dates of tillage, and the type,
dates and rates of fertilizer application, were
obtained from local ‘soil and water conserva-
tion district’ personnel. Maize was planted
with a planter at the end of February and har-
vested in early August. Wheat was planted
in October and harvested in June. The tillage
system consisted of one field cultivation oper-
ation before planting for seedbed preparation
and disc and sweep chisel tillage to incorpo-
rate applied fertilizer. Fertilizers were broad-
cast at the rates of 108kg N ha™ and 39kg
P ha™ before planting the maize and at the
rates of 73kg N ha and 34kg P ha™ 2 weeks
before planting the wheat. Both rangeland
and pasture land were simulated as grazed.
Fertilizers were applied to pasture land at the
rates of 59kg N ha™ and 46kg P ha™!, while
rangeland was not fertilized. These represent
typical management operations of producers
in the area.

APEX calibration and validation

The measured monthly flow, sediment and
nutrient data at the WC monitoring station,
available from October 1995 to December
1999, were used for calibration of APEX and
data from January 2000 to March 2003 were
used for model validation. The model was
set up to run from 1993. Model options used
in this study were the NRCS curve number
method for runoff estimation, the variable

daily CN soil moisture index method for daily
CN estimation, the modified Rational equa-
tion for peak flow, the Hargreaves method for
potential evapotranspiration and a variation
of the modified USLE — the MUST equation
(Williams, 1995) — for erosion/sedimentation
estimation (see Table 4.2).

This study builds on the previous study
by Tuppad et al. (2009), which was to dem-
onstrate the application of ArcAPEX, a GIS-
based APEX user interface that integrates
enhanced GIS capabilities and algorithms
with APEX databases, input and output man-
agement. In the previous study, although
the model performed well for the calibra-
tion period, it did not replicate the validation
period well. Tuppad et al. (2009) pointed out
the need for further investigation to improve
the modelling results. In this study, we col-
lected the crop grain yield data from the
USDA National Agricultural Statistics Service
(NASS) and readjusted the plant popula-
tions based on crop grain yield comparisons.
Fine-tuning in CN values and timing of till-
age were revisited and modified. The model
parameters adjusted are listed in Table 4.4.

Statistical measures based on monthly
values, including mean, standard devia-
tion (sp), R?, Nash—Sutcliffe efficiency (NSE)
(Nash and Sutcliffe, 1970), per cent error or
per cent bias (PBIAS), and ratio of the root
mean square error to the standard deviation
of observed data (RSR) were used to evalu-
ate the model performance based on criteria
suggested by Moriasi et al. (2007).
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Table 4.4. Calibration parameters for the APEX model, their range and the actual calibrated values.

Range (Williams Calibration
Parameter Description et al., 2006) value
Curve number  SCS? Runoff Curve number +10% Reduced by -8%
Parm42 SCS curve number index coefficient 0.5-1.5 1.2
(regulates effect of potential evapotranspi-
ration in driving the SCS curve number
retention parameter)
Parm46 RUSLE? ‘C’ factor coefficient in exponential 0.5-1.5 1.0
residue function in residue factor
Parmi18 Sediment routing exponent 1-1.5 1.0
Parm19 Sediment routing coefficient (sets potential 0.01-0.05 0.01
sediment concentration when flow velocity
is1.0ms™)
Parm29 Biological mixing efficiency (simulates mixing 0.1-0.5 0.3
in topsoil by earthworms, etc.)
Parm31 Maximum depth for biological mixing (m) 0.1-0.3 0.3
Parm14 Nitrate leaching ratio (ratio of nitrate 0.1-1 0.2
concentration in surface runoff to that
in the percolate)
Parm35 Denitrification soil water threshold (fraction of 0.9-1.1 0.9
field capacity soil water storage to trigger
denitrification)
Parm72 Volatilization/nitrification partitioning 0.05-0.5 0.4
coefficient
Parm8 Soluble P runoff coefficient (ratio of P 10-25 25
concentration in sediment to that in water)
Parm59 P upward movement by evaporation 1-20 3

coefficient

2RUSLE, Revised Universal Soil Loss Equation; SCS, USDA Soil Conservation Service.

Scenario analysis

Differences in weather, soil, topographic and
land-management characteristics of water-
sheds contribute to different watershed run-
off, sediment yield and crop productivity.
Therefore, statistical comparisons among
treatments (e.g. different tillage systems) are
hardly isolated by using only field data, which
inevitably involves factor interaction. The cal-
ibrated model was run for a 30-year period
(1977 to 2006) to establish the baseline condi-
tion against which the conservation practice
scenarios, including no-till cropping, furrow
dyking and contour farming, were evaluated
for sediment yield, total nitrogen, total phos-
phorus and crop grain yield. Details of these
practices can be found in USDA NRCS (2007);
they were simulated individually, and all

inputs except the parameters used to represent
a practice were held constant.

No-till was represented in the APEX
model by excluding all tillage operations,
replacing row crop planters for maize and
drills for winter wheat with no-till plant-
ers and no-till drills. Furrow dyking was
simulated by building furrow dykes during
the planting of maize and removing them
after harvest. The simulated furrow dykes
were spaced 1m apart and offset at 150mm
in height. Contouring was represented by
the USLE conservation support practice fac-
tor (PEC) and CN. A PEC value of 1.0 in the
baseline condition was altered to 0.6 or 0.5
depending on the average upland slope of
the sub-area (Schwab et al., 1995; Arabi et al.,
2008). The CN was reduced by three from the
baseline condition (Arabi et al., 2008).
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Results and Discussion
Flow, sediment and nutrients

The simulated mean and standard deviation
of the monthly streamflow at the WC monitor-
ing location compared closely to the measured
values for both the calibration and validation
periods (Table 4.5). The model overestimated
sediment during the calibration period by
20% whereas it underestimated sediment by
23% during the validation period. Predicted
average monthly total nitrogen (TN) and
total phosphorus (TP) values were close to
the observed values during both calibration
and validation periods, with PBIAS within
10% of expected TP for the validation period.
NSE values ranged from 0.59 to 0.83, R* values
from 0.60 to 0.87 and RSR values from 0.41 to
0.63, considering all the constituents evalu-
ated for both the calibration and validation
periods (Table 4.5). Based on the statistical cri-
teria (established based on values of NSE, RSR
and PBIAS) for establishing satisfactory water
quality model performance as proposed by
Moriasi et al. (2007), model performance is
satisfactory for monthly flow, sediment and
nutrient losses for both the calibration and
validation periods.

Simulated monthly streamflow matched
well in trend and quantity with observed

values (Fig. 4.3). Simulated monthly sedi-
ment yield followed, in general, the pattern
of observed sediment yield (Fig. 4.4). There
were no big runoff events in both 1995 and
1996, but this period was followed by the rela-
tively high flow events of February 1997 (Fig.
4.3). The observed sediment yield in February
1997 is about 60% of the total sediment yield in
1997. The model captured the sediment yield
response to the wet condition followed by a
period of dry condition; however, it overes-
timated the sediment yield in February 1997
by 32%. Total N loss was overestimated in
March 1997 and March 2000, although APEX
underestimated the total N loss in March 2001
(Fig. 4.5). The model realistically captured the
evolution of total P losses during the 90-month
period of measurement (Fig. 4.6). The annual
sediment yield (Fig. 4.7) was over-predicted in
1997, mostly as a result of the over-prediction
from February to June. The simulated annual
total N loss was 15.8 + 10.2kg ha™! compared
with the measured value of 15.4 + 8.4kg ha™
based on available annual values (1996-2002).
The simulated annual total P losses ranged
from 0.09 to 1.62kg ha™! with an annual mean
of 0.65kg ha™'; measured annual values ranged
from 0.08 to 1.34kg ha™!, with an average annual
total P loss of 0.66kg ha™ from 1996 to 2002.
APEX captured the annual flow, sediment and
nutrient losses reasonably well (Fig. 4.7).

Table 4.5. Measured versus APEX-simulated streamflow, sediment, total nitrogen and total phosphorus
yields at Wasp Creek monitoring station in the Bosque River study sub-watershed in Texas for the
calibration period (October1995 to December 1999) and validation period (January 2000 to March 2003).

Measured Simulated

Calibration/
Parameter Validation Mean sb  Mean sb  PBIAS® (%) NSE* R RSR?
Flow (m®s~") Calibration 0.04 0.05 0.03 0.06 -10.2 0.81 0.87 044
Validation 0.03 0.03 0.04 0.03 15.4 0.64 070 0.59
Sediment (Mg Calibration 0.05 0.16 0.06 0.15 20.0 0.82 082 042
ha~" month-')  Validation 0.05 0.08 0.04 0.06 -23.2 0.59 060 0.63
Total nitrogen Calibration 1.31 1.56 1.33 2.06 1.3 0.65 0.82 0.58
(kg ha~*month-") Validation 1.15 115 125 1.14 8.7 0.59 0.63 0.63
Total phosphorus Calibration 0.06 0.13 0.06 0.14 8.1 0.83 084 0.41
(kg ha~*month-") Validation 0.05 0.07 0.04 0.05 -18.3 0.64 066 0.59

aNSE, Nash-Sutcliffe efficiency; PBIAS, per cent bias; RSR, ratio of root mean square error to standard deviation of

observed data.
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Fig. 4.3. Monthly precipitation and measured versus simulated streamflow at the Wasp Creek monitoring
station within the Bosque River Watershed in central Texas.
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Fig. 4. 4. Measured and simulated monthly sediment yield at the Wasp Creek monitoring station within

the Bosque River Watershed in central Texas.

Crop productivity

APEX-simulated crop yields for the two
major grain crops (maize and winter wheat)
were compared with those from NASS. Maize
yields in the maize-winter wheat rotation
during 1995-2003 averaged 4.6 + 1.6Mg ha™!
(n = 9), while APEX simulated yields of 5.0
+ 1.0Mg ha™'. Observed winter wheat yields
averaged 2.5 = 0.4Mg ha™ (n = 9) while sim-
ulated yields averaged 2.6 = 0.25Mg ha™.
The relative errors between simulated and
observed yields are within 10%.

Scenario analysis

No-till, furrow dyke and contour systems
reduced sediment by 44%, 23% and 54%,
respectively (Table 4.6), at the watershed
outlet. Chichester and Richardson (1992)
reported a 90% reduction in sediment with
no-till compared with a chisel-till system on
watersheds near Riesel, Texas. Dickey ef al.
(1984) reported 44-90% reduction in sedi-
ment with no-till. The no-till farming system
generally retains crop residues on the soil
surface, which protects the surface against
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Fig. 4.5. Measured and simulated monthly total nitrogen loss at the Wasp Creek monitoring station within

the Bosque River Watershed in central Texas.
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Fig. 4.6. Measured and simulated monthly total phosphorus loss at the Wasp Creek monitoring station

within the Bosque River Watershed in central Texas.

raindrop impact. Furrow dyke and contour-
ing farming increases infiltration capacity and
reduces water loss. By permitting higher rates
of infiltration, erosion is reduced (Hackwell
et al., 1991; Truman and Nuti, 2009). In most
cases, contour farming can reduce soil loss
by as much as 50% (USDA NRCS, 2001).
The simulated sediment yield results in the
present study agree with the findings in the
literature.

Total N losses were reduced by 1%, 2% and
4% in no-till, furrow dyke and contour farm-
ing, respectively (Table 4.6). No-till resulted

in a reduction of 31% total P loss. The model
predicted that furrow dyking reduced total P
loss by 25% and that contour farming reduced
total P loss by 41% at the watershed outlet.
These alternative tillage practices are effective
in reducing erosion and sediment production;
therefore, less sediment and related pollutants
may be transported. However, increased infil-
tration may increase the transportation poten-
tial for soluble pollutants. Greater reductions
were predicted for total P than for total N as P
is mostly associated with the sediment phase.
The no-till practice, as simulated by APEX,
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Fig. 4.7. Measured and simulated annual flow, sediment and nutrient losses at the Wasp Creek
monitoring station within the Bosque River Watershed in central Texas.

Table 4.6. Long-term annual average simulated sediment, total nitrogen and total phosphorus losses
from no-till, furrow dyking and contour farming scenarios compared with conventional tillage in the
baseline scenario at the Bosque River study sub-watershed outlet in Texas, from 1977 to 2006.

No-till Furrow dyke Contour
Baseline (benefit) (benefit) (benefit)
Sediment yield (Mg ha™) 0.63 0.35 (44.4%) 0.48 (23.3%) 0.29 (53.6%)
Total nitrogen loss (kg ha™) 7.87 7.80 (0.9%) 7.74 (1.6%) 7.57 (3.9%)
Total phosphorus loss (kg ha™") 0.57 0.40 (30.3%) 0.43 (24.6%) 0.33 (41.4%)
Maize grain yield (Mg ha") 5.23 5.20 (-0.6%) 5.27 (0.8%) 5.25 (0.4%)
Wheat grain yield (Mg ha™") 2.62 2.59 (-1.1%) 2.64 (0.8%)? 2.57 (-1.9%)

@Wheat yield when maize, in rotation, had furrow dykes.

slightly decreased crop grain yields compared
with conventional tillage (Table 4.6). Furrow
dyking had a positive effect on crop yields,
and contour farming slightly increased maize
yield but reduced wheat yield as predicted
by APEX. Yield response to the tillage system
used has inconsistent reports in the litera-
ture. Logsdon et al. (1999) reported that maize
yield was significantly reduced and soybean
yield was significantly increased under no-till
management compared with the chisel tillage
system. Maize yield losses ranging from 0.9%
to 4.3% with no-till compared with chisel-till
were reported in Vyn et al. (2002). Positive
yield responses to furrow dyking have been
reported in Nuti et al. (2009); however, it

has been reported that furrow dyking could
lead to reduced yields under higher rainfall
because of nutrient leaching (McFarland et al.,
1991; Wiyo et al., 2000).

Summary

The APEX model was tested using field-
measured data from an agriculture-dominated
sub-watershed (including Tonk Creek and
Wasp Creek) of the Bosque River Watershed in
central Texas. APEX was calibrated and vali-
dated for monthly streamflow, sediment yield,
total N and total P losses using the data from
a monitoring station at Wasp Creek. The R?
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values ranged from 0.82 to 0.87 during the
calibration period (October 1995 to December
1999) and from 0.60 to 0.70 during the valida-
tion period (January 2000 to March 2003). The
NSE values ranged from 0.59 to 0.83, values
of RSR from 0.41 to 0.63 and values of PBIAS
were within +25% during both the calibration
and validation periods. The results indicate
that the performance of the model is satisfac-
tory for monthly flow, sediment and nutrient
losses based on the statistical criteria proposed
by Moriasi et al. (2007). The percentage errors
between the simulated and reported maize and
wheat grain yields from NASS were 9% and
3%, respectively. Scenario analysis (1977-2006)
indicated substantial reduction in sediment —
by 44%, 23% and 54% due to no-till, furrow
dyking and contour farming, respectively.
Total P losses were reduced by 31%, 25% and
41% due to no-till, furrow dyking and contour
farming, respectively. However, the benefit
on total N loss was not significant, and there
were only very slight changes in crop yields
between these cropping systems compared
with the conventional system in the baseline
scenario. Results from scenario analysis are in
line with findings in the literature. The study
shows that the APEX model is capable of pre-
dicting streamflow, sediment yield, nutrient
losses and crop yields under different agricul-
tural management systems.

The APEX model has proved to be a use-
ful tool for simulating different management

scenarios at field, farm or watershed scales,
as reviewed in this study. The model is being
expanded to include a hail occurrence/
damage component, a feedlot dust compo-
nent, and an optional method based on the
nearest-neighbour concept (Nemes et al.,
2006) for estimating hydraulic conductivity,
field capacity, and wilting point as a function
of soil texture and organic C. More compre-
hensive approaches to estimate CO,, O, and
N,O fluxes in the soil-plant-atmosphere
system are currently under development;
these would make the current denitrification
routine more mechanistic. An improvement
to the APEX grazing component is being
worked on to include preferential grazing
and weight gain and loss. As the use of the
APEX model expands to accommodate an
ever-increasing range of environmental
problems and conditions, the model needs
to include an improved subsurface tile drain-
age routine similar to the approach used in
the DRAINMOD model (Skaggs, 1999, 2007),
incorporate a kinematic wave methodol-
ogy for a water routing scheme as described
in Borah et al. (1980, 2007), and incorporate
a routine to simulate bacterial die-off and
transport similar to the methodology in
SWAT. The bacterial routine will provide
capabilities necessary for source tracking
of bacteria and for assessing the impacts of
management practices on the fate and trans-
port of bacteria.
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5 Application of the WEPP
Model to Hillslopes and Watersheds
in the USA

Dennis C. Flanagan*

Introduction

Soil erosion continues to be the largest threat
to maintaining sustainable agricultural pro-
duction. Detachment and removal of soil and
sediment by the erosive forces of wind and
water degrade on-site soil quality, as well as
off-site water quality and air quality. Erosion
removes the upper layers of soils, which are
often those that have the greatest organic
matter content and nutrient- and water-holding
capacities. Cultivated and eroded soils often
have reduced aggregate stability and a pro-
pensity to seal at the surface, thus reducing
water and air intake into the plant root zone,
and increasing runoff and associated erosion.
Runoff water, as well as sediment particles
transported in that water, usually contains
agricultural chemicals — nutrients (nitrogen
(N), phosphorus (P) and others) and pesticides,
which can have an impact on downstream
water bodies and drinking water supplies.
Problems such as silting in of rivers and har-
bours, eutrophication in the Great Lakes and
hypoxia in the Gulf of Mexico are largely
related to surface and subsurface runoff,
sediment losses and chemical losses from
high-input and high-productivity agricultural
systems. Sediment remains the largest pollut-
ant of water by volume, and results in billions

of dollars in dredging costs each year to main-
tain drainage and navigability in rivers and
other water bodies.

Soil erosion caused by water (raindrop
impact, overland water flow, channel erosion,
gully erosion) is globally the largest erosion
problem on agricultural lands, though in
some climatic regions erosion due to wind
detachment and transport is the greater con-
cern. Managing agricultural lands to control
and minimize soil erosion is an important
mission, which is carried out by landowners,
farmers, and federal, state and local conserva-
tion agency personnel.

In order to determine the effect of differ-
ent land management practices on potential
soil loss, some type of predictive technology or
modelling is usually employed. Historically, in
the USA and, subsequently, throughout much
of the world, the empirical Universal Soil Loss
Equation (USLE) (Wischmeier and Smith,
1978) or revisions to it (the Revised Universal
Soil Loss Equation — RUSLE; Renard et al., 1997)
have been used to estimate long-term average
annual soil loss resulting from sheet and rill
erosion by water. However, with increasing
concerns related to runoff and off-site sedi-
ment losses, new process-based technology
has been developed by the US Department
of Agriculture (USDA) to provide additional
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information on land management impacts
not only on soil erosion, but also on runoff
from hillslope profiles as well as small water-
sheds (Flanagan ef al., 2007). The Water Erosion
Prediction Project (WEPP) was initiated in 1985,
and currently provides modelling capabilities
to assess spatial and temporal soil loss, the
impacts of various types of land management
and the implementation of soil conservation
practices on runoff, erosion and sediment deliv-
ery from slope profiles as small as a few square
metres, up to small watersheds of several hun-
dred hectares in size (Flanagan and Nearing,
1995; Flanagan et al., 2001). This chapter will
provide information on the background to the
WEPP model, the physical processes simulated,
the available user interfaces and applications of
the model for a variety of hillslope and water-
shed situations. Some novel uses of WEPP will
also be presented and discussed.

Materials and Methods
WEPP model description

WEPP is a physically based soil erosion pre-
diction model, written in Fortran computer
language, and implemented on personal
computers within a variety of interface pro-
grams, including a stand-alone Windows
application, a geographic information system
(GIS)-linked extension, and a variety of Web-
based interfaces accessible via the Internet
and a Web-browsing program (e.g. Internet
Explorer, Firefox, Safari, Chrome, etc.).

The model mathematically simulates the
important physical processes that result in sur-
face runoff, soil erosion, and sediment transport
and delivery. Major components of WEPP
include a stochastic weather generator (CLIGEN;
Nicks et al., 1995) and components addressing
surface hydrology, winter hydrology, water
balance and percolation, subsurface hydrology,
soil, plant growth, residue management and
decomposition, overland flow hydraulics, hill-
slope erosion, irrigation, watershed channel hyd-
rology and erosion and surface impoundments
(Flanagan and Nearing, 1995).

Prediction of infiltration and surface
runoff is of critical importance, as subsequent

erosion by flow, sediment transport and
delivery depend upon accurate estimation
of storm runoff and peak runoff rate. WEPP
uses a Green—-Ampt Mein-Larson (GAML)
approach (Mein and Larson, 1973), adjusted
for unsteady rainfall with multiple times
to ponding (Chu, 1978), to determine the
cumulative infiltration during a rainstorm
event. Water from rainfall that ponds on the
soil surface when rainfall rate exceeds infil-
tration rate is termed ‘rainfall excess’. Water
stored in surface depressions is subtracted
from rainfall excess, then the total rainfall
excess during a storm event with multiple
time-accounting periods is summed to give
the total runoff volume. Peak runoff rate is
subsequently computed using either a solu-
tion to the kinematic wave equation by the
method of characteristics (Stone et al., 1992),
or an approximation of the kinematic wave
solution (Stone et al., 1995).

The hillslope erosion component of
WEPP uses a steady-state sediment continu-
ity equation of the form:

dG
—:Df +D,
dx

(5.1)

where G is sediment load (kg s™ m™), x is
distance downslope (m), D; is rill erosion
rate (kg s m™) and D, is inter-rill sediment
delivery to the rill (kg s™ m™) (Foster ef al.,
1995). The total runoff depth and the peak
runoff rate determined in the hydrology com-
ponent of WEPP are used to determine the
effective duration of storm runoff, and ero-
sion is assumed to occur for a storm during
this time period at the characteristic (peak)
runoff rate. Flow shear stress for comput-
ing rill detachment and sediment transport
capacity is computed using the peak runoff
rate and rill flow hydraulics. Inter-rill sedi-
ment delivery to the rill is a function of effec-
tive rainfall intensity during the period of
rainfall excess, inter-rill runoff rate, adjusted
inter-rill erodibility (including slope and
cover effects), and a sediment delivery ratio
that depends upon the surface roughness and
inter-rill sediment particle characteristics. Rill
erosion rate is positive and in a detachment
mode when flow shear stress exceeds critical
shear stress and sediment load is less than the
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sediment transport capacity. For these condi-
tions, an excess flow shear stress equation is
used in which rill detachment rate is a func-
tion of the difference between the flow shear
stress exerted on the soil and the critical shear
stress, an adjusted rill erodibility param-
eter and the ratio of the sediment load to the
sediment transport capacity. For other condi-
tions in which the sediment load is greater
than the transport capacity, negative (-) soil
loss, or deposition, will be computed using a
different equation, where D;is a function of
the flow discharge rate, an equivalent particle
fall velocity, and the difference between the
sediment transport capacity and the sediment
load. Complete details of the WEPP model
hillslope erosion computations can be seen in
Foster et al. (1995) and Flanagan et al. (2001).
Minimal input files needed to conduct a hill-
slope simulation are for climate, soil, slope,
cropping/management and project run con-
figuration (I/O specifications). Additional
data files for irrigation (sprinkler or furrow,
fixed date or depletion scheduling) may also
be needed if water is applied to the land area
simulated in that way.

When applied to a small watershed, WEPP
simulates hydrology, soil loss and sediment
yield for the hillslope profiles, channels and
impoundments that make up the catchment.
All of the hillslope model routines relating to
water balance, crop growth, infiltration, etc. are
also applied to each of the individual channels.
In a typical simulation, all of the hillslopes are
simulated first, and the runoff and sediment
loss information gained from each storm event
through a simulation is stored in an external
‘pass’ file. These pass files are then read by the
watershed-runoff and sediment-routing rou-
tines as inputs of water and sediment to the
top or sides of a channel, as determined by the
channel structure file.

A steady-state sediment continuity
equation is also used for the channel erosion
computations:

aG D.+D
- = +
dx F L

(5.2)

where G is the sediment load in the channel
flow (kg s m™), x is the channel segment
distance downslope (m), D, is the detachment

or deposition of sediment by flow in the chan-
nel (kg s m™), and D, is the lateral sediment
inflow from adjacent hillslopes (kg s™ m™).
Sediment can enter the top of a channel from
a contributing hillslope, another channel or
an impoundment. Detachment by flow will
be predicted to occur when the flow sedi-
ment transport capacity exceeds the sediment
load, and the flow shear stress acting on the
channel bed exceeds the critical shear stress.
The channel erosion routines can account
for erosion downwards through an erod-
ible layer, typically a loose-tilled soil layer
for ephemeral gullies, until a non-erodible
layer is encountered. At that point, the chan-
nel will widen until the shear stress acting on
the channel walls is equal to the reduced-flow
shear stress of the shallower flow, and detach-
ment will stop. The new channel geometry
will be used until either a larger runoff event
occurs to widen the channel, or a tillage oper-
ation occurs that is assumed to fill the area
back to its original configuration and depth of
erodible soil. Complete details on the WEPP
channel hydrology and erosion routines can
be seen in Ascough et al. (1995, 1997).

The impoundment component of WEPP
allows forsimulation of structures such as drop
spillways, perforated risers, culverts, emer-
gency spillways or open channels, rock-fill
check dams, filter fences or straw-bale check
dams, or user-specified structures with input
stage-discharge relationships. Impoundment
simulation in WEPP utilizes storm runoff and
sediment input from an upslope hillslope or
channel, conducts a hydraulic simulation of
water ponded in the structure and any out-
flow, a simulation of sedimentation and selec-
tive particle class deposition, and then output
from the impoundment of water flow and
sediment load and composition. Sediment
filling of the available impoundment volume
is also tracked and reported. Lindley et al.
(1995) provide complete details of the WEPP
surface impoundment routine computations.

Input files necessary to conduct WEPP
watershed simulations include a climate
file, and files on slope, soil and cropping/
management for each hillslope and channel.
Additionally, channel-specific input param-
eters must be described, and if there are
impoundments present, then an impoundment
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input parameter file must also be provided.
A watershed structure file describes how
each of the hillslopes, channels and impound-
ments are connected to each other. If the hills-
lopes will be run separately from the channel/
impoundment routing, hillslope pass files
containing detailed information on all storm
runoff and sediment losses during the simula-
tion must be created for use during watershed
simulation. Details on all model input file for-
mats can be found in Flanagan and Livingston
(1995), with additional information available at
the WEPP website of the National Soil Erosion
Laboratory (NSERL) of the USDA Agricultural
Research Service (ARS) (http:/ /www.ars.usda.
gov/Research/docs.htm?docid=10621).

WEPP model interfaces and applicability

The WEPP Fortran science model runs from
flat ASCII input files, and produces a set of
flat ASCII output files, dependent upon those
desired and specified by the user. This type of
input/output (I/O) formatting allows a wide
variety of user interface programs to be devel-
oped, which can be designed and tailored to
the specific application of the model.

The main software typically used for
running the WEPP model is a stand-alone
Windows application graphical user inter-
face (GUI) written in the C++ programming
language (Flanagan et al., 1998). This GUI
allows the creation, editing and simulation
of both hillslope profile WEPP projects and
small watershed projects. Additionally, it has
a project-set functionality that allows a user to
easily create sets of hillslope profile projects
that may be used to compare different tillage
systems, crop rotations, conservation prac-
tices, soil effects, etc.

Plate 1 shows a screen capture of a hill-
slope project in the Windows GUL. The slope
profile is graphically depicted in either a 2-D
or 3-D side view. The profile has three layers
(soil, slope, cropping/management) that cor-
respond to three of the four main input files
to the model. Each of these layers is ‘hot’, and
when double clicked on with the mouse cur-
sor will open up the editing screens for each.
Additionally, at the top of the screen is an

icon of the sun with a cloud partially over
it, which represents the climate input to the
model. When this icon is clicked on, it will
bring up the climate input editor screen.
Model simulations can be conducted for
any number of years, and typically 50-100-
year periods are recommended to obtain
good long-term average annual soil loss esti-
mates, as well as values for return period and
risk analysis. A sample 100-yr simulation was
run and the results are displayed in Plate 1,
both in a text box at the upper right of the
screen and by image shading in the centre
(slope) profile layer. For this example, aver-
age annual precipitation was 1111mm yr.
When seen in colour, rates of soil loss are
shown in shades of red in this layer, while
rates of sediment deposition are shown in
shades of green. The mouse cursor can also
be hovered over any location in the centre
profile layer and the predicted erosion rate at
that point will be displayed. For example, in
Plate 1 the cursor is at a location represent-
ing 51.8m downslope, which has a predicted
average annual erosion rate of 11kg m=.
Additional model outputs, both text and
graphical, can be accessed by clicking on the
buttons at the bottom of the screen entitled
‘Soil Loss Graph’, ‘Graphical Output’, ‘Return
Periods” and ‘Text Output’. The Soil Loss
Graph button will display a line graph of the
slope profile, with the predicted detachment
and deposition rates as another line plotted
away from the profile line. The Return Period
button will display a table screen contain-
ing the values for daily precipitation, run-
off volume, peak runoff rate and sediment
leaving the profile by their return periods in
years, and there is also the capability to graph
these values (Plate 2). Pressing the Graphical
Output button will bring up a screen allow-
ing line, bar, scatter and area plots of over
100 model variables through a simulation
period. For example, in Plate 3, graphs show-
ing above-ground live biomass, daily runoff
and daily sediment loss versus time from a
5-year simulation period are depicted. There
are a number of text outputs available from
WEPP model simulations, including a main
output file that can provide storm-by-storm,
monthly, annual or average annual results
for predicted runoff, soil loss and sediment
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yield. Additionally, detailed outputs for plant
growth and residue status, soil parameters,
water balance, winter hydrology and crop
yields can also be generated as desired.

Small watershed simulations up to a rec-
ommended maximum area of about 260ha
can also be conducted utilizing another option
within the WEPP Windows interface. The user
can import an image file (JPEG, TIFF or BMP
format), and then scale it to known distances
in the image. Editing tools in the graphics
window allow the addition of channels, hill-
slopes and impoundments, and changing their
locations and sizes. All information on slope,
soil, climate, cropping/management, channel
parameters and impoundment parameters
must be either selected from existing files in the
databases or entered by the user in this inter-
face. Plate 4 shows a screen capture of an exam-
ple agricultural watershed consisting of three
hillslopes (H1 — continuous lucerne (alfalfa)
management, H2 and H3 — a maize (corn) and
soybean crop rotation with an autumn (Fall)
mouldboard ploughing management sys-
tem), and one channel (C1 — grass waterway).
Tabular results from a 10-year simulation are
shown in the pop-up window at the bottom
left of the image, as well as in the component
details table on the right side of the screen.
Also, colour shading of the hillslope areas in
the graphics window shows relative amounts
of soil loss (in shades of red when viewed on
a colour monitor) and sediment deposition (in
shades of green when viewed on a colour mon-
itor), allowing the user to assess the regions of
greatest soil loss and rerun the simulation with
alternative cropping/management inputs for
the various hillslopes.

While relatively simple watersheds con-
sisting of a few elements can be easily sim-
ulated with the WEPP Windows interface,
when moving to larger and more complicated
catchments the work necessary to accurately
create and parameterize the simulation area
becomes much more difficult. Because of this,
other interfaces that utilize geospatial infor-
mation (particularly topographicdigital eleva-
tion data) have been created for larger WEPP
watershed model applications. One of these is
called GeoWEPP (Geospatial interface for the
Water Erosion Prediction Project) (Renschler
et al., 2002; Renschler, 2003). GeoWEPP is an

ArcView 3.x or ArcGIS 9.x extension that
allows users to import their own spatial topo-
graphic information (from a DEM - digital
elevation model), spatial soil data (if avail-
able) and spatial land-use data (if available).
The software was originally developed at the
NSERL, but now is cooperatively maintained
and updated at the State University of New
York in Buffalo (http://www.geog.buffalo.
edu/rensch/geowepp/).

Plate 5 shows the main GeoWEPP inter-
face screen running under ArcGIS 9.x, with
a small watershed near West Lafayette,
Indiana delineated. In this example, the DEM
being used is from the US Geological Survey
(USGS), which has nationwide coverage at
a resolution of 30 metres. The interface uses
the TOPAZ (TOpographic PArameteriZation)
topographic delineation software developed
by Garbrecht and Martz (1995) first to delin-
eate the channel network, then to delineate
the watershed boundary, sub-catchments
and flow paths once the user has selected an
outlet point on a channel cell. When satisfied
with the watershed configuration, the user
then proceeds to set up WEPP model simu-
lations, usually for representative hillslopes
(sub-catchment areas) along with channel
routing, as well as for all flow paths within
the watershed for spatial soil loss. A flow
path is a route that water takes within a sub-
catchment, beginning at a cell having no
inflow to it (local high point) down to and
terminating at a channel cell. When run in the
hillslope mode only, simulation time is rela-
tively rapid, because runoff and erosion for
only a few representative profiles and chan-
nel segments are needed; the results provided
are predicted runoff and sediment delivery
from each sub-catchment, channel and the
catchment as a whole. Relative amounts of
sediment loss from each hillslope region are
displayed in a new map layer within the GIS.
When run in the flow-path mode, simulation
time is much longer, because the WEPP model
is run for every individual flow path, and
there may be hundreds or thousands of these,
depending upon the size of the watershed. If
spatial land-use and soil layers are available,
the interface can simulate the variability in
runoff and soil loss down the flow paths as
these differences occur. WEPP simulates soil
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detachment or deposition at a minimum of
100 points down a slope profile (or flow path),
and predicted values from the flow paths are
then translated (in some cases merged where
there is convergent flow) and used to create a
spatial soil loss map (Plate 6). Cochrane and
Flanagan (1999) provide more details.

Following a simulation, a user can
examine the sediment loss map layer (from
the hillslope method run) to see which area
is estimated to contribute the most sedi-
ment, and also examine the spatial soil loss
map (from the flow-path method run) to
identify ‘hot spots” where erosion is maxi-
mum. Subsequent model runs can then be
performed in which management for some/
all sub-catchments and/or channels can be
modified to attempt to reduce predicted run-
off and soil loss. One current limitation of
GeoWEPP software is that it lacks the capabil-
ity for a user to enter man-made features such
as terrace berms or to include impoundments
within a watershed.

While GeoWEPP is a very helpful tool for
conducting detailed watershed analyses with
WEPP, it does have some disadvantages. One
major disadvantage is the need for the ESRI
(Environmental Systems Research Institute)
ArcGIS system and licence, which can cost in
excess of US$1500. Additionally, a user must
be familiar with ArcGIS as well as with the
necessary tools and procedures to obtain,
create and manipulate the various geospa-
tial data layers, in particular the topographic
DEMs, background images, soil layer and
land-use layer. These tasks and GIS knowl-
edge can be daunting for a field agency staff
member, who is only interested in running
a quick and easy erosion model simulation
using commonly available data.

Because of this, a web-based WEPP GIS
interface was created that allows a user to
easily locate the area of interest concerned on
a US map, delineate channel networks using
the nationwide USGS DEM, use the closest cli-
mate data station, specify soils and manage-
ment for a small watershed, run a simulation
and then view soil loss and sediment yield
results (Flanagan et al., 2004). This system is
accessible at http://milford.nserl.purdue.
edu. For its basic Web GIS, this interface uses
the open-source MapServer environment,

available from the University of Minnesota
(http:/ /mapserver.gis.umn.edu). The same
TOPAZ software (Garbrecht and Martz, 1995)
described earlier is used for the channel,
watershed and hillslope (sub-basin) deline-
ation. The user first selects the state, zooms
in to the county, then further zooms in to the
specific area of interest (e.g. farm fields or an
experimental site); the screen display data are
obtained from Microsoft Research Maps (for-
merly TerraServer) website (http:/ /msrmaps.
com). Custom software called TopazPrep,
coded in C++ and an open-source script-
ing language called PHP, is used to extract a
region of the DEM to process. Data stored on
the NSERL server and used in this applica-
tion are the National Elevation Data set from
USGS with 30m coverage for the entire USA
clipped by state, the National Land Cover Data
set from USGS, STATSGO (US General Soil
Map), soil data from NRCS (USDA Natural
Resources Conservation Service), and climate
station data for about 2600 weather stations
from the CLIGEN weather generator model
database. Once a watershed has been identi-
fied, and the user has specified desired inputs
and outputs, a second custom program called
Prepwepp, also written in C++ and PHP, is
used to generate WEPP model inputs from the
DEM information, land use, soils and TOPAZ
watershed delineation results. The CLIGEN
weather generator is also called by Prepwepp
to create a climate input for the location. The
WEPP model is then run for the representa-
tive hillslopes and channels, as well as for all
flow paths, identically to the procedures used
in the GeoWEPP program. After execution of
the WEPP model, the Prepwepp program scans
the output files and produces GIS map layers
for hillslope sediment loss and spatial soil loss
(by cell), and also produces additional tabular
output summarizing the results.

Plate 7 shows results from an example
WEPP application of this web-based WEPP
GIS interface to a small watershed in south-
east Illinois. In this 10-year simulation, climate
information for Fairfield, Illinois was used,
along with a Proctor silt loam soil and maize—
soybean autumn mulch tillage land man-
agement. Results from the flow-path WEPP
model simulations can also be displayed by
clicking on the ‘Soil Loss — Flowpaths’ layer


http://mapserver.gis.umn.edu
http://msrmaps.com
http://msrmaps.com
http://milford.nserl.purdue.edu
http://milford.nserl.purdue.edu

Applying WEPP to Hillslopes and Watersheds

143

box. In addition to the graphical outputs, a
text window is also available and can be seen
at the bottom left of this image, which details
the runoff, soil loss and sediment yield from
each sub-catchment and channel.

The WEPP Web-GIS interface was devel-
oped as a prototype of a system that could be
enhanced and tailored to specific watershed
applications or locations. For example, the
US Forest Service Rocky Mountain Research
Station was recently awarded a grant from
the US Army Corps of Engineers to develop a
modified version of a WEPP Web-GIS to simu-
late runoff and sediment losses from forested
regions bordering the Great Lakes (W.]. Elliot,
Moscow, Idaho, 2009, personal communica-
tion). Also, NRCS could use the NSERL pro-
totype as a template, where desired climate,
soils, channel and land-management/crop-
ping databases specific for each state could
be populated and maintained by each state
NRCS office. Other Web-based interfaces also
available at the same website allow for sim-
ple WEPP hillslope cropland simulations, as
well as buffer strip and strip cropping model
applications. The Forest Service has also
developed a number of targeted Web-based
interfaces specific for application to forest

Soil
horizons

roads, timber harvest regions and areas dis-
turbed by wildfire burns (Elliot, 2004).

WEPP hillslope applications for
conservation planning

A major original targeted scale of application
of WEPP was for hillslope profiles, similar to
the application of USLE to profiles in a field.
A hillslope profile typically begins at the top
of a watershed boundary, and ends at a chan-
nel, fence row or other field boundary. An
example hillslope profile in a small watershed
catchment is shown in Fig. 5.1, with some of
the processes occurring and being simulated
by the WEPP model illustrated.

WEPP is a distributed parameter model,
meaning that it can simulate spatial hetero-
geneities in soils and land-use management
down a hillslope profile. Figure 5.2 illustrates
a uniform slope profile that has three dif-
ferent soil types as well as a cropped region
in the top portion of the profile and a grass
buffer at the bottom. In the model, this would
be simulated using four Overland Flow
Elements (OFEs), on which a complete water

Precipitation

~ l\ { l Soil
. evaporation
i

Fig. 5.1. An example hillslope profile, with its location in a small watershed shown. Some of the important
processes simulated in the WEPP model water balance are identified here (from Savabi and Williams, 1995).
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Fig. 5.2. A uniform slope profile, composed of two different cropping/management regions (a cropped
region and a grass buffer strip) and three different soils. In a WEPP model hillslope simulation, this profile
would be composed of four overland flow elements (OFEs), as shown here.

balance, plant growth, infiltration and erod-
ibility parameter updating, and other factors,
would be tracked. Soil detachment or sedi-
ment deposition is computed by WEPP at 100
points on each OFE for each storm event, and
these spatial values are summed through
time, and then used to calculate monthly,
annual and average annual soil loss at these
points and over the entire profile area. The
model can simulate up to ten different OFEs,
allowing for the effects of multiple soils on
a landscape, or agricultural practices such
as strip cropping or buffer strips. The model
databases include the NRCS STATSGO soils
data parameterized for WEPP, approximately
2600 climate stations and a number of basic
cropping/management scenarios.

Plate 8 is a photograph showing a typical
agricultural hillslope in Indiana that can be
simulated with the WEPP model. On the left
is a tilled agricultural field, bordered by forest
and a fence row. At the bottom of this tilled
area, there is a narrow grass vegetation area
as well as a grassed waterway that removes
water and sediment from the field. A possible
location for a representative hillslope profile
is illustrated in the image as the solid black
line down the hill to the channel. If a conser-
vation agency staff member were in this field
doing planning, that member could manu-
ally make slope measurements on that profile
using a tape measure and clinometer or, alter-
natively, do a detailed survey using optical
or GPS survey equipment, or could estimate
profile slopes from USGS topographic maps.

Results and Discussion

Management systems for erosion control
on a hillslope: WEPP model evaluations

WEPP model simulations are needed to
approximate the hill located in north-eastern
Indiana shown in Plate 8. We assume that
the total profile length shown is 32m,
with the grass buffer strip being 2m long.
Measurements in the field indicate that aver-
age slope of this profile is 6%, and, while there
is some variation in the topography, it can be
reasonably approximated as a uniform slope
profile. There are two soils in this field: a
Glynwood silt loam that extends from the top
field boundary down 18m, and a Blount silt
loam on the remainder, and default param-
eters are available for both in the WEPP data-
base for Indiana. The tolerable soil loss value
(T-value) for these soils is 6.7 Mg ha™! (USDA
SCS, 1982). The normal tillage system is an
autumn or Fall chisel ploughing and a sec-
ondary spring tillage after both the maize and
soybean crops that are grown in rotation. The
closest weather station is Waterloo, Indiana,
about 2km away.

WEPP model v2010.1 simulations con-
ducted for the default slope profile without
any buffer strip at all found that predicted
soil loss and sediment yield from this pro-
file were 22Mg ha™, which exceeded the
T-value by a factor of three. Adding the 2m
grass buffer strip that is currently present in
the field reduced the off-site sediment loss to
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12.9Mg ha™?, but on the eroding portion of the
slope above the grass strip average annual
soil loss was still 19 Mg ha and maximum
soil loss was 35Mg ha™'. Other alternative
management systems and crop rotations need
to be explored to see if the predicted soil loss
for this profile can be reduced to the T-value
or less. A number of different management
systems in WEPP were next run for the pro-
file, to see what their impact would be, both
with and without the grass buffer. The results
are summarized in Table 5.1.

In these example simulations, one can see
that both the no-till and continuous lucerne
systems reduced predicted soil loss below the
T-value of 6.7Mg ha™'. If the T-value is con-
sidered for sediment loss instead of for soil
erosion on the eroding portion of the slope,
then, in addition, the long cropping rotation
(maize-soybean, wheat, lucerne, 4 years) with
the grass buffer strip would also be an accept-
able management system. The length of the
grass buffer strip could also be increased.
Results from simulations with the existing

crop management and buffer lengths of 4, 6
and 8m are also shown in Table 5.1. Only a
buffer length of 8m reduced predicted aver-
age annual sediment loss below 6.7 Mg ha™!
but, even then, the soil loss on the eroding
portion of the slope is large, at 16.2Mg ha™'.
Other possible configurations that could be
tried might include strip cropping, where the
existing crop rotation is alternated with one
or more strips of lucerne down the hill, for
example.

WEPP application on a small watershed

WEPP model watershed simulations are at
a more complicated level than those for the
hillslopes that were examined in the previous
section. As shown in Plate 9A, watersheds
can be composed of hillslopes (H1-H5), chan-
nels (C1, C2) and impoundments (I1). When
structuring a small-field watershed by hand
within the WEPP Windows interface, it is nec-
essary to create rectangular hillslope regions

Table 5.1. WEPP model 100-year simulation results for example profile in Indiana.

Predicted average

Predicted average
annual soil loss

Predicted average
annual sediment

Cropping/Management System annual runoff (mm) (Mg ha™") loss (Mg ha™)

Existing autumn chisel-ploughed 150 22.4 22.4
maize—soybean rotation

Existing management with 2m 138 19.2 12.9
grass buffer strip

Autumn chisel-ploughed maize— 152 7.6 7.6
soybean, wheat, lucerne (4 years)

Autumn chisel-ploughed maize— 140 6.9 5.1
soybean, wheat, lucerne (4
years) with 2m grass buffer

No-till maize—soybean 171 2.2 2.2

No-till maize—soybean with 2m 156 2.0 1.9
grass buffer

Continuous lucerne, replant every 154 3.6 3.6
5 years

Continuous lucerne with 2m grass 142 3.4 2.8
buffer

Existing management with 4m 133 18.3 9.2
grass buffer strip

Existing management. with 6m 131 17.3 7.2
grass buffer strip

Existing management with 8m 130 16.2 5.7

grass buffer strip
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and straight-line channel sections (Plate 9B)
to approximate actual field polygons and
curving lines (Plate 9A).

A steeply sloping and highly dissected
portion of a field is shown in the photograph
in Fig. 5.3, with six hillslopes (H1-H6) and
three channel sections (C1-C3) identified
for structuring a WEPP model simulation.
Additionally, hillslopes H4 and H6 have two
regions of different management on them —
perennial native cover at the top, and culti-
vated soil at the bottom — so these two hills
would need to be simulated as two OFEs. This
relatively simple watershed was constructed
within the WEPP W