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## Foreword

"I think the next century will be the century of complexity", Stephen Hawking in San Jose Mercury News, Morning Final Edition, January 23 (2000)

During the recent years, several different measures defining complexity have been proposed within the scientific disciplines of physics, biology, mathematics and computer science. Such measures of complexity are generally context dependent. In chemical physics, a set of statistical complexity measures have been introduced using the information theoretical tools centering around the electron probability density of $N$-electron system and its other characteristics. The monograph presents a detailed description of such measures of complexity. Starting with the information theoretical foundations this monograph discusses at length their applications in the electronic structure of atoms and molecules including reactivity. The subject matter of the title is covered by the leading research scientists in the field who present an up-to-date account of their contributions, including future projections.

The following topics are dealt with by leading research groups from 9 countries who are currently active in this area of research: Entropic Uncertainty Relationships in Quantum Physics; Scaling properties of Information Theoretical Uncertainty-like Measures; Derivation of Generalized Weizsäcker Kinetic Energy Functionals from Quasiprobability Distribution Functions; Complexity in Atoms; Statistical Complexity and Fisher-Shannon Information: Applications; Rényi Entropy and Complexity; Entropy and Complexity Analyses of $D$-dimensional Quantum Systems; Information Uncertainty, Similarity and Relative Complexity Measures; Atomic and Molecular Complexities: Their Physical and Chemical Interpretations including Relativistic Electron Density.

The monograph is intended for the practicing physical, theoretical and computational chemists, material scientists, bio physicists and mathematical physicists.
C.R. Rao, Sc.D., F.R.S.

National Medal of Science Laureate, USA
Eberly Professor Emeritus of Statistics, Penn State
Distinguished Professor Emeritus, CR RAO AIMACS
University of Hyderabad Campus, Prof CR RAO Road
Hyderabad 50046, India

## Preface

Information theoretical tools are being increasingly applied in several disciplines of scientific enquiry ranging from chemistry, physics, biology, medicine, genetics, electrical engineering, computer science, to linguistics, economics and other social sciences. Recently, the useful intuitive concept of complexity has attracted considerable attention. The system specific context and scale dependence, spread across disciplines, has given rise to several a host of different measures of complexity. In chemical physics, several structural and reactivity related properties and processes can be analyzed in terms of the probability distribution function which describes the uncertainty, randomness, disorder or delocalization, within an information theoretical framework. The present monograph is a collective endeavor of nine research groups in physics and chemistry actively engaged in the development and applications in this rapidly growing and truly interdisciplinary field of research. Each chapter is planned as being self contained. The opening contribution of Iwo BialynickiBirula and Łukasz Rudnicki entitled Entropic Uncertainty Relations in Quantum Physics presents a critical study of the information theoretical uncertainty-like relations covering various generalizations and extensions of the uncertainty relations in quantum theory that involve the Rényi and the Shannon entropies. More direct connection of such relationships to the observed phenomena is emphasized. The contribution by Debajit Chakraborty and Paul W. Ayers entitled Derivation of Generalized von Weizsäcker Kinetic Energies from Quasiprobability Distribution Functions focuses on the Fisher Information of the electronic distribution functions and describes how generalizations of the Weizsäcker kinetic energy density functional can be derived from the canonical momentum-space expression for the kinetic energy with further extension to higher-order electron distribution functions. In the chapter written by C.P. Panos and coworkers entitled Atomic Statistical Complexity a review of applications of the Shannon information entropy, Fisher measure, Onicescu energy, and two of the simple statistical complexity measures on atoms are presented using the Hartree-Fock density in position and momentum space. Interesting correlations with the experimental properties such as the ionization potential and static dipole polarizability are reported using such measures. The chapter entitled Statistical Complexity and Fisher-Shannon Information Applications by Ricardo López-Ruiz and coworkers defines the currently most widely used statistical
measure of complexity, and is known as the LMC measure named after its main developers. In it, a variety of applications in discrete and continuous standard model quantum systems are presented. The statistical indicators discern and highlight some conformational properties of the model systems. J.S. Dehesa and coworkers review the present status of the analytic information theory of quantum systems with nonstandard dimensionality in the position and momentum spaces in their chapter entitled Entropy and Complexity Analyses of D-dimensional Quantum Systems. Here the power and entropic moments are used to study the most relevant informationtheoretic one-element Fisher, Shannon, Rényi, Tsallis as well as some composite two-elements Fisher-Shannon, LMC shape and Cramér-Rao complexities measures which describe the spreading measures of the position and momentum probability densities well beyond the standard deviation. The chapter entitled Atomic and Molecular Complexities-Their Physical and Chemical Interpretations by J.C. Angulo and coworkers further develops on the meaning, interpretation and applications of the complexity measures by utilizing different order-uncertainty planes in the position and momentum electron densities of several atomic (neutrals, singly-charged ions, isoelectronic series) and molecular (closed shells, radicals, isomers) systems. The quantities sustaining such planes are the exponential and the power Shannon entropies, the disequilibrium, the Fisher information and the variance. Each plane gives rise to a measure of complexity, determined by the product of its components. By means of extensive numerical examples an emphasis is placed on the necessity to consider both position and momentum space probability density. In the chapter entitled Rényi Entropy and Complexity by Á. Nagy and E. Romera the relationship between the statistical complexity and the Rényi entropy is studied. A detailed study on the uncertainty-like relations for the Rényi entropy including uncertainty relations for single particle densities of many particle systems in position and momentum spaces is presented. The maximum Rényi entropy principle is used to generalize the Thomas-Fermi model. A relationship with the atomic radius and quantum capacitance is discussed. The chapter entitled Scaling Properties of Net Information Measures for Bound States of Spherical Model Potentials by K.D. Sen and S.H. Patil reviews the results obtained on the scaling properties from dimensional analysis of the position and momentum variances defining the quantum mechanical Heisenberg uncertainty product as well as several composite information theoretical measures. A test set of free and spherically confined model potentials has been included and the main dimensionless variables on which the dynamical variables depend have been listed. In their chapter entitled Chemical Information from Information Discrimination and Relative Complexity Paul Geerlings and coworkers have presented a review of their work which derives heavily from the Kullback-Leibler relative information measure in which a suitable choice of the reference prior density reveals useful information. Interesting chemical insights, for example, on the periodicity in Mendeleev's table and the interesting reaction profiles can be extracted in this manner. The investigation of atomic complexity measures is reported in terms of the non-relativistic and relativistic shape electron densities so as to quantify the relativistic effects on the complexity measure. It is shown that a relative complexity measure can be defined so as to reflect the diversity of electron density functions with respect to a reference atom as the sub shells are filled across the periodic table.
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# Chapter 1 <br> Entropic Uncertainty Relations in Quantum Physics 

Iwo Bialynicki-Birula and Lukasz Rudnicki


#### Abstract

Uncertainty relations have become the trademark of quantum theory since they were formulated by Bohr and Heisenberg. This review covers various generalizations and extensions of the uncertainty relations in quantum theory that involve the Rényi and the Shannon entropies. The advantages of these entropic uncertainty relations are pointed out and their more direct connection to the observed phenomena is emphasized. Several remaining open problems are mentioned.


### 1.1 Introduction

In recent years we have seen many applications of the Rényi and Shannon entropies in many fields from biology, medicine, genetics, linguistics, and economics to electrical engineering, computer science, geophysics, chemistry, and physics. In particular, the Rényi entropy has been widely used in the study of quantum systems. It was used in the analysis of quantum entanglement [1-5], quantum communication protocols [6, 7], quantum correlations [8], quantum measurement [9], and decoherence [10], multiparticle production in high-energy collisions [11-13], quantum statistical mechanics [14], pattern formation [15, 16], localization properties of Rydberg states [17] and spin systems [18, 19], in the study of the quantum-classical correspondence [20], in electromagnetic beams [21], and the localization in phase space [22, 23].

Our aim in this review is to use the Shannon and Rényi entropies to describe the limitations on the available information that characterizes the states of quantum systems. These limitations in the form of mathematical inequalities have the physical interpretation of the uncertainty relations. We will not enter here into the discussion (cf. [24, 25]) of a fundamental problem: which (if any) entropic measure of uncertainty is really most adequate in the analysis of quantum mechanical measurements.

[^0]The uncertainty relations discussed in this paper are valid as mathematical inequalities, regardless of their physical interpretation. Since this is a review, we felt free to use the results of our previous investigations. Of course, such self-plagiarism would be highly unethical in an original publication.

### 1.2 Information Entropy as a Measure of Uncertainty

Statistical complexity, a tool presented and explored in this book is based on information entropy. This concept was introduced by Claude Shannon [26] in 1948 and grew up to have many applications. There are also several generalizations and extensions which we will discuss in our contribution. We shall focus on the uncertainty, a notion closely connected with the information entropy but a little bit wider and having different meanings depending on a context. We shall use here the term uncertainty as a measure of missing information. The use of the information entropy as a measure of uncertainty becomes then very natural. All we have to do is to reverse the sign. The lack of information-negative information-is the uncertainty. In simple terms, we can measure the capacity of an empty tank by measuring the volume of water filling this tank. Therefore, the uncertainty or missing information can be measured in exactly the same manner as the information is measured. We shall exploit this point of view showing that the measure of uncertainty based on the information entropy may be used to replace famous quantum mechanical uncertainty relations. Moreover, we shall argue now that this method of expressing the uncertainty relations is much closer to the spirit of quantum theory.

### 1.2.1 Standard Deviation

In classical physics the positions and momenta of every particles can be determined without any fundamental limitations. In that case, when we talk about an uncertainty of position or momentum of a particle, we mean an uncertainty caused by a lack of precision of our measuring instruments. When we measure some observable $Q$ we usually repeat this measurement many times obtaining a distribution of values. We apply then various standard procedures, well known to experimentalists, to extract the "best value" of the measured quantity. A crude, but often a sufficient procedure is to evaluate an average value $\langle Q\rangle$ of $Q$. We can also calculate the standard deviation:

$$
\begin{equation*}
\sigma_{Q}=\sqrt{\left\langle(Q-\langle Q\rangle)^{2}\right\rangle}, \tag{1.1}
\end{equation*}
$$

which we treat as a measure of uncertainty of $\langle Q\rangle$. It is the uncertainty connected directly with a given experimental setup and has no fundamental significance. A more skilled experimentalist will be able to reduce this uncertainty.

In quantum physics we face a dramatic change because we have to deal with a spread of measured values which is of fundamental nature. The uncertainty in most
measurements (there are some exceptions) cannot be indefinitely decreased. This is due, at least at this stage of our theoretical understanding, to the probabilistic nature of the quantum world. For example, the state of a single nonrelativistic quantum particle can be described by a wave function $\psi(\boldsymbol{r})$. The square of the modulus of this wave function $\rho(\boldsymbol{r})=|\psi(\boldsymbol{r})|^{2}$ determines the probability distribution of the position of the particle. Since the probability to find the particle anywhere must be equal to 1 , the function $\psi(\boldsymbol{r})$ must be normalized according to:

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} d^{3} r|\psi(\boldsymbol{r})|^{2}=1 \tag{1.2}
\end{equation*}
$$

This probabilistic distribution of values at our disposal is not connected with some faults of our measuring procedure but it is an intrinsic property-the spread of values of the position $\boldsymbol{r}$ cannot be avoided. The classical position $\boldsymbol{r}_{c l}$ can at best be associated with the average value

$$
\begin{equation*}
\boldsymbol{r}_{c l}=\langle\boldsymbol{r}\rangle=\int_{\mathbb{R}^{3}} d^{3} r \boldsymbol{r} \rho(\boldsymbol{r}) . \tag{1.3}
\end{equation*}
$$

Having a probability distribution $\rho(\boldsymbol{r})$ we can proceed according to the rules of statistics and calculate the standard deviation, say $\sigma_{x}$, that characterizes the spread of the values of the coordinate $x$,

$$
\begin{equation*}
\sigma_{x}=\left[\int_{\mathbb{R}^{3}} d^{3} r(x-\langle x\rangle)^{2} \rho(\boldsymbol{r})\right]^{1 / 2} . \tag{1.4}
\end{equation*}
$$

After the Fourier transformation, we can obtain another description of the same state

$$
\begin{equation*}
\tilde{\psi}(\boldsymbol{p})=\int_{\mathbb{R}^{3}} \frac{d^{3} r}{(2 \pi \hbar)^{3 / 2}} e^{-i \boldsymbol{p} \cdot \boldsymbol{r} / \hbar} \psi(\boldsymbol{r}) . \tag{1.5}
\end{equation*}
$$

The Fourier transform $\tilde{\psi}(\boldsymbol{p})$ of a wave function, according to the rules of quantum mechanics, gives the probability distribution in momentum space $\tilde{\rho}(\boldsymbol{p})=|\tilde{\psi}(\boldsymbol{p})|^{2}$. Note, that $\tilde{\rho}(\boldsymbol{p})$ is not the Fourier transform of $\rho(\boldsymbol{r})$. Due to the Plancherel theorem for the Fourier transform this probability distribution is normalized since the original function was normalized as expressed by (1.2). Using this probability distribution we can calculate $\sigma_{p_{x}}$ the standard deviation of the $p_{x}$ component of the momentum,

$$
\begin{equation*}
\sigma_{p_{x}}=\left[\int_{\mathbb{R}^{3}} d^{3} p\left(p_{x}-\left\langle p_{x}\right\rangle\right)^{2} \tilde{\rho}(\boldsymbol{p})\right]^{1 / 2} \tag{1.6}
\end{equation*}
$$

Even though for different states both standard deviations $\sigma_{x}$ and $\sigma_{p_{x}}$ can be arbitrarily small when treated separately, they become correlated when calculated for the same state. This correlation is usually expressed by the Heisenberg uncertainty relation,

$$
\begin{equation*}
\sigma_{x} \sigma_{p_{x}} \geq \frac{\hbar}{2} . \tag{1.7}
\end{equation*}
$$

The bound in the inequality (1.7) is saturated by Gaussian wave functions. Heisenberg explained this relation in the following words [27]:
"the more accurately the position is known, the less accurately is the momentum determined and vice versa".

Quantum mechanics gave an important reason to study the inherent incompleteness (or uncertainty) of our information about quantum objects. However, in our opinion, the expression of the uncertainty in terms of standard deviations is too much ingrained in classical physics to be of importance at a more fundamental level. We shall argue in the next section that the measure of uncertainty in terms of information entropy is much more appropriate in the quantum world. We shall prove the uncertainty relations in quantum mechanics expressed in terms of the information entropy. Finally, in the last section we introduce further generalizations of these ideas. We begin with a critical analysis of the standard deviations as measures of uncertainty.

### 1.2.2 Limitations on the Use of Standard Deviations

As we have already noticed, the standard deviation is a well known and widely accepted measure of uncertainty. However it is rarely mentioned that it is not an ideal tool, failing even in very simple situations. The reason, why we should be careful while using the standard deviation, is explained with the help of the following examples [28].

### 1.2.2.1 Example I

Let us specify two regions on the real axis (see Fig. 1.1). The first region is the line segment $A=[L(N+1 / N), L(N+1)]$ with its length equal to $L(1-1 / N)$ where $L$ is the unit length and $N$ is a large number. The second region $B$ is the line segment with its length equal to $L / N$ separated from the first region by the large distance $N L$. In the next step let us assume that we have the probability distribution of the


Fig. 1.1 The particle is to be found mostly in a central region. In addition, there is a tiny probability that the particle can be found far away
form (the boxes in Fig. 1.1 represent the probability distribution):

$$
\rho(x)= \begin{cases}1 / L, & x \in A  \tag{1.8}\\ 1 / L, & x \in B \\ 0, & \text { elsewhere }\end{cases}
$$

The standard deviation of the variable $x$ calculated in this case is:

$$
\begin{equation*}
\sigma_{x}^{2}(\mathrm{I})=L^{2}\left(N-\frac{1}{N}+\frac{1}{12}\right) \tag{1.9}
\end{equation*}
$$

and for sufficiently large $N$ we obtain:

$$
\begin{equation*}
\sigma_{x}(\mathrm{I}) \approx L \sqrt{N} \tag{1.10}
\end{equation*}
$$

Therefore, $\sigma_{x}$ tends to infinity with $N \rightarrow \infty$, while common sense predicts that the uncertainty should remain finite. So, why the uncertainty measured by the standard deviation grows with $N$ ? It is simply the effect of a growing distance between the two regions. Standard deviation is based on the second moment which is very sensitive to the values of an observable lying far away from the average. This is the first flaw of the standard deviation. Another one appears in the second example [28].

### 1.2.2.2 Example II

In the previous example the size of the space where the probability distribution is constant is preserved. Now we omit this condition to present, one more time, inadequateness of the standard deviation and prepare the reader for the solution of this problem. Let us assume two different cases (see Figs. 1.2 and 1.3). In the case $A$ we take:

$$
\rho_{A}(x)= \begin{cases}1 / L, & x \in[0, L]  \tag{1.11}\\ 0, & \text { elsewhere }\end{cases}
$$

State IIA


Fig. 1.2 The particle is localized with a uniformly distributed probability in a box of length $L$


Fig. 1.3 The particle is localized with equal probabilities in two smaller boxes each of length $L / 4$
in the case $B$ we have:

$$
\rho_{B}(x)= \begin{cases}2 / L, & x \in[0, L / 4]  \tag{1.12}\\ 2 / L, & x \in[3 L / 4, L] \\ 0, & \text { elsewhere }\end{cases}
$$

It is easy to see that in the case $A$ the size of the space where the particle can be found is $L$, while in the case $B$ this size is $L / 2$. In the case $B$ we know more about position than in the case $A$. According to this obvious argument it is rather disappointing that the uncertainty of the position is greater in the case $B$,

$$
\begin{align*}
\sigma_{x}(\text { IIA }) & =\frac{L}{\sqrt{12}},  \tag{1.13a}\\
\sigma_{x}(\text { IIB }) & =\sqrt{\frac{7}{4}} \frac{L}{\sqrt{12}} . \tag{1.13b}
\end{align*}
$$

This is another manifestation of the fact that the gap between two regions (line segment $[L / 4,3 L / 4])$ where the particle cannot be found contributes to the standard deviation.

### 1.2.3 Uncertainty of Measurements

In all natural sciences measurements play a fundamental role. Every measurement has some uncertainty, so we want our theoretical tools to be directly correlated with our knowledge about that uncertainty. On the other hand, as it has been aptly stressed by Peres [29], "The uncertainty relation such as $\sigma_{x} \sigma_{p} \geq \hbar / 2$ is not a statement about the accuracy of our measuring instruments." The Heisenberg uncertainty relations in their standard form (1.7) completely ignore these problems. In what follows we show how to incorporate the quantum mechanical restrictions on the information obtained in an experiment. We shall consider, however, only the ideal situation when the restrictions on the information gathered in the process follow from the statistical nature of quantum mechanics. Other sources of information loss will not be taken into account. Still, the real experimental errors will be, to some extent, represented by the assumed precision of the measurements. To start, we shall rephrase our quotation from Heisenberg by using the notion of information:
"the more information we have about the position, the less information we can acquire about the momentum and vice versa".

### 1.2.4 Shannon Entropy

Since we know precisely how to measure information, we may try to give a rigorous mathematical relation that will reflect this statement. Shannon connected the mea-
sure of the information content with a probability distribution. The use of the information entropy fits perfectly the statistical nature of quantum mechanical measurements. All we have to do is to insert the set of probabilities obtained from quantum mechanics into the famous Shannon formula for the information entropy. Considering our mathematical applications, we shall use this formula with natural logarithms, not with logarithms to the base 2 ,

$$
\begin{equation*}
H=-\sum_{k} p_{k} \ln p_{k} \tag{1.14}
\end{equation*}
$$

We shall now associate information about the experimental errors with the probabilities $p_{k}$. The proposal to associate the Shannon entropy with the partitioning of the spectrum of a physical observable was made by Partovi [30]. As an illustration, let us consider the measurements of the position. For simplicity, we shall consider a one dimensional system and assume that the experimental accuracy $\delta x$ is the same over the whole range of measurements. In other words, we divide the whole region of interest into bins-equal segments of size $\delta x$. The bin size $\delta x$ will be viewed as a measure of the experimental error.

Each state of a particle whose position is being measured can be associated with a histogram generated by a set of probabilities calculated according to the rules of quantum mechanics. For a pure state, described by a wave function $\psi(x)$, the probability to find the particle in the $i$-th bin is

$$
\begin{equation*}
q_{i}=\int_{(i-1 / 2) \delta x}^{(i+1 / 2) \delta x} d x \rho(x) \tag{1.15}
\end{equation*}
$$

The uncertainty in position for the bin size $\delta x$ is, therefore, given by the formula

$$
\begin{equation*}
H^{(x)}=-\sum_{i=-\infty}^{\infty} q_{i} \ln q_{i} \tag{1.16}
\end{equation*}
$$

For the experimental setup characterized by the bin size $\delta x$ the uncertainty of the measurement is the lowest when the particle is localized in just one bin. The probability corresponding to this bin is equal to 1 and the uncertainty is zero. In all other cases, we obtain some positive number-a measure of uncertainty. When the number of bins is finite, say $N$, the maximal value of the uncertainty is $\ln N$-the probability to find the particle in each bin is the same, equal to $1 / N$.

The uncertainty in momentum is described by the formula (1.14) in which we substitute now the probabilities associated with momentum measurements. Since most of our considerations will have a purely mathematical character, from now on we shall replace momentum by the wave vector $\boldsymbol{k}=\boldsymbol{p} / \hbar$. In this way we get rid of the Planck constant in our formulas. In physical terminology this means that we use the system of units in which $\hbar=1$. According to quantum mechanics, the probability to find the momentum $k_{x}$ in the $j$-th bin is

$$
\begin{equation*}
p_{j}=\int_{(j-1 / 2) \delta k}^{(j+1 / 2) \delta k} d k \tilde{\rho}(k), \tag{1.17}
\end{equation*}
$$

where $\tilde{\rho}(k)$ is the modulus squared of the one-dimensional Fourier transform $\tilde{\psi}(k)$ of the wave function,

$$
\begin{equation*}
\tilde{\psi}(k)=\int_{-\infty}^{\infty} \frac{d x}{\sqrt{2 \pi}} e^{-i k x} \psi(x) \tag{1.18}
\end{equation*}
$$

and $\delta k$ is the resolution of the instruments measuring the momentum in units of $\hbar$. The uncertainty in momentum measured with the use of the Shannon formula is constructed in the same way as the uncertainty in position,

$$
\begin{equation*}
H^{(k)}=-\sum_{j=-\infty}^{\infty} p_{j} \ln p_{j} \tag{1.19}
\end{equation*}
$$

### 1.2.4.1 Examples

The uncertainties measured with the use of the formulas (1.16) and (1.19) do not suffer from the deficiencies described by our examples I and II. One can easily check that in the case I the uncertainty caused by the smaller region does not contribute in the limit when $N \rightarrow \infty$. In turn, in the case II when $\delta x=L / 4$ the uncertainty in the state $A$ is equal to $2 \ln 2$ while in the state $B$ it is equal to $\ln 2$. Thus, as expected, the position uncertainty in the state $A$ is greater (we have less information) than in the state $B$.

Now, we shall give one more very simple example that clearly shows the merits of entropic definition of uncertainty. Let us consider a particle in one dimension localized on the line segment $[-a, a]$. Assuming a homogeneous distribution, we obtain the following wave function:

$$
\psi_{a}(x)= \begin{cases}1 / \sqrt{2 a}, & x \in[-a, a]  \tag{1.20}\\ 0, & \text { elsewhere }\end{cases}
$$

The Fourier transform of $\psi_{a}(x)$ is:

$$
\begin{equation*}
\tilde{\psi}_{a}(k)=\sqrt{\frac{1}{\pi a}} \frac{\sin (a k)}{k} . \tag{1.21}
\end{equation*}
$$

This leads to the following probability distribution in momentum space:

$$
\begin{equation*}
\tilde{\rho}_{a}(k)=\frac{1}{\pi a k^{2}} \sin ^{2}(a k) \tag{1.22}
\end{equation*}
$$

The standard uncertainty relation (1.7) for this state is meaningless because the second moment of $\tilde{\rho}_{a}(k)$ is infinite. However the uncertainty in momentum measured with the Shannon formula is finite. Taking for simplicity the bin size in momentum as $\delta k=2 \pi / a$, we obtain the following expression for the probability to find the
momentum in the $j$-th bin:

$$
\begin{align*}
p_{j} & =\frac{1}{\pi a} \int_{(j-1 / 2) \delta k}^{(j+1 / 2) \delta k} d k \frac{\sin ^{2}(a k)}{k^{2}} \\
& =\frac{1}{\pi} \int_{2 \pi(j-1 / 2)}^{2 \pi(j+1 / 2)} d \eta \frac{\sin ^{2}(\eta)}{\eta^{2}} \\
& =\frac{1}{\pi} \int_{2 \pi(2 j-1)}^{2 \pi(2 j+1)} d \eta \frac{\sin (\eta)}{\eta} \\
& =\frac{\operatorname{Si}[(4 j+2) \pi]}{\pi}-\frac{\operatorname{Si}[(4 j-2) \pi]}{\pi} \tag{1.23}
\end{align*}
$$

where Si is the integral sine function. The uncertainty in momentum is obtained by evaluating numerically the sum (1.19) which gives $H^{(k)}=0.530$. To obtain the position uncertainty, we take just two bins $(\delta x=a)$, so that $H^{(x)}=\ln 2$. The sum of these two uncertainties is about 1.223 .

### 1.2.5 Entropic Uncertainty Relations

We have shown that the use of the Shannon formula gives a very sensible measure of uncertainties that takes into account the resolution of measuring devices. The situation becomes even more interesting when we consider measurements on the same quantum state of two "incompatible" properties of a particle. The term incompatible has a precise meaning in terms of the experimental setup and is reflected in the mathematical framework of quantum mechanics. In this study, we shall treat not only the most important example of such incompatible properties-the position and the momentum of a particle-but also angle and angular momentum.

As has been argued by Bohr and Heisenberg [31], it is impossible to measure the position without loosing information about the momentum and vice versa. This property is embodied in the standard Heisenberg uncertainty relation and we will express it now in terms of Shannon measures of uncertainty.

$$
\begin{equation*}
H^{(x)}+H^{(p)}>1-\ln 2-\ln \left(\frac{\delta x \delta p}{h}\right) \tag{1.24}
\end{equation*}
$$

To stress the physical meaning of this relation, we reinserted the Planck constant. It is clear that this inequality is not sharp since for large $\delta x \delta p$ the right hand side becomes negative. However, in the quantum regime, when the volume of phase space $\delta x \delta p$ does not exceed the Planck constant $h$, we obtain a meaningful limitation on the sum of the uncertainties in position and in momentum. When one uncertainty tends to zero, the other must stay above the limit. In the last example considered in the previous section the right hand side in (1.24) is equal to $1-\ln 2=0.307$, while the calculated value of the sum of two uncertainties was equal 1.223.

The proof of this inequality was given in [32] and it proceeds as follows. First, we use the integral form of the Jensen inequality for convex functions [33, 34]. The function $\rho \ln \rho$ is a convex function. Therefore, the value of a function evaluated at the mean argument cannot exceed the mean value of the function so that the following inequality must hold:

$$
\begin{equation*}
\langle\rho \ln \rho\rangle \geq\langle\rho\rangle \ln \langle\rho\rangle . \tag{1.25}
\end{equation*}
$$

Upon substituting here the probability distribution, we obtain:

$$
\begin{align*}
& \frac{1}{\delta x} \int_{(i-1 / 2) \delta x}^{(i+1 / 2) \delta x} d x \rho(x) \ln \rho(x) \\
& \quad \geq\left[\frac{1}{\delta x} \int_{(i-1 / 2) \delta x}^{(i+1 / 2) \delta x} d x \rho(x)\right] \ln \left[\frac{1}{\delta x} \int_{(i-1 / 2) \delta x}^{(i+1 / 2) \delta x} d x \rho(x)\right] \tag{1.26}
\end{align*}
$$

or after some straightforward rearrangements and with the use of (1.15)

$$
\begin{equation*}
-q_{i} \ln q_{i} \geq-\int_{(i-1 / 2) \delta x}^{(i+1 / 2) \delta x} d x \rho(x) \ln [\rho(x) \delta x] \tag{1.27}
\end{equation*}
$$

This form of the inequality is more satisfactory from the physical point of view since $\rho(x)$ has the dimension of inverse length and the dimensional quantities should not appear under the logarithm. Adding the contributions from all the bins, we obtain:

$$
\begin{equation*}
H^{(x)} \geq-\int_{-\infty}^{\infty} d x \rho(x) \ln [\rho(x) \delta x] . \tag{1.28}
\end{equation*}
$$

Applying the same reasoning to the momentum distribution, we arrive at:

$$
\begin{equation*}
H^{(k)} \geq-\int_{-\infty}^{\infty} d k \tilde{\rho}(k) \ln [\tilde{\rho}(k) \delta k] \tag{1.29}
\end{equation*}
$$

Adding these two inequalities, we get on the left hand side the sum of the uncertainties in position and in momentum as in (1.24). What remains is to establish a bound on the sum of the integrals appearing on the right hand side. This problem has a long history. More than half a century ago a bound has been conjectured by Hirschman [35] and Everett [36, 37]. Actually, Hirschman proved only a weaker form of the inequality and Everett showed that the left hand side in (1.24) is stationary for Gaussian wave functions. The inequality was later proved by BialynickiBirula and Mycielski [38] and independently by Beckner [39]. In this way we arrive at the entropic uncertainty relation (1.24). We shall give a detailed derivation of this inequality and its extensions in the next section.

The measure of uncertainties with the use of standard deviations requires a certain measure of the distance between events. Sometimes there is no sensible definition of a distance. The simplest example is the original application of the Shannon information entropy to text messages. The value of $H$ can be calculated for each
text but there is no sensible measure of a distance between the letters in the alphabet. Important examples are also found in physics. The simplest case is a quantum particle moving on a circle. The configuration space is labeled by the angle $\varphi$ and the canonically conjugate variable is the angular momentum represented in quantum mechanics by the operator $\hat{M}=-i \hbar \partial / \partial \varphi$. Wave functions describing this system are integrable periodic functions $\psi(\varphi)$ or alternatively the coefficients $c_{m}$ in the Fourier expansion of $\psi(\varphi)$,

$$
\begin{equation*}
\psi(\varphi)=\frac{1}{\sqrt{2 \pi}} \sum_{m=-\infty}^{\infty} c_{m} e^{i m \varphi} \tag{1.30}
\end{equation*}
$$

Even though formally $\varphi$ and $\hat{M}$ obey canonical commutation relations, these relations are not mathematically consistent because $\varphi$ cannot be treated as an operatormultiplication by $\varphi$ produces a function that is not periodic. Therefore, the notion of a standard deviation of $\varphi$ can only be used approximately for states for which $\Delta \varphi$ is very small. Several, more or less natural methods, were introduced to deal with this problem. One of them is to use periodic functions of $\varphi$ instead of the angle itself (cf. [40] for a list of references). This leads to some uncertainty relations which are mathematically correct but physically less transparent. The use of entropic measures of uncertainties solves this problem. The uncertainty in position on the circle is defined as for position on an infinite line, except that now there is finite number of bins $N=2 \pi / \delta \varphi$. Thus, the Shannon entropy of the angle is:

$$
\begin{equation*}
H^{(\varphi)}=-\sum_{n=0}^{N-1} q_{n} \ln q_{n} \tag{1.31}
\end{equation*}
$$

where

$$
\begin{equation*}
q_{n}=\int_{n \delta \varphi}^{(n+1) \delta \varphi} d \varphi|\psi(\varphi)|^{2} \tag{1.32}
\end{equation*}
$$

According to the rules of quantum mechanics, the probability to find the value $\hbar m$ of angular momentum is $p_{m}=\left|c_{m}\right|^{2}$. Therefore, the Shannon entropy for the angular momentum is:

$$
\begin{equation*}
H^{(M)}=-\sum_{m=-\infty}^{\infty} p_{m} \ln p_{m} \tag{1.33}
\end{equation*}
$$

The proof of the uncertainty relation for the angle and angular momentum entropies is much simpler than for the position and momentum. It will be given later in the more general case of the Rényi entropies. The uncertainty relation has the following form:

$$
\begin{equation*}
H^{(\varphi)}+H^{(M)} \geq-\ln \frac{\delta \varphi}{2 \pi} \tag{1.34}
\end{equation*}
$$

or

$$
\begin{equation*}
H^{(\varphi)}+H^{(M)} \geq \ln N \tag{1.35}
\end{equation*}
$$

This inequality is saturated for every eigenstate of angular momentum. Then, the uncertainty in angular momentum vanishes and the uncertainty in position is exactly $\ln N$ because the probability to find the particle in a given bin is $1 / N$.

### 1.3 Rényi Entropy

The Shannon information entropy has been generalized by Rényi [41-43]. The Rényi entropy is a one-parameter family of entropic measures that share with the Shannon entropy several important properties. Even though the Rényi entropy was introduced in 1960, its substantial use in physics is more recent-it took place during the last decade (cf. references listed in the Introduction).

Rényi entropy $H_{\alpha}$ is defined by the following formula:

$$
\begin{equation*}
H_{\alpha}=\frac{1}{1-\alpha} \ln \left[\sum_{k} p_{k}^{\alpha}\right] \tag{1.36}
\end{equation*}
$$

where $p_{k}$ is a set of probabilities and $\alpha$ is a positive number. Rényi in [41-43] restricted $\alpha$ to positive values but we may consider, in principle, all values. Sometimes it is useful to consider only the values $\alpha>1$ since we may then introduce a conjugate positive parameter $\beta$ satisfying the relation

$$
\begin{equation*}
\frac{1}{\alpha}+\frac{1}{\beta}=2 \tag{1.37}
\end{equation*}
$$

In the limit, when $\alpha \rightarrow 1$, the Rényi entropy becomes the Shannon entropy. To see this, we have to apply the L'Hôpital rule to the definition (1.36) at the singular point $\alpha=1$. Since the Shannon entropy is a special case of the Rényi entropy, we shall proceed, whenever possible, with proving various properties of the Rényi entropy, taking at the end the limit $\alpha \rightarrow 1$. This approach is particularly fruitful in the case of entropic uncertainty relations because the proofs are in a way more natural for the Rényi entropies than for the Shannon entropies.

Shannon entropy can be defined as a function $H\left(p_{k}\right)$ of the set of probabilities, obeying the following axioms:

1. $H\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ is a symmetric function of its variables for $n=2,3, \ldots$
2. $H(p, 1-p)$ is a continuous function of $p$ for $0 \leq p \leq 1$
3. $H\left(t p_{1},(1-t) p_{1}, p_{2}, \ldots, p_{n}\right)=H\left(p_{1}, p_{2}, \ldots, p_{n}\right)+p_{1} H(t, 1-t)$ for $0 \leq$ $t \leq 1$

We presented the axioms in the form taken from Rényi [41-43] which we liked more than the original axioms given by Shannon [26]. Sometimes an additional axiom is added to fix the scale (the base of the logarithm) of the function $H$. For example by

Fig. 1.4 Probability trees representing the main idea of the third axiom

requiring that $H(1 / 2,1 / 2)=1$ we obtain the entropy measured in bits (logarithm to the base 2).

The first two axioms are of a simple mathematical nature but the third axiom is of crucial importance. This axiom may be figuratively expressed as the invariance of the entropy with respect to breaking down the probability tree. This invariance rule is illustrated in Fig. 1.4. It leads, in particular, to the very important property that characterizes the physical entropy. The entropy is an extensive quantity-for a composed system it must satisfy the additivity law. This law in terms of probabilities can be expressed as follows. Given two independent probability distributions $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ and $\left(q_{1}, q_{2}, \ldots, q_{m}\right)$, the entropy of the composed system must be equal to the sum of the entropies for the subsystems,

$$
\begin{align*}
& H\left(p_{1} q_{1}, p_{1} q_{2}, \ldots, p_{1} q_{m}, p_{2} q_{1}, \ldots, p_{2} q_{m}, \ldots, p_{n} q_{1}, \ldots, p_{n} q_{m}\right) \\
& \quad=H\left(p_{1}, p_{2}, \ldots, p_{n}\right)+H\left(q_{1}, q_{2}, \ldots, q_{m}\right) . \tag{1.38}
\end{align*}
$$

It turns out that by replacing the third axiom by the additivity law we substantially increase the set of allowed functions. The most prominent of these generalized entropies is the Rényi entropy. It is simple task to check that the Rényi entropy obeys the additivity law. Indeed, from the distributive property of the logarithm we obtain

$$
\begin{align*}
\frac{1}{1-\alpha} \ln \left[\sum_{k l}\left(p_{k} q_{l}\right)^{\alpha}\right] & =\frac{1}{1-\alpha} \ln \left[\sum_{k} p_{k}^{\alpha} \sum_{l} q_{l}^{\alpha}\right] \\
& =\frac{1}{1-\alpha} \ln \left[\sum_{k} p_{k}^{\alpha}\right]+\frac{1}{1-\alpha} \ln \left[\sum_{l} q_{l}^{\alpha}\right] . \tag{1.39}
\end{align*}
$$

Note that any linear combination (discrete or continuous) of Rényi entropies with different values of $\alpha$ would obey the same additivity law. For example, we may take a sum of two terms

$$
\begin{equation*}
\frac{1}{1-\alpha} \ln \left[\sum_{k} p_{k}^{\alpha}\right]+\frac{1}{1-\beta} \ln \left[\sum_{k} p_{k}^{\beta}\right] . \tag{1.40}
\end{equation*}
$$

A particular expression of this type was introduced in [44] and is very useful in the context of entropic uncertainty relation. It is obtained by requiring that the two parameters $\alpha$ and $\beta$ are constrained by the relation (1.37). In this case, they
can be expressed in terms of a single variable: $\alpha=1 /(1-s), \beta=1 /(1+s)$. The new symmetrized entropy $\mathcal{H}_{s}$ is a one parameter average of two Rényi entropies,

$$
\begin{equation*}
\mathcal{H}_{s}=\frac{1}{2}\left(1-\frac{1}{s}\right) \ln \left[\sum_{k} p_{k}^{1 /(1-s)}\right]+\frac{1}{2}\left(1+\frac{1}{s}\right) \ln \left[\sum_{k} p_{k}^{1 /(1+s)}\right] . \tag{1.41}
\end{equation*}
$$

Since $\mathcal{H}_{s}$ is a symmetric function of $s$, it is sufficient to consider only the positive values $0 \leq s \leq 1$. The Shannon entropy is recovered in the limit when $s \rightarrow 0$.

The Rényi entropy is a decreasing function of $\alpha$. For a given set of probabilities it attains its maximal value at $\alpha=0$. The symmetrized Rényi entropy attains its maximal value at $s=0$. Starting from this value, as a symmetric function of $s$, it drops down in both directions.

### 1.3.1 Rényi Entropy and the Uncertainty Relations

Our goal is now to generalize the uncertainty relations to the Rényi entropies. In this section we shall consider only the measurements of position and momentum. We have already defined the Shannon information entropies that contain information about the precision of measurements. The definitions of the uncertainty in position and momentum, as measured by the Rényi entropy, are obvious:

$$
\begin{align*}
& H_{\alpha}^{(x)}=\frac{1}{1-\alpha} \ln \left[\sum_{i=-\infty}^{\infty} q_{i}^{\alpha}\right],  \tag{1.42}\\
& H_{\beta}^{(k)}=\frac{1}{1-\beta} \ln \left[\sum_{j=-\infty}^{\infty} p_{j}^{\beta}\right], \tag{1.43}
\end{align*}
$$

where the probabilities $q_{i}$ and $p_{j}$ are given by the formulas (1.15) and (1.17). The reason, why we have chosen the Rényi entropies with different parameters will become clear later. For definiteness, we shall assume at this point that $\alpha \geq \beta$ (later this restriction will be lifted). This means that according to (1.37) $1 \leq \alpha<\infty$ and $1 / 2<\beta \leq 1$. Therefore, $z^{\alpha}$ is a convex function, while $z^{\beta}$ is concave. These properties enable us to use the Jensen inequality in the same way as we did before, and arrive at:

$$
\begin{align*}
& \left(\frac{1}{\delta x} \int_{(i-1 / 2) \delta x}^{(i+1 / 2) \delta x} d x \rho(x)\right)^{\alpha} \leq \frac{1}{\delta x} \int_{(i-1 / 2) \delta x}^{(i+1 / 2) \delta x} d x[\rho(x)]^{\alpha},  \tag{1.44a}\\
& \frac{1}{\delta k} \int_{(j-1 / 2) \delta k}^{(j+1 / 2) \delta k} d k[\tilde{\rho}(k)]^{\beta} \leq\left(\frac{1}{\delta k} \int_{(j-1 / 2) \delta k}^{(j+1 / 2) \delta k} d k \tilde{\rho}(k)\right)^{\beta} . \tag{1.44b}
\end{align*}
$$

Summing (1.44a) and (1.44b) over the indices $i$ and $j$ we obtain:

$$
\begin{align*}
& (\delta x)^{1-\alpha} \sum_{i=-\infty}^{\infty} q_{i}^{\alpha} \leq \int_{\mathbb{R}} d x[\rho(x)]^{\alpha},  \tag{1.45a}\\
& \int_{\mathbb{R}} d k[\tilde{\rho}(k)]^{\beta} \leq(\delta k)^{1-\beta} \sum_{j=-\infty}^{\infty} p_{j}^{\beta} . \tag{1.45b}
\end{align*}
$$

At this point we invoke a powerful Babenko-Beckner inequality for $(p, q)$ norms of a function and its Fourier transform. This inequality was proved for restricted values of $\alpha$ and $\beta$ by Babenko [45] and for all values by Beckner [39]. In our notation, this inequality reads:

$$
\begin{equation*}
\left(\int_{\mathbb{R}} d x[\rho(x)]^{\alpha}\right)^{1 / \alpha} \leq n(\alpha, \beta)\left(\int_{\mathbb{R}} d k[\tilde{\rho}(k)]^{\beta}\right)^{1 / \beta} \tag{1.46}
\end{equation*}
$$

where

$$
\begin{equation*}
n(\alpha, \beta)=\left(\frac{\alpha}{\pi}\right)^{-1 / 2 \alpha}\left(\frac{\beta}{\pi}\right)^{1 / 2 \beta} \tag{1.47}
\end{equation*}
$$

This inequality enables us to put together the formulas (1.45a) and (1.45b). To this end, we raise to the power $1 / \alpha$ both sides of (1.45a). Next, we raise to the power of $1 / \beta$ both sides of (1.45b) and multiply the resulting inequality by $n(\alpha, \beta)$. In this way we can obtain the following chain of inequalities:

$$
\begin{align*}
{\left[(\delta x)^{1-\alpha} \sum_{i=-\infty}^{\infty} q_{i}^{\alpha}\right]^{1 / \alpha} } & \leq\left(\int_{\mathbb{R}} d x[\rho(x)]^{\alpha}\right)^{1 / \alpha} \\
& \leq n(\alpha, \beta)\left(\int_{\mathbb{R}} d k[\tilde{\rho}(k)]^{\beta}\right)^{1 / \beta} \\
& \leq n(\alpha, \beta)\left[(\delta k)^{1-\beta} \sum_{j=-\infty}^{\infty} p_{j}^{\beta}\right]^{1 / \beta} \tag{1.48}
\end{align*}
$$

Now, we take only the first and the last term of this chain and multiply both sides of the resulting inequality by $(\alpha / \pi)^{1 / 2 \alpha}$ to obtain:

$$
\begin{equation*}
\left[(\delta x)^{1-\alpha} \sqrt{\frac{\alpha}{\pi}} \sum_{i=-\infty}^{\infty} q_{i}^{\alpha}\right]^{1 / \alpha} \leq\left[(\delta k)^{1-\beta} \sqrt{\frac{\beta}{\pi}} \sum_{j=-\infty}^{\infty} p_{j}^{\beta}\right]^{1 / \beta} \tag{1.49}
\end{equation*}
$$

Next, we evaluate the logarithms of both sides and multiply the result by a positive number $\alpha /(\alpha-1)$. After a rearrangement of terms, with the use of the relationship
(1.37), we arrive at the final form of the uncertainty relation (with Planck's constant reinserted) between position and momentum in terms of the Rényi entropies [44]:

$$
\begin{equation*}
H_{\alpha}^{(x)}+H_{\beta}^{(p)} \geq-\frac{1}{2}\left(\frac{\ln \alpha}{1-\alpha}+\frac{\ln \beta}{1-\beta}\right)-\ln 2-\ln \frac{\delta x \delta p}{h} \tag{1.50}
\end{equation*}
$$

We can lift now the restriction that $\alpha \geq \beta$. Owing to a symmetry between a function and its Fourier transform we can write the same inequality (1.50) but with $x$ and $p$ interchanged. After all, it does not make any difference from the mathematical point of view, what is called $x$ and what is called $p$, as long as the corresponding wave functions are connected by the Fourier transformation. Therefore, we can take the average of (1.50) and its counterpart with $x$ and $p$ interchanged and obtain the following uncertainty relation for symmetrized entropies:

$$
\begin{equation*}
\mathcal{H}_{s}^{(x)}+\mathcal{H}_{s}^{(p)} \geq \frac{1}{2} \ln \left(1-s^{2}\right)+\frac{1}{2 s} \ln \frac{1+s}{1-s}-\ln 2-\ln \frac{\delta x \delta p}{h} \tag{1.51}
\end{equation*}
$$

This relation is more satisfactory than (1.50) because the uncertainties of both quantities $x$ and $p$ are measured in the same way. In the limit, when $s \rightarrow 0$ we obtain the uncertainty relation (1.24) for the Shannon entropies. The inequality (1.51) (or its asymmetric counterpart (1.50)) is the best known uncertainty relation for the entropies that takes into account finite resolution of measurements. However, this inequality is obviously not a sharp one. For $\delta x \delta p / h$ only slightly larger than 1 the right hand side of (1.50) becomes negative while the left hand side is by definition positive. For finite values of $\delta x \delta p / h$ there must exist a better lower bound. Since the Babenko-Beckner inequality (1.46) cannot be improved (it is saturated by Gaussian functions), we conclude that Jensen inequalities (1.44a, 1.44b) used together are not optimal. Of course, each of them can be separately saturated but when they are used jointly one should somewhere include the information about the Fourier relationship between the functions. An improvement of the uncertainty relations (1.50) or (1.51) is highly desired but it does not seem to be easy. A recent attempt [46] failed completely (see [47]).

### 1.4 Uncertainty Relations: From Discrete to Continuous

In this section we describe various types of uncertainty relations that depart from the original Heisenberg relations for position and momentum much further than those described so far. We shall also comment on different mathematical tools that are used in proving these relations.

### 1.4.1 The Uncertainty Relations for $\boldsymbol{N}$-level Systems

Pure states of an $N$-level system are described in quantum mechanics by normalized vectors in the $N$-dimensional Hilbert space $\mathcal{H}_{N}$. We shall use the Dirac notation
denoting vectors by $|\psi\rangle$ and their scalar products by $\left\langle\psi_{1} \mid \psi_{2}\right\rangle$. In this notation, the normalization condition reads $\langle\psi \mid \psi\rangle=1$. Let us choose two orthonormal bases $\left\{\left|a_{i}\right\rangle\right\}$ and $\left\{\left|b_{j}\right\rangle\right\}$, where $i, j=1, \ldots, N$. We can then represent each vector $|\psi\rangle$ in two ways:

$$
\begin{equation*}
|\psi\rangle=\sum_{i=1}^{N}\left\langle a_{i} \mid \psi\right\rangle\left|a_{i}\right\rangle=\sum_{j=1}^{N}\left\langle b_{j} \mid \psi\right\rangle\left|b_{j}\right\rangle . \tag{1.52}
\end{equation*}
$$

The squares of the absolute values of the complex expansion coefficients are interpreted in quantum mechanics as the probabilities, say $q_{i}$ and $p_{j}$, to find the states represented by the vectors $\left|a_{i}\right\rangle$ and $\left|b_{j}\right\rangle$, when the system is in the state $|\psi\rangle$,

$$
\begin{equation*}
q_{i}=\left|\left\langle a_{i} \mid \psi\right\rangle\right|^{2}, \quad p_{j}=\left|\left\langle b_{j} \mid \psi\right\rangle\right|^{2} . \tag{1.53}
\end{equation*}
$$

The normalization of vectors and the orthonormality of the bases guarantees that the probabilities $q_{i}$ and $p_{j}$ sum up to 1 .

### 1.4.1.1 Deutsch Inequality

Having at our disposal two sets of probabilities $\left\{q_{i}\right\}$ and $\left\{p_{j}\right\}$ we can construct two Shannon entropies:

$$
\begin{equation*}
H^{(a)}=-\sum_{i=1}^{N} q_{i} \ln q_{i}, \quad H^{(b)}=-\sum_{j=1}^{N} p_{j} \ln p_{j} \tag{1.54}
\end{equation*}
$$

Since we aim at finding some uncertainty relation we consider the sum of these entropies:

$$
\begin{equation*}
H^{(a)}+H^{(b)}=\sum_{i=1}^{N} \sum_{j=1}^{N} q_{i} p_{j} Q_{i j}, \tag{1.55}
\end{equation*}
$$

where

$$
\begin{equation*}
Q_{i j}=-\ln \left(\left\langle a_{i} \mid \psi\right\rangle\left\langle\psi \mid a_{i}\right\rangle\right)-\ln \left(\left\langle b_{j} \mid \psi\right\rangle\left\langle\psi \mid b_{j}\right\rangle\right) . \tag{1.56}
\end{equation*}
$$

In 1983 Deutsch [48] found a lower bound on the sum (1.55). He observed that for a normalized vector $|\psi\rangle$ each $Q_{i j}$ is nonnegative. Therefore, by finding the minimal value of all $Q_{i j}$ 's we determine a lower bound on the sum (1.55). We shall present here an expanded version of the Deutsch analysis. For each pair $(i, j)$, the minimal value of $Q_{i j}$ is attained for some function $\psi_{i j}$. This function is found by varying $Q_{i j}$ with respect to the wave function $\psi$ with the normalization constraint $\langle\psi \mid \psi\rangle=1$.

$$
\begin{equation*}
\frac{\delta}{\delta\left|\psi_{i j}\right\rangle}\left[Q_{i j}+\kappa\left\langle\psi_{i j} \mid \psi_{i j}\right\rangle\right]=0, \tag{1.57}
\end{equation*}
$$

where $\kappa$ is a Lagrange multiplier. In this way we arrive at the equation for the vector $\left|\psi_{i j}\right\rangle$ :

$$
\begin{equation*}
\left|\psi_{i j}\right\rangle=\frac{1}{\kappa}\left(\frac{\left|a_{i}\right\rangle}{\left\langle\psi_{i j} \mid a_{i}\right\rangle}+\frac{\left|b_{j}\right\rangle}{\left\langle\psi_{i j} \mid b_{j}\right\rangle}\right) . \tag{1.58}
\end{equation*}
$$

Taking the scalar product of this equation with $\left\langle\psi_{i j}\right|$, we obtain from the normalization condition that $\kappa=2$. To find the solution of (1.58) we multiply this equation by the adjoined vectors $\left\langle a_{i}\right|$ and $\left\langle b_{j}\right|$. In this way we obtain the following algebraic equations for two complex variables $a=\left\langle\psi_{i j} \mid a_{i}\right\rangle$ and $b=\left\langle\psi_{i j} \mid b_{j}\right\rangle$ with one fixed complex parameter $\left\langle a_{i} \mid b_{j}\right\rangle$.

$$
\begin{equation*}
|a|^{2}=\frac{1}{2}+\frac{a\left\langle a_{i} \mid b_{j}\right\rangle}{2 b}, \quad|b|^{2}=\frac{1}{2}+\frac{b\left\langle b_{j} \mid a_{i}\right\rangle}{2 a} . \tag{1.59}
\end{equation*}
$$

The last term in each equation must be real since the rest is real. Next, we divide both sides of the first equation by those of the second. After some simple rearrangements, we arrive at:

$$
\begin{equation*}
\frac{|a|^{2}}{|b|^{2}}-1=\frac{a}{b}\left\langle a_{i} \mid b_{j}\right\rangle-\frac{a^{*}}{b^{*}}\left\langle a_{i} \mid b_{j}\right\rangle^{*} . \tag{1.60}
\end{equation*}
$$

Since both terms on the right hand side are real, they cancel out and we obtain $|a|=|b|$. Inserting this into any of the two equations (1.59), we obtain

$$
\begin{equation*}
|a|^{2}=\frac{1}{2}\left[1 \pm\left|\left\langle a_{i} \mid b_{j}\right\rangle\right|\right] . \tag{1.61}
\end{equation*}
$$

The choice of the minus sign gives the maximal value of $Q_{i j}$ but only in the subspace spanned by the vectors $\left|a_{i}\right\rangle$ and $\left|b_{j}\right\rangle$. Choosing the plus sign, we obtain

$$
\begin{equation*}
\left|\psi_{i j}\right\rangle=\frac{\exp (i \phi)}{\sqrt{2\left(1+\left|\left\langle a_{i} \mid b_{j}\right\rangle\right|\right)}}\left[\left|a_{i}\right\rangle+\exp \left(-i \arg \left\langle a_{i} \mid b_{j}\right\rangle\right)\left|b_{j}\right\rangle\right] \tag{1.62}
\end{equation*}
$$

where $\exp (i \phi)$ is an arbitrary phase factor. We can insert this solution into (1.55), and using the fact that this solution is minimizer, we obtain the inequality:

$$
\begin{equation*}
H^{(a)}+H^{(b)} \geq-2 \sum_{i=1}^{N} \sum_{j=1}^{N} q_{i} p_{j} \ln \left[\frac{1}{2}\left(1+\left|\left\langle a_{i} \mid b_{j}\right\rangle\right|\right)\right] . \tag{1.63}
\end{equation*}
$$

This inequality will still hold if we replace each modulus $\left|\left\langle a_{i} \mid b_{j}\right\rangle\right|$ by the maximal value $C_{B}$,

$$
\begin{equation*}
C_{B}=\sup _{(i, j)}\left|\left\langle a_{i} \mid b_{j}\right\rangle\right| . \tag{1.64}
\end{equation*}
$$

After this replacement, we can do summations over $i$ and $j$ and arrive at the Deutsch result [48]:

$$
\begin{equation*}
H^{(a)}+H^{(b)} \geq-2 \ln \left[\frac{1}{2}\left(1+C_{B}\right)\right] \tag{1.65}
\end{equation*}
$$

### 1.4.1.2 Maassen-Uffink Inequalities

Even though the bound in the Deutsch uncertainty relation is saturated when the two bases have common vectors, there is room for improvement. Of course, the improved inequality must coincide with (1.65) when it is saturated. An improved relation was conjectured by Kraus [49] and it has the form:

$$
\begin{equation*}
H^{(a)}+H^{(b)} \geq-2 \ln C_{B} \tag{1.66}
\end{equation*}
$$

This inequality was later proved by Maassen and Uffink [50]. We shall present a different version of the proof based on the Rényi entropy. The mathematical tools needed to prove the inequality (1.66) are the same as those used for the entropies with continuous variables. At the bottom of every uncertainty relation there is some mathematical theorem. In the case of the Maassen-Uffink relation this role is played by the Riesz theorem [51,52] which says that for every $N$-dimensional complex vector $X$ and a unitary transformation matrix $\hat{T}$ with coefficients $t_{j i}$, the following inequality between the norms is valid:

$$
\begin{equation*}
c^{1 / \mu}\|X\|^{\mu} \leq c^{1 / \nu}\|\hat{T} X\|^{\nu}, \tag{1.67}
\end{equation*}
$$

where the constant $c=\sup _{(i, j)}\left|t_{j i}\right|$ and the coefficients $\mu$ and $v$ obey the relation

$$
\begin{equation*}
\frac{1}{\mu}+\frac{1}{v}=1, \quad 1 \leq v \leq 2 \tag{1.68}
\end{equation*}
$$

The norms are defined as usual,

$$
\begin{equation*}
\|X\|^{\mu}=\left[\sum_{k}\left|x_{k}\right|^{\mu}\right]^{1 / \mu} \tag{1.69}
\end{equation*}
$$

but we do not use the traditional symbols $(p, q)$ for the norms since this would interfere with our usage of $p$ and $q$ to denote the probabilities.

To prove the inequality (1.66) we shall take $x_{i}=\left\langle a_{i} \mid \psi\right\rangle$ and

$$
\begin{equation*}
t_{j i}=\left\langle b_{j} \mid a_{i}\right\rangle . \tag{1.70}
\end{equation*}
$$

From the resolution of the identity $\left(\sum_{i}\left|a_{i}\right\rangle\left\langle a_{i}\right|=1\right)$, we obtain:

$$
\begin{equation*}
\sum_{i=1}^{N} t_{j i} x_{i}=\sum_{i=1}^{N}\left\langle b_{j} \mid a_{i}\right\rangle\left\langle a_{i} \mid \psi\right\rangle=\left\langle b_{j} \mid \psi\right\rangle \tag{1.71}
\end{equation*}
$$

Using the definitions (1.53), we can rewrite the inequality (1.67) in the form:

$$
\begin{equation*}
c^{1 / \mu}\left[\sum_{j=1}^{N} q_{j}^{\mu / 2}\right]^{1 / \mu} \leq c^{1 / \nu}\left[\sum_{i=1}^{N} p_{i}^{v / 2}\right]^{1 / v} \tag{1.72}
\end{equation*}
$$

where

$$
\begin{equation*}
c=\sup _{(i, j)}\left|t_{i j}\right|=\sup _{(i, j)}\left|\left\langle a_{i} \mid b_{j}\right\rangle\right|=C_{B} \tag{1.73}
\end{equation*}
$$

The parameters $\mu$ and $\nu$ differ by a factor of 2 from the parameters $\alpha$ and $\beta$ appearing in (1.37),

$$
\begin{equation*}
\mu=2 \alpha, \quad v=2 \beta \tag{1.74}
\end{equation*}
$$

Next, we take the logarithm of both sides of the inequality (1.72) and with the use of (1.74), we arrive at the uncertainty relation for the Rényi entropies:

$$
\begin{equation*}
H_{\alpha}^{(a)}+H_{\beta}^{(b)} \geq-2 \ln C_{B} \tag{1.75}
\end{equation*}
$$

When two observables associated with the two bases have a common vector then $C_{B}=1$ and the right hand side in the last inequality vanishes. Thus, this uncertainty relation becomes empty. In the limit $\alpha \rightarrow 1, \beta \rightarrow 1$ this inequality reduces to the Maassen-Uffink result (1.66).

### 1.4.1.3 Discrete Fourier Transform

In previous subsections we dealt with two orthonormal vector bases $\left\{\left|a_{k}\right\rangle\right\}$ and $\left\{\left|b_{m}\right\rangle\right\}$. We can expand every vector of the first basis in the second basis,

$$
\begin{equation*}
\left|a_{i}\right\rangle=\sum_{j=1}^{N} t_{j i}\left|b_{j}\right\rangle, \tag{1.76}
\end{equation*}
$$

where $t_{j i}$ are the coefficients of the unitary transformation (1.70), and for each $\left|a_{i}\right\rangle$

$$
\begin{equation*}
1=\left\langle a_{i} \mid a_{i}\right\rangle=\sum_{j=1}^{N}\left|t_{j i}\right|^{2} \leq N \sup _{(j)}\left|t_{j i}\right|^{2} \leq N C_{B}^{2} . \tag{1.77}
\end{equation*}
$$

It follows from this inequality that $C_{B} \geq 1 / \sqrt{N}$. There are bases, called mutually unbiased bases, for which the sum (1.75) not only has the lowest possible value but the moduli of the matrix elements are all the same,

$$
\begin{equation*}
\left|\left\langle a_{i} \mid b_{j}\right\rangle\right|=\frac{1}{\sqrt{N}} \tag{1.78}
\end{equation*}
$$

One can check by a direct calculation that for the observables associated with two mutually unbiased bases, for every state represented by a basis vector, either $\left|a_{i}\right\rangle$ or $\left|b_{j}\right\rangle$, the sum of the Rényi entropies saturates the lower bound,

$$
\begin{equation*}
H_{\alpha}^{(a)}+H_{\beta}^{(b)}=\ln N . \tag{1.79}
\end{equation*}
$$

Mutually unbiased bases were introduced by Schwinger [53]. More recently they were studied in more detail [54] and were shown to be useful in the description of entanglement and other fundamental properties of quantum systems. In the fourth chapter we shall say more about the mutually unbiased bases. The most important example of mutually unbiased bases is present in the discrete Fourier transformation. In this case, the two bases are related by the unitary transformation with the coefficients:

$$
\begin{equation*}
f_{k l}=\frac{1}{\sqrt{N}} \exp \left[\frac{2 \pi i k l}{N}\right] \tag{1.80}
\end{equation*}
$$

which satisfy the conditions (1.78).
The physical interpretation of the inequality (1.79) is similar to the Heisenberg uncertainty relation. Two observables $A$ and $B$, characterized by the bases $\left|a_{i}\right\rangle$ and $\left|b_{j}\right\rangle$ cannot have simultaneously sharp values since they do not have common basis vectors. Moreover, every state described by a basis vector has the sum of the uncertainties equal to the same value $1 / \sqrt{N}$. The observables $A$ and $B$ are finitedimensional analogs of canonically conjugate physical quantities.

### 1.4.2 Shannon and Rényi Entropies for Continuous Distributions

In a rather crude manner we can say that the entropies for continuous distributions of probability are obtained by replacing the sums in the expressions (1.14) and (1.36) by the integrals. We have already encountered such expressions ((1.28) and (1.29)), in our discussion of the Shannon entropies for position and momentum. Naively, we would like to define the Shannon entropy for a continuous probability distribution $\rho(X)$ in the form:

$$
\begin{equation*}
H^{(X)} \stackrel{?}{=}-\int d X \rho(X) \ln \rho(X) \tag{1.81}
\end{equation*}
$$

where $X$ is some random variable. However, in most cases we encounter a problem since $X$ is a dimensional quantity and the result will depend on the unit that is used to measure $X$. In order to obtain a correct formula, let us start with the original Shannon definition for a discrete set of probabilities (1.14). Next, we insert in this formula the discrete probabilities $p_{k}$ derived from some continuous distribution. For example, let us choose the distribution function for position $\rho(x)$. If $\rho(x)$ does not
change appreciably over the distance $\delta x$, the Shannon entropy defined by (1.15) and (1.16) can be approximated by,

$$
\begin{equation*}
H^{(x)} \approx-\sum_{k=-\infty}^{\infty} \delta x \rho\left(x_{k}\right) \ln \left[\rho\left(x_{k}\right) \delta x\right] \tag{1.82}
\end{equation*}
$$

where $x_{k}=k \delta x$.
We can write the right hand side as a sum of two terms

$$
\begin{equation*}
-\sum_{k=-\infty}^{\infty} \delta x \rho\left(x_{k}\right) \ln \left[\rho\left(x_{k}\right) L\right]-\ln \frac{\delta x}{L} \tag{1.83}
\end{equation*}
$$

where $L$ is some fixed unit of length. The first term is a Riemann sum and in the limit, when $\delta x \rightarrow 0$, it tends to the following integral:

$$
\begin{equation*}
S^{(x)}=-\int_{\mathbb{R}} d x \rho(x) \ln [\rho(x) L] \tag{1.84}
\end{equation*}
$$

This integral may be called the entropy of the continuous distribution $\rho(x)$ or the continuous entropy.

The second term $-\ln (\delta x / L)$ measures the difference between $H^{(x)}$ and $S^{(x)}$. This difference must tend to $\infty$ because the information measured by $H^{(x)}$ grows indefinitely when $\delta x \rightarrow 0$, while $S^{(x)}$ remains finite.

The same reasoning leads to the following definition of the Rényi entropy for a continuous distribution

$$
\begin{equation*}
S_{\alpha}^{(x)}=\frac{1}{1-\alpha} \ln \left(\int_{\mathbb{R}} d x[\rho(x)]^{\alpha} L^{\alpha-1}\right) \tag{1.85}
\end{equation*}
$$

The difference between the Rényi entropies $H_{\alpha}^{(x)}$ and $S_{\alpha}^{(x)}$ does not depend on $\alpha$ and is, therefore, the same as for the Shannon entropies.

### 1.4.3 Uncertainty Relations for Continuous Entropies

We can formulate now uncertainty relations in terms of the Rényi and Shannon entropies for continuous variables, although the operational meaning of these relations is not as clear as for discrete bins. In the proof we shall make use of the Babenko-Beckner inequality (1.46). This inequality may, at first, seem to violate the requirement that it should be invariant under a change of the physical units used to measure the probability distributions $\rho(x)$ and $\tilde{\rho}(k)$. However, it turns out that this inequality is dimensionally correct. To see this, let us assume that we measure position using the unit $L$. It follows from the definition of the Fourier transform (1.18) that to keep this relation invariant, we have to choose $1 / L$ as the unit of $k$. Now,
we multiply the left hand side of (1.46) by 1 written in the form $L^{2-1 / \alpha-1 / \beta}$. After distributing the powers of $L$, we arrive at the inequality

$$
\begin{equation*}
\left(\int_{\mathbb{R}} d x[\rho(x) L]^{\alpha} / L\right)^{1 / \alpha} \leq n(\alpha, \beta)\left(\int_{\mathbb{R}} d k[\tilde{\rho}(k) / L]^{\beta} L\right)^{1 / \beta} \tag{1.86}
\end{equation*}
$$

This inequality is not only explicitly dimensionally correct but it also shows its invariance under a change of the unit. Taking the logarithm of both sides of this inequality and using the relation (1.37), we arrive at the uncertainty relation for the continuous Rényi entropies,

$$
\begin{align*}
S_{\alpha}^{(x)}+S_{\beta}^{(k)} & =\frac{1}{1-\alpha} \ln \left(\int_{\mathbb{R}} d x[\rho(x)]^{\alpha} L^{\alpha-1}\right)+\frac{1}{1-\beta} \ln \left(\int_{\mathbb{R}} d k[\tilde{\rho}(k)]^{\beta} L^{1-\beta}\right) \\
& \geq-\frac{1}{2}\left(\frac{1}{1-\alpha} \ln \frac{\alpha}{\pi}+\frac{1}{1-\beta} \ln \frac{\beta}{\pi}\right) . \tag{1.87}
\end{align*}
$$

Due to the relation

$$
\begin{equation*}
\frac{\alpha}{1-\alpha}+\frac{\beta}{1-\beta}=0, \tag{1.88}
\end{equation*}
$$

the uncertainty relation is invariant under a rescaling of the wave function. In the limit, when both $\alpha$ and $\beta$ tend to 1 , we obtain the uncertainty relation for the Shannon entropies proved in [38] and in [39],

$$
\begin{equation*}
S^{(x)}+S^{(k)}=-\int_{\mathbb{R}} d x \rho(x) \ln \rho(x)-\int_{\mathbb{R}} d k \tilde{\rho}(k) \ln \tilde{\rho}(k) \geq 1+\ln \pi . \tag{1.89}
\end{equation*}
$$

In evaluating this limit by the L'Hôspital rule we assumed that the wave function is normalized,

$$
\begin{equation*}
\int_{\mathbb{R}} d x|\psi(x)|^{2}=1 \tag{1.90}
\end{equation*}
$$

After an arbitrary rescaling of the wave function, the uncertainty relation takes on the form:

$$
\begin{equation*}
S^{(x)}+S^{(k)}=-\int_{\mathbb{R}} d x \rho(x) \ln \rho(x)-\int_{\mathbb{R}} d k \tilde{\rho}(k) \ln \tilde{\rho}(k) \geq N^{2}(1+\ln \pi-4 \ln N), \tag{1.91}
\end{equation*}
$$

where $N$ is the norm of the wave function. We dropped in (1.89) the scale factor $L$ because the sum of the two integrals is invariant under a change of units.

### 1.4.3.1 Gaussian Wave Functions

Gaussian wave functions play a distinguished role in uncertainty relations. They saturate the standard uncertainty relations expressed in terms of standard deviations.

They also saturate the uncertainty relations (1.87) expressed in terms of the Rényi entropies for continuous variables. Thus, unlike their discrete counterparts (1.24) or (1.50), the continuous uncertainty relations are sharp. Gaussians provide also a direct link between the Shannon entropies for continuous variables and the uncertainties measured by the standard deviation. Namely, the Gaussian distribution function gives the maximal value of the Shannon entropy subjected to the conditions of normalization and a given value $\sigma_{x}$ of the standard deviation. To prove this property we shall search for the maximum of the functional:

$$
\begin{equation*}
\int_{\mathbb{R}} d x\left[-\rho(x) \ln \rho(x)+\lambda x^{2} \rho(x)+\mu \rho(x)\right] \tag{1.92}
\end{equation*}
$$

where $\lambda$ and $\mu$ are two Lagrange multipliers introduced to satisfy the constraints:

$$
\begin{gather*}
\int_{\mathbb{R}} d x \rho(x)=1  \tag{1.93a}\\
\int_{\mathbb{R}} d x x^{2} \rho(x)=\sigma_{x}^{2} . \tag{1.93b}
\end{gather*}
$$

Varying the functional (1.92) with respect to $\rho(x)$ we obtain the expression:

$$
\begin{equation*}
-1-\ln \rho(x)+\lambda x^{2}+\mu . \tag{1.94}
\end{equation*}
$$

From the requirement that this expression vanishes, we obtain a Gaussian distribution. Finally, we determine the Lagrange multipliers $\lambda$ and $\mu$ by imposing the constraints (1.93a), (1.93b), and we obtain:

$$
\begin{equation*}
\rho(x)=\frac{1}{\sqrt{2 \pi} \sigma_{x}} e^{-\left(x^{2} / 2 \sigma_{x}^{2}\right)} \tag{1.95}
\end{equation*}
$$

This extremum is a true maximum since the entropy is a strictly concave functional of $\rho(x)$ [38].

### 1.5 Generalizations and Extensions

In this chapter we present a generalization of the entropic uncertainty relations to cover mixed states and an extension of these relations to angular variables. We shall also introduce uncertainty relations in phase space. Next, we return to the problem of mutually unbiased bases, mentioned already in Sect. 1.4.1.3. Finally, we show a connection between the entropic uncertainty relations and the logarithmic Sobolev inequalities. Other extensions of mathematical nature of the entropic uncertainty relations were recently published by Zozor et al. [55].

### 1.5.1 Uncertainty Relations for Mixed States

Let us take a set of normalized wave functions $\psi_{i}(x)$ that determine the probability distributions $\rho_{i}(x)$. Using these distributions we may define the probability distribution for a mixed state:

$$
\begin{equation*}
\rho_{\text {mix }}(x)=\sum_{i} \lambda_{i} \rho_{i}(x) . \tag{1.96}
\end{equation*}
$$

The sum may be finite or infinite. Alternatively, we may start from the density operator $\hat{\rho}$ and define the probability density as the diagonal matrix element $\rho_{\text {mix }}(x)=$ $\langle x| \hat{\rho}|x\rangle$. The positive coefficient $\lambda_{i}$ determines the probability with which the state described by $\psi_{i}(x)$ enters the mixture. The normalization condition $\operatorname{Tr}\{\hat{\rho}\}=1$, or the basic property of probabilities, require that

$$
\begin{equation*}
\sum_{i} \lambda_{i}=1 \tag{1.97}
\end{equation*}
$$

For each $\psi_{i}(x)$ we may introduce its Fourier transform $\tilde{\psi}_{i}(k)$ and then define the probability distribution $\tilde{\rho}_{i}(k)$ in momentum space.

$$
\begin{equation*}
\tilde{\rho}_{\text {mix }}(k)=\sum_{i} \lambda_{i} \tilde{\rho}_{i}(k) . \tag{1.98}
\end{equation*}
$$

This function can also be viewed as the momentum representation of the density operator, $\tilde{\rho}_{\text {mix }}(k)=\langle k| \hat{\rho}|k\rangle$.

We begin with the following sum of Babenko-Beckner inequalities (1.46) with wave functions $\psi_{i}(x)$ and $\tilde{\psi}_{i}(k)$ and with some weights $\lambda_{i}$ :

$$
\begin{equation*}
\sum_{i} \lambda_{i}\left(\int_{\mathbb{R}} d x\left|\rho_{i}(x)\right|^{\alpha}\right)^{1 / \alpha} \leq n(\alpha, \beta) \sum_{i} \lambda_{i}\left(\int_{\mathbb{R}} d k\left|\tilde{\rho}_{i}(k)\right|^{\beta}\right)^{1 / \beta} \tag{1.99}
\end{equation*}
$$

To find the uncertainty relation for the mixed state we shall use now the Minkowski inequality [33] as was done in [44]. For $\alpha \geq 1$ and for an arbitrary set of nonnegative functions $f_{i}(x)$ the Minkowski inequality reads:

$$
\begin{equation*}
\left(\int_{\mathbb{R}} d x\left|\sum_{i} f_{i}(x)\right|^{\alpha}\right)^{1 / \alpha} \leq \sum_{i}\left(\int_{\mathbb{R}} d x\left|f_{i}(x)\right|^{\alpha}\right)^{1 / \alpha} \tag{1.100}
\end{equation*}
$$

Since for $\alpha \geq 1$ we have $\beta \leq 1$, the Minkowski inequality gets inverted. Choosing another set of nonnegative functions $g_{i}(k)$ we obtain:

$$
\begin{equation*}
\sum_{i}\left(\int_{\mathbb{R}} d k\left|g_{i}(k)\right|^{\beta}\right)^{1 / \beta} \leq\left(\int_{\mathbb{R}} d k\left|\sum_{i} g_{i}(k)\right|^{\beta}\right)^{1 / \beta} \tag{1.101}
\end{equation*}
$$

Substituting now $f_{i}(x)=\lambda_{i} \rho_{i}(x)$ in (1.100) and $g_{i}(k)=\lambda_{i} \tilde{\rho}_{i}(k)$ in (1.101) we obtain two inequalities involving the densities for mixed states:

$$
\begin{equation*}
\left(\int_{\mathbb{R}} d x\left|\rho_{\operatorname{mix}}(x)\right|^{\alpha}\right)^{1 / \alpha} \leq \sum_{i} \lambda_{i}\left(\int_{\mathbb{R}} d x\left|\rho_{i}(x)\right|^{\alpha}\right)^{1 / \alpha} \tag{1.102}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i} \lambda_{i}\left(\int_{\mathbb{R}} d k\left|\tilde{\rho}_{i}(k)\right|^{\beta}\right)^{1 / \beta} \leq\left(\int_{\mathbb{R}} d k\left|\tilde{\rho}_{\text {mix }}(k)\right|^{\beta}\right)^{1 / \beta} \tag{1.103}
\end{equation*}
$$

Putting together the inequalities (1.99), (1.102), and (1.103) we obtain the generalization of the Babenko-Beckner inequality for mixed states:

$$
\begin{equation*}
\left(\int_{\mathbb{R}} d x\left[n \rho_{\text {mix }}(x)\right]^{\alpha}\right)^{1 / \alpha} \leq n(\alpha, \beta)\left(\int_{\mathbb{R}} d k\left[\tilde{\rho}_{\text {mix }}(k)\right]^{\beta}\right)^{1 / \beta} \tag{1.104}
\end{equation*}
$$

From this inequality we can prove the uncertainty relations (1.50) and (1.51) for mixed states in the same manner as we have done it for pure states.

### 1.5.2 Uncertainty Relations for Angles and Angular Momenta

In Sect. 1.2.5 we gave the uncertainty relation for angle $\varphi$ and angular momentum $M$ in terms of the Shannon entropy. Now we are going to prove this relation in a more general case of the Rényi entropy. To this end we shall repeat and extend the previous definitions.

### 1.5.2.1 The Uncertainty Relation for a Particle on a Circle

We have discussed this problem already in Sect. 1.2.5 and now we shall provide the proofs of the uncertainty relations. The proof of the uncertainty relation (1.34) in the general case of the Rényi entropy will be given in two steps.

First, we quote the Young-Hausdorff inequality for the Fourier series [44]:

$$
\begin{equation*}
\left(\int_{0}^{2 \pi} d \varphi|\psi(\varphi)|^{2 \alpha}\right)^{1 / \alpha} \leq(2 \pi)^{1 / 4 \alpha-1 / 4 \beta}\left(\sum_{m=-\infty}^{\infty}\left|c_{m}\right|^{2 \beta}\right)^{1 / \beta} \tag{1.105}
\end{equation*}
$$

The coefficients $\alpha$ and $\beta$ fulfill the standard relations (1.37). Upon comparing the left hand side in (1.105) with the definition (1.32), we see that we can use again the Jensen inequality for convex functions to obtain:

$$
\begin{equation*}
\delta \varphi^{1-\alpha} q_{n}^{\alpha}=\delta \varphi^{1-\alpha}\left(\int_{n \delta \varphi}^{(n+1) \delta \varphi} d \varphi|\psi(\varphi)|^{2}\right)^{\alpha} \leq \int_{n \delta \varphi}^{(n+1) \delta \varphi} d \varphi|\psi(\varphi)|^{2 \alpha} \tag{1.106}
\end{equation*}
$$

Next, we do summation over $n$ :

$$
\begin{equation*}
\delta \varphi^{1-\alpha} \sum_{n=0}^{N-1} q_{n}^{\alpha} \leq \int_{0}^{2 \pi} d \varphi|\psi(\varphi)|^{2 \alpha} \tag{1.107}
\end{equation*}
$$

Putting the inequalities (1.105) and (1.107) together, we find:

$$
\begin{equation*}
(\delta \varphi)^{1 / \alpha-1}\left(\sum_{n=0}^{N-1} q_{n}^{\alpha}\right)^{1 / \alpha} \leq(2 \pi)^{1 / 4 \alpha-1 / 4 \beta}\left(\sum_{m=-\infty}^{\infty}\left|c_{m}\right|^{2 \beta}\right)^{1 / \beta} \tag{1.108}
\end{equation*}
$$

This inequality will lead us directly to the final form of the uncertainty relation for the Rényi entropy. To this end let us define the Rényi entropy for angle and angular momentum in a following form:

$$
\begin{align*}
H_{\alpha}^{(\varphi)} & =\frac{1}{1-\alpha} \ln \left[\sum_{n=0}^{N-1} q_{n}^{\alpha}\right],  \tag{1.109}\\
H_{\beta}^{(M)} & =\frac{1}{1-\beta} \ln \left[\sum_{m=-\infty}^{\infty} p_{m}^{\beta}\right], \tag{1.110}
\end{align*}
$$

where $p_{m}=\left|c_{m}\right|^{2}$. Taking the logarithm of both sides of (1.108), multiplying by $\beta /(1-\beta)$, and identifying the Rényi entropies (1.109) and (1.110), we obtain final inequality:

$$
\begin{equation*}
H_{\alpha}^{(\varphi)}+H_{\beta}^{(M)} \geq-\ln \frac{\delta \varphi}{2 \pi}=\ln N \tag{1.111}
\end{equation*}
$$

As in the case of Maassen-Uffink result (1.79), the right hand side of the inequality (1.111) is independent on the parameters $\alpha$ and $\beta$.

This uncertainty relation can be also applied to a different physical situation. Let us consider the state vectors of a harmonic oscillator expanded in the Fock basis,

$$
\begin{equation*}
|\psi\rangle=\sum_{n=0}^{\infty} c_{n}|n\rangle \tag{1.112}
\end{equation*}
$$

Every such state can be described by a function of $\varphi$ defined by [56]:

$$
\begin{equation*}
\psi(\varphi)=\sum_{n=0}^{\infty} c_{n} e^{i m \varphi} \tag{1.113}
\end{equation*}
$$

The only difference between this wave function and the wave function for a particle on a circle is the restriction to nonnegative values of $n$. Therefore, the inequalities (1.35) and (1.111) still hold but they have now a different physical interpretation. The value of $n$ determines the amplitude and the angle $\varphi$ is the phase of the harmonic oscillation. This interpretation is useful in quantum electrodynamics where $n$
becomes the number of photons in a given mode and $\varphi$ is the phase of the electromagnetic field.

### 1.5.2.2 The Uncertainty Relation for a Particle on the Surface of a Sphere

The uncertainty relation (1.111) may be called "the uncertainty relation on a circle", because the variable $\varphi$ varies from 0 to $2 \pi$. We may ask, whether there is an uncertainty relation for a particle on the surface of a sphere. The answer is positive [57] and to find the uncertainty relation we shall parameterize this surface by the azimuthal angle $\varphi \in[0,2 \pi]$ and the polar angle $\theta \in[0, \pi]$. The wave functions on a sphere $\psi(\theta, \varphi)$ can be expanded into spherical harmonics:

$$
\begin{equation*}
\psi(\theta, \varphi)=\frac{1}{\sqrt{2 \pi}} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} c_{l m} Y_{l}^{m}(\theta, \varphi) \tag{1.114}
\end{equation*}
$$

This expansion gives us a set of probabilities $\left|c_{l m}\right|^{2}$ which can be used to construct the Rényi entropy for the square of the angular momentum, determined by $l$, and for the projection of the angular momentum on the $z$ axis, determined by $m$. As in the case of a particle moving on a circle the two characteristics of the state-angular position and angular momentum-are complementary.

There is one mathematical property of spherical harmonics that will help us to derive the uncertainty relation. Namely, when $m=l$ then for large $l$ the function $Y_{l}^{m}$ is to a very good approximation localized in the neighborhood of the equator where $\theta=\pi / 2$. In other words, if we divide the $\theta$ range into equal parts with length $\delta \theta$ then for every $\varepsilon$ we can find sufficiently large $l$ such that the following relation holds (the modulus of the spherical harmonic does not depend on $\varphi$ ):

$$
\begin{equation*}
\int_{\pi / 2-\delta \theta / 2}^{\pi / 2+\delta \theta / 2} d \theta\left|Y_{l}^{l}(\theta, \varphi)\right|^{2}=1-\varepsilon \tag{1.115}
\end{equation*}
$$

This property follows from the fact that $\left|Y_{l}^{l}(\theta, \varphi)\right|^{2}=N|\sin \theta|^{2 l}$. Of course, the smaller is the value of $\delta \theta$, the larger $l$ is required to localize the wave function.

To define the Rényi entropies in the standard way we need the probability distributions in angular momentum $p_{l m}=\left|c_{l m}\right|^{2}$ and in the position on the sphere

$$
\begin{equation*}
q_{i j}=\int_{i \delta \theta}^{(i+1) \delta \theta} d \theta \sin \theta \int_{j \delta \varphi}^{(j+1) \delta \varphi} d \varphi|\psi(\theta, \varphi)|^{2} \tag{1.116}
\end{equation*}
$$

From the argument about localizability of the wave function near the equatorial plane we deduce that for a fixed (sufficiently large) value of $l$ we can have the localization in one bin in the variable $\theta$. Therefore, $l$ and $\theta$ can be eliminated and we are left with the uncertainty relation in the projection of the angular momentum on the $z$ axis and the azimuthal angle $\varphi$. The uncertainty relation in these variables has already been established and it will have the same form (1.111) for the sphere.

A complete proof of this fact is a bit more subtle and can be found in [57]. The introduction of a preferred direction associated with the projection of the angular momentum is rather artificial and it would be interesting to find a rotationally invariant form of the uncertainty relation. It would also be of interest to find generalizations of the uncertainty relation (1.111) to more dimensions and to functions defined on manifolds different from the surface of a sphere.

### 1.5.3 Uncertainty Relations in Phase Space

The next topic in this review is a "phase-space approach" to the uncertainty relations. We shall rewrite the sum of the Shannon entropies for position and momentum in a more symmetric way and we shall extend this symmetric description to the mixed states.

To this end we rewrite the sum of the expressions (1.16) and (1.19) for the Shannon entropies in the following, compact form:

$$
\begin{equation*}
H^{(x)}+H^{(k)}=-\sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} f_{i j} \ln \left(f_{i j}\right) \tag{1.117}
\end{equation*}
$$

where:

$$
\begin{equation*}
f_{i j}=q_{i} p_{j}=\int_{(i-1 / 2) \delta x}^{(i+1 / 2) \delta x} d x \int_{(j-1 / 2) \delta k}^{(j+1 / 2) \delta k} d k|\psi(x) \tilde{\psi}(k)|^{2} . \tag{1.118}
\end{equation*}
$$

In this way, the uncertainty relation (1.24) becomes an inequality involving just one function $f_{1}(x, k)=\psi(x) \tilde{\psi}(k)^{*}$ defined on the phase space. This rearrangement is not so trivial when we extend it to the mixed states. For a density operator $\hat{\rho}$ we define the function:

$$
\begin{equation*}
f(x, k)=\langle x| \hat{\rho}|k\rangle . \tag{1.119}
\end{equation*}
$$

If the density operator represents a pure state, so that $\hat{\rho}=|\psi\rangle\langle\psi|$ we obtain the previous case $f(x, k)=f_{1}(x, k)$ but for mixed states the function (1.119) is not a simple product. Next, we define the two dimensional Fourier transform of $f(x, k)$ :

$$
\begin{align*}
\tilde{f}(\lambda, \mu) & =\frac{1}{2 \pi} \int_{\mathbb{R}} d x e^{-i \lambda x} \int_{\mathbb{R}} d k e^{i k \mu} f(x, k) \\
& =\langle\lambda|\left(\int_{\mathbb{R}} d x|x\rangle\langle x|\right) \hat{\rho}\left(\int_{\mathbb{R}} d k|k\rangle\langle k|\right)|\mu\rangle \\
& =\langle\lambda| \hat{\rho}|\mu\rangle=\langle\mu| \hat{\rho}|\lambda\rangle^{*}=f(\mu, \lambda)^{*}, \tag{1.120}
\end{align*}
$$

where we used the following representation of the Fourier transform kernels:

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi}} e^{-i \lambda x}=\langle\lambda \mid x\rangle, \tag{1.121a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi}} e^{i k \mu}=\langle k \mid \mu\rangle \tag{1.121b}
\end{equation*}
$$

The quantities in parentheses in this formula are the resolutions of the identity and were replaced by 1 . Thus, the function $f$ and its Fourier transform $\tilde{f}$ differ only in phase,

$$
\begin{equation*}
|f|=|\tilde{f}| \tag{1.122}
\end{equation*}
$$

and we obtain:

$$
\begin{equation*}
H^{(x, k)}=H^{(\mu, \lambda)} \tag{1.123}
\end{equation*}
$$

For the function $f_{1}$ this is, of course, a trivial conclusion. Because of (1.123) the uncertainty relation for the Shannon entropies becomes a relation that involves only one entropy, defined in terms of a single function $f$. The price paid for this simpler form of the uncertainty relation is the additional condition (1.122) that must be obeyed by the function $f(x, k)$.

### 1.5.4 Mutually Unbiased Bases

In Sect. 1.4.1.3 we have introduced the notion of mutually unbiased bases (MUB) and we discussed the Maassen-Uffink lower bound for these bases. In this subsection we are going to present several other uncertainty relations of this type. To this end, we introduce in a $D$-dimensional Hilbert space $\mathcal{H}_{D}$ a system of $M$ orthonormal bases $B^{m}=\left\{\left|b_{i}^{m}\right\rangle, i \in 1, \ldots, D\right\}, m \in 1, \ldots, M$. Two bases $B^{m}$ and $B^{n}$ are mutually unbiased bases if and only if [58] for each pair of vectors:

$$
\begin{equation*}
\left|\left\langle b_{i}^{m} \mid b_{j}^{n}\right\rangle\right|^{2}=\frac{1}{D} \tag{1.124}
\end{equation*}
$$

One may ask how many mutually unbiased bases can be found in $\mathcal{H}_{D}$ ? In other words how does the number $M_{\max }$ depends on $D$. There is no general answer to this question. It was found in [59] that if $D$ is a prime number then $M_{\max }=D+1$.

We have already given the uncertainty relations (1.79) for two MUB's related by the discrete Fourier transformation. A straightforward generalization of these relations involves a sum over several MUB's. Let us denote by $H^{(m)}$ the Shannon entropy for the $m$-th base:

$$
\begin{gather*}
H^{(m)}=-\sum_{i=1}^{D} p_{i}^{m} \ln p_{i}^{m},  \tag{1.125}\\
p_{i}^{m}=\left|\left\langle b_{i}^{m} \mid \psi\right\rangle\right|^{2} . \tag{1.126}
\end{gather*}
$$

Adding the uncertainty relations (1.79) for every pair of MUB's, we obtain [60]:

$$
\begin{equation*}
\sum_{m=1}^{M} H^{(m)} \geq \frac{M}{2} \ln D \tag{1.127}
\end{equation*}
$$

When $D$ is a prime number and we put $M=D+1$ then the relation (1.127) reads:

$$
\begin{equation*}
\sum_{m=1}^{D+1} H^{(m)} \geq \frac{(D+1)}{2} \ln D \tag{1.128}
\end{equation*}
$$

but this bound is rather poor. Sánchez [61] found a better lower bound,

$$
\begin{equation*}
\sum_{m=1}^{D+1} H^{(m)} \geq(D+1) \ln \frac{D+1}{2} \tag{1.129}
\end{equation*}
$$

The reader can find extensions of the uncertainty relations of this type in [60] and [58]. Recently in [62] another refinement of the inequality (1.127) has been obtained,

$$
\begin{equation*}
\sum_{m=1}^{M} H^{(m)} \geq M \ln \frac{M D}{M+D-1} \tag{1.130}
\end{equation*}
$$

For $M \geq 1+\sqrt{D}$ this inequality is stronger than (1.127).

### 1.5.5 Logarithmic Sobolev Inequality

In this subsection we find a direct relation between the standard Heisenberg uncertainty relation and the entropic uncertainty relation. This will be done with the use of a different mathematical tool-the logarithmic Sobolev inequality and its inverse. We start with the inequalities for the continuous entropy (1.84). The logarithmic Sobolev inequality for the Shannon entropy proved in [63] reads:

$$
\begin{equation*}
S^{(x)} \geq \frac{1}{2}(1+\ln 2 \pi)-\frac{1}{2} \ln \left[L^{2} \int_{\mathbb{R}} d x \frac{1}{\rho(x)}\left|\frac{d \rho(x)}{d x}\right|^{2}\right] \tag{1.131}
\end{equation*}
$$

The important feature of this inequality is that we have only one function $\rho(x)$. Therefore, we do not need conjugate variables (momentum) to obtain a lower bound of the Shannon entropy (1.84). On the other hand, the right hand side of (1.131) depends on $\rho(x)$, so it is a functional relation rather than an uncertainty relation. In order to obtain an uncertainty relation, we shall exploit the inverse logarithmic Sobolev inequality proved in [64]:

$$
\begin{equation*}
S^{(x)} \leq \frac{1}{2}(1+\ln 2 \pi)+\ln L \sigma_{x}, \tag{1.132}
\end{equation*}
$$

where $\sigma_{x}$ is the standard deviation (1.4). Since this inequality involves only one distribution function, we can write it also for the probability density in momentum space $\tilde{\rho}(k)$ :

$$
\begin{equation*}
S^{(k)} \leq \frac{1}{2}(1+\ln 2 \pi)+\ln \left(\sigma_{k} / L\right) . \tag{1.133}
\end{equation*}
$$

Evaluating the exponential function of the sum of the inequalities (1.132) and (1.133), we obtain a refined version of the Heisenberg uncertainty relation [38, 65]:

$$
\begin{equation*}
\sigma_{x} \sigma_{k} \geq \frac{1}{2} \exp \left(S^{(x)}+S^{(k)}-1-\ln \pi\right) \geq \frac{1}{2} . \tag{1.134}
\end{equation*}
$$

This uncertainty relation is stronger than the standard Heisenberg uncertainty relation. Whenever the sum of the Shannon entropies exceeds its lower bound $1+\ln \pi$, we obtain a stronger bound for $\sigma_{x} \sigma_{k}$ than the standard $1 / 2$. Note that the uncertainty relation (1.134) holds for any pair of distributions. They do not have to be related by the Fourier transformation of the wave functions.
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# Chapter 2 <br> Derivation of Generalized von Weizsäcker Kinetic Energies from Quasiprobability Distribution Functions 

Debajit Chakraborty and Paul W. Ayers


#### Abstract

The Fisher Information of the electronic distribution functions is closely related to the von Weizsäcker kinetic energy functional. We show how generalizations of the Weizsäcker kinetic energy density functional can be derived from the canonical momentum-space expression for the kinetic energy and extend this result to higher-order electron distribution functions.


### 2.1 Introduction

One of the biggest challenges in density-functional theory (DFT) and its manyelectron generalizations is formulating an approximate kinetic energy functional. The Weizsäcker family of functionals [1-3] is particularly useful, at least at a theoretical level, because the form of the functional,

$$
\begin{equation*}
T_{w}[p] \propto \int \frac{\nabla p(\tau) \cdot \nabla p(\tau)}{8 p(\tau)} d \tau \tag{2.1}
\end{equation*}
$$

is preserved, whether $p(\boldsymbol{\tau})$ is a one-electron, two-electron, or many-electron distribution function. Moreover, for the $N$-electron distribution function, $p(\boldsymbol{\tau})=$ $|\Psi(\tau)|^{2}$, the Weizsäcker functional form is exact [4,5]. In this book chapter we will elucidate some properties of the Weizsäcker kinetic energy form, elucidating its link to information theory (Fisher information) and also to the momentum-space equation for the kinetic energy.

### 2.2 Fisher Information

The Fisher information, $I[p]$, of a probability distribution function, $p(\mathbf{x})$, measures the local inhomogeneity of the system [6]. For a unimodal distribution, it is a mea-

[^1]sure of the compactness of $p(\mathbf{x})$. For a multimodal distribution, $I[p]$ is a measure of "peakiness." As stressed by Frieden, nature seems to favor extreme values of the Fisher information, and many of the laws and governing equations of physics can be obtained by minimizing/maximizing the Fisher information subject to appropriate physical constraints [7]. An early derivation of the Schrödinger equation by minimizing the Fisher information was given by Sears, Parr, and Dinur [5]. A recent review by Nalewajski features the many ways Fisher information is used in quantum chemistry and, more generally, molecular electronic structure theory [8].

Suppose that a probability distribution function depends parametrically on parameters $\boldsymbol{\theta}$. Denote the probability of observing data value $\mathbf{x}$ given that the parameters have values $\boldsymbol{\theta}$ as $p(\mathbf{x} \mid \boldsymbol{\theta})$. In general, $\boldsymbol{\theta}$ is a vector containing multiple parameters. The Fisher information indicates how much information we gain about the value of the parameters by measuring x. For one data value and one parameter, the Fisher information is simply,

$$
\begin{align*}
I[p] & =\int p(\mathbf{x} \mid \theta)\left(\frac{\partial \ln (p(\mathbf{x} \mid \theta))}{d \theta}\right)^{2} d \mathbf{x} \\
& =\int \frac{1}{p(\mathbf{x} \mid \theta)}\left(\frac{\partial p(\mathbf{x} \mid \theta)}{d \theta}\right)^{2} d \mathbf{x} \tag{2.2}
\end{align*}
$$

For multiple parameters, this expression generalizes to

$$
\begin{equation*}
I[p]=\int \frac{\nabla_{\theta} p(\mathbf{x} \mid \theta) \cdot \nabla_{\theta} p(\mathbf{x} \mid \theta)}{p(\mathbf{x} \mid \theta)} d \mathbf{x} . \tag{2.3}
\end{equation*}
$$

Owing to the Heisenberg momentum-position uncertainty principle, in quantum mechanics we cannot measure the position of particles exactly. What can we say about the true position of a particle if we observe it at the point $\mathbf{x}$ ? Let $\boldsymbol{\theta}$ be the position of the particle; this is the quantity we are trying to estimate. The fluctuation of the observed position of the particle from its true position must be translationally invariant. This means that $p(\mathbf{x} \mid \boldsymbol{\theta})=p(\mathbf{x}-\boldsymbol{\theta})$ [7]. Inserting this expression into (2.3) and making the substitution $\mathbf{y}=\mathbf{x}-\boldsymbol{\theta}$ gives

$$
\begin{align*}
I[p] & =\int \frac{\nabla p(\mathbf{y}) \cdot \nabla p(\mathbf{y})}{p(\mathbf{y})} d \mathbf{y} \\
& =\int p(\mathbf{y})|\nabla(\ln p(\mathbf{y}))|^{2} d \mathbf{y} \tag{2.4}
\end{align*}
$$

This particular manifestation of the Fisher information is sometimes called the Fisher information of locality, because it captures the inherent delocalization of quantum mechanical particles [4].

The preceding derivation may be criticized in the context of molecular electronic structure theory because when one makes the Born-Oppenheimer approximation, the electronic coordinates $\mathbf{x}$ are no longer translationally invariant because the nuclei are at fixed positions in space. We will not worry about the epistemological issue
in this paper, because (2.4) may be interpreted even if one questions the appropriateness of this derivation in electronic structure theory. The Fisher information measure from (2.4) measures the amount of local inhomogeneity in the system [6]. For a unimodal distribution, it is a measure of the compactness of $p(\mathbf{x})$. For a multimodal distribution, $I[p]$ is a measure of "peakiness."

As stressed by Frieden, nature seems to favor extreme values of the Fisher information, and many of the laws and governing equations of physics can be obtained by minimizing/maximizing the Fisher information subject to appropriate physical constraints [7]. An early derivation of the Schrödinger equation from minimizing the Fisher information was given by Sears, Parr, and Dinur [5].

In his prescient work, Fisher introduced the probability amplitude, $|\psi(\mathbf{x})|^{2}=$ $p(\mathbf{x})$. In terms of the probability amplitude, (2.4) takes a form reminiscent of the quantum mechanical kinetic energy,

$$
\begin{equation*}
I[\psi]=4 \int \nabla \psi^{*}(\mathbf{x}) \cdot \nabla \psi(\mathbf{x}) d \mathbf{x} \sim 8 T[\psi] \tag{2.5}
\end{equation*}
$$

This form is the starting point for the derivation of the Schrödinger equation from the principle of extreme physical information [4, 5, 7]. Equation (2.5) is more general, however, because $\psi(\mathbf{x})$ does not have to be a wavefunction.

Now let us consider the Fourier transform of the probability amplitude,

$$
\begin{align*}
& \hat{\psi}(\mathbf{p})=\left(\frac{1}{2 \pi}\right)^{d / 2} \int e^{i \mathbf{p} \cdot \mathbf{x}} \psi(\mathbf{x}) d \mathbf{x}, \\
& \psi(\mathbf{x})=\left(\frac{1}{2 \pi}\right)^{d / 2} \int e^{-i \mathbf{p} \cdot \mathbf{x}} \hat{\psi}(\mathbf{p}) d \mathbf{p} . \tag{2.6}
\end{align*}
$$

Using identities from Fourier analysis and defining the momentum-space probability distribution function in the obvious way, $p(\mathbf{p})=|\bar{\psi}(\mathbf{p})|^{2}$, we can write

$$
\begin{equation*}
I[\psi]=4 \int \mathbf{p} \cdot \mathbf{p}|\hat{\psi}(\mathbf{p})|^{2} d \mathbf{p} \sim 8 T[\psi] . \tag{2.7}
\end{equation*}
$$

The derivation of (2.7) will be expounded upon later. For now it suffices to note that a very similar derivation may be found in chapter three of Frieden's book [7]. Equation (2.7) is intuitive: the amount of information that can be obtained about position is proportional to the variance of the momentum. It is appealing that the most common of all measures of uncertainty-the variance-Fourier transforms into the Fisher information.

### 2.3 Kinetic Energy

Even though the electronic kinetic energy is readily computed from the $N$-electron wavefunction,

$$
\begin{align*}
T[\Psi]= & \iint \cdots \int \Psi^{*}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right)\left(\sum_{i=1}^{N}-\frac{1}{2} \nabla_{i}^{2}\right) \\
& \times \Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right) d \mathbf{r}_{1} d \mathbf{r}_{2} \ldots d \mathbf{r}_{N} \\
= & \iint \cdots \int \sum_{i=1}^{N} \frac{1}{2} \nabla_{i} \Psi^{*}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right) \\
& \times \nabla_{i} \Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right) d \mathbf{r}_{1} d \mathbf{r}_{2} \ldots d \mathbf{r}_{N}, \tag{2.8}
\end{align*}
$$

the problem of approximating the kinetic energy directly from the electron density persists. In (2.8), and throughout the remainder of this article, atomic units (where $\hbar=m_{e}=1$ ) are used.

It is impossible to review even a small fraction of the literature on kinetic energy density functionals. The discipline started with the work of Thomas and Fermi [ 9,10 ] followed soon after by von Weizsäcker [1]. In the late 1970's, the gradient expansion approximation for kinetic energy of nearly uniform electron densities was performed to high order, and shown to diverge for atomic and molecular electron densities [11, 12]. Most recent work has focused on approaches that incorporate information about the exact linear response function of the uniform electron gas [13-16]. We refer the interested reader to recent articles with a review-like character [14, 17-22].

We wish to focus on two aspects of kinetic energy functionals in this paper. First, we will focus on the Weizsäcker functional. Many authors have suggested that the Weizsäcker functional is a good starting point for kinetic energy functionals [13, 17, 23-35] partly because it ensures the correct behavior at the nuclear-electron cusps and also in the asymptotic decaying tails of the electron density. The Weizsäcker functional is, in its spin-resolved form,

$$
\begin{equation*}
T_{w}^{(1)}\left[\rho_{\sigma}\right]=\sum_{\sigma=\alpha, \beta} \int \frac{\nabla \rho_{\sigma}(\mathbf{r}) \cdot \nabla \rho_{\sigma}(\mathbf{r})}{8 \rho_{\sigma}(\mathbf{r})} d \mathbf{r} \tag{2.9}
\end{equation*}
$$

where the spin density is given by the expression

$$
\begin{equation*}
\rho_{\sigma}(\mathbf{r})=\langle\Psi| \sum_{i=1}^{N}|\sigma(i)\rangle \delta\left(\mathbf{r}_{i}-\mathbf{r}\right)\langle\sigma(i)||\Psi\rangle \tag{2.10}
\end{equation*}
$$

and is normalized to the number of electrons with the specified spin,

$$
\begin{equation*}
N_{\sigma}=\int \rho_{\sigma}(\mathbf{r}) d \mathbf{r} \tag{2.11}
\end{equation*}
$$

The electron density is nonnegative but because it is not normalized to one, it is not a probability distribution function. For this reason, it is sometimes more convenient to work with the so-called shape functions [36-39]

$$
\begin{equation*}
p_{\sigma}(\mathbf{r})=\frac{\rho_{\sigma}(\mathbf{r})}{N_{\sigma}} \tag{2.12}
\end{equation*}
$$

The Weizsäcker functional is then

$$
\begin{equation*}
T_{w}^{(1)}\left[p_{\sigma}\right]=\sum_{\sigma=\alpha, \beta} N_{\sigma} \int \frac{\nabla p_{\sigma}(\mathbf{r}) \cdot \nabla p_{\sigma}(\mathbf{r})}{8 p_{\sigma}(\mathbf{r})} d \mathbf{r} \tag{2.13}
\end{equation*}
$$

The shape function is usually denoted $\sigma(\mathbf{r})$, but we will use the nonstandard notation in (2.12) to avoid confusion with the spin index.

The second aspect of kinetic energy functionals we wish to focus on is the momentum-space representation. In momentum space, the kinetic energy is a simple and explicit functional of the momentum density,

$$
\begin{equation*}
T=\sum_{\sigma=\alpha, \beta} \int \frac{1}{2}(\mathbf{p} \cdot \mathbf{p}) \rho_{\sigma}(\mathbf{p}) d \mathbf{p} \tag{2.14}
\end{equation*}
$$

The momentum density is defined by an expression just like (2.10), but now the Fourier-transformed wavefunctions (denoted $\widehat{\Psi}$; cf. (2.6)) are used,

$$
\begin{equation*}
\Pi_{\sigma}(\mathbf{p})=\langle\widehat{\Psi}| \sum_{i=1}^{N}|\sigma(i)\rangle \delta\left(\mathbf{p}_{i}-\mathbf{p}\right)\langle\sigma(i)||\hat{\Psi}\rangle \tag{2.15}
\end{equation*}
$$

Notice that the momentum density is not the Fourier transform of the position density; this will be important later in our analysis when we try to approximate the kinetic energy functional.

There is another perspective that is intermediate between the position-space and momentum-space approach; this perspective is based on quasiprobability distribution functions [40-42]. In classical mechanics, one can generate a phase-space distribution function, $f(\mathbf{r}, \mathbf{p})$ that represents the probability of observing a particle at the point $\mathbf{r}$ with momentum $\mathbf{p}$. In quantum mechanics, the Heisenberg uncertainty principle forbids measuring the position and momentum of a particle simultaneously, and there are innumerably many choices for $f(\mathbf{r}, \mathbf{p})$. Given a quasiprobability distribution function, however, the local kinetic energy [43-46],

$$
\begin{equation*}
t_{\sigma}(\mathbf{r})=\int \frac{1}{2}(\mathbf{p} \cdot \mathbf{p}) f_{\sigma}(\mathbf{r}, \mathbf{p}) d \mathbf{p} \tag{2.16}
\end{equation*}
$$

and the total kinetic energy,

$$
\begin{equation*}
T=\sum_{\sigma=\alpha, \beta} \int t_{\sigma}(\mathbf{r}) d \mathbf{r} \tag{2.17}
\end{equation*}
$$

are readily evaluated.
The one-electron quasiprobability distribution function can be computed from the one-electron reduced density matrix, [42, 46-48]

$$
\gamma_{\sigma \sigma}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=N_{\sigma} \iiint \cdots \int\left[\begin{array}{c}
\Psi^{*}\left(\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right)  \tag{2.18}\\
\times\left(|\sigma(1)\rangle \delta\left(\mathbf{r}_{1}^{\prime}-\mathbf{r}^{\prime}\right) \delta\left(\mathbf{r}_{1}-\mathbf{r}\right)\langle\sigma(1)|\right) \\
\\
\times \Psi\left(\mathbf{r}_{1}^{\prime}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right) d \mathbf{r}_{1} d \mathbf{r}_{1}^{\prime} d \mathbf{r}_{2} \ldots d \mathbf{r}_{N}
\end{array}\right],
$$

by the equation,

$$
\begin{equation*}
f_{\sigma}(\mathbf{r}, \mathbf{p})=\left(\frac{1}{2 \pi}\right)^{6} \iiint e^{-i \tau \cdot \mathbf{p}} e^{-i \theta \cdot(\mathbf{r}-\mathbf{u})} g(\theta, \tau) \gamma_{\sigma \sigma}\left(\mathbf{u}+\frac{1}{2} \tau, \mathbf{u}-\frac{1}{2} \tau\right) d \mathbf{u} d \theta d \tau \tag{2.19}
\end{equation*}
$$

where the function $g(\boldsymbol{\theta}, \boldsymbol{\tau})$ is any function that is well-behaved enough for the integral to exist that satisfies the constraints

$$
\begin{align*}
& g(\theta, \tau=0)=g(\theta=0, \tau)=1,  \tag{2.20}\\
& (g(\theta, \tau))^{*}=g(-\theta,-\tau) .
\end{align*}
$$

The most popular choice, $g=1$, corresponds to the Wigner distribution [40]. Quasiprobability distribution functions for many-electron reduced density matrices are computed from very similar formulas.

Every kinetic energy density functional is based on some choice, whether implicit or explicit, for the momentum density and/or the quasiprobability distribution function.

### 2.4 Generalized Weizsäcker Forms of the Kinetic Energy

Notice that the Weizsäcker kinetic energy functional, (2.13), strongly resembles the form of the Fisher information, (2.4). Similarly, the exact kinetic energy functional, (2.14) recalls the momentum-space formula for the Fisher information, (2.7). Is there some way to, using the link to momentum space, improve the Weizsäcker functional so that it is more accurate? Can formulating a momentum-density or quasiprobability distribution version of the Weizsäcker functional give some insight into the functional?

Since the Weizsäcker functional depends only on the electron density in position space, the corresponding momentum density must also be a density functional. Consider the momentum density of a "piece" of the electron density,

$$
\begin{equation*}
\pi_{\sigma}^{(a)}(\mathbf{p})=\left(\frac{1}{2 \pi}\right)^{3 / 2} \int e^{i \mathbf{p} \cdot \mathbf{r}}\left(\rho_{\sigma}(\mathbf{r})\right)^{a} d \mathbf{r} \tag{2.21}
\end{equation*}
$$

A reasonable, if highly approximate, formula for the momentum density is then

$$
\begin{equation*}
\tilde{\Pi}_{\sigma}^{(a)}(\mathbf{p})=\frac{1}{2}\left(\pi_{\sigma}^{(a)}(\mathbf{p})\left[\pi_{\sigma}^{(1-a)}(\mathbf{p})\right]^{*}+\left[\pi_{\sigma}^{(a)}(\mathbf{p})\right]^{*} \pi_{\sigma}^{(1-a)}(\mathbf{p})\right) \tag{2.22}
\end{equation*}
$$

This form is motivated by the idea that the square root of the density has the units of the wavefunction. So using the square root of the electron density instead of $\psi(\mathbf{r})$ in (2.6) seems analogous to the usual procedure for deriving the momentum density and, moreover, is exact for one-electron systems; we will see that this is equivalent to the Weizsäcker approximation. Equation (2.22) is just the generalization of this idea, and we hoped that by optimizing the value of $a$ we could obtain better results.

Now we derive the kinetic energy density functional that is built from the approximate momentum-space density in (2.22),

$$
\begin{equation*}
\tilde{T}_{\sigma}^{(a)}=\int \frac{1}{2}(\mathbf{p} \cdot \mathbf{p}) \tilde{\Pi}_{\sigma}^{a}(\mathbf{p}) d \mathbf{p} \tag{2.23}
\end{equation*}
$$

Substituting in the definition of the approximate momentum density, this simplifies to

$$
\begin{align*}
\tilde{T}_{\sigma}^{(a)} & =\frac{1}{4}\left(\int(\mathbf{p} \cdot \mathbf{p}) \pi_{\sigma}^{(a)}(\mathbf{p})\left(\pi_{\sigma}^{(1-a)}(\mathbf{p})\right)^{*} d \mathbf{p}+\text { c.c. }\right) \\
& =\frac{1}{4}\left(\frac{1}{2 \pi}\right)^{3} \int(\mathbf{p} \cdot \mathbf{p})\left[\iint e^{i(\mathbf{p} \cdot \mathbf{r})}\left(\rho_{\sigma}(\mathbf{r})\right)^{a} e^{-i\left(\mathbf{p} \cdot \mathbf{r}^{\prime}\right)}\left(\rho_{\sigma}\left(\mathbf{r}^{\prime}\right)\right)^{1-a} d \mathbf{r} d \mathbf{r}^{\prime}\right] d \mathbf{p}+\text { c.c. } \tag{2.24}
\end{align*}
$$

Here c.c. denotes the addition of the complex conjugate of the preceding term. Interchanging the order of integration and using the Fourier transform form of the derivative,

$$
\begin{equation*}
(-1)^{n} \delta^{(n)}\left(x-x^{\prime}\right)=\frac{1}{2 \pi} \int e^{i p\left(x-x^{\prime}\right)}(i p)^{n} d p \tag{2.25}
\end{equation*}
$$

gives

$$
\begin{align*}
\tilde{T}_{\sigma}^{(a)} & =-\frac{1}{4} \iint \delta^{(2)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left(\rho_{\sigma}(\mathbf{r})\right)^{a}\left(\rho_{\sigma}\left(\mathbf{r}^{\prime}\right)\right)^{1-a} d \mathbf{r} d \mathbf{r}^{\prime}+\text { c.c. } \\
& =-\frac{1}{4} \int\left(\rho_{\sigma}\left(\mathbf{r}^{\prime}\right)\right)^{1-a} \nabla^{2}\left(\rho_{\sigma}\left(\mathbf{r}^{\prime}\right)\right)^{a} d \mathbf{r}^{\prime}+\text { c.c. } \\
& =-\frac{1}{2} \int\left(\rho_{\sigma}\left(\mathbf{r}^{\prime}\right)\right)^{1-a} \nabla^{2}\left(\rho_{\sigma}\left(\mathbf{r}^{\prime}\right)\right)^{a} d \mathbf{r}^{\prime} \tag{2.26}
\end{align*}
$$

This formula simplifies to

$$
\begin{align*}
\tilde{T}_{\sigma}^{(a)}= & -\frac{a(a-1)}{2} \int\left(\rho_{\sigma}\left(\mathbf{r}^{\prime}\right)\right)^{1-a}\left(\rho_{\sigma}\left(\mathbf{r}^{\prime}\right)\right)^{a-2}\left(\nabla \rho_{\sigma}\left(\mathbf{r}^{\prime}\right) \cdot \nabla \rho_{\sigma}\left(\mathbf{r}^{\prime}\right)\right) d \mathbf{r}^{\prime} \\
& -\frac{a}{2} \int \nabla^{2} \rho(\mathbf{r}) d \mathbf{r} \\
= & -\frac{a(a-1)}{2} \int \frac{\nabla \rho_{\sigma}\left(\mathbf{r}^{\prime}\right) \cdot \nabla \rho_{\sigma}\left(\mathbf{r}^{\prime}\right)}{\rho_{\sigma}\left(\mathbf{r}^{\prime}\right)} d \mathbf{r}^{\prime} . \tag{2.27}
\end{align*}
$$

The Laplacian term in the second line vanishes because of the rapidly decaying nature of the electron density (which is, in turn, forced by the boundary conditions on the electronic wavefunction). If we wish to interpret (2.23) and (2.27) as manifestations of the Fisher information, it is better to write instead

$$
\begin{equation*}
\tilde{T}_{\sigma}^{(a)}=-\frac{a(a-1)}{2} N_{\sigma} \int \frac{\nabla p_{\sigma}\left(\mathbf{r}^{\prime}\right) \cdot \nabla p_{\sigma}\left(\mathbf{r}^{\prime}\right)}{p_{\sigma}\left(\mathbf{r}^{\prime}\right)} d \mathbf{r}^{\prime} . \tag{2.28}
\end{equation*}
$$

The approximate kinetic energy functional $\tilde{T}_{\sigma}^{(a)}$ is a parabola in $a$ with maximum value at $a=1 / 2$. The maximum value is precisely the Weizsäcker functional [ $3,49,50]$. Since the Weizsäcker functional is a lower bound to the true kinetic energy, the most accurate member of this family of generalized Weizsäcker functionals is the conventional Weizsäcker functional itself.

Notice also that $\tilde{T}_{\sigma}^{(0)}=\tilde{T}_{\sigma}^{(1)}=0$. This follows from (2.28) and the fact that the following momentum density has zero kinetic energy,

$$
\begin{equation*}
\tilde{\Pi}_{\sigma}^{(0)}(\mathbf{p})=\tilde{\Pi}_{\sigma}^{(1)}(\mathbf{p})=\frac{1}{2}\left(\delta(\mathbf{p}) \int e^{i \mathbf{p} \cdot \mathbf{r}} \rho_{\sigma}(\mathbf{r}) d \mathbf{r}+\text { c.c. }\right) \tag{2.29}
\end{equation*}
$$

The reader may wonder why we did not consider the straightforward Fourier transform of the electron density,

$$
\begin{equation*}
\hat{\rho}(\mathbf{p})=\frac{1}{2}\left(\int e^{i \mathbf{p} \cdot \mathbf{r}} \rho_{\sigma}(\mathbf{r}) d \mathbf{r}+\text { c.c. }\right) . \tag{2.30}
\end{equation*}
$$

(Notice: this is not the ansatz in (2.21) and (2.22).) This momentum density gives an entirely different, and seemingly absurd, value for the kinetic energy. Namely,

$$
\begin{align*}
\tilde{T}_{\sigma}\left[\hat{\rho}_{\sigma}\right] & =\int \frac{1}{2}(\mathbf{p} \cdot \mathbf{p}) \hat{\rho}_{\sigma}(\mathbf{p}) d \mathbf{p} \\
& =\int \frac{1}{2}(\mathbf{p} \cdot \mathbf{p})\left(\frac{1}{2}\right)\left[\left(\frac{1}{2 \pi}\right)^{3 / 2} \int e^{i \mathbf{p} \cdot \mathbf{r}} \rho_{\sigma}(\mathbf{r}) d \mathbf{r}+\text { c.c. }\right] d \mathbf{p} \\
& =-\frac{1}{2}(2 \pi)^{3 / 2} \int \delta^{(2)}(\mathbf{r}-\mathbf{0}) \rho_{\sigma}(\mathbf{r}) d \mathbf{r} \\
& =-\sqrt{2 \pi^{3}} \nabla^{2} \rho_{\sigma}(\mathbf{0}) \tag{2.31}
\end{align*}
$$

For an atom centered at the origin, this kinetic energy actually diverges. Distressingly, this formula for the kinetic energy appears not to be translationally invariant, but this reveals an oversight in the derivation-the integrand is too ill-conditioned to permit interchange of the order of differentiation in the second step of (2.31)—rather than a physical inconsistency. (In general, the Laplacian of the density is evaluated at a point in space that is determined by the electron density itself.)

Returning to the Weizsäcker form, the density matrix corresponding to the Weizsäcker functional is,

$$
\begin{equation*}
\tilde{\gamma}_{\sigma \sigma}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\sqrt{\rho_{\sigma}(\mathbf{r}) \rho_{\sigma}\left(\mathbf{r}^{\prime}\right)} . \tag{2.32}
\end{equation*}
$$

This density matrix usually violates the Pauli principle (it is not $N$-representable) because there are $N_{\sigma}$ electrons in the first natural orbital [51]. This is why the correction to the Weizsäcker functional is often made using the Pauli potential [23, 24, 52, 53].

It is interesting, and disappointing, that even though the Weizsäcker model for the density matrix, (2.32), is very simple, the quasiprobability distribution cannot
generally be expressed in closed form, even for the simplest $g(\boldsymbol{\theta}, \boldsymbol{\tau})=1$ case (corresponding to the Wigner distribution). To understand this, consider that even for the ground state of the hydrogen atom; the Wigner distribution has a very complicated analytic form [54-56]. Thus, while the naïveté of the Weizsäcker form is obvious from the mathematical form of the reduced density matrix, the momentum distribution function, $\tilde{\Pi}_{\sigma}^{(a)}(\mathbf{p})$, and quasiprobability distribution function have complicated forms that seem to obscure the inappropriateness of this choice and for which, in general, there is no explicit expression.

### 2.5 Extension to Many-Electron Distribution Functions

As attempts to find accurate, variational stable, explicit kinetic energy functionals of the electron density have so far been unsuccessful, it is reasonable to consider descriptors that contain more information that the electron density. In ab initio quantum chemistry, there is a hierarchy of methods, starting with single-particle methods, then electron pair methods, etc. There is also a hierarchy of $k$-density functional theories based on the electron distribution functions, [3, 57, 58] starting with the electron density $(k=1)$ and moving to the pair density $(k=2)$ and even higher-order electron distribution functions. The most common of these "extended" density-functional theories is based on electron pair density, [59-61]

$$
\begin{equation*}
\rho_{\sigma \sigma^{\prime}}^{(2)}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\langle\Psi| \sum_{i=1}^{N} \sum_{\substack{j=1 \\ j \neq i}}^{N}\left|\sigma(i) \sigma^{\prime}(j)\right\rangle \delta\left(\mathbf{r}_{i}-\mathbf{r}\right) \delta\left(\mathbf{r}_{j}-\mathbf{r}^{\prime}\right)\left\langle\sigma^{\prime}(j) \sigma(i) \| \Psi\right\rangle . \tag{2.33}
\end{equation*}
$$

The theoretical properties of the kinetic energy functional of the pair density have been thoroughly explored [3,59, 62-64]; some practical formulas have also been presented [2, 3, 65-73]. The most popular functional seems to be the two-electron Weizsäcker function, [2, 3, 66, 74, 75]

$$
\begin{align*}
T_{w}^{(2)}\left[\rho_{\sigma \sigma^{\prime}}^{(2)}\right] & =\sum_{\sigma=\alpha, \beta} \frac{1}{N_{\sigma}-1} \iint \frac{\nabla_{1} \rho_{\sigma \sigma}^{(2)}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \cdot \nabla_{1} \rho_{\sigma \sigma}^{(2)}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)}{8 \rho_{\sigma \sigma}^{(2)}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)} d \mathbf{r} d \mathbf{r}^{\prime} \\
& =\sum_{\sigma=\alpha, \beta} N_{\sigma} \iint \frac{\nabla_{1} p_{\sigma \sigma}^{(2)}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \cdot \nabla_{1} p_{\sigma \sigma}^{(2)}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)}{8 p_{\sigma \sigma}^{(2)}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)} d \mathbf{r} d \mathbf{r}^{\prime} \\
& =\sum_{\sigma=\alpha, \beta} \frac{N_{\sigma}}{2} \iint \frac{\nabla_{\tau} p_{\sigma \sigma}^{(2)}(\tau) \cdot \nabla_{\tau} p_{\sigma \sigma}^{(2)}(\tau)}{8 p_{\sigma \sigma}^{(2)}(\tau)} d \tau \tag{2.34}
\end{align*}
$$

The second equality in (2.34) uses the unit-normalized many-electron shape functions,

$$
p_{\sigma \sigma^{\prime}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)= \begin{cases}\frac{\rho_{\sigma \sigma^{\prime}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)}{N_{\sigma} N_{\sigma^{\prime}}}, & \sigma \neq \sigma^{\prime}  \tag{2.35}\\ \frac{\rho_{\sigma \sigma^{\prime}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)}{N_{\sigma}\left(N_{\sigma}-1\right)}, & \sigma=\sigma^{\prime}\end{cases}
$$

The third equality in (2.34) uses the 6 -dimensional gradient. This form is especially useful for extending the Weizsäcker functional to the higher-order electron distribution functions needed in general $k$-density functional theories,

$$
\begin{equation*}
T_{w}^{(k)}\left[\rho_{\sigma_{1} \sigma_{2} \ldots \sigma_{k}}^{(k)}\right]=\sum_{\sigma=\alpha, \beta} \frac{N_{\sigma}}{k} \iint \frac{\nabla_{\tau} p_{\sigma \sigma \cdots \sigma}^{(k)}(\tau) \cdot \nabla_{\tau} p_{\sigma \sigma \cdots \sigma}^{(k)}(\tau)}{8 p_{\sigma \sigma \cdots \sigma}^{(k)}(\tau)} d \tau \tag{2.36}
\end{equation*}
$$

The extended Weizsäcker functionals from (2.36) form an increasing sequence of lower bounds to the exact kinetic energy,

$$
\begin{equation*}
T_{w}^{(1)} \leq T_{w}^{(2)} \leq T_{w}^{(3)} \leq \cdots \leq T_{w}^{(N)}=T_{\text {exact }} \tag{2.37}
\end{equation*}
$$

with the $k=N$ formula being exact for any $N$-electron distribution function that arises from a real-valued wavefunction [3]. Unfortunately, this series of bounds converges slowly [76].

Comparing (2.28) and (2.36) it is clear that the entire analysis from the previous section can be extended to many-electron distribution functions. In particular, we can define a $k$-particle spin-momentum probability distribution function by

$$
\begin{align*}
\pi_{\sigma_{1} \sigma_{2} \ldots \sigma_{k}}^{(a, k)}(\mathbf{P})= & \left(\frac{1}{2 \pi}\right)^{3 k / 2} \int e^{i \mathbf{P} \cdot \tau}\left(p_{\sigma_{1} \sigma_{2} \cdots \sigma_{k}}^{(k)}(\tau)\right)^{a} d \tau \\
\tilde{\Pi}_{\sigma_{1} \sigma_{2} \cdots \sigma_{k}}^{(a, k)}(\mathbf{P})= & \frac{1}{2}\left(\pi_{\sigma_{1} \sigma_{2} \ldots \sigma_{k}}^{(a, k)}(\mathbf{P})\left[\pi_{\sigma_{1} \sigma_{2} \ldots \sigma_{k}}^{(1-a, k)}(\mathbf{P})\right]^{*}\right.  \tag{2.38}\\
& \left.+\left[\pi_{\sigma_{1} \sigma_{2} \ldots \sigma_{k}}^{(a, k)}(\mathbf{P})\right]^{*} \pi_{\sigma_{1} \sigma_{2} \ldots \sigma_{k}}^{(1-a, k)}(\mathbf{P})\right) .
\end{align*}
$$

One of the many possible expressions for the kinetic energy that can be written using these approximate $k$-particle momentum distributions is,

$$
\begin{equation*}
\tilde{T}^{(k)}\left[\tilde{\Pi}_{\sigma_{1} \sigma_{2} \cdots \sigma_{k}}^{(a, k)}\right]=\sum_{\sigma=\alpha, \beta} \frac{N_{\sigma}}{k} \int \frac{1}{2}(\mathbf{P} \cdot \mathbf{P}) \tilde{\Pi}_{\sigma \sigma \cdots \sigma}^{(a, k)}(\mathbf{P}) d \mathbf{P} \tag{2.39}
\end{equation*}
$$

As before, the most accurate functional is obtained for $a=1 / 2$, which is the Fouriertransformed form of the extended Weizsäcker functional in (2.36).

The other aspects of the analysis of one-particle Weizsäcker kinetic energy functional also generalize. For example, the $k$-electron reduced density matrix that is implicit in (2.36) is

$$
\begin{equation*}
\tilde{\Gamma}_{\sigma \cdots \sigma ; \sigma \cdots \sigma}^{(k)}\left(\tau, \tau^{\prime}\right)=\binom{N_{\sigma}}{k} \sqrt{p_{\sigma \sigma \cdots \sigma}^{(k)}(\tau) p_{\sigma \sigma \cdots \sigma}^{(k)}\left(\tau^{\prime}\right)} \tag{2.40}
\end{equation*}
$$

This density matrix is usually not $N$-representable because the maximum occupation number of a $k$-particle state is $\binom{N_{\sigma}}{k} \frac{1}{N_{\sigma}-k+1}$ [77-79]. The extended Weizsäcker functionals can be exact only when the number of electrons of a given spin is equal to the number of electrons in the functional, $k$.

### 2.6 Summary

The expression for the Fisher information in coordinate space is similar to the form of the Weizsäcker kinetic energy functional; compare (2.4) and (2.13). The expression for the Fisher information in reciprocal (momentum) space is reminiscent of the quantum mechanical kinetic energy; compare (2.7) and (2.14). These similarities motivated us to find a momentum representation for the Weizsäcker functional and to, moreover, attempt to generalize the Weizsäcker functional. The form of momentum distribution in (2.21) and (2.22) recovers the Weizsäcker functional for $a=1 / 2$. Unfortunately, even though this family of momentum densities gives a generalized Weizsäcker function (2.28), all of the other functionals in this family are less accurate than the Weizsäcker functional.

Is it possible to generalize (2.22) still further, so that we can perhaps obtain an improved kinetic energy density functional? We tried to use the more general form,

$$
\begin{align*}
& \tilde{\tilde{\Pi}}_{\sigma}^{(a, b, c, d)}(\mathbf{p})=\frac{1}{2}\left(\left(\pi_{\sigma}^{(a)}(\mathbf{p})\right)^{c}\left[\left(\pi_{\sigma}^{(b)}(\mathbf{p})\right)^{d}\right]^{*}+\left[\left(\pi_{\sigma}^{(a)}(\mathbf{p})\right)^{c}\right]^{*}\left(\pi_{\sigma}^{(b)}(\mathbf{p})\right)^{d}\right) \\
& \quad a c+b d=1 \tag{2.41}
\end{align*}
$$

We were unable to find the position-space representation of the kinetic energy functional for this form. Perhaps some functionals in the extended family derived from (2.41) are more accurate than the usual Weizsäcker form. We note that approximating the momentum density by simply Fourier transforming the spatial electron density gives seemingly absurd, and certainly inaccurate, results.

The same reasoning applies to the extended Weizsäcker functionals that are used in what is often called $k$-density functional theory, where the fundamental descriptor of an electronic system is the $k$-electron distribution function. The extended Weizsäcker functionals are also proportional to the Fisher information of the $k$-electron distribution function, and they also have a compact momentum-space representation that follows directly from the momentum-space representation of the Fisher information density via the probability amplitude. To our knowledge, this is the first time that the momentum-space representation for the many-electron Weizsäcker family of functionals has been presented. We find it intuitively appealing that the second moment (ergo, the variance, and also the Weizsäcker kinetic energy) of the momentum is closely related to the Fisher information of a many-electron distribution function.
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#### Abstract

Applications of the Shannon information entropy, Fisher measure, Onicescu energy, and two of the simple statistical complexity measures on atoms are presented using the Hartree-Fock density in position and momentum space. Interesting correlations with the experimental properties such as the ionization potential and static dipole polarizability are reported using the information measures. The statistical complexity analysis reveals interesting insights into the shell structure of electron density. The net Shannon information entropy is found to obey an approximate linear dependence on $\ln N$, where $N$ gives the number of particles in the quantum system.


### 3.1 Introduction

Information-theoretical measures have been extensively used in recent years to study a variety of quantum mechanical systems [1]. A large number of studies have remained focused on atomic systems [2-20]. In this chapter we shall present a review of the results obtained in this area by the Thessaloniki group. We shall begin our presentation with the definition of the Shannon [21, 22], Fisher [23] and Onicescu [24] information measures followed by two of the complexity measures defined by Shiner, Davison, Landsberg (SDL) [25], and López-Ruiz, Mancini, Calbet (LMC) [26-28], respectively. Following this, in each case, the applications of these measures for atoms and other quantum systems will be discussed. Throughout our calculations we have used the electron probability density derived from the wave functions of Hartree-Fock (HF) quality [29].

[^2]
### 3.2 Shannon Information Entropy

The Shannon information entropy $S_{r}$ of the electron density $\rho(\mathbf{r})$ in coordinate space is defined as

$$
\begin{equation*}
S_{r}=-\int \rho(\mathbf{r}) \ln \rho(\mathbf{r}) d \mathbf{r} \tag{3.1}
\end{equation*}
$$

and the corresponding momentum space entropy $S_{k}$ is given by

$$
\begin{equation*}
S_{k}=-\int n(\mathbf{k}) \ln n(\mathbf{k}) d \mathbf{k} \tag{3.2}
\end{equation*}
$$

where $n(\mathbf{k})$ denotes the momentum density. The densities $\rho(\mathbf{r})$ and $n(\mathbf{k})$ are respectively normalized to unity and all quantities are given in atomic units. The Shannon entropy sum $S_{T}=S_{r}+S_{k}$ contains the net information and obeys the well known lower bound due to Bialynicki-Birula and Mycielski [3] defining the entropic uncertainty relation (EUR). It represents a stronger version of the Heisenberg uncertainty principle of quantum mechanics, in the sense that the EUR leads to Heisenberg relation, while the inverse is not true. Additionally, the right-hand side of Heisenberg relation depends on the quantum state of the system, while EUR does not. Accordingly, the entropy sum in $D$-dimensions satisfies the inequality [3, 30, 31]

$$
\begin{equation*}
S_{T}=S_{r}+S_{k} \geq D(1+\ln \pi) \tag{3.3}
\end{equation*}
$$

Individual entropies $S_{r}$ and $S_{k}$ depend on the units used to measure $r$ and $k$ respectively, but their sum $S_{T}$ does not i.e. it is invariant to uniform scaling of coordinates. Further, we note that $S_{T}, S_{r}$ and $S_{k}$ obey the following rigorous inequalities [9]

$$
\begin{align*}
& S_{r \min } \leq S_{r} \leq S_{r \max }  \tag{3.4}\\
& S_{k \text { min }} \leq S_{k} \leq S_{k \max },  \tag{3.5}\\
& S_{T \min } \leq S \leq S_{T \max } \tag{3.6}
\end{align*}
$$

The lower and the upper limits can be written, for density distributions normalized to one

$$
\begin{align*}
& S_{r \min }=\frac{3}{2}(1+\ln \pi)-\frac{3}{2} \ln \left(\frac{4}{3} K\right), \\
& S_{r \max }=\frac{3}{2}(1+\ln \pi)+\frac{3}{2} \ln \left(\frac{2}{3}\left\langle r^{2}\right\rangle\right),  \tag{3.7}\\
& S_{k \min }=\frac{3}{2}(1+\ln \pi)-\frac{3}{2} \ln \left(\frac{2}{3}\left\langle r^{2}\right\rangle\right),  \tag{3.8}\\
& S_{k \max }=\frac{3}{2}(1+\ln \pi)+\frac{3}{2} \ln \left(\frac{4}{3} K\right), \\
& S_{T \min }=3(1+\ln \pi), \\
& S_{T \max }=3(1+\ln \pi)+\frac{3}{2} \ln \left(\frac{8}{9}\left\langle r^{2}\right\rangle K\right), \tag{3.9}
\end{align*}
$$

where $\left\langle r^{2}\right\rangle$ is the mean square radius and $K$ is the kinetic energy.

Fig. 3.1 Shannon information entropy in coordinate-space $S_{r}$, momentum space $S_{k}$ and their sum $S$, as functions of $Z$


### 3.2.1 Approximate Linearity of $S_{T}$ with $\ln N$

For various quantum systems such as atoms, nuclei, atomic clusters and bosons in a trap, it has been shown empirically $[5,6,8]$ that an approximate relationship given by $S_{T}=a+b \ln N$ holds good. These are systems with widely ranging numbers of particles $N$, from a few to millions, and have various sizes, with constituent particles obeying different interactions and different statistics such as fermions and bosons. The parameters $a, b$ depend on the system under consideration. $S_{T}$ is connected with the kinetic energy [7]. We illustrate the $N$-dependence of the Shannon entropy sum using the numerical HF data on neutral atoms. In Fig. 3.1 we plot the Shannon information entropy for both the coordinate-space $S_{r}$, and momentum-space $S_{k}$ as functions of the electron number $Z$. For the $S_{r}$ values, we observe an average decreasing behavior carrying the shell structure. For atoms with the completely filled shells, such as $\mathrm{He}, \mathrm{Ne}, \mathrm{Ar}, \mathrm{Kr}$ there exist minima in the curve $S_{r}(Z)$. This is due to the fact that compared to the neighboring atoms, $\rho(r)$ for these atoms is most compact. The values of $S_{k}$ show a monotonic increase with $Z$. Interestingly, the behavior of $S_{k}$ also reveals the local shell effect.

In the same figure we have displayed the total Shannon information entropy $S=S_{T}$ which is a monotonically increasing function of $Z$ with just two exceptions corresponding to Ni and Pd . These exceptions are due to the fact that $S_{r}$ and $S_{k}$ depend on the arrangement of the electrons in shells. There is a delicate balance between $S_{r}$ and $S_{k}$ resulting in the general rule that $S_{T}=S_{r}+S_{k}$ is a monotonic increasing function of $Z$ except in Ni and Pd where the electron arrangement in shells is such that the decrease of the value of $S_{r}$ cannot be balanced by a corresponding increase of $S_{k}$. Thus the strict monotonicity of $S_{T}$ is broken in such cases. A shell effect is also obvious in the behavior of $S_{T}$ i.e. minima at closed shells. Figure 3.2 illustrates the trend of $S=S_{T}$ as a function of $\ln Z$. The corresponding linear fit is also plotted in the same figure where $S=6.33+1.046 \ln Z$. It is noted that this result is not new but has been already obtained using other wave functions in [8, 9].

Fig. 3.2 The universal relation $S=a+b \ln N$ for atoms


In the present work we verify this result with RHF electron wave functions [29, 32] and we employ this framework for new calculations.

For a variety of other applications of Shannon information entropy on electronic structure we refer the reader to the literature [33-50].

### 3.3 The Fisher Information Measure

The Fisher information measure or intrinsic accuracy in position space is defined as

$$
\begin{equation*}
I_{r}=\int \frac{|\nabla \rho(\mathbf{r})|^{2}}{\rho(\mathbf{r})} d \mathbf{r} \tag{3.10}
\end{equation*}
$$

and the corresponding momentum space measure is given by

$$
\begin{equation*}
I_{k}=\int \frac{|\nabla n(\mathbf{k})|^{2}}{n(\mathbf{k})} d \mathbf{k} \tag{3.11}
\end{equation*}
$$

The individual Fisher measures are bounded through the Cramer-Rao inequality [51,52] according to $I_{r} \geq \frac{1}{V_{r}}$ and $I_{k} \geq \frac{1}{V_{k}}$, where $V$ 's denote the corresponding spatial and momentum variances respectively. The Fisher information, in position space, measures the sharpness of probability density and for a Gaussian distribution is exactly equal to the inverse of the variance. The Fisher measure in this sense is complementary to the Shannon entropy and their reciprocal proportionality is, in fact, utilized in obtaining a correlation with the experimental ionization potentials in the next section. The Fisher measure has the desirable properties that it is always positive and reflects the localization characteristics of the density more sensitively than the Shannon information entropy [53, 54]. The lower bounds of Shannon sum $S_{r}+S_{k}$ and Fisher product $I_{r} I_{k}$ get saturated for the Gaussian distributions. For a variety of applications of the Fisher information measure we refer to the recent book

Fig. 3.3 Net Shannon information entropy $S_{T}$ and the ionization potential as a function of nuclear charge $Z$ of neutral atoms

[55] and for applications to the electronic structure of atoms, to the pioneering work of Dehesa and coworkers [56-61].

In the context of density functional theory (DFT), Sears, Parr and Dinur [62] were the first to underline the importance of Fisher information. These authors showed explicitly that the quantum mechanical kinetic energy is a measure of the information content of a distribution. The electron localization function [63] which has been widely successful in revealing the localization properties of electron density in molecules has been interpreted in terms of Fisher information [64, 65]. Recently, the Euler equation of density functional theory has been derived [66] from the principle of the minimum Fisher information within the time dependent versions. For the real wave functions in the position and momentum space, it has been shown that [67] the net or composite Fisher information measure, in $D$-dimensions, obeys the following lower bound

$$
\begin{equation*}
I_{T}=I_{r} I_{k} \geq 4 D^{2} \tag{3.12}
\end{equation*}
$$

### 3.3.1 Ionization Potential, Dipole Polarizability and $\boldsymbol{I}_{\boldsymbol{T}}$

The important electronic properties of ionization potential and the static electric dipole polarizability of atoms correlate well with the composite Fisher measure, $I_{T}$. In Fig. 3.3 we first plot $S_{T}$ and I.P. as functions of $Z$. It is observed that $S_{T}$ does not perform as a sensitive information measure reproducing the details of the trends in I.P. It does show the gross atomic periodicity in terms of the shell structure as the humps.

In Fig. 3.4 the values of $I_{T}$ (instead of $S_{T}$ as in Fig. 3.3) and the inverse of I.P. are plotted as functions of $Z$. Compared to Fig. 3.3 the two curves in Fig. 3.4, resemble each other in far more details. It has been shown earlier that $I_{k}$ behaves similarly to

Fig. 3.4 Net Fisher measure $I_{T}$ and the inverse ionization potential as a function of nuclear charge $Z$ of neutral atoms

I.P. for atoms [68]. The net Fisher information amplifies the details of correlation by approximately two orders of magnitude. Our aim of plotting $I_{T}$ versus inverse of I.P. is to show the similarities in the two curves in the upward direction and also lay emphasis on the significance of the net Fisher information, $I_{T}$. Very recently, the idea of taking the relative Shannon entropy of an element within a group of the periodic table with respect to the inert gas atom, located at the end of the group has been proposed [69] in order to get a more sensitive quantum similarity measure of density distributions. It would be interesting to investigate whether the correlations found in Fig. 3.4 can be further improved by using such a similarity measure for each group using the Fisher information according to

$$
\begin{equation*}
\Omega(Z)=1-\left[\frac{I_{T(\mathrm{ref})}}{I_{T(Z)}}\right], \tag{3.13}
\end{equation*}
$$

where $\Omega(Z)$ measures the distance in compactness of the element $Z$ from the most compact ideal gas atom in the same group, used as reference. A larger value of $\Omega(Z)$ would correspond to smaller I.P.

In Fig. 3.5 we present $\Omega$ and [I.P.] ${ }^{-1}$ as functions of $Z$. It is found that the correlation is more direct than that obtained in Fig. 3.4. This observation suggests that $\Omega(Z)$ can be used as a measure of quantum similarity of atoms and opens up a new application of the net Fisher information measure $I_{T}$.

We shall now consider the correlation of the static dipole polarizability of atoms with the information measures. The variation of polarizability $\alpha_{d}$ of atoms with $S_{T}$ is found to be essentially similar to that of $S_{T}$ versus I.P., as already given in Fig. 3.3. In the background of this rather mild sensitivity of $S_{T}$, we shall instead consider the correlation of $I_{T}$ with the experimental estimates of polarizability $\alpha_{d}$. The experimental values have been taken from the compilation of Miller and Bederson [70] for atoms with $Z=1-88$. The variation of $I_{T}$ and $\alpha_{d}$ with $Z$ for atoms with $Z=1-88$ is shown in Fig. 3.6. The overall correlation is found to be excellent with the maximum polarizability elements of the alkali atoms immediately following the sharply

Fig. 3.5 A plot of $\Omega$ and [I.P.] ${ }^{-1}$ as functions of $Z$ for neutral atoms


Fig. 3.6 The variation of $I_{T}$ and $\alpha_{d}$ with $Z$ for atoms with $Z=1-88$

increasing values of $I_{T}$ just after the inert gas atoms. The polarizability predicted by $I_{T}$ for the alkaline atoms present themselves as the only examples which are not sufficiently well discriminated against the neighbouring atoms, in this case, the alkali metal atoms. It appears that the compactness described by $I_{T}$ in going from the valence electron configuration of $(n s)^{1}$ to $(n s)^{2}$ does not increase sharply enough to quantitatively reflect the changes in polarizability from alkali to alkaline earth atoms. For these examples it is advisable to carry out further computations of the Fisher information using wave functions which include electron correlation effects.

### 3.4 Statistical Complexity of Atoms

The concept of complexity in chemistry in the graph theoretical context is described [71] in the literature. In this section we shall specifically discuss two of the statistical complexity measures and apply them to atoms in the periodic table. There are various measures of complexity in the literature. A quantitative measure of complexity is useful to estimate the ability of a variety of physical or biological systems for organization. According to [72] a complex world is interesting because it is highly structured. Some of the proposed measures of complexity are difficult to compute, although they are intuitively attractive, e.g. the algorithmic complexity $[73,74]$ defined as the length of the shortest possible program necessary to reproduce a given object. The fact that a given program is indeed the shortest one, is hard to prove. In contrast, there is a class of definitions of complexity, which can be calculated easily i.e. the simple measure of complexity $\Gamma_{\alpha, \beta}$ according to Shiner, Davison, Landsberg (SDL) [25], and the statistical measure of complexity $C$, defined by López-Ruiz, Mancini, Calbet (LMC) [26-28]. We shall be specially interested to know whether the features of periodicity in terms of the shell structure of the radial density is revealed by two of the simplest complexity measures, SDL and LMC when studied as functions of the atomic number $Z$. In order to define these measures of complexity we need to introduce the Onicescu information measure.

### 3.4.1 Onicescu Information Measure

The concept of information energy $E$ was introduced by Onicescu [24] in an attempt to define a finer measure of dispersion distribution than that of Shannon information entropy. For a discrete probability distribution $\left(p_{1}, p_{2}, \ldots, p_{k}\right), E$ is defined as

$$
\begin{equation*}
E=\sum_{i=1}^{k} p_{i}^{2} \tag{3.14}
\end{equation*}
$$

which is extended for a continuous density distribution $\rho(x)$ as

$$
\begin{equation*}
E=\int \rho^{2}(x) d x \tag{3.15}
\end{equation*}
$$

So far, only the mathematical aspects of the concept have been developed, while the physical aspects have been ignored. A recent study of $E$ for atomic nuclei has been carried out in [75].

The meaning of (3.15) can be seen by the following simple argument: For a Gaussian distribution of mean value $\mu$, standard deviation $\sigma$ and normalized density

$$
\begin{equation*}
\rho(x)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left[-\frac{(x-\mu)^{2}}{2 \sigma^{2}}\right] \tag{3.16}
\end{equation*}
$$

relation (3.15) gives

$$
\begin{equation*}
E=\frac{1}{2 \pi \sigma^{2}} \int_{-\infty}^{\infty} \exp \left[-\frac{(x-\mu)^{2}}{\sigma^{2}}\right] d x=\frac{1}{2 \sigma \sqrt{\pi}} \tag{3.17}
\end{equation*}
$$

$E$ is maximum if one of the $p_{i}^{\prime} s$ equals 1 and all the others are equal to zero i.e. $E_{\max }=1$, while $E$ is minimum when $p_{1}=p_{2}=\cdots=p_{k}=\frac{1}{k}$, hence $E_{\min }=\frac{1}{k}$ (total disorder). The fact that $E$ becomes minimum for equal probabilities (total disorder), by analogy with thermodynamics, is the reason it has been called information energy, although it does not have the dimension of energy [76].

It is seen from (3.17) that the greater the information energy, the more concentrated is the probability distribution, while the information content decreases. Thus, one can define a measure of information content analogous to Shannon's $S$, by the relation

$$
\begin{equation*}
O=\frac{1}{E} \tag{3.18}
\end{equation*}
$$

Relation (3.15) is extended for a 3-dimensional spherically symmetric density distribution $\rho(r)$ :

$$
\begin{align*}
& E_{r}=\int_{0}^{\infty} \rho^{2}(r) 4 \pi r^{2} d r  \tag{3.19}\\
& E_{k}=\int_{0}^{\infty} n^{2}(k) 4 \pi k^{2} d k
\end{align*}
$$

in position and momentum space respectively, where $n(k)$ is the corresponding density distribution in momentum space.
$E_{r}$ has dimension of inverse volume, while $E_{k}$ of volume. Thus the product $E_{r} E_{k}$ is dimensionless and can serve as a measure of concentration (or information content) of a quantum system. It is also seen from (3.17) that $E$ increases as $\sigma$ decreases (or concentration increases) and Shannon's information entropy (or uncertainty) $S$ decreases. Thus $S$ and $E$ are reciprocal. In order to be able to compare them, we redefine the quantity $O$ by

$$
\begin{equation*}
O=\frac{1}{E_{r} E_{k}} \tag{3.20}
\end{equation*}
$$

as a measure of the information content of a quantum system in both position and momentum spaces.

### 3.4.2 SDL Measure of Complexity

Landsberg [77] defined the order parameter $\Omega$ (or disorder $\Delta$ ) as

$$
\begin{equation*}
\Omega=1-\Delta=1-\frac{S}{S_{\max }} \tag{3.21}
\end{equation*}
$$

where $S$ is the information entropy (actual) of the system and $S_{\text {max }}$ the maximum entropy accessible to the system. Thus, the concepts of entropy and disorder are decoupled and it is possible for the entropy and order to increase simultaneously. It is noted that $\Omega=1$ corresponds to perfect order and predictability, while $\Omega=0$ means complete disorder and randomness.

In [25] a measure of complexity $\Gamma_{\alpha, \beta}$ was defined of the form

$$
\begin{equation*}
\Gamma_{\alpha, \beta}=\Delta^{\alpha} \Omega^{\beta}=\Delta^{\alpha}(1-\Delta)^{\beta}=\Omega^{\beta}(1-\Omega)^{\alpha} \tag{3.22}
\end{equation*}
$$

which is called the "simple complexity of disorder strength $\alpha$ and order strength $\beta$ ". When $\beta=0$ and $\alpha>0$ "complexity" is an increasing function of "disorder", and we have a measure of category I (Fig. 1 of [25]). When $\alpha=0$ and $\beta>0$, "complexity" is an increasing function of "order" and we have a measure of category III. When both $\alpha$ and $\beta$ are non-vanishing and positive ( $\alpha>0, \beta>0$ ), "complexity" vanishes at zero "disorder" and zero "order" and has a maximum of

$$
\begin{equation*}
\left(\Gamma_{\alpha, \beta}\right)_{\max }=\alpha^{\alpha} \beta^{\beta} /(\alpha+\beta)^{(\alpha+\beta)} \tag{3.23}
\end{equation*}
$$

at $\Delta=\alpha /(\alpha+\beta)$ and $\Omega=\beta /(\alpha+\beta)$. This is complexity of category II according to [25].

Several cases for both $\alpha$ and $\beta$ non-negative are shown in Fig. 2 of [25], where $\Gamma_{\alpha, \beta}$ is plotted as function of $\Delta$. In the present work we can find $\Delta=S / S_{\max }$ or $\Omega=1-\Delta$ as function of $Z$. Thus we are able to plot the dependence of $\Gamma_{\alpha, \beta}$ on the atomic number $Z$.

### 3.4.3 LMC Measure of Complexity

The complexity $C$ is measured accordingly to the prescription due to Lopez-Ruiz, Manchini and Calbet (LMC) [26, 78] as

$$
\begin{equation*}
C=S_{T} E_{T}, \tag{3.24}
\end{equation*}
$$

where $E_{T}=E_{r} E_{k}$.
$S_{T}$ denotes the information content stored in the system and $E_{T}$ corresponds to the disequilibrium of the system, i.e. the distance from its actual state to equilibrium, according to [26]. Shiner, Davison and Landsberg (SDL) [25] and LMC measures were criticised in [79-81]. A related discussion can be found in [18, 82].

In the light of its sensitivity to describe the localization property it is useful to consider in the above equation $I_{T}^{-1}$ instead of $S_{T}$, to define LMC complexity measure based on the net Fisher information. Thus a new definition of complexity measure (LMC-like) is the following

$$
\begin{equation*}
C=E_{T} I_{T}^{-1} \tag{3.25}
\end{equation*}
$$

We note here that a slightly different measure of shape complexity, e.g., in position space [27, 83-85] can be defined as $C=\mathrm{e}^{S_{r}} E_{r}$, and has been used in the more recent literature.

In Fig. 3.7(a), (b) we plot the complexity measure $\Gamma_{\alpha, \beta}$ in atoms for various values of parameters $\alpha$ and $\beta$. It is seen that for all sets of $\alpha$ and $\beta, \Gamma_{\alpha, \beta}$ shows qualitatively the same trend as function of $Z$, i.e. it fluctuates around an average value and shows local minima for atoms with closed shells. These results compare favourably with intuition, i.e. complexity is less at closed shells which can be considered more compact than neighbouring nuclei and consequently less complex. It

Fig. 3.7 SDL measure of complexity $\Gamma_{\alpha, \beta}$ for atoms, for various values of $\alpha$ and $\beta$, as functions of $Z$


is noted that this result comes from a procedure which is not trivial, i.e. first we calculate $\rho(\mathbf{r})$ and $n(\mathbf{k})$, second we find $S=S_{r}+S_{k}$ from the Shannon definition and $S_{\text {max }}$ employing rigorous inequalities and third we obtain the complexity measure introduced in [25].

In Fig. 3.8 we plot in the same footing the Onicescu information content $O$ and the ionization potential I.P. The first three maxima of $O$ correspond to the fully closed shells ( $\mathrm{He}, \mathrm{Ne}$ and Ar ) where in the case of the next closed shell $(\mathrm{Kr})$ a local maximum exists. It is indicated that $O$ and I.P. are correlated in the sense that there is a similarity in the trend of values of $O$ and I.P. as functions of $Z$. This similarity is more obvious in regions of small $Z$ where linear relations $O=$ $a+b \ln Z$ can be extracted for regions Li-Ne and Na-Ar. However, it seems that, there is no universal relation between them. There are many entropic measures of spread of probability densities e.g. $S, E$, etc., but researchers prefer $S$ because of its unique properties, while $E$ was introduced by Onicescu as a sensitive measure of information. However, $S$ and $E$ are different functionals of the density and their relation is difficult to find.

Fig. 3.8 Onisescu information $O$ and first ionization potential I.P. (in Hartree units) as functions of $Z$


The dependence of $\Gamma_{\alpha, \beta}$ on $Z$ for atoms has been calculated for the first time in [78]. In the present section we calculate $C(Z)$ employing the same RHF wave functions in the same region $1 \leq Z \leq 54$, for the sake of comparison. Our results are shown in Figs. 3.9 and 3.10. We compare them with $\Gamma_{\alpha, \beta}(Z)$ shown in Fig. 3 of [78] for $(\alpha, \beta)=(1,1),(1,1 / 4),(1 / 4,0),(0,4)$. In all (six) cases we observe that the measures of complexity show local minima at closed shells atoms, namely for $Z=10(\mathrm{Ne}), 18(\mathrm{Ar}), 36(\mathrm{Kr})$. The physical meaning of that behaviour is that the electron density for those atoms is the most compact one compared to neighbouring atoms. The local maxima can be interpreted as being far from the most compact distribution (low ionization potential systems). This does not contradict common sense and satisfies our intuition. There are also local minima for $Z=24(\mathrm{Cr}), 29$ $(\mathrm{Cu}), 42(\mathrm{Mo})$. Those minima are due to a specific change of the arrangement of electrons in shells. For example, going from $Z=24(\mathrm{Cr})$ with electron configuration $[\operatorname{Ar}] 4 \mathrm{~s}^{1} 3 \mathrm{~d}^{5}$ to the next atom $Z=25(\mathrm{Mn})$, with configuration $[\mathrm{Ar}] 4 \mathrm{~s}^{2} 3 \mathrm{~d}^{5}$, it is seen that one electron is added in an s-orbital (highest). The situation is similar for $Z=29(\mathrm{Cu})$ and $Z=42(\mathrm{Mo})$. The local minimum for $Z=46(\mathrm{Pd})$ is due to the fact that Pd has a $4 \mathrm{~d}^{10}$ electron configuration with extra stability of electron density. It has no 5 s electron, unlike the neighbouring atoms. There are also fluctuations of the complexity measures within particular subshells. This behaviour can be understood in terms of screening effects within the subshell. The question naturally arises if the values of complexity correlate with properties of atoms in the periodic table. An example is the correlation of Onicescu information content $O$ with the ionization potential (Fig. 4 of [78]). A more detailed/systematic study is needed, which is beyond the scope of the present report.

Our calculations in [78] show a dependence of complexity on the indices of disorder $\alpha$ and order $\beta$. In [78], we made a general comment that there are fluctuations of complexity around an average value and atoms cannot grow in complexity as $Z$ increases. The second part of our comment needs to be modified. Various values

Fig. 3.9 LMC measure of complexity $C$ as function of $Z$


Fig. 3.10 LMC measure of complexity $C$ and SDL measure $\Gamma_{0,4}$ as functions of $Z$

of $(\alpha, \beta)$ lead to different trends of $\Gamma_{\alpha, \beta}(Z)$ i.e. increasing, decreasing or approximately constant. In addition, in [82] we compare $C(Z)$ with $\Gamma_{\alpha, \beta}(Z)$ and we find a significant overall similarity between the curves $\Gamma_{0,4}(Z)$ and $C(Z)$ by plotting $C(Z)$ and $\Gamma_{0,4}(Z)$ in the same Fig. 3.10. The numerical values are different but a high degree of similarity is obvious by simple inspection. There is also the same succession of local maxima and minima at the same values of $Z$. Less striking similarities are observed for other values of $(\alpha, \beta)$ as well, e.g. $\Gamma_{1,1}(Z)$ and $C(Z)$.

Concluding, the behavior of SDL complexity depends on the values of the parameters $\alpha$ and $\beta$. The statistical measure LMC displays an increasing trend as $Z$ increases. An effort to connect the aforementioned measures, implies that LMC measure corresponds to SDL when the magnitude of disorder $\alpha \simeq 0$ and of order $\beta \simeq 4$. In other words, if one insists that SDL and LMC behave similarly as functions of $Z$, then we can conclude that complexity shows an overall increasing behaviour with $Z$. Their correlation gives for atoms the strength of disorder $a \simeq 0$ and order $\beta \simeq 4$.

A final comment seems appropriate: An analytical comparison of the similarity of $\Gamma_{\alpha, \beta}(Z)$ and $C(Z)$ is not trivial. Combining (3.24) and (3.25) we find for the SDL measure

$$
\begin{equation*}
\Gamma_{\alpha, \beta}(Z)=\left(\frac{S}{S_{\max }}\right)^{\alpha}\left(1-\frac{S}{S_{\max }}\right)^{\beta} \tag{3.26}
\end{equation*}
$$

while for the LMC one has

$$
\begin{equation*}
C=S \cdot\left(E_{r} E_{k}\right) \tag{3.27}
\end{equation*}
$$

$S$ and $S_{\text {max }}$ depend on $Z$ as follows

$$
\begin{equation*}
S(Z)=S_{r}(Z)+S_{k}(Z)=6.33+1.046 \ln Z \tag{3.28}
\end{equation*}
$$

(almost exact fitted expression) [8, 9, 78], while

$$
\begin{equation*}
S_{\max }(Z)=S_{r \max }(Z)+S_{k \max }(Z)=7.335+1.658 \ln Z \tag{3.29}
\end{equation*}
$$

(a rough approximation). We mention that $S_{r}, S_{k}, E_{r}, E_{k}$ are known but different functionals of $\rho(\mathbf{r})$ and $n(\mathbf{k})$ according to relations (3.1), (3.2) and (3.20) respectively. It is noted that our numerical calculations were carried out with exact values of $S_{r}, S_{k}, E_{r}, E_{k}$, while our fitted expressions for $S(Z), S_{\max }(Z)$ are presented in order to help the reader to appreciate approximately the trend of $\Gamma_{\alpha, \beta}(Z)$ and $C(Z)$.
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# Chapter 4 <br> Statistical Complexity and Fisher-Shannon Information: Applications 

Ricardo López-Ruiz, Jaime Sañudo, Elvira Romera, and Xavier Calbet


#### Abstract

In this chapter, a statistical measure of complexity and the FisherShannon information product are introduced and their properties are discussed. These measures are based on the interplay between the Shannon information, or a function of it, and the separation of the set of accessible states to a system from the equiprobability distribution, i.e. the disequilibrium or the Fisher information, respectively. Different applications in discrete and continuous systems are shown. Some of them are concerned with quantum systems, from prototypical systems such as the H -atom, the harmonic oscillator and the square well to other ones such as He like ions, Hooke's atoms or just the periodic table. In all of them, these statistical indicators show an interesting behavior able to discern and highlight some conformational properties of those systems.


### 4.1 A Statistical Measure of Complexity. Some Applications

This century has been told to be the century of complexity [1]. Nowadays the question "what is complexity?" is circulating over the scientific crossroads of physics, biology, mathematics and computer science, although under the present understanding of the world could be no urgent to answer this question. However, many different points of view have been developed to this respect and hence a lot of different answers can be found in the literature. Here we explain in detail one of these options.

On the most basic grounds, an object, a procedure, or system is said to be "complex" when it does not match patterns regarded as simple. This sounds rather like an oxymoron but common knowledge tells us what is simple and complex: simplified systems or idealizations are always a starting point to solve scientific problems. The notion of "complexity" in physics [2, 3] starts by considering the perfect crystal

[^3]and the isolated ideal gas as examples of simple models and therefore as systems with zero "complexity". Let us briefly recall their main characteristics with "order", "information" and "equilibrium".

A perfect crystal is completely ordered and the atoms are arranged following stringent rules of symmetry. The probability distribution for the states accessible to the perfect crystal is centered around a prevailing state of perfect symmetry. A small piece of "information" is enough to describe the perfect crystal: the distances and the symmetries that define the elementary cell. The "information" stored in this system can be considered minimal. On the other hand, the isolated ideal gas is completely disordered. The system can be found in any of its accessible states with the same probability. All of them contribute in equal measure to the "information" stored in the ideal gas. It has therefore a maximum "information". These two simple systems are extrema in the scale of "order" and "information". It follows that the definition of "complexity" must not be made in terms of just "order" or "information".

It might seem reasonable to propose a measure of "complexity" by adopting some kind of distance from the equiprobable distribution of the accessible states of the system. Defined in this way, "disequilibrium" would give an idea of the probabilistic hierarchy of the system. "Disequilibrium" would be different from zero if there are privileged, or more probable, states among those accessible. But this would not work. Going back to the two examples we began with, it is readily seen that a perfect crystal is far from an equidistribution among the accessible states because one of them is totally prevailing, and so "disequilibrium" would be maximum. For the ideal gas, "disequilibrium" would be zero by construction. Therefore such a distance or "disequilibrium" (a measure of a probabilistic hierarchy) cannot be directly associated with "complexity".

In Fig. 4.1 we sketch an intuitive qualitative behavior for "information" $H$ and "disequilibrium" $D$ for systems ranging from the perfect crystal to the ideal gas. This graph suggests that the product of these two quantities could be used as a measure of "complexity": $C=H \cdot D$. The function $C$ has indeed the features and asymtotical properties that one would expect intuitively: it vanishes for the perfect crystal and for the isolated ideal gas, and it is different from zero for the rest of the systems of particles. We will follow these guidelines to establish a quantitative measure of "complexity".

Before attempting any further progress, however, we must recall that "complexity" cannot be measured univocally, because it depends on the nature of the description (which always involves a reductionist process) and on the scale of observation. Let us take an example to illustrate this point. A computer chip can look very different at different scales. It is an entangled array of electronic elements at microscopic scale but only an ordered set of pins attached to a black box at a macroscopic scale.

We shall now discuss a measure of "complexity" based on the statistical description of systems. Let us assume that the system has $N$ accessible states $\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$ when observed at a given scale. We will call this an $N$-system.

Fig. 4.1 Sketch of the intuitive notion of the magnitudes of "information" $(H)$ and "disequilibrium" $(D)$ for the physical systems and the behavior intuitively required for the magnitude "complexity". The quantity $C=H \cdot D$ is proposed to measure such a magnitude


Our understanding of the behavior of this system determines the corresponding probabilities $\left\{p_{1}, p_{2}, \ldots, p_{N}\right\}$ (with the condition $\sum_{i=1}^{N} p_{i}=1$ ) of each state ( $p_{i}>0$ for all $i$ ). Then the knowledge of the underlying physical laws at this scale is incorporated into a probability distribution for the accessible states. It is possible to find a quantity measuring the amount of "information". Under to the most elementary conditions of consistency, Shannon [4] determined the unique function $H\left(p_{1}, p_{2}, \ldots, p_{N}\right)$ that accounts for the "information" stored in a system:

$$
\begin{equation*}
H=-K \sum_{i=1}^{N} p_{i} \log p_{i} \tag{4.1}
\end{equation*}
$$

where $K$ is a positive constant. The quantity $H$ is called information. The redefinition of information $H$ as some type of monotone function of the Shannon entropy can be also useful in many contexts as we shall show in the next sections. In the case of a crystal, a state $x_{c}$ would be the most probable $p_{c} \sim 1$, and all others $x_{i}$ would be very improbable, $p_{i} \sim 0, i \neq c$. Then $H_{c} \sim 0$. On the other side, equiprobability characterizes an isolated ideal gas, $p_{i} \sim 1 / N$ so $H_{g} \sim K \log N$, i.e., the maximum of information for a $N$-system. (Notice that if one assumes equiprobability and $K=\kappa \equiv$ Boltzmann constant, $H$ is identified with the thermodynamic entropy, $S=\kappa \log N$ ). Any other $N$-system will have an amount of information between those two extrema.

Let us propose a definition of disequilibrium $D$ in a $N$-system [5]. The intuitive notion suggests that some kind of distance from an equiprobable distribution should be adopted. Two requirements are imposed on the magnitude of $D: D>0$ in order to have a positive measure of "complexity" and $D=0$ on the limit of equiprobability.

The straightforward solution is to add the quadratic distances of each state to the equiprobability as follows:

$$
\begin{equation*}
D=\sum_{i=1}^{N}\left(p_{i}-\frac{1}{N}\right)^{2} \tag{4.2}
\end{equation*}
$$

According to this definition, a crystal has maximum disequilibrium (for the dominant state, $p_{c} \sim 1$, and $D_{c} \rightarrow 1$ for $N \rightarrow \infty$ ) while the disequilibrium for an ideal gas vanishes $\left(D_{g} \sim 0\right)$ by construction. For any other system $D$ will have a value between these two extrema.

We now introduce the definition of complexity $C$ of a $N$-system [6, 7]. This is simply the interplay between the information stored in the system and its disequilibrium:

$$
\begin{equation*}
C=H \cdot D=-\left(K \sum_{i=1}^{N} p_{i} \log p_{i}\right) \cdot\left(\sum_{i=1}^{N}\left(p_{i}-\frac{1}{N}\right)^{2}\right) . \tag{4.3}
\end{equation*}
$$

This definition fits the intuitive arguments. For a crystal, disequilibrium is large but the information stored is vanishingly small, so $C \sim 0$. On the other hand, $H$ is large for an ideal gas, but $D$ is small, so $C \sim 0$ as well. Any other system will have an intermediate behavior and therefore $C>0$.

As was intuitively suggested, the definition of complexity (4.3) also depends on the scale. At each scale of observation a new set of accessible states appears with its corresponding probability distribution so that complexity changes. Physical laws at each level of observation allow us to infer the probability distribution of the new set of accessible states, and therefore different values for $H, D$ and $C$ will be obtained. The straightforward passage to the case of a continuum number of states, $x$, can be easily inferred. Thus we must treat with probability distributions with a continuum support, $p(x)$, and normalization condition $\int_{-\infty}^{+\infty} p(x) d x=1$. Disequilibrium has the limit $D=\int_{-\infty}^{+\infty} p^{2}(x) d x$ and the complexity could be defined by:

$$
\begin{equation*}
C=H \cdot D=-\left(K \int_{-\infty}^{+\infty} p(x) \log p(x) d x\right) \cdot\left(\int_{-\infty}^{+\infty} p^{2}(x) d x\right) . \tag{4.4}
\end{equation*}
$$

As we shall see, other possibilities for the continuous extension of $C$ are also possible.

Direct simulations of the definition give the values of $C$ for general $N$-systems. The set of all the possible distributions $\left\{p_{1}, p_{2}, \ldots, p_{N}\right\}$ where an $N$-system could be found is sampled. For the sake of simplicity $H$ is normalized to the interval [0, 1]. Thus $H=\sum_{i=1}^{N} p_{i} \log p_{i} / \log N$. For each distribution $\left\{p_{i}\right\}$ the normalized information $H\left(\left\{p_{i}\right\}\right)$, and the disequilibrium $D\left(\left\{p_{i}\right\}\right)$ (4.2) are calculated. In each case the normalized complexity $C=H \cdot D$ is obtained and the pair $(H, C)$ stored. These two magnitudes are plotted on a diagram $(H, C(H))$ in order to verify the qualitative behavior predicted in Fig. 4.1. For $N=2$ an analytical expression for the curve $C(H)$ is obtained. If the probability of one state is $p_{1}=x$, that of the

Fig. 4.2 In general, dependence of complexity $(C)$ on normalized information $(H)$ is not univocal: many distributions $\left\{p_{i}\right\}$ can present the same value of $H$ but different $C$. This is shown in the case $N=3$

second one is simply $p_{2}=1-x$. The complexity of the system will be:

$$
\begin{align*}
C(x) & =H(x) \cdot D(x) \\
& =-\frac{1}{\log 2}\left[x \log \left(\frac{x}{1-x}\right)+\log (1-x)\right] \cdot 2\left(x-\frac{1}{2}\right)^{2} . \tag{4.5}
\end{align*}
$$

Complexity vanishes for the two simplest 2 -systems: the crystal ( $H=0 ; p_{1}=1$, $\left.p_{2}=0\right)$ and the ideal gas ( $H=1 ; p_{1}=1 / 2, p_{2}=1 / 2$ ). Let us notice that this curve is the simplest one that fulfills all the conditions discussed in the introduction. The largest complexity is reached for $H \sim 1 / 2$ and its value is: $C(x \sim 0.11) \sim 0.151$. For $N>2$ the relationship between $H$ and $C$ is not univocal anymore. Many different distributions $\left\{p_{i}\right\}$ store the same information $H$ but have different complexity $C$. Figure 4.2 displays such a behavior for $N=3$. If we take the maximum complexity $C_{\max }(H)$ associated with each $H$ a curve similar to the one for a 2 -system is recovered. Every 3-system will have a complexity below this line and upper the line of $C_{\min }(H)$ and also upper the minimum envelope complexity $C_{\text {minenv }}$. These lines will be analytically found in a next section. In Fig. 4.3 curves $C_{\max }(H)$ for the cases $N=3, \ldots, 10$ are also shown. Let us observe the shift of the complexitycurve peak to smaller values of entropy for rising $N$. This fact agrees with the intuition telling us that the biggest complexity (number of possibilities of 'complexification') be reached for lesser entropies for the systems with bigger number of states.

Let us return to the point at which we started this discussion. Any notion of complexity in physics [2,3] should only be made on the basis of a well defined or operational magnitude [6, 7]. But two additional requirements are needed in order to obtain a good definition of complexity in physics: (1) the new magnitude must be measurable in many different physical systems and (2) a comparative relationship and a physical interpretation between any two measurements should be possible.


Fig. 4.3 Complexity $(C=H \cdot D)$ as a function of the normalized information $(H)$ for a system with two accessible states $(N=2)$. Also curves of maximum complexity $\left(C_{\max }\right)$ are shown for the cases: $N=3, \ldots, 10$

Many different definitions of complexity have been proposed to date, mainly in the realm of physical and computational sciences. Among these, several can be cited: algorithmic complexity (Kolmogorov-Chaitin) [8-10], the Lempel-Ziv complexity [11], the logical depth of Bennett [12], the effective measure complexity of Grassberger [13], the complexity of a system based in its diversity [14], the thermodynamical depth [15], the $\varepsilon$-machine complexity [16], the physical complexity of genomes [17], complexities of formal grammars, etc. The definition of complexity (4.3) proposed in this section offers a new point of view, based on a statistical description of systems at a given scale. In this scheme, the knowledge of the physical laws governing the dynamic evolution in that scale is used to find its accessible states and its probability distribution. This process would immediately indicate the value of complexity. In essence this is nothing but an interplay between the information stored by the system and the distance from equipartition (measure of a probabilistic hierarchy between the observed parts) of the probability distribution of its accessible states. Besides giving the main features of a "intuitive" notion of complexity, we will show in this chapter that we can go one step further and to compute this quantity in other relevant physical situations and in continuum systems. The most important point is that the new definition successfully enables us to discern situations regarded as complex. For example, we show here two of these applications in complex systems with some type of discretization: one of them is the study of this magnitude in a phase transition in a coupled map lattice [18] and the other one is its calculation for the time evolution of a discrete gas out of equilibrium [19]. Other applications to more realistic systems can also be found in the literature [20].

### 4.1.1 Complexity in a Phase Transition: Coupled Map Lattices

If by complexity it is to be understood that property present in all systems attached under the epigraph of 'complex systems', this property should be reasonably quantified by the measures proposed in the different branches of knowledge. As discussed above, this kind of indicators is found in those fields where the concept of information is crucial, from physics [13, 15] to computational sciences [8-11, 16].

In particular, taking into account the statistical properties of a system, the indicator called the LMC (LópezRuiz-Mancini-Calbet) complexity has been introduced $[6,7]$ in the former section. This magnitude identifies the entropy or information $H$ stored in a system and its disequilibrium $D$, i.e. the distance from its actual state to the probability distribution of equilibrium, as the two basic ingredients for calculating its complexity. Hence, the LMC complexity $C$ is given by the formula (4.3), $C(\bar{p})=H(\bar{p}) \cdot D(\bar{p})$, where $\bar{p}=\left\{p_{i}\right\}$, with $p_{i}>0$ and $i=1, \ldots, N$, represents the distribution of the $N$ accessible states to the system, and $k$ is a constant taken as $1 / \log N$.

As well as the Euclidean distance $D$ is present in the original LMC complexity, other kinds of disequilibrium measures have been proposed in order to remedy some statistical characteristics considered troublesome for some authors [21]. In particular, some attention has been focused [22, 23] on the Jensen-Shannon divergence $D_{J S}$ as a measure for evaluating the distance between two different distributions ( $\bar{p}_{1}, \bar{p}_{2}$ ). This distance reads:

$$
\begin{equation*}
D_{J S}\left(\bar{p}_{1}, \bar{p}_{2}\right)=H\left(\pi_{1} \bar{p}_{1}+\pi_{2} \bar{p}_{2}\right)-\pi_{1} H\left(\bar{p}_{1}\right)-\pi_{2} H\left(\bar{p}_{2}\right), \tag{4.6}
\end{equation*}
$$

with $\pi_{1}, \pi_{2}$ the weights of the two probability distributions ( $\bar{p}_{1}, \bar{p}_{2}$ ) verifying $\pi_{1}, \pi_{2} \geq 0$ and $\pi_{1}+\pi_{2}=1$. The ensuing statistical complexity

$$
\begin{equation*}
C_{J S}=H \cdot D_{J S} \tag{4.7}
\end{equation*}
$$

becomes intensive and also keeps the property of distinguishing among distinct degrees of periodicity [24]. In this section, we consider $\bar{p}_{2}$ the equiprobability distribution and $\pi_{1}=\pi_{2}=0.5$.

As it can be straightforwardly seen, all these LMC-like complexities vanish both for completely ordered and for completely random systems as it is required for the correct asymptotic properties of a such well-behaved measure. Recently, they have been successfully used to discern situations regarded as complex in discrete systems out of equilibrium [19, 25-31].

Here, the local transition to chaos via intermittency [32] in the logistic map, $x_{n+1}=\lambda x_{n}\left(1-x_{n}\right)$ presents a sharp transition when $C$ is plotted versus the parameter $\lambda$ in the region around the instability for $\lambda \sim \lambda_{t}=3.8284$. When $\lambda<\lambda_{t}$ the system approaches the laminar regime and the bursts become more unpredictable. The complexity increases. When the point $\lambda=\lambda_{t}$ is reached a drop to zero occurs for the magnitude $C$. The system is now periodic and it has lost its complexity. The dynamical behavior of the system is finally well reflected in the magnitude $C$ as it has been studied in [7].

When a one-dimensional array of such maps is put together a more complex behavior can be obtained depending on the coupling among the units. Ergo the phenomenon called spatio-temporal intermittency can emerge [33-35]. This dynamical regime corresponds with a situation where each unit is weakly oscillating around a laminar state that is aperiodically and strongly perturbed for a traveling burst. In this case, the plot of the one-dimensional lattice evolving in time gives rise to complex patterns on the plane. If the coupling among units is modified the system can settle down in an absorbing phase where its dynamics is trivial [36,37] and then homogeneous patterns are obtained. Therefore an abrupt transition to spatio-temporal intermittency can be depicted by the system $[38,39]$ when modifying the coupling parameter.

Now we are concerned with measuring $C$ and $C_{J S}$ in a such transition for a coupled map lattice of logistic type. Our system will be a line of sites, $i=1, \ldots, L$, with periodic boundary conditions. In each site $i$ a local variable $x_{i}^{n}$ evolves in time ( $n$ ) according to a discrete logistic equation. The interaction with the nearest neighbors takes place via a multiplicative coupling:

$$
\begin{equation*}
x_{i}^{n+1}=\left(4-3 p X_{i}^{n}\right) x_{i}^{n}\left(1-x_{i}^{n}\right), \tag{4.8}
\end{equation*}
$$

where $p$ is the parameter of the system measuring the strength of the coupling $(0<p<1)$. The variable $X_{i}^{n}$ is the digitalized local mean field,

$$
\begin{equation*}
X_{i}^{n}=\operatorname{nint}\left[\frac{1}{2}\left(x_{i+1}^{n}+x_{i-1}^{n}\right)\right], \tag{4.9}
\end{equation*}
$$

with nint(.) the integer function rounding its argument to the nearest integer. Hence $X_{i}^{n}=0$ or 1 .

There is a biological motivation behind this kind of systems [40, 41]. It could represent a colony of interacting competitive individuals. They evolve randomly when they are independent $(p=0)$. If some competitive interaction $(p>0)$ among them takes place the local dynamics loses its erratic component and becomes chaotic or periodic in time depending on how populated the vicinity is. Hence, for bigger $X_{i}^{n}$ more populated is the neighborhood of the individual $i$ and more constrained is its free action. At a first sight, it would seem that some particular values of $p$ could stabilize the system. In fact, this is the case. Let us choose a number of individuals for the colony ( $L=500$ for instance), let us initialize it randomly in the range $0<x_{i}<1$ and let it evolve until the asymptotic regime is attained. Then the black/white statistics of the system is performed. That is, the state of the variable $x_{i}$ is compared with the critical level 0.5 for $i=1, \ldots, L$ : if $x_{i}>0.5$ the site $i$ is considered white (high density cell) and a counter $N_{w}$ is increased by one, or if $x_{i}<0.5$ the site $i$ is considered black (low density cell) and a counter $N_{b}$ is increased by one. This process is executed in the stationary regime for a set of iterations. The black/white statistics is then the rate $\beta=N_{b} / N_{w}$. If $\beta$ is plotted versus the coupling parameter $p$ Fig. 4.4 is obtained.

The region $0.258<p<0.335$ where $\beta$ vanishes is remarkable. As stated above, $\beta$ represents the rate between the number of black cells and the number of white

Fig. 4.4 $\beta$ versus $p$. The $\beta$-statistics (or BW density) for each $p$ is the rate between the number of black and white cells depicted by the system in the two-dimensional representation of its after-transient time evolution. (Computations have been performed with $\Delta p=0.005$ for a lattice of 10000 sites after a transient of 5000 iterations and a running of other 2000 iterations)

Fig. 4.5 Digitalized plot of the one-dimensional coupled map lattice (axe $O X$ ) evolving in time (axe $O Y$ ) according to (4.8): if $x_{i}^{n}>0.5$ the $(i, n)$-cell is put in white color and if $x_{i}^{n}<0.5$ the ( $i, n$ )-cell is put in black color. The discrete time $n$ is reset to zero after the transitory. (Lattices of $300 \times 300$ sites, i.e., $0<i<300$ and $0<n<300$ )


(a)

(c)

(b)

(d)
cells appearing in the two-dimensional digitalized representation of the colony evolution. A whole white pattern is obtained for this range of $p$. The phenomenon of spatio-temporal intermittency is displayed by the system in the two borders of this parameter region (Fig. 4.5). Bursts of low density (black color) travel in an irregular way through the high density regions (white color). In this case two-dimensional complex patterns are shown by the time evolution of the system (Fig. 4.5b-c). If the coupling $p$ is far enough from this region, i.e., $p<0.25$ or $p>0.4$, the absorbent


Fig. 4.6 (•) $C$ versus $p$. Observe the peaks of the LMC complexity located just on the borders of the absorbent region $0.258<p<0.335$, where $\beta=0(\times)$. (Computations have been performed with $\Delta p=0.005$ for a lattice of 10000 sites after a transient of 5000 iterations and a running of other 2000 iterations)
region loses its influence on the global dynamics and less structured and more random patterns than before are obtained (Fig. 4.5a-d). For $p=0$ we have no coupling of the maps, and each map generates so called fully developed chaos, where the invariant measure is well-known to be symmetric around 0.5 . From this we conclude that $\beta(p=0)=1$. Let us observe that this symmetrical behavior of the invariant measure is broken for small $p$, and $\beta$ decreases slightly in the vicinity of $p=0$.

If the LMC complexities are quantified as function of $p$, our intuition is confirmed. The method proposed in [7] to calculate $C$ is now adapted to the case of two-dimensional patterns. First, we let the system evolve until the asymptotic regime is attained. This transient is discarded. Then, for each time $n$, we map the whole lattice in a binary sequence: 0 if $x_{i}^{n}<0.5$ and 1 if $x_{i}^{n}>0.5$, for $i=1, \ldots, L$. This $L$-binary string is analyzed by blocks of $n_{o}$ bits, where $n_{o}$ can be considered the scale of observation. For this scale, there are $2^{n_{o}}$ possible states but only some of them are accessible. These accessible states as well as their probabilities are found in the $L$-binary string. Next, the magnitudes $H, D, D_{J S}, C$ and $C_{J S}$ are directly calculated for this particular time $n$ by applying the formulas (4.3), (4.7). We repeat this process for a set of successive time units $(n, n+1, \ldots, n+m)$. The mean values of $H, D, D_{J S}, C$ and $C_{J S}$ for these $m$ time units are finally obtained and plotted in Figs. 4.6, 4.7.


Fig. 4.7 (.) $C_{J S}$ versus $p$. The peaks of this modified LMC complexity are also evident just on the borders of the absorbent region $0.258<p<0.335$, where $\beta=0(\times)$. (Computations have been performed with $\Delta p=0.005$ for a lattice of 10000 sites after a transient of 5000 iterations and a running of other 2000 iterations)

Figures 4.6, 4.7 show the result for the case of $n_{o}=10$. Let us observe that the highest $C$ and $C_{J S}$ are reached when the dynamics displays spatio-temporal intermittency, that is, the most complex patterns are obtained for those values of $p$ that are located on the borders of the absorbent region $0.258<p<0.335$. Thus the plot of $C$ and $C_{J S}$ versus $p$ shows two tight peaks around the values $p=0.256$ and $p=0.34$ (Figs. 4.6, 4.7). Let us remark that the LMC complexity $C$ can be neglected far from the absorbent region. Contrarily to this behavior, the magnitude $C_{J S}$ also shows high peaks in some other sharp transition of $\beta$ located in the region $0<p<25$, and an intriguing correlation with the black/white statistics in the region $0.4<p<1$. All these facts as well as the stability study of the different dynamical regions of system (4.8) are not the object of the present writing but they could deserve some attention in a further inspection.

If the detection of complexity in the two-dimensional case requires to identify some sharp change when comparing different patterns, those regions in the parameter space where an abrupt transition happens should be explored in order to obtain the most complex patterns. Smoothness seems not to be at the origin of complexity. As well as a selected few distinct molecules among all the possible are in the basis of life [42], discreteness and its spiky appearance could indicate the way towards
complexity. As we show in the next section, the distributions with the highest LMC complexity are just those distributions with a spiky-like appearance [19]. In this line, the striking result here exposed confirms the capability of the LMC-like complexities for signaling a transition to complex behavior when regarding two-dimensional patterns [18, 43].

### 4.1.2 Complexity Versus Time: The Tetrahedral Gas

As before explained, several definitions of complexity, in the general sense of the term, have been presented in the literature. These can be classified according to their calculation procedure into two broad and loosely defined groups. One of these groups is based on computational science and consists of all definitions based on algorithms or automata to derive the complexity. Examples are the algorithmic complexity [9, 10], the logical depth [12] and the $\varepsilon$-machine complexity [16]. These definitions have been shown to be very useful in describing symbolic dynamics of chaotic maps, but they have the disadvantage of being very difficult to calculate. Another broad group consists of those complexities based on the measure of entropy or entropy rate. Among these, we may cite the effective measure complexity [13], the thermodynamic depth [15], the simple measure for complexity [26] and the metric or K-S entropy rate $[44,45]$. These definitions have also been very useful in describing symbolic dynamics in maps, the simple measure of complexity having been also applied to some physical situation such as a non-equilibrium Fermi gas [46]. They suffer the disadvantage of either being very difficult to calculate or having a simple relation to the regular entropy.

Other definition types of complexity have been introduced. These are based on quantities that can be calculated directly from the distribution function describing the system. One of these is based on "meta-statistics" [47] and the other on the notion of "disequilibrium" [7]. This latter definition has been referred above as the LMC complexity. These definitions, together with the simple measure for complexity [26], have the great advantage of allowing easy calculations within the context of kinetic theory and of permitting their evaluation in a natural way in terms of statistical mechanics.

As we have shown in the former sections, the disequilibrium-based complexity is easy to calculate and shows some interesting properties [7], but suffers from the main drawback of not being very well behaved as the system size increases, or equivalently, as the distribution function becomes continuous. Feldman and Crutchfield [21] tried to solve this problem by defining another equivalent term for disequilibrium, but ended up with a complexity that was a trivial function of the entropy.

Whether these definitions of complexity are useful in non-equilibrium thermodynamics will depend on how they behave as a function of time. There is a general
belief that, although the second law of thermodynamics requires average entropy (or disorder) to increase, this does not in any way forbid local order from arising [48]. The clearest example is seen with life, which can continue to exist and grow in an isolated system for as long as internal resources last. In other words, in an isolated system the entropy must increase, but it should be possible, under certain circumstances, for the complexity to increase.

Here we examine how LMC complexity evolves with time in an isolated system and we show that it indeed has some interesting properties. The disequilibriumbased complexity [7] defined in (4.3) actually tends to be maximal as the entropy increases in a Boltzmann integro-differential equation for a simplified gas.

We proceed to calculate the distributions which maximize and minimize the complexity and its asymptotic behavior, and also introduce the basic concepts underlying the time evolution of LMC complexity in Sect. 4.1.2.1. Later, in Sects. 4.1.2.2 and 4.1.2.3, by means of numerical computations following a restricted version of the Boltzmann equation, we apply this to a special system, which we shall term "tetrahedral gas". Finally, in Sect. 4.1.2.4, the results and conclusions for this system are given, together with their possible applications.

### 4.1.2.1 Maximum and Minimum Complexity

In this section, we assume that the system can be in one of its $N$ possible accessible states, $i$. The probability of the system being in state $i$ will be given by the discrete distribution function, $f_{i} \geq 0$, with the normalization condition $I \equiv \sum_{i=1}^{N} f_{i}=1$. The system is defined such that, if isolated, it will reach equilibrium, with all the states having equal probability, $f_{\mathrm{e}}=\frac{1}{N}$. Since we are supposing that $H$ is normalized, $0 \leq H \leq 1$, and $0 \leq D \leq(N-1) / N$, then complexity, $C$, is also normalized, $0 \leq C \leq 1$.

When an isolated system evolves with time, the complexity cannot have any possible value in a $C$ versus $H$ map as it can be seen in Fig. 4.2, but it must stay within certain bounds, $C_{\max }$ and $C_{\min }$. These are the maximum and minimum values of $C$ for a given $H$. Since $C=D \cdot H$, finding the extrema of $C$ for constant $H$ is equivalent to finding the extrema of $D$.

There are two restrictions on $D$ : the normalization, $I$, and the fixed value of the entropy, $H$. To find these extrema undetermined Lagrange multipliers are used. Differentiating expressions of $D, I$ and $H$, we obtain

$$
\begin{align*}
& \frac{\partial D}{\partial f_{j}}=2\left(f_{j}-f_{\mathrm{e}}\right),  \tag{4.10}\\
& \frac{\partial I}{\partial f_{j}}=1,  \tag{4.11}\\
& \frac{\partial H}{\partial f_{j}}=-\frac{1}{\ln N}\left(\ln f_{j}+1\right) . \tag{4.12}
\end{align*}
$$

Table 4.1 Probability values, $f_{j}$, that give a maximum of disequilibrium, $D_{\max }$, for a given $H$

| Number of states with $f_{j}$ | $f_{j}$ | Range of $f_{j}$ |
| :--- | :--- | :--- |
| 1 | $f_{\max }$ | $\frac{1}{N} \ldots 1$ |
| $N-1$ | $\frac{1-f_{\max }}{N-1}$ | $0 \ldots \frac{1}{N}$ |

Table 4.2 Probability values, $f_{j}$, that give a minimum of disequilibrium, $D_{\min }$, for a given $H$
$n$ can have the values
$0,1, \ldots, N-2$

| Number of states with $f_{j}$ | $f_{j}$ | Range of $f_{j}$ |
| :--- | :--- | :--- |
| $n$ | 0 | 0 |
| 1 | $f_{\min }$ | $0 \ldots \frac{1}{N-n}$ |
| $N-n-1$ | $\frac{1-f_{\min }}{N-n-1}$ | $\frac{1}{N-n} \cdots \frac{1}{N-n-1}$ |

Defining $\lambda_{1}$ and $\lambda_{2}$ as the Lagrange multipliers, we get:

$$
\begin{equation*}
2\left(f_{j}-f_{\mathrm{e}}\right)+\lambda_{1}+\lambda_{2}\left(\ln f_{j}+1\right) / \ln N=0 \tag{4.13}
\end{equation*}
$$

Two new parameters, $\alpha$ and $\beta$, which are a linear combinations of the Lagrange multipliers are defined:

$$
\begin{equation*}
f_{j}+\alpha \ln f_{j}+\beta=0 \tag{4.14}
\end{equation*}
$$

where the solutions of this equation, $f_{j}$, are the values that minimize or maximize the disequilibrium.

In the maximum complexity case there are two solutions, $f_{j}$, to (4.14) which are shown in Table 4.1. One of these solutions, $f_{\max }$, is given by

$$
\begin{equation*}
H=-\frac{1}{\ln N}\left[f_{\max } \ln f_{\max }+\left(1-f_{\max }\right) \ln \left(\frac{1-f_{\max }}{N-1}\right)\right] \tag{4.15}
\end{equation*}
$$

and the other solution by $\left(1-f_{\max }\right) /(N-1)$.
The maximum disequilibrium, $D_{\max }$, for a fixed $H$ is

$$
\begin{equation*}
D_{\max }=\left(f_{\max }-f_{\mathrm{e}}\right)^{2}+(N-1)\left(\frac{1-f_{\max }}{N-1}-f_{\mathrm{e}}\right)^{2} \tag{4.16}
\end{equation*}
$$

and thus, the maximum complexity, which depends only on $H$, is

$$
\begin{equation*}
C_{\max }(H)=D_{\max } \cdot H \tag{4.17}
\end{equation*}
$$

The behavior of the maximum value of complexity versus $\ln N$ was computed in [49].

Equivalently, the values, $f_{j}$, that give a minimum complexity are shown in Table 4.2. One of the solutions, $f_{\text {min }}$, is given by

$$
\begin{equation*}
H=-\frac{1}{\ln N}\left[f_{\min } \ln f_{\min }+\left(1-f_{\min }\right) \ln \left(\frac{1-f_{\min }}{N-n-1}\right)\right] \tag{4.18}
\end{equation*}
$$

where $n$ is the number of states with $f_{j}=0$ and takes a value in the range $n=$ $0,1, \ldots, N-2$.


Fig. 4.8 Maximum, minimum, and minimum envelope complexity, $C_{\max }, C_{\min }$, and $C_{\text {minenv }}$ respectively, as a function of the entropy, $H$, for a system with $N=4$ accessible states

The resulting minimum disequilibrium, $D_{\min }$, for a given $H$ is,

$$
\begin{equation*}
D_{\min }=\left(f_{\min }-f_{\mathrm{e}}\right)^{2}+(N-n-1)\left(\frac{1-f_{\min }}{N-n-1}-f_{\mathrm{e}}\right)^{2}+n f_{\mathrm{e}}^{2} \tag{4.19}
\end{equation*}
$$

Note that in this case $f_{j}=0$ is an additional hidden solution that stems from the positive restriction in the $f_{i}$ values. To obtain these solutions explicitly we can define $x_{i}$ such that $f_{i} \equiv x_{i}{ }^{2}$. These $x_{i}$ values do not have the restriction of positivity imposed to $f_{i}$ and can take a positive or negative value. If we repeat the Lagrange multiplier method with these new variables a new solution arises: $x_{j}=0$, or equivalently, $f_{j}=0$.

The resulting minimum complexity, which again only depends on $H$, is

$$
\begin{equation*}
C_{\min }(H)=D_{\min } \cdot H \tag{4.20}
\end{equation*}
$$

As an example, the maximum and minimum of complexity, $C_{\max }$ and $C_{\min }$, are plotted as a function of the entropy, $H$, in Fig. 4.8 for $N=4$. Also, in this figure, it is shown the minimum envelope complexity, $C_{\text {minenv }}=D_{\text {minenv }} \cdot H$, where $D_{\text {minenv }}$ is defined below. In Fig. 4.9 the maximum and minimum disequilibrium, $D_{\max }$ and $D_{\text {min }}$, versus $H$ are also shown.

As shown in Fig. 4.9 the minimum disequilibrium function is piecewise defined, having several points where its derivative is discontinuous. Each of these function pieces corresponds to a different value of $n$ (Table 4.2). In some circumstances it might be helpful to work with the "envelope" of the minimum disequilibrium function. The function, $D_{\text {minenv }}$, that traverses all the discontinuous derivative points in the $D_{\text {min }}$ versus $H$ plot is

$$
\begin{equation*}
D_{\operatorname{minenv}}=e^{-H \ln N}-\frac{1}{N} \tag{4.21}
\end{equation*}
$$



Fig. 4.9 Maximum, minimum, and minimum envelope disequilibrium, $D_{\max }, D_{\min }$, and $D_{\text {minenv }}$ respectively, as a function of the entropy, $H$, for a system with $N=4$ accessible states
and is also shown in Fig. 4.9.
When $N$ tends toward infinity the probability, $f_{\text {max }}$, of the dominant state has a linear dependence with the entropy,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} f_{\max }=1-H, \tag{4.22}
\end{equation*}
$$

and thus the maximum disequilibrium scales as $\lim _{N \rightarrow \infty} D_{\max }=(1-H)^{2}$. The maximum complexity tends to

$$
\begin{equation*}
\lim _{N \rightarrow \infty} C_{\max }=H \cdot(1-H)^{2} \tag{4.23}
\end{equation*}
$$

The limit of the minimum disequilibrium and complexity vanishes, $\lim _{N \rightarrow \infty} D_{\text {minenv }}$ $=0$, and thus

$$
\begin{equation*}
\lim _{N \rightarrow \infty} C_{\min }=0 . \tag{4.24}
\end{equation*}
$$

In general, in the limit $N \rightarrow \infty$, the complexity is not a trivial function of the entropy, in the sense that for a given $H$ there exists a range of complexities between 0 and $C_{\text {max }}$, given by (4.24) and (4.23), respectively.

In particular, in this asymptotic limit, the maximum of $C_{\max }$ is found when $H=1 / 3$, or equivalently $f_{\max }=2 / 3$, which gives a maximum of the maximum complexity of $C_{\max }=4 / 27$. This value was numerically calculated in [49].

### 4.1.2.2 An out Equilibrium System: The Tetrahedral Gas

We present a simplified example of an ideal gas: the tetrahedral gas. This system is generated by a simplification of the Boltzmann integro-differential equation of an ideal gas. We are interested in studying the disequilibrium time evolution.

Fig. 4.10 The four possible directions of the velocities of the tetrahedral gas in space. Positive senses are defined as emerging from the center point and with integer numbers $1,2,3,4$


3

The Boltzmann integro-differential equation of an ideal gas with no external forces and no spatial gradients is

$$
\begin{align*}
\frac{\partial f(\mathbf{v} ; t)}{\partial t}= & \int d^{3} \mathbf{v}_{*} \int d \Omega_{\mathrm{c} . \mathrm{m} .} \sigma\left(\mathbf{v}_{*}-\mathbf{v} \rightarrow \mathbf{v}_{*}^{\prime}-\mathbf{v}^{\prime}\right)\left|\mathbf{v}_{*}-\mathbf{v}\right| \\
& \times\left[f\left(\mathbf{v}_{*}^{\prime} ; t\right) f\left(\mathbf{v}^{\prime} ; t\right)-f\left(\mathbf{v}_{*} ; t\right) f(\mathbf{v} ; t)\right], \tag{4.25}
\end{align*}
$$

where $\sigma$ represents the cross section of a collision between two particles with initial velocities $\mathbf{v}$ and $\mathbf{v}_{*}$ and after the collision with velocities $\mathbf{v}^{\prime}$ and $\mathbf{v}_{*}^{\prime}$; and $\Omega_{\text {c.m. }}$ are all the possible dispersion angles of the collision as seen from its center of mass.

In the tetrahedral gas, the particles can travel only in four directions in threedimensional space and all have the same absolute velocity. These directions are the ones given by joining the center of a tetrahedron with its corners. The directions can be easily viewed by recalling the directions given by a methane molecule, or equivalently, by a caltrop, which is a device with four metal points so arranged that when any three are on the ground the fourth projects upward as a hazard to the hooves of horses or to pneumatic tires (see Fig. 4.10).

By definition, the angle that one direction forms with any other is the same. It can be shown that the angles between different directions, $\alpha$, satisfy the relationship $\cos \alpha=-1 / 3$, which gives $\alpha=109.47^{\circ}$. The plane formed by any two directions is perpendicular to the plane formed by the remaining two directions.

We assume that the cross-section, $\sigma$, is different from zero only when the angle between the velocities of the colliding particles is $109.47^{\circ}$. It is also assumed that this collision makes the two particles leave in the remaining two directions, thus again forming an angle of $109.47^{\circ}$. A consequence of these restrictions is that the modulus of the velocity is always the same no matter how many collisions a particle has undergone and they always stay within the directions of the vertices of the tetrahedron. Furthermore, this type of gas does not break any law of physics and is perfectly valid, although hypothetical.

We label the four directions originating from the center of the caltrop with numbers, 1, 2, 3, 4 (see Fig. 4.10). The velocity components with the same direction but

Table 4.3 Cross sections, $\sigma$, for a particle in direction $\mathbf{- 1}$ colliding with particles in the other remaining directions of the tetrahedral gas

| Collision of particles | Cross section $\sigma$ |
| :--- | :--- |
| $(\mathbf{1}, \mathbf{- 2}) \rightarrow(\mathbf{3}, \mathbf{4})$ | 1 |
| $(\mathbf{1}, \mathbf{3}) \rightarrow(\mathbf{2}, \mathbf{4})$ | 1 |
| $(\mathbf{1},-\mathbf{4}) \rightarrow(\mathbf{2}, \mathbf{3})$ | 1 |
| Other collisions | 0 |

opposite sense, or equivalently, directed toward the center of the caltrop, are labeled with negative numbers $-\mathbf{1},-\mathbf{2},-\mathbf{3},-\mathbf{4}$.

In order to formulate the Boltzmann equation for the tetrahedral gas, and because all directions are equivalent, we need only study the different collisions that a particle with one fixed direction can undergo. In particular if we take a particle with direction $\mathbf{- 1}$ the result of the collision with another particle with direction $\mathbf{- 2}$ are the same two particles traveling in directions $\mathbf{3}$ and $\mathbf{4}$, that is,

$$
\begin{equation*}
(-1,-\mathbf{2}) \rightarrow(3,4) . \tag{4.26}
\end{equation*}
$$

With this in mind the last bracket of (4.25) is,

$$
\begin{equation*}
f_{3} f_{4}-f_{-1} f_{-2} \tag{4.27}
\end{equation*}
$$

where $f_{i}$ denotes the probability of finding a particle in direction $\mathbf{i}$. Note that the dependence on velocity, $\mathbf{v}$, of the continuous velocity distribution function, $f(\mathbf{v} ; t)$, of (4.25) is in our case contained in the discrete subindex, $i$, of the distribution function $f_{i}$.

We can proceed in the same manner with the other remaining collisions,

$$
\begin{align*}
& (-\mathbf{1},-\mathbf{3}) \rightarrow(\mathbf{2}, \mathbf{4}), \\
& (-\mathbf{1},-\mathbf{4}) \rightarrow(\mathbf{2}, \mathbf{3}) . \tag{4.28}
\end{align*}
$$

When a particle with direction $\mathbf{- 1}$ collides with a particle with direction $\mathbf{2}$, they do not form an angle of $109.47^{\circ}$; i.e., they do not collide, they just pass by each other. This is a consequence of the previous assumption for the tetrahedral gas, which establishes a null cross section for angles different from $109.47^{\circ}$. The same can be said for collisions $(-\mathbf{1}, \mathbf{3}),(-\mathbf{1}, \mathbf{4})$, and $(-\mathbf{1}, \mathbf{1})$. All these results are summarized in Table 4.3.

Taking all this into account, (4.25) for direction $\mathbf{- 1}$ is reduced to a discrete sum,

$$
\begin{equation*}
\frac{d f_{-1}}{d t}=\left(f_{3} f_{4}-f_{-1} f_{-2}\right)+\left(f_{2} f_{4}-f_{-1} f_{-3}\right)+\left(f_{2} f_{3}-f_{-1} f_{-4}\right) \tag{4.29}
\end{equation*}
$$

where all other factors have been set to unity for simplicity.

The seven remaining equations for the rest of directions can be easily inferred. If we now make $f_{i}=f_{-i}(i=1,2,3,4)$ initially, this property is conserved in time. The final four equations defining the evolution of the system are:

$$
\begin{align*}
& \frac{d f_{1}}{d t}=\left(f_{3} f_{4}-f_{1} f_{2}\right)+\left(f_{2} f_{4}-f_{1} f_{3}\right)+\left(f_{2} f_{3}-f_{1} f_{4}\right) \\
& \frac{d f_{2}}{d t}=\left(f_{3} f_{4}-f_{1} f_{2}\right)+\left(f_{1} f_{4}-f_{2} f_{3}\right)+\left(f_{1} f_{3}-f_{2} f_{4}\right) \\
& \frac{d f_{3}}{d t}=\left(f_{2} f_{4}-f_{3} f_{1}\right)+\left(f_{1} f_{4}-f_{3} f_{2}\right)+\left(f_{1} f_{2}-f_{3} f_{4}\right)  \tag{4.30}\\
& \frac{d f_{4}}{d t}=\left(f_{2} f_{3}-f_{4} f_{1}\right)+\left(f_{1} f_{3}-f_{4} f_{2}\right)+\left(f_{1} f_{2}-f_{3} f_{4}\right)
\end{align*}
$$

Note that the ideal gas has been reduced to the tetrahedral gas, which is a fourdimensional dynamical system. The velocity distribution function, $f_{i}$, corresponds to a probability distribution function with $N=4$ accessible states that evolve in time.

### 4.1.2.3 Evolution of the Tetrahedral Gas with Time

To study the time evolution of the complexity, a diagram of $C$ versus time, $t$, can be used. But, as we know, the second law of thermodynamics states that the entropy grows monotonically with time, that is,

$$
\begin{equation*}
\frac{d H}{d t} \geq 0 \tag{4.31}
\end{equation*}
$$

This implies that an equivalent way to study the time evolution of the complexity can be obtained by plotting $C$ versus $H$. In this way, the entropy substitutes the time axis, since the former increases monotonically with the latter. The conversion from $C$ vs. $H$ to $C$ vs. $t$ diagrams is achieved by stretching or shrinking the entropy axis according to its time evolution. This method is a key point in all this discussion. Note that, in any case, the relationship of $H$ versus $t$ will, in general, not be a simple one [50].

The tetrahedral gas, (4.30), reaches equilibrium when $f_{i}=1 / N$ for $i=1,2,3,4$ and $N=4$. This stationary state, $d f_{i} / d t=0$, represents the equiprobability towards which the system evolves in time. This is consistent with the definition of disequilibrium in which we assumed that equilibrium was reached at equiprobability, $f_{i}=f_{\mathrm{e}}$, where $D=0$.

As the isolated system evolves it gets closer and closer to equilibrium. In this sense, one may intuitively think that the disequilibrium will decrease with time. In fact, it can be analytically shown [19] that, as the system approaches to equilibrium, $D$ tends to zero monotonically with time:

$$
\begin{equation*}
\frac{d D}{d t} \leq 0 \tag{4.32}
\end{equation*}
$$

        \(\left(f_{1}, f_{2}, f_{3}, f_{4}\right)(t=0)=(0.8,0.2,0.0,0.0)\)
    


Fig. 4.11 Time evolution of the system in $(H, D)$ phase space for two different initial conditions at time $t=0$ : (a) $\left(f_{1}, f_{2}, f_{3}, f_{4}\right)=(0.8,0.2,0,0)$ and (b) $\left(f_{1}, f_{2}, f_{3}, f_{4}\right)=(0.5,0.5,0,0)$. The maximum and minimum disequilibrium are shown by dashed lines

There are even more restrictions on the evolution of this system. It would be expected that the system approaches equilibrium, $D=0$, by following the most direct path. To verify this, numerical simulations for several initial conditions have been undertaken. In all of these we observe the additional restriction that $D$ approaches $D_{\text {max }}$ on its way to $D=0$. In fact it appears as an exponential decay of $D$ towards $D_{\max }$ in a $D$ versus $H$ plot. As an example, two of these are shown in Fig. 4.11, where Fig. 4.11 (a) shows a really strong tendency towards $D_{\max }$. Contrary to intuition, among all the possible paths that the system can follow toward equilibrium, it chooses those closest to $D_{\text {max }}$ in particular.

We can also observe this effect in a complexity, $C$, versus $H$ plot. This is shown for the same two initial conditions in Fig. 4.12.

This additional restriction to the evolution of the system is better viewed by plotting the difference $C_{\text {max }}-C$ versus $H$. In all the cases analyzed (see two of them in Fig. 4.13) the following condition is observed:

$$
\begin{equation*}
\frac{d\left(C_{\max }-C\right)}{d t} \leq 0 \tag{4.33}
\end{equation*}
$$

This has been verified numerically and is illustrated in Fig. 4.14, where this time derivative, which always remains negative, is shown as a function of $H$ for a grid of uniformly spaced distribution functions, $\left(f_{1}, f_{2}, f_{3}, f_{4}\right)$, satisfying the normalization condition $I$. Two system trajectories are also shown for illustrative purposes. The numerical method used to plot this function is explained in [19].
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\left(f_{1}, f_{2}, f_{3}, f_{4}\right)(t=0)=(0.8,0.2,0.0,0.0)
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\left(f_{1}, f_{2}, f_{3}, f_{4}\right)(t=0)=(0.5,0.5,0.0,0.0)
$$




Fig. 4.12 Time evolution of the system in $(H, C)$ phase space for two different initial conditions at time $t=0$ : (a) $\left(f_{1}, f_{2}, f_{3}, f_{4}\right)=(0.8,0.2,0,0)$ and (b) $\left(f_{1}, f_{2}, f_{3}, f_{4}\right)=(0.5,0.5,0,0)$. The maximum and minimum complexity are shown by dashed lines
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\left(f_{1}, f_{2}, f_{3}, f_{4}\right)(t=0)=(0.8,0.2,0.0,0.0)
$$


$\left(f_{1}, f_{2}, f_{3}, f_{4}\right)(t=0)=(0.5,0.5,0.0,0.0)$


Fig. 4.13 Time evolution of the system in $\left(H, C_{\max }-C\right)$ phase space for two different initial conditions at time $t=0:(\mathbf{a})\left(f_{1}, f_{2}, f_{3}, f_{4}\right)=(0.8,0.2,0,0)$ and $(\mathbf{b})\left(f_{1}, f_{2}, f_{3}, f_{4}\right)=(0.5,0.5,0,0)$. The values $C_{\max }-C_{\text {min }}$ are shown by dashed lines

We proceed now to show another interesting property of this system. As shown in Table 4.1, a collection of maximum complexity distributions for $N=4$ can take the form

$$
\begin{align*}
& f_{1}=f_{\max } \\
& f_{i}=\frac{1-f_{\max }}{3}, \quad i=2,3,4, \tag{4.34}
\end{align*}
$$



Fig. 4.14 Numerical verification of $d\left(C_{\max }-C\right) / d t \leq 0$. This time derivative is shown as a function of $H$. A grid of uniformly spaced, $\Delta f_{i}=0.5$, distribution functions, $\left(f_{1}, f_{2}, f_{3}, f_{4}\right)$, satisfying the normalization condition $I$, have been used. Two system trajectories for initial conditions, $t=0$, $\left(f_{1}, f_{2}, f_{3}, f_{4}\right)=(0.8,0.2,0,0)$ and $\left(f_{1}, f_{2}, f_{3}, f_{4}\right)=(0.5,0.5,0,0)$ are also shown for illustrative purposes. It can be seen how the above-mentioned time derivative always remains negative
where $f_{\max }$ runs from $1 / N$ (equiprobability distribution) to 1 ("crystal" distribution). The complexity of this collection of distributions covers all possible values of $C_{\text {max }}$.

There is actually a time evolution of the tetrahedral gas, or trajectory of the system, formed by this collection of distributions. Inserting (4.34) in the evolution (4.30), it is found that all equations are compatible with each other and the dynamical equations are reduced to the relation,

$$
\begin{equation*}
\frac{d f_{\max }}{d t}=\frac{1}{3}\left(4 f_{\max }^{2}-5 f_{\max }+1\right) \tag{4.35}
\end{equation*}
$$

This trajectory is denoted as the maximum complexity path.
Note that the equiprobability or equilibrium, $f_{\max }=1 / 4$, is a stable fixed point and the maximum disequilibrium "crystal" distribution, $f_{\max }=1$, is an unstable fixed point. Thus the maximum complexity path is a heteroclinic connection between the "crystal" and equiprobability distributions.

The maximum complexity path is locally attractive. Let us assume, for instance, the following perturbed trajectory

$$
\begin{align*}
& f_{1}=f_{\max }, \\
& f_{2}=\frac{1-f_{\max }}{3}, \\
& f_{3}=\frac{1-f_{\max }}{3}+\delta,  \tag{4.36}\\
& f_{4}=\frac{1-f_{\max }}{3}-\delta,
\end{align*}
$$

Fig. 4.15 The time evolution of the system for three different initial conditions, $t=0,\left(f_{1}, f_{2}, f_{3}, f_{4}\right)=$ ( $0.8,0.2,0,0$ ), $\left(f_{1}, f_{2}, f_{3}, f_{4}\right)=$ $(0.5,0.5,0,0)$, and the maximum complexity path are shown. The minimum complexity is shown by dashed lines. It can be seen how the system tends to approach the maximum complexity path as it evolves in time toward equilibrium

whose evolution according to (4.30) gives the exponential decay of the perturbation, $\delta$ :

$$
\begin{equation*}
\frac{d \delta}{d t} \sim-\left(\frac{4 f_{\max }+2}{3}\right) \delta \tag{4.37}
\end{equation*}
$$

showing the attractive nature of these trajectories.

### 4.1.2.4 Conclusions and Further Remarks

In the former section, the time evolution of the LMC complexity, $C$, has been studied for a simplified model of an isolated ideal gas: the tetrahedral gas. In general, the dynamical behavior of this quantity is bounded between two extremum curves, $C_{\max }$ and $C_{\min }$, when observed in a $C$ versus $H$ phase space. These complexity bounds have been derived and computed. A continuation of this work applied to the study of complexity in gases out of equilibrium can be found in [51,52].

For the isolated tetrahedral gas two constraints on its dynamics are found. The first, which is analytically demonstrated, is that the disequilibrium, $D$, decreases monotonically with time until it reaches the value $D=0$ for the equilibrium state. The second is that the maximum complexity paths, $C_{\max }$, are attractive in phase space. In other words, the complexity of the system tends to equilibrium always approaching those paths. This has been verified numerically, that is, the time derivative of the difference between $C_{\max }$ and $C$ is negative. Figure 4.15 summarizes the dynamical behavior of the tetrahedral gas. The different trajectories starting with arbitrary initial conditions, which represent systems out of equilibrium, evolve towards equilibrium approaching the maximum complexity path.

Whether these properties are useful in real physical systems can need of a further inspection, particularly the macroscopical nature of the disequilibrium in more
general systems, such as to the ideal gas following the complete Boltzmann integrodifferential equation. Another feature that could deserve attention is the possibility of approximating the evolution of a real physical system trajectory to its maximum complexity path. Note that in general, for a real system, the calculation of the maximum complexity path will not be an easy task.

### 4.2 The Statistical Complexity in the Continuous Case

As explained in the former sections, the LMC statistical measure of complexity [7] identifies the entropy or information stored in a system and its distance to the equilibrium probability distribution, the disequilibrium, as the two ingredients giving the correct asymptotic properties of a well-behaved measure of complexity. In fact, it vanishes both for completely ordered and for completely random systems. Besides giving the main features of an intuitive notion of complexity, it has been shown that LMC complexity successfully enables us to discern situations regarded as complex in discrete systems out of equilibrium: one instance of phase transitions via intermittency in coupled logistic maps [18] or via stochastic synchronization in cellular automata [43], the dynamical behavior of this quantity in a out-equilibrium gases [19, 51, 52] and other applications in classical statistical mechanics [31, 53].

A possible formula of LMC complexity for continuous systems was suggested in formula (4.4). Anteneodo and Plastino [49] pointed out some peculiarities concerning such an extension for continuous probability distributions. It is the aim of this section to offer a discussion of the extension of LMC complexity for continuous systems and to present a slightly modified extension [54] of expression (4.4) that displays interesting and very striking properties. A further generalization of this work has been done in [55, 56].

In Sect. 4.2.1 the extension of information and disequilibrium concepts for the continuous case are discussed. In Sect. 4.2.2 the LMC measure of complexity is reviewed and possible extensions for continuous systems are suggested. We proceed to present some properties of one of these extensions in Sect. 4.2.3.

### 4.2.1 Entropy/Information and Disequilibrium

Depending on the necessary conditions to fulfill, the extension of an established formula from the discrete to the continuous case always requires a careful study and in many situations some kind of choice between several possibilities. Next we carry out this process for the entropy and disequilibrium formulas.

### 4.2.1.1 Entropy or Information

As we know, given a discrete probability distribution $\left\{p_{i}\right\}_{i=1,2, \ldots, N}$ satisfying $p_{i} \geq 0$ and $\sum_{i=1}^{N} p_{i}=1$, the Boltzmann-Gibss-Shannon formula [4] that accounts for the entropy or information, $S$, stored in a system is defined by

$$
\begin{equation*}
S\left(\left\{p_{i}\right\}\right)=-k \sum_{i=1}^{N} p_{i} \log p_{i} \tag{4.38}
\end{equation*}
$$

where $k$ is a positive constant. If we identify $H$ with $S$, then some properties of this quantity are: (i) positivity: $H \geq 0$ for any arbitrary set $\left\{p_{i}\right\}$, (ii) concavity: $H$ is concave for arbitrary $\left\{p_{i}\right\}$ and reaches the extremal value for equiprobability ( $p_{i}=1 / N$ $\forall i$ ), (iii) additivity: $H(A \cup B)=H(A)+H(B)$ where $A$ and $B$ are two independent systems, and (iv) continuity: $H$ is continuous for each of its arguments. And vice versa, it has been shown that the only function of $\left\{p_{i}\right\}$ verifying the latter properties is given by (4.38) [4,57]. For an isolated system, the irreversibility property is also verified, that is, the time derivative of $H$ is positive, $d H / d t \geq 0$, reaching the equality only for equilibrium.

Calculation of $H$ for a continuous probability distribution $p(x)$, with support on $[-L, L]$ and $\int_{-L}^{L} p(x) d x=1$, can be performed by dividing the interval $[-L, L]$ in small equal-length pieces $\Delta x=x_{i}-x_{i-1}, i=1, \ldots, n$, with $x_{0}=-L$ and $x_{n}=L$, and by considering the approximated discrete distribution $\left\{p_{i}\right\}=\left\{p\left(\bar{x}_{i}\right) \Delta x\right\}, i=$ $1, \ldots, n$, with $\bar{x}_{i}$ a point in the segment $\left[x_{i-1}, x_{i}\right]$. It gives us

$$
\begin{align*}
H^{*} & =H\left(\left\{p_{i}\right\}\right) \\
& =-k \sum_{i=1}^{n} p\left(\bar{x}_{i}\right) \log p\left(\bar{x}_{i}\right) \Delta x-k \sum_{i=1}^{n} p\left(\bar{x}_{i}\right) \log (\Delta x) \Delta x . \tag{4.39}
\end{align*}
$$

The second adding term of $H^{*}$ in the expression (4.39) grows as $\log n$ when $n$ goes to infinity. Therefore it seems reasonable to take just the first and finite adding term of $H^{*}$ as the extension of $H$ to the continuous case: $H(p(x))$. It characterizes with a finite number the information contained in a continuous distribution $p(x)$. In the limit $n \rightarrow \infty$, we obtain

$$
\begin{align*}
H(p(x)) & =\lim _{n \rightarrow \infty}\left[-k \sum_{i=1}^{n} p\left(\bar{x}_{i}\right) \log p\left(\bar{x}_{i}\right) \Delta x\right] \\
& =-k \int_{-L}^{L} p(x) \log p(x) d x \tag{4.40}
\end{align*}
$$

If $p(x) \geq 1$ in some region, the entropy defined by (4.40) can become negative. Although this situation is mathematically possible and coherent, it is unfounded from a physical point of view. See [58] for a discussion on this point. Let $f(p, q)$ be a probability distribution in phase space with coordinates $(p, q), f \geq 0$ and $d p d q$ having the dimension of an action. In this case the volume element is $d p d q / h$ with $h$ the Planck constant. Suppose that $H(f)<0$. Because of $\int(d p d q / h) f=1$, the
extent of the region where $f>1$ must be smaller than $h$. Hence a negative classical entropy arises if one tries to localize a particle in phase space in a region smaller than $h$, that is, if the uncertainty relation is violated. In consequence, not every classical probability distribution can be observed in nature. The condition $H(f)=0$ could give us the minimal width that is physically allowed for the distribution and so the maximal localization of the system under study. This cutting property has been used in the calculations performed in [53].

### 4.2.1.2 Disequilibrium

Given a discrete probability distribution $\left\{p_{i}\right\}_{i=1,2, \ldots, N}$ satisfying $p_{i} \geq 0$ and $\sum_{i=1}^{N} p_{i}=1$, its Disequilibrium, $D$, can be defined as the quadratic distance of the actual probability distribution $\left\{p_{i}\right\}$ to equiprobability:

$$
\begin{equation*}
D\left(\left\{p_{i}\right\}\right)=\sum_{i=1}^{N}\left(p_{i}-\frac{1}{N}\right)^{2} . \tag{4.41}
\end{equation*}
$$

$D$ is maximal for fully regular systems and vanishes for completely random ones.
In the continuous case with support on the interval $[-L, L]$, the rectangular function $p(x)=1 /(2 L)$, with $-L<x<L$, is the natural extension of the equiprobability distribution of the discrete case. The disequilibrium could be defined as

$$
\begin{equation*}
D^{*}=\int_{-L}^{L}\left(p(x)-\frac{1}{2 L}\right)^{2} d x=\int_{-L}^{L} p^{2}(x) d x-\frac{1}{2 L} . \tag{4.42}
\end{equation*}
$$

If we redefine $D$ omitting the constant adding term in $D^{*}$, the disequilibrium reads now:

$$
\begin{equation*}
D(p(x))=\int_{-L}^{L} p^{2}(x) d x . \tag{4.43}
\end{equation*}
$$

$D>0$ for every distribution and it is minimal for the rectangular function which represents the equipartition. $D$ does also tend to infinity when the width of $p(x)$ narrows strongly and becomes extremely peaked.

### 4.2.2 The Continuous Version $\hat{C}$ of the LMC Complexity

As shown in the previous sections, LMC complexity has been successfully calculated in different systems out of equilibrium. However, Feldman and Crutchfield [21] presented as a main drawback that $C$ vanishes and it is not an extensive variable for finite-memory regular Markov chains when the system size increases. This is not the general behavior of $C$ in the thermodynamic limit as it has been suggested by Calbet and López-Ruiz [19]. On the one hand, when $N \rightarrow \infty$ and $k=1 / \log N$, LMC complexity is not a trivial function of the entropy, in the sense that for a given
$H$ there exists a range of complexities between 0 and $C_{\text {max }}(H)$, where $C_{\text {max }}$ is given by expression (4.23).

Observe that in this case $H$ is normalized, $0<H<1$, because $k=1 / \log N$. On the other hand, non-extensitivity cannot be considered as an obstacle since it is nowadays well known that there exists a variety of physical systems for which the classical statistical mechanics seems to be inadequate and for which an alternative non-extensive thermodynamics is being hailed as a possible basis of a theoretical framework appropriate to deal with them [59].

According to the discussion in Sect. 4.2.1, the expression of $C$ for the case of a continuum number of states, $x$, with support on the interval $[-L, L]$ and $\int_{-L}^{L} p(x) d x=1$, is defined by

$$
\begin{align*}
C(p(x)) & =H(p(x)) \cdot D(p(x)) \\
& =\left(-k \int_{-L}^{L} p(x) \log p(x) d x\right) \cdot\left(\int_{-L}^{L} p^{2}(x) d x\right) . \tag{4.44}
\end{align*}
$$

Hence, $C$ can become negative. Obviously, $C<0$ implies $H<0$. Although this situation is coherent from a mathematical point of view, it is not physically possible. Hence a negative entropy means to localize a system in phase space into a region smaller than $h$ (Planck constant) and this would imply to violate the uncertainty principle (see discussion of Sect. 4.2.1.1). Then a distribution can broaden without any limit but it cannot become extremely peaked. The condition $H=0$ could indicate the minimal width that $p(x)$ is allowed to have. Similarly to the discrete case, $C$ is positive for any situation and vanishes both for an extreme localization and for the most widely delocalization embodied by the equiprobability distribution. Thus, LMC complexity can be straightforwardly calculated for any continuous distribution by (4.44). Anyway, the positivity of $C$ for every distribution in the continuous case can be recovered by taking the exponential of $S$ [60] and redefining $H$ according to this exponential, i.e. $H=e^{S}$. To maintain the same nomenclature than in the precedent text we continue to identify $H$ with $S$ and we introduce the symbol $\hat{H}=e^{H}$. Then the new expression of the statistical measure of complexity $C$ is identified as $\hat{C}$ in the rest of this section and is given by [54]

$$
\begin{equation*}
\hat{C}(p(x))=\hat{H}(p(x)) \cdot D(p(x))=e^{H(p(x))} \cdot D(p(x)) \tag{4.45}
\end{equation*}
$$

In addition to the positivity, $\hat{C}$ encloses other interesting properties that we describe in the next section.

### 4.2.3 Properties of $\hat{C}$

The quantity $\hat{C}$ given by (4.45) has been presented as one of the possible extensions of the LMC complexity for continuous systems [54]. We proceed now to present some of the properties that characterize such a complexity indicator.

### 4.2.3.1 Invariance under Translations and Rescaling Transformations

If $p(x)$ is a density function defined on the real axis $\mathbf{R}, \int_{\mathbf{R}} p(x) d x=1$, and $\alpha>0$ and $\beta$ are two real numbers, we denote by $p_{\alpha, \beta}(x)$ the new probability distribution obtained by the action of a $\beta$-translation and an $\alpha$-rescaling transformation on $p(x)$,

$$
\begin{equation*}
p_{\alpha, \beta}(x)=\alpha p(\alpha(x-\beta)) \tag{4.46}
\end{equation*}
$$

When $\alpha<1, p_{\alpha, \beta}(x)$ broadens whereas if $\alpha>1$ it becomes more peaked. Observe that $p_{\alpha, \beta}(x)$ is also a density function. After making the change of variable $y=$ $\alpha(x-\beta)$ we obtain

$$
\begin{equation*}
\int_{\mathbf{R}} p_{\alpha, \beta}(x) d x=\int_{\mathbf{R}} \alpha p(\alpha(x-\beta)) d x=\int_{\mathbf{R}} p(y) d y=1 . \tag{4.47}
\end{equation*}
$$

The behaviour of $H$ under the transformation given by (4.46) is the following:

$$
\begin{align*}
H\left(p_{\alpha, \beta}\right) & =-\int_{\mathbf{R}} p_{\alpha, \beta}(x) \log p_{\alpha, \beta}(x) d x=-\int_{\mathbf{R}} p(y) \log (\alpha p(y)) d y \\
& =-\int_{\mathbf{R}} p(y) \log p(y) d y-\log \alpha \int_{\mathbf{R}} p(y) d y \\
& =H(p)-\log \alpha \tag{4.48}
\end{align*}
$$

Then,

$$
\begin{equation*}
\hat{H}\left(p_{\alpha, \beta}\right)=e^{H\left(p_{\alpha, \beta}\right)}=\frac{\hat{H}(p)}{\alpha} \tag{4.49}
\end{equation*}
$$

It is straightforward to see that $D\left(p_{\alpha, \beta}\right)=\alpha D(p)$, and to conclude that

$$
\begin{equation*}
\hat{C}\left(p_{\alpha, \beta}\right)=\hat{H}\left(p_{\alpha, \beta}\right) \cdot D\left(p_{\alpha, \beta}\right)=\frac{\hat{H}(p)}{\alpha} \alpha D(p)=\hat{C}(p) \tag{4.50}
\end{equation*}
$$

Observe that translations and rescaling transformations keep also the shape of the distributions. Then it could be reasonable to denominate the invariant quantity $\hat{C}$ as the shape complexity of the family formed by a distribution $p(x)$ and its transformed $p_{\alpha, \beta}(x)$. Hence, for instance, the rectangular $\Pi(x)$, the isosceles-triangle shaped $\Lambda(x)$, the Gaussian $\Gamma(x)$, or the exponential $\Xi(x)$ distributions continue to belong to the same $\Pi, \Lambda, \Gamma$ or $\Xi$ family, respectively, after applying the transformations defined by (4.46). Calculation of $\hat{C}$ on these distribution families gives us

$$
\begin{align*}
& \hat{C}(\Pi)=1  \tag{4.51}\\
& \hat{C}(\Lambda)=\frac{2}{3} \sqrt{e} \approx 1.0991  \tag{4.52}\\
& \hat{C}(\Gamma)=\sqrt{\frac{e}{2}} \approx 1.1658  \tag{4.53}\\
& \hat{C}(\Xi)=\frac{e}{2} \approx 1.3591 \tag{4.54}
\end{align*}
$$

Remark that the family of rectangular distributions has a smaller $\hat{C}$ than the rest of distributions. This fact is true for every distribution and it will be proved in Sect. 4.2.3.4.

### 4.2.3.2 Invariance under Replication

Lloyd and Pagels [15] recommend that a complexity measure should remain essentially unchanged under replication. We show now that $\hat{C}$ is replicant invariant, that is, the shape complexity of $m$ replicas of a given distribution is equal to the shape complexity of the original one.

Suppose $p(x)$ a compactly supported density function, $\int_{-\infty}^{\infty} p(x) d x=1$. Take $n$ copies $p_{m}(x), m=1, \ldots, n$, of $p(x)$,

$$
\begin{equation*}
p_{m}(x)=\frac{1}{\sqrt{n}} p\left(\sqrt{n}\left(x-\lambda_{m}\right)\right), \quad 1 \leq m \leq n \tag{4.55}
\end{equation*}
$$

where the supports of all the $p_{m}(x)$, centered at $\lambda_{m}^{\prime} s$ points, $m=1, \ldots, n$, are all disjoint. Observe that $\int_{-\infty}^{\infty} p_{m}(x) d x=\frac{1}{n}$, what make the union

$$
\begin{equation*}
q(x)=\sum_{i=1}^{n} p_{m}(x) \tag{4.56}
\end{equation*}
$$

to be also a normalized probability distribution, $\int_{-\infty}^{\infty} q(x) d x=1$. For every $p_{m}(x)$, a straightforward calculation shows that

$$
\begin{align*}
H\left(p_{m}\right) & =\frac{1}{n} H(p)+\frac{1}{n} \log \sqrt{n}  \tag{4.57}\\
D\left(p_{m}\right) & =\frac{1}{n \sqrt{n}} D(p) \tag{4.58}
\end{align*}
$$

Taking into account that the $m$ replicas are supported on disjoint intervals on $\mathbf{R}$, we obtain

$$
\begin{align*}
& H(q)=H(p)+\log \sqrt{n}  \tag{4.59}\\
& D(q)=\frac{1}{\sqrt{n}} D(p) \tag{4.60}
\end{align*}
$$

Then,

$$
\begin{equation*}
\hat{C}(q)=\hat{C}(p) \tag{4.61}
\end{equation*}
$$

what completes the proof of the replicant invariance of $\hat{C}$.

### 4.2.3.3 Near-Continuity

Continuity is a desirable property of an indicator of complexity. For a given scale of observation, similar systems should have a similar complexity. In the continuous case, similarity between density functions defined on a common support suggests that they take close values almost everywhere. More strictly speaking, let $\delta$ be a positive real number. It will be said that two density functions $f(x)$ and $g(x)$ defined on the interval $I \in \mathbf{R}$ are $\delta$-neighboring functions on $I$ if the Lebesgue measure of the points $x \in I$ verifying $|f(x)-g(x)| \geq \delta$ is zero. A real map $T$ defined on density
functions on $I$ will be called near-continuous if for any $\varepsilon>0$ there exists $\delta(\varepsilon)>0$ such that if $f(x)$ and $g(x)$ are $\delta$-neighboring functions on $I$ then $|T(f)-T(g)|<\varepsilon$.

It can be shown that the information $H$, the disequilibrium $D$ and the shape complexity $\hat{C}$ are near-continuous maps on the space of density functions defined on a compact support. We must stress at this point the importance of the compactness condition of the support in order to have near-continuity. Take, for instance, the density function defined on the interval $[-1, L]$,

$$
g_{\delta, L}(x)= \begin{cases}1-\delta & \text { if }-1 \leq x \leq 0  \tag{4.62}\\ \frac{\delta}{L} & \text { if } 0 \leq x \leq L \\ 0 & \text { otherwise }\end{cases}
$$

with $0<\delta<1$ and $L>1$. If we calculate $H$ and $D$ for this distribution we obtain

$$
\begin{align*}
& H\left(g_{\delta, L}\right)=-(1-\delta) \log (1-\delta)-\delta \log \left(\frac{\delta}{L}\right),  \tag{4.63}\\
& D\left(g_{\delta, L}\right)=(1-\delta)^{2}+\frac{\delta^{2}}{L} . \tag{4.64}
\end{align*}
$$

Consider also the rectangular density function

$$
\chi_{[-1,0]}(x)= \begin{cases}1 & \text { if }-1 \leq x \leq 0,  \tag{4.65}\\ 0 & \text { otherwise } .\end{cases}
$$

If $0<\delta<\bar{\delta}<1, g_{\delta, L}(x)$ and $\chi_{[-1,0]}(x)$ are $\bar{\delta}$-neighboring functions. When $\delta \rightarrow 0$, we have that $\lim _{\delta \rightarrow 0} g_{\delta, L}(x)=\chi_{[-1,0]}(x)$. In this limit process the support is maintained and near-continuity manifests itself as following,

$$
\begin{equation*}
\left[\lim _{\delta \rightarrow 0} \hat{C}\left(g_{\delta, L}\right)\right]=\hat{C}\left(\chi_{[-1,0]}\right)=1 . \tag{4.66}
\end{equation*}
$$

But if we allow the support $L$ to become infinitely large, the compactness condition is not verified and, although $\lim _{L \rightarrow \infty} g_{\delta, L}(x)$ and $\chi_{[-1,0]}(x)$ are $\bar{\delta}$-neighboring distributions, we have that

$$
\begin{equation*}
\left[\left(\lim _{L \rightarrow \infty} \hat{C}\left(g_{\delta, L}\right)\right) \rightarrow \infty\right] \neq \hat{C}\left(\chi_{[-1,0]}\right)=1 \tag{4.67}
\end{equation*}
$$

Then near-continuity in the map $\hat{C}$ is lost due to the non-compactness of the support when $L \rightarrow \infty$. This example suggests that the shape complexity $\hat{C}$ is nearcontinuous on compact supports and this property will be rigorously proved elsewhere.

### 4.2.3.4 The Minimal Shape Complexity

If we calculate $\hat{C}$ on the example given by (4.62), we can verify that the shape complexity can be as large as wanted. Take, for instance, $\delta=\frac{1}{2}$. The measure $\hat{C}$ reads now

$$
\begin{equation*}
\hat{C}\left(g_{\delta=\frac{1}{2}, L}\right)=\frac{1}{2} \sqrt{L}\left(1+\frac{1}{L}\right) . \tag{4.68}
\end{equation*}
$$

Thus $\hat{C}$ becomes infinitely large after taking the limits $L \rightarrow 0$ or $L \rightarrow \infty$. Remark that even in the case $g_{\delta, L}$ has a finite support, $\hat{C}$ is not upper bounded. The density functions, $g_{\left(\delta=\frac{1}{2}\right),(L \rightarrow 0)}$ and $g_{\left(\delta=\frac{1}{2}\right),(L \rightarrow \infty)}$, of infinitely increasing complexity have two zones with different probabilities. In the case $L \rightarrow 0$ there is a narrow zone where probability rises to infinity and in the case $L \rightarrow \infty$ there exists an increasingly large zone where probability tends to zero. Both kind of density functions show a similar pattern to distributions of maximal LMC complexity in the discrete case, where there is an state of dominating probability and the rest of states have the same probability.

The minimal $\hat{C}$ given by (4.68) is found when $L=1$, that is, when $g_{\delta, L}$ becomes the rectangular density function $\chi_{[-1,1]}$. In fact, the value $\hat{C}=1$ is the minimum of possible shape complexities and it is reached only on the rectangular distributions. We sketch now some steps that prove this result.

Suppose

$$
\begin{equation*}
f=\sum_{k=1}^{n} \lambda_{k} \chi_{E_{k}} \tag{4.69}
\end{equation*}
$$

to be a density function consisting of several rectangular pieces $E_{k}, k=1, \ldots, n$, on disjoint intervals. If $\mu_{k}$ is the Lebesgue measure of $E_{k}$, calculation of $\hat{C}$ gives

$$
\begin{equation*}
\hat{C}(f)=\prod_{k=1}^{n}\left(\lambda_{k}^{-\lambda_{k} \mu_{k}}\right) \cdot\left(\sum_{k=1}^{n} \lambda_{k}^{2} \mu_{k}\right) \tag{4.70}
\end{equation*}
$$

Lagrange multipliers method is used to find the real vector $\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n} ; \lambda_{1}, \lambda_{2}\right.$, $\left.\ldots, \lambda_{n}\right)$ that makes extremal the quantity $\hat{C}(f)$ under the condition $\sum_{k=1}^{n} \lambda_{k} \mu_{k}=1$. This is equivalent to studying the extrema of $\log \hat{C}(f)$. We define the function $z\left(\lambda_{k}, \mu_{k}\right)=\log \hat{C}(f)+\alpha\left(\sum_{k=1}^{n} \lambda_{k} \mu_{k}-1\right)$, then

$$
\begin{equation*}
z\left(\lambda_{k}, \mu_{k}\right)=-\sum_{k=1}^{n} \mu_{k} \lambda_{k} \log \lambda_{k}+\log \left(\sum_{k=1}^{n} \mu_{k} \lambda_{k}^{2}\right)+\alpha\left(\sum_{k=1}^{n} \lambda_{k} \mu_{k}-1\right) \tag{4.71}
\end{equation*}
$$

Differentiating this expression and making the result equal to zero we obtain

$$
\begin{align*}
& \frac{\partial z\left(\lambda_{k}, \mu_{k}\right)}{\partial \lambda_{k}}=-\mu_{k} \log \lambda_{k}-\mu_{k}+\frac{2 \lambda_{k} \mu_{k}}{\sum_{j=1}^{n} \mu_{j} \lambda_{j}^{2}}+\alpha \mu_{k}=0  \tag{4.72}\\
& \frac{\partial z\left(\lambda_{k}, \mu_{k}\right)}{\partial \mu_{k}}=-\lambda_{k} \log \lambda_{k}+\frac{\lambda_{k}^{2}}{\sum_{j=1}^{n} \mu_{j} \lambda_{j}^{2}}+\alpha \lambda_{k}=0 \tag{4.73}
\end{align*}
$$

Dividing (4.72) by $\mu_{k}$ and (4.73) by $\lambda_{k}$ we get

$$
\begin{gather*}
\frac{2 \lambda_{k}}{\sum_{j=1}^{n} \mu_{j} \lambda_{j}^{2}}+\alpha-1=\log \lambda_{k}  \tag{4.74}\\
\frac{\lambda_{k}}{\sum_{j=1}^{n} \mu_{j} \lambda_{j}^{2}}+\alpha=\log \lambda_{k} \tag{4.75}
\end{gather*}
$$

Solving these two equations for every $\lambda_{k}$ we have

$$
\begin{equation*}
\lambda_{k}=\sum_{j=1}^{n} \mu_{j} \lambda_{j}^{2} \quad \text { for all } k . \tag{4.76}
\end{equation*}
$$

Therefore $f$ is a rectangular function taking the same value $\lambda$ for every interval $E_{k}$, that is, $f$ is the rectangular density function

$$
\begin{equation*}
f=\lambda \cdot \chi_{L} \quad \text { with } \lambda=\frac{1}{\sum_{i=1}^{n} \mu_{i}}=\frac{1}{L}, \tag{4.77}
\end{equation*}
$$

where $L$ is the Lebesgue measure of the support.
Then $\hat{C}(f)=1$ is the minimal value for a density function composed of several rectangular pieces because, as we know for the example given by (4.68), $\hat{C}(f)$ is not upper bounded for this kind of distributions.

Furthermore, for every compactly supported density function $g$ and for every $\varepsilon>0$, it can be shown that near-continuity of $\hat{C}$ allows to find a $\delta$-neighboring density function $f$ of the type given by expression (4.69) verifying $|\hat{C}(f)-\hat{C}(g)|<\varepsilon$. The arbitrariness of the election of $\varepsilon$ brings us to conclude that $\hat{C}(g) \geq 1$ for every probability distribution $g$. Thus, we can conclude that the minimal value of $\hat{C}$ is 1 and it is reached only by the rectangular density functions.

### 4.3 Fisher-Shannon Information Product. Some Applications

### 4.3.1 Fisher-Shannon Information: Definition and Properties

The description of electronic properties by means of information measures was introduced into quantum chemistry by the pioneering works [61-65]. In particular Shannon entropy [66] and Fisher information [67] have attracted special attention in atomic and molecular physics. (See e.g. [68-97].) It is known that these two information measures give complementary descriptions of the concentration and uncertainty of the probability density: $S_{\rho}\left(I_{\rho}\right)$ can be seen as a global (local) measure of spreading. In this context, the Fisher-Shannon information product was found as a link between these information measures to improve the characterization of a probability density function in terms of information measures [77].

The single-electron density, the basic variable of the density functional theory [98] of $D$-dimensional many-electron systems is given by

$$
\begin{equation*}
\rho(\mathbf{r})=\int\left|\Psi\left(\mathbf{r}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right)\right|^{2} d^{D} \mathbf{r}_{2} \ldots d^{D} \mathbf{r}_{N} \tag{4.78}
\end{equation*}
$$

where $\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)$ denotes the normalized wavefunction of the $N$-electron system and $\rho(\mathbf{r})$ is normalized to unity. The spreading of this quantity is best measured by the Shannon information entropy

$$
\begin{equation*}
S_{\rho}=-\int \rho(\mathbf{r}) \ln \rho(\mathbf{r}) d^{D} \mathbf{r} \tag{4.79}
\end{equation*}
$$

or equivalently by the Shannon entropy power [60, 66]

$$
\begin{equation*}
J_{\rho} \equiv \frac{1}{2 \pi e} e^{\frac{2}{D} S_{\rho}} \tag{4.80}
\end{equation*}
$$

On the other hand the Fisher information $[60,67]$ of $\rho(\mathbf{r})$ is given by

$$
\begin{equation*}
I_{\rho}=\int \frac{|\nabla \rho(\mathbf{r})|^{2}}{\rho(\mathbf{r})} d^{D} \mathbf{r} \tag{4.81}
\end{equation*}
$$

The sharpness, concentration or delocalization of the electronic cloud is measured by both quantities. It is known that these two information measures give complementary descriptions of the smoothness and uncertainty of the electron localization: $S_{\rho}$ and $I_{\rho}$ are global and local measures of smoothness, respectively [60-67, 77].

For completeness let us point out that the aforementioned information measures, which refer to an unity-normalized density $\rho_{1}(\mathbf{r}) \equiv \rho(\mathbf{r})$, are related to the corresponding measures of the $N$-normalized density $\rho_{N}(\mathbf{r})$ by

$$
\begin{equation*}
S_{\rho_{N}}=-N \ln N+N S_{\rho} \quad \text { and } \quad I_{\rho_{N}}=N I_{\rho} \tag{4.82}
\end{equation*}
$$

for the Shannon and Fisher quantities, respectively.
The information product concept $P_{\rho}$ was originally defined in [77] as

$$
\begin{equation*}
P_{\rho} \equiv \frac{1}{D} J_{\rho} I_{\rho} \tag{4.83}
\end{equation*}
$$

and it was applied in the study of electronic properties of quantum systems during last years. (See, e.g. [77, 90, 93, 94, 96, 99-101].) Next we will put forward some mathematical properties which have been obtained in [77, 82, 102, 103] for the Fisher-Shannon information product $P_{\rho}$.

### 4.3.1.1 Scaling Property

The Fisher information and the Shannon entropy power transform as

$$
\begin{equation*}
I_{\rho_{\gamma}}=\gamma^{D-1} I_{\rho} ; \quad J_{\rho_{\gamma}}=\gamma^{-(D-1)} J_{\rho} \tag{4.84}
\end{equation*}
$$

under scaling of the probability density $\rho(\mathbf{r})$ by a real scalar factor $\gamma$; i.e. when $\rho_{\gamma}(\mathbf{r})=\gamma^{D} \rho(\gamma \mathbf{r})$. This indicates that they are homogeneous density functionals of degrees 2 and -2 , respectively. Consequently, the information product $P_{\rho}=\frac{1}{D} J_{\rho} I_{\rho}$ is invariant under this scaling transformation, i.e.

$$
\begin{equation*}
P_{\rho_{\gamma}}=P_{\rho} \tag{4.85}
\end{equation*}
$$

### 4.3.1.2 Uncertainty Properties

The Fisher information $I_{\rho}$ and the Shannon entropy power $J_{\rho}$ satisfy the uncertainty relationship [60]

$$
\begin{equation*}
\frac{1}{D} J_{\rho} I_{\rho} \geq 1 \tag{4.86}
\end{equation*}
$$

Remark that when one of the involved quantities decreases near to zero, the other has to increase to a large value. Moreover, it is closely linked to the uncertainty relation $\left\langle r^{2}\right\rangle\left\langle p^{2}\right\rangle \geq \frac{D^{2}}{4}$, where $\left\langle r^{2}\right\rangle$ is defined in terms of the charge position density $\rho(\mathbf{r})$ as $\left\langle r^{2}\right\rangle=\int r^{2} \rho(\mathbf{r}) d^{D} \mathbf{r}$, and $\left\langle p^{2}\right\rangle$ is given in terms of the momentum density $\Pi(\mathbf{p})$ in an analogous way, where $\Pi(\mathbf{p})$ is defined by means of the Fourier transform of $\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right), \Phi\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{N}\right)$, as

$$
\begin{equation*}
\Pi(\mathbf{p})=\int\left|\Phi\left(\mathbf{p}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{N}\right)\right|^{2} d^{D} \mathbf{p}_{2} \ldots d^{D} \mathbf{p}_{N} \tag{4.87}
\end{equation*}
$$

The Fisher information has been used as a measure of uncertainty in quantum physics. (See e.g. [82, 103-112].) It has been shown to fulfill the Stam inequalities [113]

$$
\begin{equation*}
I_{\rho} \leq 4\left\langle p^{2}\right\rangle ; \quad I_{\pi} \leq 4\left\langle r^{2}\right\rangle \tag{4.88}
\end{equation*}
$$

and the Cramer-Rao inequalities [60, 102, 112, 114, 115]

$$
\begin{equation*}
I_{\rho} \geq \frac{D^{2}}{\left\langle r^{2}\right\rangle} ; \quad I_{\pi} \geq \frac{D^{2}}{\left\langle p^{2}\right\rangle} \tag{4.89}
\end{equation*}
$$

for the general single-particle systems. The multiplication of each pair of these inequalities produces

$$
\begin{equation*}
\frac{D^{4}}{\left\langle r^{2}\right\rangle\left\langle p^{2}\right\rangle} \leq I_{\rho} I_{\pi} \leq 16\left\langle r^{2}\right\rangle\left\langle p^{2}\right\rangle \tag{4.90}
\end{equation*}
$$

valid for ground and excited states of general systems, which shows the close connection between the Heisenberg-like uncertainty product and the product of the position and momentum Fisher informations.

Indeed, taken into account $1 / D\left\langle r^{2}\right\rangle \geq J_{\rho}$ [116] one has that

$$
\begin{equation*}
\frac{4}{D^{2}}\left\langle p^{2}\right\rangle\left\langle r^{2}\right\rangle \geq \frac{1}{D} J_{\rho} I_{\rho} \geq 1 \tag{4.91}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{4}{D^{2}}\left\langle p^{2}\right\rangle\left\langle r^{2}\right\rangle \geq \sqrt{P_{\rho} P_{\pi}} \geq 1 \tag{4.92}
\end{equation*}
$$

It is straightforward to show that the equality limit of these two inequalities is reached for Gaussian densities.

An special case is given by a single-particle in a central potential. In this framework an uncertainty Fisher information relation was obtained in [103]:

$$
\begin{equation*}
I_{\rho} I_{\pi} \geq 4 D^{2}\left[1-\frac{(2 l+1)|m|}{2 l(l+1)}\right]^{2} \tag{4.93}
\end{equation*}
$$

and Fisher information in position space was derived in [82] as

$$
\begin{equation*}
I_{\rho}=4\left\langle p^{2}\right\rangle-2(2 l+1)|m|\left\langle r^{-2}\right\rangle \tag{4.94}
\end{equation*}
$$

where $l$ and $m$ are the orbital and magnetic quantum numbers. Taking into account the duality of the position and momentum spaces as well as the separability of the
wavefunction, one can express the Fisher information of the momentum distribution density as

$$
\begin{equation*}
I_{\pi}=4\left\langle r^{2}\right\rangle-2(2 l+1)|m|\left\langle p^{-2}\right\rangle \tag{4.95}
\end{equation*}
$$

On the other hand, the radial expectation values $\left\langle p^{2}\right\rangle$ and $\left\langle r^{-2}\right\rangle\left(\left\langle r^{2}\right\rangle\right.$ and $\left.\left\langle p^{-2}\right\rangle\right)$ are related $[82,103]$ by

$$
\begin{align*}
\left\langle p^{2}\right\rangle & \geq l(l+1)\left\langle r^{-2}\right\rangle  \tag{4.96}\\
\left\langle r^{2}\right\rangle & \geq l(l+1)\left\langle p^{-2}\right\rangle \tag{4.97}
\end{align*}
$$

and combining above expressions the fisher uncertainty-like relation (4.93) is obtained.

### 4.3.1.3 Nonadditivity Properties

The superadditivity of the Fisher information and the subadditivity of the Shannon information of a probability density, can be used to prove [77] that

$$
\begin{align*}
& I_{W} \geq N I_{\rho}  \tag{4.98}\\
& S_{W} \leq N S_{\rho} \tag{4.99}
\end{align*}
$$

where

$$
\begin{equation*}
I_{W}=\int \frac{\left.\left.|\nabla| \Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)\right|^{2}\right|^{2}}{\left|\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)\right|^{2}} d \mathbf{r}_{1} \ldots d \mathbf{r}_{N} \tag{4.100}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{W}=\int\left|\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)\right|^{2} \ln \left|\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)\right|^{2} d \mathbf{r}_{1} \ldots d \mathbf{r}_{N} \tag{4.101}
\end{equation*}
$$

for general $N$-fermion systems in three dimensions. The $D$-dimensional generalization is obvious. We will show the proof below.

Let $\rho(\mathbf{r})$ a probability density on $\mathbf{R}^{t}$, that is, $\rho(\mathbf{r})$ non-negative and $\int \rho(\mathbf{r}) d \mathbf{r}=1$. We will suppose that Fisher information and Shannon information of $\rho(\mathbf{r})$ exits. Corresponding to any orthogonal decomposition $\mathbf{R}^{t}=\mathbf{R}^{r} \oplus \mathbf{R}^{s}, t=r+s$, the marginal densities are given by:

$$
\begin{equation*}
\rho_{1}(\mathbf{x})=\int_{\mathbf{R}^{r}} \rho(\mathbf{x}, \mathbf{y}) d^{r} \mathbf{y}, \quad \rho_{2}(\mathbf{y})=\int_{\mathbf{R}^{s}} \rho(\mathbf{x}, \mathbf{y}) d^{s} \mathbf{x} \tag{4.102}
\end{equation*}
$$

then [117]

$$
\begin{equation*}
I_{\rho} \geq I_{\rho_{1}}+I_{\rho_{2}} \tag{4.103}
\end{equation*}
$$

property which is known as superadditivity of Fisher information, and

$$
\begin{equation*}
S_{\rho} \leq S_{\rho_{1}}+S_{\rho_{2}} \tag{4.104}
\end{equation*}
$$

which is known as subadditivity of Shannon information. Both inequalities saturate when $\rho(\mathbf{x}, \mathbf{y})=\rho_{1}(\mathbf{x}) \rho_{2}(\mathbf{y})$ [117].

On the other hand, let us consider an $N$-fermion system and denote the $i$ thelectron density by

$$
\begin{equation*}
\rho_{i} \equiv \rho\left(\mathbf{r}_{i}\right)=\int\left|\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{i}, \ldots, \mathbf{r}_{N}\right)\right|^{2} d \mathbf{r}_{1} \ldots d \mathbf{r}_{i-1} d \mathbf{r}_{i+1} \ldots d \mathbf{r}_{N} \tag{4.105}
\end{equation*}
$$

for $i=1, \ldots, N$. Then, taken into account that the wavefunction is antisymmetric and (4.103) and (4.104), the wavefunction Fisher information fulfills

$$
\begin{equation*}
I_{W}=\int \frac{\left.\left.|\nabla| \Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)\right|^{2}\right|^{2}}{\left|\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)\right|^{2}} d \mathbf{r}_{1} \ldots d \mathbf{r}_{N} \geq \sum_{i=1}^{N} I_{\rho_{i}}=N I_{\rho} \tag{4.106}
\end{equation*}
$$

and the wavefunction Shannon information fulfills:

$$
\begin{equation*}
S_{W}=\int\left|\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)\right|^{2} \ln \left|\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)\right|^{2} d \mathbf{r}_{1} \ldots d \mathbf{r}_{N} \leq \sum_{i=1}^{N} S_{\rho_{i}}=N S_{\rho} \tag{4.107}
\end{equation*}
$$

Inequalities (4.106) and (4.107) are equalities when $\left|\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)\right|^{2}=\rho\left(\mathbf{r}_{1}\right) \ldots$ $\rho\left(\mathbf{r}_{N}\right)$.

These properties have allowed us to generalize the following uncertainty relationships:

- The Stam's uncertainty relation for wave functions normalized to unity [77, 113] is generalized via the inequality (4.106) by

$$
\begin{equation*}
N I_{\rho} \leq I_{W} \leq 4 N\left\langle p^{2}\right\rangle \tag{4.108}
\end{equation*}
$$

- The Shannon information uncertainty relation for wave functions normalized to unity [116] is generalized via inequality (4.107) by

$$
\begin{align*}
3 N(1+\ln \pi) \leq & -\int\left|\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)\right|^{2} \ln \left|\Psi\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N}\right)\right|^{2} d \mathbf{r}_{1} \ldots d \mathbf{r}_{N} \\
& -\int\left|\Phi\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{N}\right)\right|^{2} \ln \left|\Phi\left(\mathbf{p}_{1}, \ldots, \mathbf{p}_{N}\right)\right|^{2} d \mathbf{p}_{1} \ldots d \mathbf{p}_{N}  \tag{4.109}\\
\leq & N\left(S_{\rho}+S_{\pi}\right) \tag{4.110}
\end{align*}
$$

where $S_{\rho}\left(S_{\pi}\right)$ denotes the Shannon information of the single-particle distribution density in position (momentum) space.

### 4.3.2 Fisher-Shannon Product as an Electronic Correlation Measure

The Fisher-Shannon information product was earlier employed [77] as a tool for studying the electron correlation in atomic systems, in particular in two electron isoelectronic series. The application of this indicator to the electronic shell structure of atoms has received a special attention for systems running from on-electron atoms
to many-electron ones as those corresponding to the periodic table (see, e.g. [93, 94, 96, 99, 102]).

Many electron systems such as atoms, molecules and clusters show the electron correlation phenomenon. This feature has been characterized in terms of the correlation energy [118], which gives the difference between the exact non-relativistic energy and the Hartree-Fock approximation, as well as by some statistical correlation coefficients [119], which asses radial and angular correlation in both the position and momentum density distributions. Some information-theoretic measures of the electron correlation in many electron systems have been proposed during last years [77, 120-130]. Here we will focus on the Fisher-Shannon Information Product as a measure of electron correlation.

The Fisher-Shannon Information Product has been studied in two types of twoelectron systems [77] which differ in the Coulomb- and oscillator-like form of the electron-nucleus interaction. The Hamiltonian of such a system is

$$
\begin{equation*}
H=-\frac{1}{2} \nabla_{1}^{2}-\frac{1}{2} \nabla_{2}^{2}+V\left(r_{1}\right)+V\left(r_{2}\right)+\frac{1}{\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right|}, \tag{4.111}
\end{equation*}
$$

where $V\left(r_{i}\right)$ denotes the electron-nucleus interaction of the $i$ th-electron. $V\left(r_{i}\right)=$ $Z / r_{i}$ for He-like ions ( $Z$ being the nuclear charge) and $V\left(r_{i}\right)=\frac{1}{2} \omega r_{i}^{2}$ for the Hooke atoms. The Hooke atom is especially well suited for the understanding of correlation phenomena because of its amenability to analytical treatment.

### 4.3.2.1 He-Like Ions

In the bare coulomb field case (BCF), i.e. without Coulombic interelectronic interaction in the Hamiltonian, the ground state wave function of $\mathrm{He}(Z)$ is a single Slater determinant and the charge density is a hydrogenlike one, so $J_{\rho_{Z}}=\frac{e}{2 \pi^{1 / 3}} \frac{1}{Z^{2}}$ and $I_{\rho_{Z}}=4 Z^{2}$, so $P_{B C F}=K_{B C F}$ with $K_{B C F} \simeq 1.237333$. To consider the inclusion of electronic interaction we will work with the 204-terms Hylleraas type functions of Koga et al. [131] for the ground states of $\mathrm{H}^{-}, \mathrm{He}, \mathrm{Li}^{+}, \mathrm{Be}^{2+}, \mathrm{B}^{3+}$, and $\mathrm{Ne}^{8+}$ ( $Z=1-5,10$ ).

In Fig. 4.16 we have compared the dependence of the information product $P_{\rho_{Z}}$ on the nuclear charge $Z$ for He-like ions with the bare coulomb field information product. It is apparent the monotonic decrease of $P_{\rho_{Z}}$ when $Z$ increased, asymptotically approaching the bare or no-correlation value $P_{B C F}=K_{B C F}$ and showing that the electron correlation effect gradually decreases with respect to the electron-nucleus interaction when the nuclear charge of the system is raised up.

### 4.3.2.2 Hooke's Atoms

For the bare oscillator-field case (BOF), it is known that $J_{\rho_{\omega}}=1 /(2 \omega)$ and $I_{\rho_{\omega}}=$ $6 \omega$, so that the information product $P_{B O F}=1$. On the other hand the Schrödinger equation of the entire Hooke atom can be solved analytically for an infinite set of oscillator frequencies [132]. The use of relative and center of mass coordinates allows

Fig. 4.16 The ratio
$P_{\rho_{Z}} / P_{B C F}$ of the information product for the He -like ions and the information product for bare two-electron atoms as a function of the nuclear charge $Z$. The points correspond to the values of $\mathrm{He}(Z)$ ions with $Z=1-5$ and 10 . The solid line has been drawn only to guide the eye

Fig. 4.17 The information product $P_{\rho_{\omega}} / P_{B O F}$ for the Hooke atoms with the oscillator strength $\omega=0.5$, $0.1,0.03653727,0.01734620$, 0.009578420 , and 0.005841700 and the bare oscillator field information product $P_{B O F}$. The solid line has been drawn only to guide the eye


the Hamiltonian to be separable so that the total wavefunction for singlet states is given by $\Psi\left(\mathbf{r}_{1}, \sigma_{1}, \mathbf{r}_{2}, \sigma_{2}\right)=\xi(\mathbf{R}) \Phi(\mathbf{u}) \tau\left(\sigma_{1}, \sigma_{2}\right)$, where $\tau\left(\sigma_{1}, \sigma_{2}\right)$ is the singlet spin wave function, $\xi(\mathbf{R})$ and $\Phi(\mathbf{u})$ being the solutions of the Schrödinger equations

$$
\begin{align*}
\left(-\frac{1}{4} \nabla_{R}^{2}+\omega R^{2}\right) \xi(\mathbf{R}) & =E_{R} \xi(\mathbf{R})  \tag{4.112}\\
\left(-\nabla_{u}^{2}+\frac{1}{4} \omega u^{2}+\frac{1}{u}\right) \Phi(\mathbf{u}) & =E_{u} \Phi(\mathbf{u}) \tag{4.113}
\end{align*}
$$

respectively, and the total energy $E=E_{R}+E_{u}$.
The computed results for the Fisher information and entropy power of these systems are shown in Fig. 4.17 for several $\omega$ values, (namely, 0.5, 0.1, 0.03653727, $0.01734620,0.009578420$, and 0.005841700 ). For these particular values the ground state solution can be obtained [132] as

$$
\begin{equation*}
\xi(\mathbf{R})=\left(\frac{2 \omega}{\pi}\right)^{3 / 4} e^{-\omega R^{2}} \quad \text { and } \quad \Phi(\mathbf{u})=e^{-\frac{\omega r^{2}}{4}} Q_{n}(r) \tag{4.114}
\end{equation*}
$$

where $Q_{n}(r)$ is a polynomial whose coefficients can be determined analytically.
Cioslowski et al. [133] quantify the domains of the weakly correlated regime of this system which corresponds to the values of $\omega$ greater than $\omega_{c} \simeq 4.011624 \times$ $10^{-2}$, and the strongly correlated regime that encompasses the values of $\omega$ smaller than $\omega_{c}$.

In Fig. 4.17 we have drawn $P_{\rho_{\omega}} / P_{B O F}$ as a function of the oscillator electronnucleus strength $\omega$. It is apparent that the value of the electron density functional $P_{\rho_{\omega}} / P_{B O F}$ (dots) is always bigger than unity, when the electron-electron repulsion becomes very small with respect to the oscillator electron-nucleus interaction, the points approach to the value 1 , indicating the decrease of the relative importance of electron correlation when the strength $\omega$ is increased.

### 4.3.3 Fisher Information for a Single Particle in a Central Potential

As another application, let us consider the Fisher information in the position space (for momentum space is analogous) of a single-particle system in a central potential $V(r)$, defined by

$$
\begin{equation*}
I_{\rho}=\int \frac{|\nabla \rho(\mathbf{r})|^{2}}{\rho(\mathbf{r})} d \mathbf{r} \tag{4.115}
\end{equation*}
$$

where $\rho(\mathbf{r})=|\psi(\mathbf{r})|^{2}$ and where $\psi(\mathbf{r})$ is the bound solutions of the Schrödinger equation

$$
\begin{equation*}
\left[-\frac{1}{2} \nabla^{2}+V(r)\right] \psi(\mathbf{r})=E \psi(\mathbf{r}) . \tag{4.116}
\end{equation*}
$$

For bounded states the solution of above equation is given by

$$
\begin{equation*}
\psi_{n l m}(\mathbf{r})=R_{n l}(r) Y_{l m}(\Omega) \tag{4.117}
\end{equation*}
$$

where $R_{n l}(r)$ is the radial part of the function and $Y_{l m}(\Omega)$ is the spherical harmonic of order $l$ that is given by

$$
\begin{equation*}
Y_{l m}(\Omega)=\frac{1}{\sqrt{2 \pi}} e^{i m \phi} \Theta_{l m}(\cos \theta) \quad(-l \leq m \leq l \text { and } 0 \leq \theta \leq \pi, 0 \leq \phi \leq 2 \pi) \tag{4.118}
\end{equation*}
$$

where $\Theta_{l m}(x)$ are given in terms of the associated Legendre functions of the first kind $P_{l}^{m}(x)$ :

$$
\begin{equation*}
\Theta_{l m}(x)=\sqrt{\frac{2 l+1}{2} \frac{(l-m)!}{(l+m)!}} P_{l}^{m}(x) . \tag{4.119}
\end{equation*}
$$

So the Fisher information for a single particle in a central potential is given by

$$
\begin{align*}
I_{\rho_{n l m}} & =4 \int\left|\nabla \rho_{n l m}^{1 / 2}(\mathbf{r})\right|^{2} \\
& =\int\left[\Theta_{l m}^{2}(\theta)\left(\frac{\partial R_{n l}^{2}(r)}{\partial r}\right)^{2}+\frac{1}{r^{2}} R_{n l}^{2}(r)\left(\frac{\partial \Theta_{l m}(\theta)}{\partial \theta}\right)^{2}\right] d \mathbf{r}, \tag{4.120}
\end{align*}
$$

on the other hand the kinetic energy is given by:

$$
\begin{align*}
\left\langle p^{2}\right\rangle_{n l m}= & \int\left|\nabla \psi_{n l m}(\mathbf{r})\right|^{2}=\int\left[\left(\frac{\partial R_{n l}(r)}{\partial r}\right)^{2}\left|Y_{l m}(\Omega)\right|^{2}\right] d \mathbf{r} \\
& +\int\left[\frac{1}{r^{2}} R_{n l}^{2}(r)\left(\frac{\partial \Theta_{l m}(\theta)}{\partial \theta}\right)^{2}+\frac{1}{r^{2}} \frac{1}{\sin ^{2} \theta} R_{n l}^{2}(r) \Theta_{l m}^{2}(\theta) m^{2}\right] d \mathbf{r} \tag{4.121}
\end{align*}
$$

thus

$$
\begin{equation*}
I_{\rho_{n l m}}=4\left\langle p^{2}\right\rangle_{n l m}-2\left\langle r^{-2}\right\rangle_{n l m}(2 l+1)|m| . \tag{4.122}
\end{equation*}
$$

### 4.3.3.1 Hydrogen Atom

For this system the potential is $V(r)=-1 / r$ and the expectation values $\left\langle p^{2}\right\rangle_{n l m}=$ $\frac{1}{n^{2}}$ and $\left\langle r^{-2}\right\rangle_{n l m}=\frac{2}{(2 l+1) n^{3}}$ thus

$$
\begin{equation*}
I_{\rho_{n l m}}=\frac{4}{n^{2}}\left(1-\frac{|m|}{n}\right) . \tag{4.123}
\end{equation*}
$$

### 4.3.3.2 Isotropic Harmonic Oscillator

In this case the potential is $V(r)=\frac{1}{2} \omega^{2} r^{2}$ and the expectation values $\left\langle p^{2}\right\rangle_{n l m}=$ $\omega\left(2 n+l+\frac{3}{2}\right)$ and $\left\langle r^{-2}\right\rangle_{n l m}=\frac{\omega}{(2 l+1)}$

$$
\begin{equation*}
I_{\rho_{n l m}}=4 \omega\left(2 n+l+\frac{3}{2}-|m|\right) . \tag{4.124}
\end{equation*}
$$

### 4.4 Applications to Quantum Systems

### 4.4.1 Formulas in Position and Momentum Spaces

Here, we summarize the formulas and the nomenclature that will use in all this section.

The measure of complexity $C$ has been defined as

$$
\begin{equation*}
C=H \cdot D, \tag{4.125}
\end{equation*}
$$

where $H$ represents the information content of the system and $D$ gives an idea of how much concentrated is its spatial distribution.

The simple exponential Shannon entropy, in the position and momentum spaces, takes the form, respectively,

$$
\begin{equation*}
H_{r}=e^{S_{r}}, \quad H_{p}=e^{S_{p}} \tag{4.126}
\end{equation*}
$$

where $S_{r}$ and $S_{p}$ are the Shannon information entropies,

$$
\begin{equation*}
S_{r}=-\int \rho(\mathbf{r}) \log \rho(\mathbf{r}) d \mathbf{r}, \quad S_{p}=-\int \gamma(\mathbf{p}) \log \gamma(\mathbf{p}) d \mathbf{p} \tag{4.127}
\end{equation*}
$$

and $\rho(\mathbf{r})$ and $\gamma(\mathbf{p})$ are the densities normalized to 1 of the quantum system in position and momentum spaces, respectively.

The disequilibrium is:

$$
\begin{equation*}
D_{r}=\int \rho^{2}(\mathbf{r}) d \mathbf{r}, \quad D_{p}=\int \gamma^{2}(\mathbf{p}) d \mathbf{p} \tag{4.128}
\end{equation*}
$$

In this manner, the final expressions for $C$ in position and momentum spaces are:

$$
\begin{equation*}
C_{r}=H_{r} \cdot D_{r}, \quad C_{p}=H_{p} \cdot D_{p} \tag{4.129}
\end{equation*}
$$

Second, the Fisher-Shannon information, $P$, in the position and momentum spaces, is given respectively by

$$
\begin{equation*}
P_{r}=J_{r} \cdot I_{r}, \quad P_{p}=J_{p} \cdot I_{p} \tag{4.130}
\end{equation*}
$$

where the first factor

$$
\begin{equation*}
J_{r}=\frac{1}{2 \pi e} e^{2 S_{r} / 3}, \quad J_{p}=\frac{1}{2 \pi e} e^{2 S_{p} / 3} \tag{4.131}
\end{equation*}
$$

is a version of the exponential Shannon entropy, and the second factor

$$
\begin{equation*}
I_{r}=\int \frac{[\nabla \rho(\mathbf{r})]^{2}}{\rho(\mathbf{r})} d \mathbf{r}, \quad I_{p}=\int \frac{[\nabla \gamma(\mathbf{p})]^{2}}{\gamma(\mathbf{p})} d \mathbf{p} \tag{4.132}
\end{equation*}
$$

is the Fisher information measure, that quantifies the narrowness of the probability density.

### 4.4.2 The H-atom

The atom can be considered a complex system. Its structure is determined through the well established equations of Quantum Mechanics [134, 135]. Depending on the set of quantum numbers defining the state of the atom, different conformations are available to it. As a consequence, if the wave function of the atomic state is known, the probability densities in the position and the momentum spaces are obtained, and from them, the different statistical magnitudes such as Shannon and Fisher informations, different indicators of complexity, etc., can be calculated.

These quantities enlighten new details of the hierarchical organization of the atomic states. In fact, states with the same energy can display, for instance, different values of complexity. This is the behavior shown by the simplest atomic system, that is, the hydrogen atom (H-atom). Now, we present the calculations for this system [94].

The non-relativistic wave functions of the H -atom in position space $(\mathbf{r}=(r, \Omega)$, with $r$ the radial distance and $\Omega$ the solid angle) are:

$$
\begin{equation*}
\Psi_{n, l, m}(\mathbf{r})=R_{n, l}(r) Y_{l, m}(\Omega) \tag{4.133}
\end{equation*}
$$

where $R_{n, l}(r)$ is the radial part and $Y_{l, m}(\Omega)$ is the spherical harmonic of the atomic state determined by the quantum numbers $(n, l, m)$. The radial part is expressed as [135]

$$
\begin{equation*}
R_{n, l}(r)=\frac{2}{n^{2}}\left[\frac{(n-l-1)!}{(n+l)!}\right]^{1 / 2}\left(\frac{2 r}{n}\right)^{l} e^{-\frac{r}{n}} L_{n-l-1}^{2 l+1}\left(\frac{2 r}{n}\right) \tag{4.134}
\end{equation*}
$$

being $L_{\alpha}^{\beta}(t)$ the associated Laguerre polynomials. Atomic units are used here.
The same functions in momentum space $(\mathbf{p}=(p, \hat{\Omega})$, with $p$ the momentum modulus and $\hat{\Omega}$ the solid angle) are:

$$
\begin{equation*}
\hat{\Psi}_{n, l, m}(\mathbf{p})=\hat{R}_{n, l}(p) Y_{l, m}(\hat{\Omega}), \tag{4.135}
\end{equation*}
$$

where the radial part $\hat{R}_{n, l}(p)$ is now given by the expression [136]

$$
\begin{equation*}
\hat{R}_{n, l}(p)=\left[\frac{2}{\pi} \frac{(n-l-1)!}{(n+l)!}\right]^{1 / 2} n^{2} 2^{2 l+2} l!\frac{n^{l} p^{l}}{\left(n^{2} p^{2}+1\right)^{l+2}} C_{n-l-1}^{l+1}\left(\frac{n^{2} p^{2}-1}{n^{2} p^{2}+1}\right) \tag{4.136}
\end{equation*}
$$

with $C_{\alpha}^{\beta}(t)$ the Gegenbauer polynomials.
Taking the former expressions, the probability density in position and momentum spaces,

$$
\begin{equation*}
\rho(\mathbf{r})=\left|\Psi_{n, l, m}(\mathbf{r})\right|^{2}, \quad \gamma(\mathbf{p})=\left|\hat{\Psi}_{n, l, m}(\mathbf{p})\right|^{2} \tag{4.137}
\end{equation*}
$$

can be explicitly calculated. From these densities, the statistical complexity and the Fisher-Shannon information are computed.
$C_{r}$ and $C_{p}$ (see expression (4.129)) are plotted in Fig. 4.18 as function of the modulus of the third component $m$ of the orbital angular momentum $l$ for different pairs of $(n, l)$ values. The range of the quantum numbers is: $n \geq 1,0 \leq l \leq n-1$, and $-l \leq m \leq l$. Figure 4.18(a) shows $C_{r}$ for $n=15$ and Fig. 4.18(b) shows $C_{r}$ for $n=30$. In both figures, it can be observed that $C_{r}$ splits in different sets of discrete points. Each one of these sets is associated to a different $l$ value. It is worth to note that the set with the minimum values of $C_{r}$ corresponds just to the highest $l$, that is, $l=n-1$. The same behavior can be observed in Figs. 4.18(c) and 4.18(d) for $C_{p}$.

Figure 4.19 shows the calculation of $P_{r}$ and $P_{p}$ (see expression (4.130)) as function of the modulus of the third component $m$ for different pairs of $(n, l)$ values. The second factor, $I_{r}$ or $I_{p}$, of this indicator can be analytically obtained in both spaces (position and momentum). The results are [82]:

$$
\begin{gather*}
I_{r}=\frac{4}{n^{2}}\left(1-\frac{|m|}{n}\right)  \tag{4.138}\\
I_{p}=2 n^{2}\left\{5 n^{2}+1-3 l(l+1)-(8 n-3(2 l+1))|m|\right\} \tag{4.139}
\end{gather*}
$$

In Fig. 4.19(a), $P_{r}$ is plotted for $n=15$, and $P_{r}$ is plotted for $n=30$ in Fig. 4.19(b). Here $P_{r}$ also splits in different sets of discrete points, showing a behavior parallel to the above signaled for $C$ (Fig. 4.18). Each one of these sets is also related with a different $l$ value. It must be remarked again that the set with the minimum values of $P_{r}$ corresponds just to the highest $l$. In Figs. 4.19(c) and 4.19(d), the same behavior can be observed for $P_{p}$.


Fig. 4.18 Statistical complexity in position space, $C_{r}$, and momentum space, $C_{p}$, vs. $|m|$ for different $(n, l)$ values in the hydrogen atom. $C_{r}$ for (a) $n=15$ and (b) $n=30 . C_{p}$ for (c) $n=15$ and $(\mathbf{d}) n=30$. All values are in atomic units

Then, it is put in evidence that, for a fixed level of energy $n$, these statistical magnitudes take their minimum values for the highest allowed orbital angular momentum, $l=n-1$. It is worth to remember at this point that the mean radius of an ( $n, l=n-1$ ) orbital, $\langle r\rangle_{n, l}$, is given by [137]

$$
\begin{equation*}
\langle r\rangle_{n, l=n-1}=n^{2}\left(1+\frac{1}{2 n}\right) \tag{4.140}
\end{equation*}
$$

that tends, when $n$ is very large, to the radius of the $n$th energy level, $r_{B o h r}=n^{2}$, of the Bohr atom. The radial part of this particular wave function, that describes the electron in the $(n, l=n-1)$ orbital, has no nodes. In fact, if we take the standard deviation, $(\Delta r)=\left\langle(r-\langle r\rangle)^{2}\right\rangle^{1 / 2}$, of this wave function, $(\Delta r)=n \sqrt{2 n+1} / 2$, the ratio $(\Delta r) /\langle r\rangle$ becomes $1 / \sqrt{2 n}$ for large $n$. This means that the spatial configuration of this atomic state is like a spherical shell that converges to a semiclassical Bohrlike orbit when $n$ tends to infinity. These highly excited H -atoms are referred as Rydberg atoms, that have been intensively studied [138] for its importance in areas as astrophysics, plasma physics, quantum optics, etc., and also in studies of the classical limit of quantum mechanics [139].


Fig. 4.19 Fisher-Shannon information in position space, $P_{r}$, and momentum space, $P_{p}$, vs. $|m|$ for different $(n, l)$ values in the hydrogen atom. $P_{r}$ for $(\mathbf{a}) n=15$ and $(\mathbf{b}) n=30$. $P_{p}$ for $(\mathbf{c}) n=15$ and $(\mathbf{d}) n=30$. All values are in atomic units

We conclude this section by remarking that the minimum values of these statistical measures calculated from the quantum wave functions of the H -atom enhance our intuition by selecting just those orbitals that for a large principal quantum number converge to the Bohr-like orbits in the pre-quantum image. Therefore, these results show that insights on the structural conformation of quantum systems can be inferred from these magnitudes, as it can also be seen in the next sections.

### 4.4.3 The Quantum Harmonic Oscillator

As suggested in the previous section, a variational process on the statistical measures calculated in the H -atom could select just those orbitals that in the pre-quantum image are the Bohr-like orbits. Now, we show that a similar behavior for the statistical complexity and Fisher-Shannon information is also found in the case of the isotropic quantum harmonic oscillator [93].

We recall the three-dimensional non-relativistic wave functions of this system when the potential energy is written as $V(r)=\lambda^{2} r^{2} / 2$, with $\lambda$ a positive real con-
stant expressing the potential strength. In the same way as in the H -atom (4.133), these wave functions in position space $(\mathbf{r}=(r, \Omega)$, with $r$ the radial distance and $\Omega$ the solid angle) are:

$$
\begin{equation*}
\Psi_{n, l, m}(\mathbf{r})=R_{n, l}(r) Y_{l, m}(\Omega) \tag{4.141}
\end{equation*}
$$

where $R_{n, l}(r)$ is the radial part and $Y_{l, m}(\Omega)$ is the spherical harmonic of the quantum state determined by the quantum numbers $(n, l, m)$. Atomic units are used here. The radial part is expressed as [140]

$$
\begin{equation*}
R_{n, l}(r)=\left[\frac{2 n!\lambda^{l+3 / 2}}{\Gamma(n+l+3 / 2)}\right]^{1 / 2} r^{l} e^{-\frac{\lambda}{2} r^{2}} L_{n}^{l+1 / 2}\left(\lambda r^{2}\right) \tag{4.142}
\end{equation*}
$$

where $L_{\alpha}^{\beta}(t)$ are the associated Laguerre polynomials. The levels of energy are given by

$$
\begin{equation*}
E_{n, l}=\lambda(2 n+l+3 / 2)=\lambda\left(e_{n, l}+3 / 2\right) \tag{4.143}
\end{equation*}
$$

where $n=0,1,2, \ldots$ and $l=0,1,2, \ldots$ Let us observe that $e_{n, l}=2 n+l$. Thus, different pairs of $(n, l)$ can give the same $e_{n, l}$, and then the same energy $E_{n, l}$.

The wave functions in momentum space $(\mathbf{p}=(p, \hat{\Omega})$, with $p$ the momentum modulus and $\hat{\Omega}$ the solid angle) present the same form as in the H -atom (4.135):

$$
\begin{equation*}
\hat{\Psi}_{n, l, m}(\mathbf{p})=\hat{R}_{n, l}(p) Y_{l, m}(\hat{\Omega}), \tag{4.144}
\end{equation*}
$$

where the radial part $\hat{R}_{n, l}(p)$ is now given by the expression [140]

$$
\begin{equation*}
\hat{R}_{n, l}(p)=\left[\frac{2 n!\lambda^{-l-3 / 2}}{\Gamma(n+l+3 / 2)}\right]^{1 / 2} p^{l} e^{-\frac{p^{2}}{2 \lambda}} L_{n}^{l+1 / 2}\left(p^{2} / \lambda\right) \tag{4.145}
\end{equation*}
$$

Taking the former expressions, the probability density in position and momentum spaces,

$$
\begin{equation*}
\rho_{\lambda}(\mathbf{r})=\left|\Psi_{n, l, m}(\mathbf{r})\right|^{2}, \quad \gamma_{\lambda}(\mathbf{p})=\left|\hat{\Psi}_{n, l, m}(\mathbf{p})\right|^{2}, \tag{4.146}
\end{equation*}
$$

can be explicitly calculated. From these densities, the statistical complexity (see expression (4.129)) and the Fisher-Shannon information (see expression (4.130)) are computed. It is shown in Sect. 4.4.3.1 that these quantities are independent of $\lambda$, the potential strength, and also that they are the same in both position and momentum spaces, i.e. $C_{r}=C_{p}$ and $P_{r}=P_{p}$.

In Fig. 4.20, $C_{r}$ (or $C_{p}$ ) is plotted as function of the modulus of the third component $m,-l \leq m \leq l$, of the orbital angular momentum $l$ for different $l$ values with a fixed energy. That is, according to expression (4.143), the quantity $e_{n, l}=2 n+l$ is constant in each figure. Figure 4.20(a) shows $C_{r}$ for $e_{n, l}=15$ and Fig. 4.20(b) shows $C_{r}$ for $e_{n, l}=30$. In both figures, it can be observed that $C_{r}$ splits in different sets of discrete points. Each one of these sets is associated to a different $l$ value. It is worth noting that the set with the minimum values of $C_{r}$ corresponds just to the highest $l$, that is, $l=15$ in Fig. 4.20(a) and $l=30$ in Fig. 4.20(b).

Figure 4.21 shows $P$ as function of the modulus of the third component $m$ for different pairs of ( $e_{n, l}=2 n+l, l$ ) values. The second factor, $I_{r}$ or $I_{p}$, of this indicator can be analytically obtained in both spaces (position and momentum) [82]:


Fig. 4.20 Statistical complexity in position space, $C_{r}$, and momentum space, $C_{p}$, vs. $|m|$ for different energy $e_{n, l}$-values in the quantum isotropic harmonic oscillator for (a) $e_{n, l}=15$ and (b) $e_{n, l}=30$. Recall that $C_{r}=C_{p}$. All values are in atomic units


Fig. 4.21 Fisher-Shannon information in position space, $P_{r}$, and momentum space, $P_{p}$, vs. $|m|$ for different energy $e_{n, l}$-values in the quantum isotropic harmonic oscillator for (a) $e_{n, l}=15$ and (b) $e_{n, l}=30$. Recall that $P_{r}=P_{p}$. All values are in atomic units

$$
\begin{align*}
& I_{r}=4(2 n+l+3 / 2-|m|) \lambda  \tag{4.147}\\
& I_{p}=4(2 n+l+3 / 2-|m|) \lambda^{-1} \tag{4.148}
\end{align*}
$$

Let us note that $I_{r}$ and $I_{p}$ depend on $\lambda$, although the final result for $P_{r}$ and $P_{p}$ are non $\lambda$-dependent (see Sect. 4.4.3.1). In Fig. 4.21(a), $P_{r}$ (or $P_{p}$ ) is plotted for $e_{n, l}=$ 15, and $P_{r}$ is plotted for $e_{n, l}=30$ in Fig. 4.21(b). Here, $P_{r}$ also splits in different sets of discrete points, showing a behavior similar to that of $C$ in Fig. 4.20. Each one of these sets is related with a different $l$ value, and the set with the minimum values of $P_{r}$ also corresponds just to the highest $l$, that is, $l=15$ and $l=30$, respectively.

As in the H -atom, we also see here that, for a fixed level of energy, let us say $e_{n, l}=2 n+l$, these statistical quantities take their minimum values for the highest allowed orbital angular momentum, $l=e_{n, l}$. It is worth remembering at this point that the radial part of this particular wave function, that describes the quan-
tum system in the ( $n=0, l=e_{n, l}$ ) orbital, has no nodes. This means that the spatial configuration of this state is, in some way, a spherical-like shell. In Sect. 4.4.3.2, the mean radius of this shell, $\langle r\rangle_{n, l, m}$, is found for the case $\left(n=0, l=e_{n, l}, m\right)$. This is:

$$
\begin{equation*}
\langle r\rangle_{n=0, l=e_{n, l}, m} \equiv\langle r\rangle_{n=0, l=e_{n, l}} \simeq \sqrt{\lambda^{-1}\left(e_{n, l}+1\right)}\left(1+\Theta\left(e_{n, l}^{-1}\right)\right), \tag{4.149}
\end{equation*}
$$

that tends, when $e_{n, l} \gg 1$, to the radius of the $N$ th energy level, $r_{N}=\sqrt{\lambda^{-1}(N+1)}$, taking $N=e_{n, l}$ in the Bohr-like picture of the harmonic oscillator (see Sect. 4.4.3.2).

Then, we can remark again that the minimum values of the statistical measures calculated from the wave functions of the quantum isotropic harmonic oscillator also select just those orbitals that in the pre-quantum image are the Bohr-like orbits.

### 4.4.3.1 Invariance of $C$ and $P$ under Rescaling Transformations

Here, it is shown that the statistical complexities $C_{r}$ and $C_{p}$ are equal and independent of the strength potential, $\lambda$, for the case of the quantum isotropic harmonic oscillator. Also, the same behavior is displayed by $P_{r}$ and $P_{p}$.

For a fixed set of quantum numbers, $(n, l, m)$, let us define the normalized probability density $\hat{\rho}(\mathbf{t})$ :

$$
\begin{equation*}
\hat{\rho}(\mathbf{t})=\frac{2 n!}{\Gamma(n+l+3 / 2)} t^{2 l} e^{-t^{2}}\left[L_{n}^{l+1 / 2}\left(t^{2}\right)\right]^{2}\left|Y_{l, m}(\Omega)\right|^{2} . \tag{4.150}
\end{equation*}
$$

From expressions (4.141), (4.142) and (4.146), it can be obtained that

$$
\begin{equation*}
\rho_{\lambda}(\mathbf{r})=\lambda^{3 / 2} \hat{\rho}\left(\lambda^{1 / 2} \mathbf{r}\right), \tag{4.151}
\end{equation*}
$$

where $\rho_{\lambda}$ is the normalized probability density of expression (4.146). Now, it is straightforward to find that

$$
\begin{equation*}
H_{r}\left(\rho_{\lambda}\right)=\lambda^{-3 / 2} H(\hat{\rho}) \tag{4.152}
\end{equation*}
$$

and that

$$
\begin{equation*}
D_{r}\left(\rho_{\lambda}\right)=\lambda^{3 / 2} D(\hat{\rho}) \tag{4.153}
\end{equation*}
$$

Then,

$$
\begin{equation*}
C_{r}\left(\rho_{\lambda}\right)=C(\hat{\rho}) \tag{4.154}
\end{equation*}
$$

and the non $\lambda$-dependence of $C_{r}$ is shown.
To show that $C_{r}$ and $C_{p}$ are equal, let us note that, from expressions (4.144), (4.145) and (4.146), the normalized probability density $\gamma_{\lambda}(\mathbf{p})$ for the same set of quantum numbers $(n, l, m)$ can be written as

$$
\begin{equation*}
\gamma_{\lambda}(\mathbf{p})=\lambda^{-3 / 2} \hat{\rho}\left(\lambda^{-1 / 2} \mathbf{p}\right) \tag{4.155}
\end{equation*}
$$

Now, it is found that

$$
\begin{equation*}
H_{p}\left(\gamma_{\lambda}\right)=\lambda^{3 / 2} H(\hat{\rho}) \tag{4.156}
\end{equation*}
$$

and that

$$
\begin{equation*}
D_{p}\left(\gamma_{\lambda}\right)=\lambda^{-3 / 2} D(\hat{\rho}) \tag{4.157}
\end{equation*}
$$

Then,

$$
\begin{equation*}
C_{p}\left(\gamma_{\lambda}\right)=C(\hat{\rho}) \tag{4.158}
\end{equation*}
$$

and the equality of $C_{r}$ and $C_{p}$, and their non $\lambda$-dependence are shown.
Similarly, from expressions (4.130), (4.131), (4.147) and (4.148), it can be found that $P_{r}=P_{p}$, and that these quantities are also non $\lambda$-dependent.

### 4.4.3.2 Bohr-Like Orbits in the Quantum Isotropic Harmonic Oscillator

Here, the mean radius of the orbital with the lowest complexity is calculated as function of the energy. Also, the radii of the orbits in the Bohr picture are obtained.

The general expression of the mean radius of a state represented by the wave function $\Psi_{n, l, m}$ is given by

$$
\begin{equation*}
\langle r\rangle_{n, l, m} \equiv\langle r\rangle_{n, l}=\frac{n!}{\Gamma(n+l+3 / 2)} \frac{1}{\lambda^{1 / 2}} \int_{0}^{\infty} t^{l+1} e^{-t}\left[L_{n}^{l+1 / 2}(t)\right]^{2} d t \tag{4.159}
\end{equation*}
$$

For the case of minimum complexity (see Figs. 4.20 or 4.21 ), the state has the quantum numbers ( $n=0, l=e_{n, l}$ ). The last expression (4.159) becomes:

$$
\begin{equation*}
\langle r\rangle_{n=0, l=e_{n, l}}=\frac{\left(e_{n, l}+1\right)!}{\Gamma\left(e_{n, l}+3 / 2\right) \lambda^{1 / 2}} \tag{4.160}
\end{equation*}
$$

that, in the limit $e_{n, l} \gg 1$, simplifies to expression (4.149):

$$
\begin{equation*}
\langle r\rangle_{n=0, l=e_{n, l} \gg 1} \simeq \sqrt{\lambda^{-1}\left(e_{n, l}+1\right)}\left(1+\Theta\left(e_{n, l}^{-1}\right)\right) \tag{4.161}
\end{equation*}
$$

Now we obtain the radius of an orbit in the Bohr-like image of the isotropic harmonic oscillator. Let us recall that this image establishes the quantization of the energy through the quantization of the classical orbital angular momentum. So, the energy $E$ of a particle of mass $m$ moving with velocity $v$ on a circular orbit of radius $r$ under the harmonic potential $V(r)=m \lambda^{2} r^{2} / 2$ is:

$$
\begin{equation*}
E=\frac{1}{2} m \lambda^{2} r^{2}+\frac{1}{2} m v^{2} . \tag{4.162}
\end{equation*}
$$

The circular orbit is maintained by the central force through the equation:

$$
\begin{equation*}
\frac{m v^{2}}{r}=m \lambda^{2} r \tag{4.163}
\end{equation*}
$$

The angular momentum takes discrete values according to the condition

$$
\begin{equation*}
m v r=(N+1) \hbar \quad(N=0,1,2, \ldots) \tag{4.164}
\end{equation*}
$$

Combining the last three equations (4.162)-(4.164), and taking atomic units, $m=$ $\hbar=1$, the radius $r_{N}$ of a Bohr-like orbit for this system is obtained

$$
\begin{equation*}
r_{N}=\sqrt{\lambda^{-1}(N+1)} \quad(N=0,1,2, \ldots) \tag{4.165}
\end{equation*}
$$

Let us observe that this expression coincides with the quantum mechanical radius given by expression (4.161) when $e_{n, l}=N$ for $N \gg 1$.

### 4.4.4 The Square Well

Statistical complexity has been calculated in different atomic systems, such as in the H atom (Sect. 4.4.2) and in the quantum harmonic oscillator (Sect. 4.4.3). The behavior of this statistical magnitude in comparison with that of the energy displays some differences. Among other applications, the energy has a clear physical meaning [134] and it can be used to find the equilibrium states of a system. In the same way, it has also been shown that the complexity can give some insight about the equilibrium configuration in the ground state of the $\mathrm{H}_{2}^{+}$molecule [100]. In this case, Montgomery and Sen have reported that the minimum of the statistical complexity as a function of the internuclear distance for this molecule is an accurate result comparable with that obtained with the minimization of the energy. This fact could suggest that energy and complexity are two magnitudes strongly correlated for any quantum system. But this is not the general case. See, for example, the behavior of both magnitudes in the previous sections for the H -atom and for the quantum isotropic harmonic oscillator. In both systems, the degeneration of the energy is split by the statistical complexity, in such a way that the minimum of complexity for each level of energy is taken on the wave function with the maximum orbital angular momentum. Therefore, energy and complexity are two independent variables.

In this section, we wonder if there exists a quantum system where degeneration of the complexity can be split by the energy. The answer will be affirmative [141]. We show it in two steps. First, a new type of invariance by replication for the statistical complexity is established, and, second, it is seen that the energy eigenstates of the quantum infinite square well fulfill the requirements of this kind of invariance. From there, it is revealed that the degeneration of complexity in this quantum system is broken by the energy.

Different types of replication can be defined on a given probability density. One of them was established in [54]. Here, a similar kind of replication is presented, in such a manner that the complexity $C$ of $m$ replicas of a given distribution is equal to the complexity of the original one. Thus, if $\mathbf{R}$ represents the support of the density function $p(x)$, with $\int_{\mathbf{R}} p(x) d x=1$, take $n$ copies $p_{m}(x), m=1, \ldots, n$, of $p(x)$,

$$
\begin{equation*}
p_{m}(x)=p\left(n\left(x-\lambda_{m}\right)\right), \quad 1 \leq m \leq n, \tag{4.166}
\end{equation*}
$$

where the supports of all the $p_{m}(x)$, centered at $\lambda_{m}^{\prime} s$ points, $m=1, \ldots, n$, are all disjoint. Observe that $\int_{\mathbf{R}} p_{m}(x) d x=\frac{1}{n}$, what makes the replicas union

$$
\begin{equation*}
q_{n}(x)=\sum_{i=1}^{n} p_{m}(x) \tag{4.167}
\end{equation*}
$$

to be also a normalized probability distribution, $\int_{\mathbf{R}} q_{n}(x) d x=1$. For every $p_{m}(x)$, a straightforward calculation shows that the Shannon entropy is

$$
\begin{equation*}
S\left(p_{m}\right)=\frac{1}{n} S(p), \tag{4.168}
\end{equation*}
$$

and the disequilibrium is

$$
\begin{equation*}
D\left(p_{m}\right)=\frac{1}{n} D(p) \tag{4.169}
\end{equation*}
$$

Taking into account that the $m$ replicas are supported on disjoint intervals on $\mathbf{R}$, we obtain

$$
\begin{align*}
S\left(q_{n}\right) & =S(p)  \tag{4.170}\\
D\left(q_{n}\right) & =D(p) \tag{4.171}
\end{align*}
$$

Then, the statistical complexity $\left(C=e^{S} \cdot D\right)$ is

$$
\begin{equation*}
C\left(q_{n}\right)=C(p) \tag{4.172}
\end{equation*}
$$

and this type of invariance by replication for $C$ is shown.
Let us see now that the probability density of the eigenstates of the energy in the quantum infinite square well display this type of invariance. The wave functions representing these states for a particle in a box, that is confined in the one-dimensional interval [ $0, L$ ], are given by [142]

$$
\begin{equation*}
\varphi_{k}(x)=\sqrt{\frac{2}{L}} \sin \left(\frac{k \pi x}{L}\right), \quad k=1,2, \ldots \tag{4.173}
\end{equation*}
$$

Taking $p(x)$ as the probability density of the fundamental state $(k=1)$,

$$
\begin{equation*}
p(x)=\left|\varphi_{1}(x)\right|^{2} \tag{4.174}
\end{equation*}
$$

the probability density of the $k$ th excited state,

$$
\begin{equation*}
q_{k}(x)=\left|\varphi_{k}(x)\right|^{2} \tag{4.175}
\end{equation*}
$$

can be interpreted as the union of $k$ replicas of the fundamental state density, $p(x)$, in the $k$ disjoint intervals $[(m-1) L / k, m L / k]$, with $m=1,2, \ldots, k$. That is, we find expression (4.167), $q_{k}(x)=\sum_{i=1}^{k} p_{m}(x)$, with

$$
\begin{equation*}
p_{m}(x)=\frac{2}{L} \sin ^{2}\left(\frac{k \pi x}{L}-\pi(m-1)\right), \quad m=1,2, \ldots, k \tag{4.176}
\end{equation*}
$$

where in this case the $\lambda_{m}$ 's of expression (4.166) are taken as $(m-1) L / k$. Therefore, we conclude that the complexity is degenerated for all the energy eigenstates of the quantum infinite square well. Its value can be exactly calculated. Considering that $L$ is the natural length unit in this problem, we obtain

$$
\begin{equation*}
C(p)=C\left(q_{k}\right)=\frac{3}{e}=1.1036 \ldots \tag{4.177}
\end{equation*}
$$

In the general case of a particle in a $d$-dimensional box of width $L$ in each dimension, it can also be verified that complexity is degenerated for all its energy eigenstates with a constant value given by $C=(3 / e)^{d}$.

Here we have shown that, in the same way that the complexity breaks the energy degeneration in the H -atom and in the quantum isotropic harmonic oscillator, the contrary behavior is also possible. In particular, the complexity is constant for the
whole energy spectrum of the $d$-dimensional quantum infinite square well. This result is due to the same functional form displayed by all the energy eigenstates of this system. Therefore, it suggests that the study of the statistical complexity in a quantum system allows to infer some properties on its structural conformation.

### 4.4.5 The Periodic Table

The use of these statistical magnitudes to study the electronic structure of atoms is another interesting application [64, 89, 143-148]. The basic ingredient to calculate these statistical indicators is the electron probability density, $\rho(\mathbf{r})$, that can be obtained from the numerically derived Hartree-Fock atomic wave function in the nonrelativistic case [143, 144], and from the Dirac-Fock atomic wave function in the relativistic case [145]. The behavior of these statistical quantifiers with the atomic number $Z$ has revealed a connection with physical measures, such as the ionization potential and the static dipole polarizability [89]. All of them, theoretical and physical magnitudes, are capable of unveiling the shell structure of atoms, specifically the closure of shells in the noble gases. Also, it has been observed that statistical complexity fluctuates around an average value that is non-decreasing as the atomic number $Z$ increases in the non-relativistic case [144, 145]. This average value becomes increasing in the relativistic case [145]. This trend has also been confirmed when the atomic electron density is obtained with a different approach [149]. In another context where the main interactions have a gravitational origin, as it is the case of a white dwarf, it has also been observed that complexity grows as a function of the star mass, from the low-mass non-relativistic case to the extreme relativistic limit. In particular, complexity for the white dwarf reaches a maximum finite value in the Chandrasekhar limit as it was calculated by Sañudo and López-Ruiz [150].

An alternative method to calculate the statistical magnitudes can be used when the atom is seen as a discrete hierarchical organization. The atomic shell structure can also be captured by the fractional occupation probabilities of electrons in the different atomic orbitals. This set of probabilities is here employed to evaluate all these quantifiers for the non-relativistic $(N R)$ and relativistic $(R)$ cases. In the $N R$ case, a non-decreasing trend in complexity as $Z$ increases is obtained and also the closure of shells for some noble gases is observed [96, 151].

For the $N R$ case, each electron shell of the atom is given by $(n l)^{w}$ [152], where $n$ denotes the principal quantum number, $l$ the orbital angular momentum ( $0 \leq l \leq$ $n-1)$ and $w$ is the number of electrons in the shell $(0 \leq w \leq 2(2 l+1))$. For the $R$ case, due to the spin-orbit interaction, each shell is split, in general, in two shells [153]: $\left(n l j_{-}\right)^{w_{-}},\left(n l j_{+}\right)^{w_{+}}$, where $j_{ \pm}=l \pm 1 / 2$ (for $l=0$ only one value of $j$ is possible, $j=j_{+}=1 / 2$ ) and $0 \leq w_{ \pm} \leq 2 j_{ \pm}+1$. As an example, we explicitly give the electron configuration of $\operatorname{Ar}(Z=18)$ in both cases,

$$
\begin{gather*}
\operatorname{Ar}(N R):(1 \mathrm{~s})^{2}(2 \mathrm{~s})^{2}(2 \mathrm{p})^{6}(3 \mathrm{~s})^{2}(3 \mathrm{p})^{6}  \tag{4.178}\\
\operatorname{Ar}(R):(1 \mathrm{~s} 1 / 2)^{2}(2 \mathrm{~s} 1 / 2)^{2}(2 \mathrm{p} 1 / 2)^{2}(2 \mathrm{p} 3 / 2)^{4}(3 \mathrm{~s} 1 / 2)^{2}(3 \mathrm{p} 1 / 2)^{2}(3 \mathrm{p} 3 / 2)^{4} \tag{4.179}
\end{gather*}
$$

For each atom, a fractional occupation probability distribution of electrons in atomic orbitals $\left\{p_{k}\right\}, k=1,2, \ldots, \Pi$, being $\Pi$ the number of shells of the atom, can be defined. This normalized probability distribution $\left\{p_{k}\right\}\left(\sum p_{k}=1\right)$ is easily calculated by dividing the superscripts $w_{ \pm}$(number of electrons in each shell) by $Z$, the total number of electrons in neutral atoms, which is the case we are considering here. The order of shell filling dictated by nature [152] has been chosen. Then, from this probability distribution, the different statistical magnitudes (Shannon entropy, disequilibrium, statistical complexity and Fisher-Shannon entropy) is calculated.

In order to calculate the statistical complexity $C=H \cdot D$, with $H=e^{S}$, we use the discrete versions of the Shannon entropy $S$ and disequilibrium $D$ :

$$
\begin{align*}
& S=-\sum_{k=1}^{\Pi} p_{k} \log p_{k}  \tag{4.180}\\
& D=\sum_{k=1}^{\Pi}\left(p_{k}-1 / \Pi\right)^{2} \tag{4.181}
\end{align*}
$$

To compute the Fisher-Shannon information, $P=J \cdot I$, with $J=\frac{1}{2 \pi e} e^{2 S / 3}$, the discrete version of $I$ is defined as $[96,151]$

$$
\begin{equation*}
I=\sum_{k=1}^{\Pi} \frac{\left(p_{k+1}-p_{k}\right)^{2}}{p_{k}} \tag{4.182}
\end{equation*}
$$

where $p_{\Pi+1}=0$ is taken.
The statistical complexity, $C$, as a function of the atomic number, $Z$, for the $N R$ and $R$ cases for neutral atoms is given in Figs. 4.22 and 4.23, respectively. It is observed in both figures that this magnitude fluctuates around an increasing average value with $Z$. This increasing trend recovers the behavior obtained by using the continuous quantum-mechanical wave functions [144, 145]. A shell-like structure is also unveiled in this approach by looking at the minimum values of $C$ taken on the noble gases positions (the dashed lines in the figures) with the exception of $\operatorname{Ne}(Z=10)$ and $\operatorname{Ar}(Z=18)$. This behavior can be interpreted as special arrangements in the atomic configuration for the noble gas cases out of the general increasing trend of $C$ with $Z$.

The Fisher-Shannon entropy, $P$, as a function of $Z$, for the $N R$ and $R$ cases in neutral atoms is given in Figs. 4.24 and 4.25, respectively. The shell structure is again displayed in the special atomic arrangements, particularly in the $R$ case (Fig. 4.25) where $P$ takes local maxima for all the noble gases (see the dashed lines on $Z=2,10,18,36,54,86$ ). The irregular filling (i.f.) of $s$ and $d$ shells [152] is also detected by peaks in the magnitude $P$, mainly in the $R$ case. In particular, see the elements Cr and Cu (i.f. of 4 s and 3 d shells); $\mathrm{Nb}, \mathrm{Mo}, \mathrm{Ru}, \mathrm{Rh}$, and Ag (i.f. of 5 s and 4 d shells); and finally Pt and Au (i.f. of 6 s and 5d shells). Pd also has an irregular filling, but $P$ does not display a peak on it because the shell filling in this case does not follow the same procedure as the before elements (the 5 s shell is empty and the 5 d is full). Finally, the increasing trend of $P$ with $Z$ is clearly observed.


Fig. 4.22 Statistical complexity, $C$, vs. $Z$ in the non relativistic case $\left(C^{N R}\right)$. The dashed lines indicate the position of noble gases. For details, see the text

Then, it is found that $P$, the Fisher-Shannon entropy, in the relativistic case (Fig. 4.25) reflects in a clearer way the increasing trend with $Z$, the shell structure in noble gases, and the irregular shell filling of some specific elements. The same method that uses the fractional occupation probability distribution is applied in the next section to another many particle system, the atomic nucleus, that has also been described by a shell model.

### 4.4.6 Magic Numbers in Nuclei

Nucleus is another interesting quantum system that can be described by a shell model [154]. In this picture, just as electrons in atoms, nucleons in nuclei fill in the nuclear shells by following a determined hierarchy. Hence, the fractional occupation probabilities of nucleons in the different nuclear orbitals can capture the nuclear shell structure. This set of probabilities, as explained in the above section, can be used to evaluate the statistical quantifiers for nuclei as a function of the number of nucleons. In this section, by following this method, the calculation of statistical complexity and Fisher-Shannon information for nuclei is presented [155].

The nuclear shell model is developed by choosing an intermediate threedimensional potential, between an infinite well and the harmonic oscillator, in which nucleons evolve under the Schrödinger equation with an additional spin-orbit interaction [154]. In this model, each nuclear shell is given by $(n l j)^{w}$, where $l$ denotes


Fig. 4.23 Statistical complexity, $C$, vs. $Z$ in the relativistic case $\left(C^{R}\right)$. The comments given in Fig. 4.22 are also valid here
the orbital angular momentum $(l=0,1,2, \ldots), n$ counts the number of levels with that $l$ value, $j$ can take the values $l+1 / 2$ and $l-1 / 2$ (for $l=0$ only one value of $j$ is possible, $j=1 / 2$ ), and $w$ is the number of one-type of nucleons (protons or neutrons) in the shell $(0 \leq w \leq 2 j+1)$.

As an example, we explicitly give the shell configuration of a nucleus formed by $Z=20$ protons or by $N=20$ neutrons. In both cases, it is obtained [154]:

$$
\left\{\begin{array}{l}
(Z=20)  \tag{4.183}\\
(N=20)
\end{array}\right\}:(1 \mathrm{~s} 1 / 2)^{2}(1 \mathrm{p} 3 / 2)^{4}(1 \mathrm{p} 1 / 2)^{2}(1 \mathrm{~d} 5 / 2)^{6}(2 \mathrm{~s} 1 / 2)^{2}(1 \mathrm{~d} 3 / 2)^{4}
$$

When one-type of nucleons (protons or neutrons) in the nucleus is considered, a fractional occupation probability distribution of this type of nucleons in nuclear orbitals $\left\{p_{k}\right\}, k=1,2, \ldots, \Pi$, being $\Pi$ the number of shells for this type of nucleons, can be defined in the same way as it has been done for electronic calculations in the atom in the previous section. This normalized probability distribution $\left\{p_{k}\right\}$ ( $\sum p_{k}=1$ ) is easily found by dividing the superscripts $w$ by the total of the corresponding type of nucleons ( $Z$ or $N$ ). Then, from this probability distribution, the different statistical magnitudes (Shannon entropy, disequilibrium, statistical complexity and Fisher-Shannon entropy) by following expressions (4.180-4.182) are obtained.

The statistical complexity, $C$, of nuclei as a function of the number of nucleons, $Z$ or $N$, is given in Fig. 4.26. Here we can observe that this magnitude fluctuates around an increasing average value with $Z$ or $N$. This trend is also found for the electronic structure of atoms (see previous section), reinforcing the idea that, in


Fig. 4.24 Fisher-Shannon entropy, $P$, vs. $Z$, in the non relativistic case $\left(P^{N R}\right)$. The dashed lines indicate the position of noble gases. For details, see the text


Fig. 4.25 Fisher-Shannon entropy, $P$, vs. $Z$, in the relativistic case $\left(P^{R}\right)$. The comments given in Fig. 4.24 are also valid here


Fig. 4.26 Statistical complexity, $C$, vs. number of nucleons, $Z$ or $N$. The dashed lines indicate the positions of magic numbers $\{2,8,20,28,50,82,126,184\}$. For details, see the text
general, complexity increases with the number of units forming a system. However, the shell model supposes that the system encounters certain ordered rearrangements for some specific number of units (electrons or nucleons). This shell-like structure is also unveiled by $C$ in this approach to nuclei. In this case, the extremal values of $C$ are not taken just on the closed shells as happens in the noble gases positions for atoms, if not that they appear to be in the positions one unit less than the closed shells.

The Fisher-Shannon entropy, $P$, of nuclei as a function of $Z$ or $N$ is given in Fig. 4.27. It presents an increasing trend with $Z$ or $N$. The spiky behavior of $C$ provoked by the nuclear shell structure becomes smoother for $P$, that presents peaks (changes in the sign of the derivative) only at a few $Z$ or $N$, concretely at the numbers $2,6,14,20,28,50,82,126,184$. Strikingly, the sequence of magic numbers is $\{2,8,20,28,50,82,126,184\}$ (represented as dashed vertical lines in the figures). Only the peaks at 6 and 14 disagree with the sequence of magic numbers, what could be justified by saying that statistical indicators work better for high numbers. But in this case, it should be observed that the carbon nucleus, $\mathrm{C}_{Z=6}^{N=6}$, and the silicon nucleus, $\mathrm{Si}_{\mathrm{Z}=14}^{N=14}$, apart from their great importance in nature and industry, they are the stable isotopes with the greatest abundance in the corresponding isotopic series, $98.9 \%$ and $92.2 \%$, respectively.

Then, the increasing trend of these statistical magnitudes with $Z$ or $N$, and the reflect of the shell structure in the spiky behavior of their plots are found when using for their calculation the fractional occupation probability distribution of nucleons, $Z$ or $N$. It is worth to note that the relevant peaks in the Fisher-Shannon information


Fig. 4.27 Fisher-Shannon entropy, $P$, vs. the number of nucleons, $Z$ or $N$. The dashed lines indicate the positions of magic numbers $\{2,8,20,28,50,82,126,184\}$. For details, see the text
are revealed to be just the series of magic numbers in nuclei. This fact indicates again that these statistical indicators are able to enlighten some structural aspects of quantum many-body systems.
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# Chapter 5 <br> Entropy and Complexity Analyses of $\boldsymbol{D}$-dimensional Quantum Systems 
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#### Abstract

This chapter briefly reviews the present knowledge about the analytic information theory of quantum systems with non-standard dimensionality in the position and momentum spaces. The main concepts of this theory are the power and entropic moments, which are very fertile largely because of their flexibility and multiple interpretations. They are used here to study the most relevant informationtheoretic one-element (Fisher, Shannon, Rényi, Tsallis) and some composite twoelements (Fisher-Shannon, LMC shape and Cramér-Rao complexities) measures which describe the spreading measures of the position and momentum probability densities farther beyond the standard deviation. We first apply them to general systems, then to single particle systems in central potentials and, finally, to hydrogenic systems in $D$-dimensions.


### 5.1 Introduction

The physics of $D$-dimensional quantum systems, with $D$ not necessarily equal to 3 , is of fundamental interest in field theory [1], superstring theory and quantum cosmology [2-5]; the idea that the universe is trapped on a membrane in some highdimensional space-time may explain why gravity is so weak, and could be tested by high-energy particle accelerators. The $D$-dimensional physics is also very relevant to mathematical modelling numerous three-dimensional physical phenomena related to a wide variety of fields ranging from nanotechnology [6-8], quantum computation [9, 10], plasma physics [11], to quantum chemistry and atomic and molecular physics [12-15]. The atomic physics in $D$ dimensions, where the rotation symmetry is $O(D)$, has been shown [1] to simplify as $D \rightarrow \infty$ and it can be solved for large $D$ by an expansion in $\frac{1}{D}$ (see. e.g. [12, 16]). Let us only mention its relevance in dimensional scaling or dimensional perturbation methods, where the energy spectrum of three-dimensional systems may be obtained in some situa-

[^4]tions by generalizing them to some lower or higher dimensions where the particular system is analytically solvable and then by using an interpolation or extrapolation procedure [12, 13]; this new approach, which exploits exact solutions obtainable in the limit of one- or infinite-dimension, has given high accuracy for the electron correlation energy with far less effort than using conventional methods, at least for two-electron systems, as Dudley L. Herschbach (1986 Nobel Prize in Chemistry) and his collaborators have shown. Let us also point out that in chemistry two dimensions are often better than three, since surface-bound reactions can be proved in greater detail than those in a liquid solution as Gerhard Ertl (2007 Nobel Prize in Chemistry) and collaborators have realized in numerous contributions to the field of surface chemistry [17-19]. Moreover, the theory of chaos and fractals [20, 21] has shown an increasing interest in the framework of non-integer dimensions. Fractional dimensionality have also been applied to nanostructured systems, such as excitons in anisotropic or confined quantum well structures to account for the effective medium and the anisotropy of their interactions [6].

This chapter is an introductory tour to the information theory of $D$-dimensional quantum systems, where the emphasis is put not so much on the conceptual description of the information-theoretic measures (see other chapters of this volume for this purpose) but on their analytical determination. We gather a number of results obtained in the last two decades relative to the measures of spreading and uncertainty of the $D$-dimensional quantum one- and many-body systems under consideration, which quantify the spatial delocalization of the single-particle density of the system in different and complementary ways. We start in Sect. 5.2 with the power moments and the entropic moments of such a density, which do not only characterize the density itself but also describe numerous fundamental and/or experimental measurable quantities of the system. Then, we provide (i) some variational expressions for the Rényi and Tsallis entropies in terms of a given power moment, which allow us to correlate these measures with other physical quantities; (ii) the uncertainty relations associated to the spreading measures beyond the celebrated Heisenberg relation and (iii) some bounds and inequalities satisfied by the Cramér-Rao, Fisher-Shannon and LMC shape complexities.

In Sect. 5.3 we show more accurate results for single-particle systems with $D$-dimensional central potentials, such as the recently discovered uncertainty relations relative not only to the power moments but also the Fisher information. In Sect. 5.4, following the reductionist Weisskopf's aphorism "To understand hydrogen is to understand all physics", we study in full detail the information-theoretic properties of $D$-dimensional hydrogenic systems which include hydrogenic atoms and ions, exotic atoms, antimatter atoms, Rydberg atoms, ions and molecules, excitons and donors in some semiconductors, among others. Moreover, one- and twodimensional hydrogenic atoms have been used as qubits in the realization of quantum computation. On the other hand, the position and momentum $D$-dimensional hydrogenic wavefunctions play a relevant role in quantum chemistry for Sturmian approaches and to conform complete orthonormal sets for many-body problems; e.g., for three-body problems (hydrogen molecular ion, helium atom, ...) [14, 22].

Let us also point out that the existence of hydrogenic systems with dimensionality other than 3 have been observed for $D<3$ [7] and suggested for $D>3$ [23, 24]. We will realize at the end that we should perhaps paraphrase the previous aphorism as "To understand hydrogen, we must understand all of physics" in Kleppner's words [25]; indeed, there still exist numerous information-theoretic open issues in the hydrogenic problem. Finally some conclusions are given and various open problems are pointed out.

### 5.2 Information-Theoretic Analysis of Many Particle Systems

Here we study the spatial delocalization or spreading of the single-particle density of a many-particle system by means of its power, logarithmic and entropic moments and the related Rényi and Tsallis entropies and the complexity measures together with their associated uncertainty relations.

### 5.2.1 Power, Logarithmic and Entropic Moments

A $D$-dimensional $n$-particle system is described in quantum mechanics by means of its wavefunction $\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{n} ; \sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$, with $\mathbf{r}=\left(x_{1}, x_{2}, \ldots, x_{D}\right)$ and where ( $\mathbf{r}_{i}, \sigma_{i}$ ) denotes the position-spin coordinates of the $i$ th-particle, which is assumed to be normalized and antisymmetrized in the pairs $\left(\mathbf{r}_{i}, \sigma_{i}\right)$. The physical and chemical properties of these systems are controlled [26] by means of the spatial delocalization or spreading of the single particle density $\rho(\mathbf{r})$ defined as

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{\sigma \in\left\{-\frac{1}{2},+\frac{1}{2}\right\}^{D}} \int\left|\Psi\left(\mathbf{r}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{n} ; \sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)\right|^{2} d \mathbf{r}_{2} \ldots d \mathbf{r}_{n} \tag{5.1}
\end{equation*}
$$

which is normalized to unity. The power moments $\left\{\left\langle r^{\alpha}\right\rangle\right\}$, the logarithmic moments $\left\{\left\langle r^{\alpha} \ln r\right\rangle\right\}$ and the frequency or entropic moments $\left\{W_{\alpha}[\rho] \equiv\left\langle\rho^{\alpha-1}\right\rangle\right\}$ provide different ways to characterize the density $\rho(\mathbf{r})$. The symbol $\langle f(\mathbf{r})\rangle$ denotes the expectation value

$$
\begin{equation*}
\langle f(\mathbf{r})\rangle:=\int_{R_{D}} f(\mathbf{r}) \rho(\mathbf{r}) d \mathbf{r} . \tag{5.2}
\end{equation*}
$$

Similarly, the properties of the system can be analyzed in momentum space by means of the momentum density $\gamma(\mathbf{p})$ defined in terms of the Fourier-transformed $\widehat{\Psi}\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{n} ; \sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$ as in (5.1). This density can be completely characterized by the three following sets of moments: $\left\{\left\langle p^{\alpha}\right\rangle\right\},\left\{\left\langle p^{\alpha} \ln p\right\rangle\right\}$ and $\left\{U_{\alpha}[\gamma] \equiv\right.$ $\left.\left\langle\gamma^{\alpha-1}\right\rangle\right\}$.

For specific values of $\alpha$, these moments are physically meaningful and, at times, experimentally accessible. Let us point out here that for $D=3$ : (i) the

Langevin-Pauli diamagnetic susceptibility $\chi=-\alpha_{\mathrm{fs}}^{2} \frac{\left\langle r^{2}\right\rangle}{6}, \alpha_{\mathrm{fs}}$ being the fine structure constant, (ii) the electron-nucleus attraction constant which is also related to the nuclear magnetic screening constant or diamagnetic screening factor, is given by $E_{e N}=-Z\left\langle r^{-1}\right\rangle, Z$ being the nuclear charge, (iii) the electron kinetic energy $T_{e}=\frac{\left\langle p^{2}\right\rangle}{2}$, (iv) the Breit-Pauli relativistic correction to the kinetic energy $T_{\text {rel }}=-\alpha_{\mathrm{fs}} \frac{\left\langle p^{4}\right\rangle}{8}$, (v) the height of the peak of the Compton profile $J(0)$ is $h=\frac{\left\langle p^{-1}\right\rangle}{2}$. The logarithmic expectation values have been shown to be relevant for atomic systems, not only in an information-theoretic framework [27], but also in physical phenomena such as electron-electron coalescence [28] and elastic electron scattering [29], where e.g. $\langle\ln r\rangle=\left.\frac{d\left\langle r^{\alpha}\right\rangle}{d \alpha}\right|_{\alpha=0}$ determines the behaviour of the phase shifts at high energy and low angular momenta. Moreover, the entropic moments $\left\langle\rho^{\alpha}\right\rangle$ and the modified moments $\left\langle r^{\alpha} \rho\right\rangle$ have been used to develop ant to interpret all energy components in the density-functional theory of the ground state of atoms [30-32]. Let us point out that the moments $\left\langle\rho^{\alpha}\right\rangle$ describe, up to a proportionality factor, the atomic Thomas-Fermi $\left(\alpha=\frac{5}{3}\right)$ and the Dirac exchange ( $\alpha=\frac{4}{3}$ ) energies; see [33, 34] for their connection with other atomic density functionals, and [35] for the existence conditions. Finally let us mention that both power and entropic moments have been used as uncertainty measures as we discuss later on.

Remark that $W_{1}[\rho]=1$, because $\rho(\mathbf{r})$ is a probability density function and that $W_{q}[\rho]$ is finite when $q<0$ only if $\rho(\mathbf{r})$ is of bounded support. Moreover, when $\rho(\mathbf{r})$ is bounded, $W_{q}[\rho]$ tends to the (Lebesgue) measure of its support $\mu_{\mathcal{L}}\{\mathbf{r}: \rho(\mathbf{r})>0\}$ when $q \rightarrow 0^{+}$. In addition, this quantity has the following mathematical properties [36]:

- If $\rho(\mathbf{r})$ is bounded, then $W_{q}[\rho]<\infty$ for any $q>1$
- If $W_{q}[\rho]<\infty$ for some $q<1$, then $W_{q^{\prime}}[\rho]<\infty$ for any $q^{\prime} \in(q, 1)$
- If $\rho(\mathbf{r})$ is of finite support, then $W_{q^{\prime}}[\rho]<\infty$ for any $q^{\prime} \in[q, 1)$

The power and entropic moments of $D$-dimensional systems have been found to be mutually related by means of analytical inequalities of variational origin [37, 38]. The entropic moments of order $q$ of a $D$-dimensional density $\rho(\mathbf{r})$ are, according to (5.2), given by

$$
\begin{equation*}
W_{q}[\rho]=\left\langle\rho^{q-1}\right\rangle=\int_{R_{D}}[\rho(\mathbf{r})]^{q} d \mathbf{r} \tag{5.3}
\end{equation*}
$$

They are bounded from below in terms of the power moments $\left\langle r^{\alpha}\right\rangle$ and $\left\langle r^{\beta}\right\rangle$ as

$$
\begin{equation*}
W_{q}[\rho] \geq F_{1}(\alpha, \beta, q, D)\left(\frac{\left\langle r^{\beta}\right\rangle^{q(\alpha+D)-D}}{\left\langle r^{\alpha}\right\rangle^{q(\beta+D)-D}}\right)^{\frac{1}{\alpha-\beta}} \tag{5.4}
\end{equation*}
$$

for $q>1$ and $\alpha>\beta>\frac{-D(q-1)}{q}$, and as

$$
\begin{equation*}
W_{q}[\rho] \geq F_{2}(\alpha, \beta, q, D)\left(\frac{\left\langle r^{\alpha}\right\rangle^{-q(\beta+D)-D}}{\left\langle r^{\beta}\right\rangle^{-q(\alpha+D)-D}}\right)^{\frac{1}{\alpha-\beta}} \tag{5.5}
\end{equation*}
$$

for $q>1$ and $\beta<\alpha<-\frac{D(q-1)}{q}$, and where $F_{i}(\alpha, \beta, q, D), i=1$ and 2 , are given by

$$
\begin{equation*}
F_{1}(\alpha, \beta, q, D)=\frac{q^{q}(\alpha-\beta)^{2 q-1}}{\left[\Omega_{D} B\left(\frac{q(\beta+D)-D}{(\alpha-\beta)(q-1)}, \frac{2 q-1}{q-1}\right)\right]^{q-1}}\left\{\frac{[q(\beta+D)-D]^{q(\beta+D)-D}}{[q(\alpha+D)-D]^{q(\alpha+D)-D}}\right\}^{\frac{1}{\alpha-\beta}} \tag{5.6}
\end{equation*}
$$

and

$$
\begin{align*}
F_{2}(\alpha, \beta, q, D)= & \frac{q^{q}(\alpha-\beta)^{2 q-1}}{\left[\Omega_{D} B\left(\frac{-q(\alpha+D)+D}{(\alpha-\beta)(q-1)}, \frac{2 q-1}{q-1}\right)\right]^{q-1}} \\
& \times\left\{\frac{[-q(\alpha+D)+D]^{-q(\alpha+D)+D}}{[-q(\beta+D)+D]^{-q(\beta+D)+D}}\right\}^{\frac{1}{\alpha-\beta}} \tag{5.7}
\end{align*}
$$

where $\Omega_{D}=\frac{2 \pi^{D / 2}}{\Gamma\left(\frac{D}{2}\right)}$ is the surface area of the sphere, and $B(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}$ denotes the beta function of Euler. In addition, the entropic moment $W_{q}[\rho]$ with $0<q<1$ is upper-bounded by means of the expectation values $\left(\left\langle r^{\alpha}\right\rangle,\left\langle r^{\beta}\right\rangle\right)$ as

$$
\begin{equation*}
W_{q}[\rho] \leq G(\alpha, \beta, q, D)\left[\left\langle r^{\alpha}\right\rangle^{-q(\beta+D)+D}\left\langle r^{\beta}\right\rangle^{q(\alpha+D)-D}\right]^{\frac{1}{\alpha-\beta}} \tag{5.8}
\end{equation*}
$$

for $\alpha>\frac{D(1-q)}{q}>\beta$, where $G(\alpha, \beta, q, D)$ is given by

$$
\begin{align*}
G(\alpha, \beta, q, D)= & \frac{q^{q}(\alpha-\beta)^{2 q-1}}{\left[\Omega_{D} B\left(\frac{q(\alpha+D)-D}{(\alpha-\beta)(1-q)}, \frac{-q(\beta+D)+D}{(\alpha-\beta)(1-q)}\right)\right]^{q-1}} \\
& \times\left\{\frac{[-q(\beta+D)+D]^{q(\beta+D)-D}}{[q(\alpha+D)-D]^{q(\alpha+D)-D}}\right\}^{\frac{1}{\alpha-\beta}} \tag{5.9}
\end{align*}
$$

Expressions similar to the inequalities (5.4)-(5.8) can be derived in momentum space between the $q$ th-order entropic moment $U_{q}[\gamma] \equiv\left\langle\gamma^{q-1}\right\rangle$ and the expectation values $\left\langle p^{\alpha}\right\rangle$ and $\left\langle p^{\beta}\right\rangle$.

It is also possible to obtain the converse inequalities in both reciprocal spaces; that is, expressions which provide lower and upper bounds to a given power moment by means of two entropic moments [33]. It has been found the lower bounds

$$
\begin{equation*}
\left\langle r^{k}\right\rangle \geq L_{D}(a, b, k)\left(\frac{\left\{W_{b}[\rho]\right\}^{a(D+k)-D}}{\left\{W_{a}[\rho]\right\}^{b(D+k)-D}}\right)^{\frac{1}{D(a-b)}} ; \quad k>0 \tag{5.10}
\end{equation*}
$$

for any $a>b>\frac{D}{D+k}$, and the upper bounds

$$
\begin{equation*}
\left\langle r^{k}\right\rangle \leq M_{D}(a, b, k)\left(\left\{W_{a}[\rho]\right\}^{D-b(D+k)}\left\{W_{b}[\rho]\right\}^{a(D+k)-D}\right)^{\frac{1}{D(a-b)}} ; \quad k<0 \tag{5.11}
\end{equation*}
$$

where $L_{D}(a, b, k)$ and $M_{D}(a, b, k)$ are known functions of the parameters $a, b$ and $k$ [33].

All these inequality-based expressions can be used and have been used to bound and estimate both information-theoretic measures (see Sect. 5.2.2) and fundamental energies. Let us here apply them to bound the Dirac exchange and the exact kinetic energy of a $D$-dimensional many-electron system. The Dirac exchange energy in the plane-wave approximation (e.g. Thomas-Fermi model) is given by

$$
\begin{equation*}
E_{\mathrm{ex}}(D)=-C_{D} W_{1+\frac{1}{D}}[\rho] \quad \text { with } C_{D}=\frac{4 D}{D^{2}-1}\left(\frac{D}{2 \Omega_{D}}\right)^{\frac{1}{D}} \tag{5.12}
\end{equation*}
$$

From (5.8) and (5.12) we obtain that the Dirac exchange energy is bounded from above as

$$
\begin{equation*}
E_{\mathrm{ex}}(D) \leq-C_{D} F_{2}\left(\alpha, \beta, 1+\frac{1}{D}, D\right)\left[\frac{\left\langle r^{\alpha}\right\rangle^{-\beta\left(1+\frac{1}{D}\right)-1}}{\left\langle r^{\beta}\right\rangle^{-\alpha\left(1+\frac{1}{D}\right)-1}}\right]^{\frac{1}{\alpha-\beta}} \tag{5.13}
\end{equation*}
$$

for $\alpha(D+1)+D<0$. In the three-dimensional case, this inequality simplifies as

$$
\begin{equation*}
E_{\mathrm{ex}}(D=3):=-C_{e} W_{\frac{4}{3}}[\rho] \leq-C_{e} F_{2}\left(\alpha, \beta, \frac{4}{3}, 3\right)\left[\frac{\left\langle r^{\alpha}\right\rangle^{-\frac{4 \beta}{3}-1}}{\left\langle r^{\beta}\right\rangle^{-\frac{4 \alpha}{3}-1}}\right]^{\frac{1}{\alpha-\beta}} \tag{5.14}
\end{equation*}
$$

for $\beta<\alpha<-\frac{3}{4}$ and with $C_{e}=\frac{3}{4}\left(\frac{3}{\pi}\right)^{1 / 3}=0.73856$. This inequality allows us to find very accurate upper bounds to the Dirac exchange energy of atomic systems. Indeed, for $\alpha=-1$ and $\beta=-2$ it gives

$$
\begin{equation*}
E_{\mathrm{ex}}(D=3) \leq-\frac{4 C_{e}}{5^{4 / 3} \pi^{1 / 3}}\left(\frac{\left\langle r^{-1}\right\rangle^{5}}{\left\langle r^{-2}\right\rangle}\right)^{\frac{1}{3}} \tag{5.15}
\end{equation*}
$$

which gives the best known upper bound to the indirect Coulomb energy of atomic systems. See also [39-41].

Let us now consider the exact kinetic energy $T$, which is known [42-44] to be lower-bounded by the entropic moment of order $1+\frac{2}{D}$ as

$$
\begin{equation*}
T \geq K_{D} W_{1+\frac{2}{D}}[\rho], \quad \text { with } K_{D}=\frac{2 \pi D}{D+2}\left[\Gamma\left(\frac{D}{2}+1\right)\right]^{\frac{2}{D}} \tag{5.16}
\end{equation*}
$$

From (5.4), (5.6) and (5.16) we find [45] the following family of lower bounds:

$$
\begin{equation*}
T \geq C_{D}(\alpha, \beta)\left(\frac{\left\langle r^{\beta}\right\rangle^{\alpha\left(1+\frac{2}{D}\right)+2}}{\left\langle r^{\alpha}\right\rangle^{\beta\left(1+\frac{2}{D}\right)+2}}\right)^{\frac{1}{\alpha-\beta}} \tag{5.17}
\end{equation*}
$$

with $C_{D}(\alpha, \beta)=K_{D} F_{1}\left(\alpha, \beta, q=1+\frac{2}{D}, D\right)$ for $\alpha>\beta>-\frac{2 D}{D-2}$. This expression extends and generalizes to $D$ dimensions many other related three-dimensional ones (see [45] for a detailed discussion). In particular, for $\alpha=2$ and $\beta=0$ we have the bound

$$
\begin{equation*}
T \geq \frac{D^{2}(D!)^{\frac{2}{D}}}{2(D+1)^{2}} \frac{1}{\left\langle r^{2}\right\rangle} ; \quad D \geq 1 \tag{5.18}
\end{equation*}
$$

in terms of the mean square radius, and for $\alpha=0$ and $\beta=-1$ we find the bound

$$
\begin{equation*}
T \geq \frac{(D!)^{\frac{2}{D}}(D-2)}{2^{1+\frac{2}{D}}}\left\langle r^{-1}\right\rangle^{2} ; \quad D \geq 2 \tag{5.19}
\end{equation*}
$$

Then, for three-dimensional systems we have the bounds

$$
\begin{equation*}
T \geq \frac{9 \cdot 3^{2 / 3}}{16 \cdot 2^{1 / 3}} \frac{1}{\left\langle r^{2}\right\rangle} \simeq \frac{0.92867}{\left\langle r^{2}\right\rangle} \tag{5.20}
\end{equation*}
$$

and

$$
\begin{equation*}
T \geq \frac{1}{2 \cdot 3^{1 / 3}}\left\langle r^{-1}\right\rangle^{2} \simeq 0.34668\left\langle r^{-1}\right\rangle^{2} \tag{5.21}
\end{equation*}
$$

On the other hand, from the Pitt-Beckner inequality it is possible to find [45, 46] the following inequality between the expectation values $\left\langle p^{\alpha}\right\rangle$ and $\left\langle r^{-\alpha}\right\rangle$ of $D$ dimensional systems:

$$
\begin{equation*}
\left\langle p^{\alpha}\right\rangle \geq 2^{\alpha}\left[\frac{\Gamma\left(D+\frac{\alpha}{4}\right)}{\Gamma\left(D-\frac{\alpha}{4}\right)}\right]^{2}\left\langle r^{-\alpha}\right\rangle ; \quad 0 \leq \alpha<D \tag{5.22}
\end{equation*}
$$

which for $\alpha=2$ allows us to obtain another bound for the kinetic energy; namely,

$$
\begin{equation*}
T \geq \frac{(D-2)^{2}}{8}\left\langle r^{-2}\right\rangle ; \quad D \geq 2 \tag{5.23}
\end{equation*}
$$

Let us also quote here the Daubechies' lower bound [47] of $\left\langle p^{\alpha}\right\rangle$ in terms of the entropic moments $W_{q}[\rho]$, not yet sufficiently well explored, of a $D$-dimensional many-electron system:

$$
\begin{equation*}
\left\langle p^{\alpha}\right\rangle \geq C_{\alpha, D} W_{1+\frac{\alpha}{D}}[\rho], \tag{5.24}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{\alpha, D}=\frac{\left[2 k_{d} K_{2}(D, \alpha)\right]^{-\frac{\alpha}{D}}}{1+\frac{\alpha}{D}}, \quad \text { with } k_{d}=\left[D 2^{D-1} \pi^{D / 2} \Gamma\left(\frac{D}{2}\right)\right]^{-1} \tag{5.25}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{2}(D, \alpha)=\Gamma\left(\frac{D}{\alpha}\right) \inf _{a>0}\left[a^{-\frac{D}{\alpha}}\left(\int_{a}^{\infty} d u e^{-u}(u-a) n^{-1}\right)^{-1}\right] \tag{5.26}
\end{equation*}
$$

which, taking into account (5.12), allows us to correlate the mean momentum expectation value with the Dirac exchange energy of the system.

Finally, it is interesting to mention that the kinetic energy can also be accurately bounded from below by means of the logarithmic moments of $\rho(\mathbf{r})$ in various forms [45].

### 5.2.2 Shannon, Rényi and Tsallis Entropies

Here we will gather some known results relative to the bounds to the Shannon, Rényi and Tsallis entropies of $D$-dimensional systems in terms of the power, logarithmic
and/or entropic moments of the single-particle density $\rho(\mathbf{r})$, and various mutual inequalities.

The Rényi entropies are defined [48] in terms of the entropic moments $W_{q}[\rho]$ as

$$
\begin{equation*}
R_{q}[\rho]:=\frac{1}{1-q} \ln W_{q}[\rho]=\frac{1}{1-q} \ln \int_{R_{D}}[\rho(\mathbf{r})]^{q} d \mathbf{r} \tag{5.27}
\end{equation*}
$$

and the Tsallis entropies [49] (also called Havrda-Charvát entropies [50]) are given by

$$
\begin{equation*}
T_{q}[\rho]:=\frac{1}{q-1}\left[1-W_{q}[\rho]\right]=\frac{1}{q-1}\left\{1-\int_{R_{D}}[\rho(\mathbf{r})]^{q} d \mathbf{r}\right\} \tag{5.28}
\end{equation*}
$$

with $q>0$ and $q \neq 1$. Moreover, it can be shown that

$$
\begin{equation*}
T_{q}[\rho]=-\left.D_{q} W_{x}[\rho]\right|_{x=1} \tag{5.29}
\end{equation*}
$$

where $D_{q} f(x)=(f(q x)-f(x)) /(q x-x)$ is the Jackson derivative of the function $f(x)$.

When $q$ tends to 1 , both entropies reduce to the (Boltzmann-Gibbs) Shannon entropy

$$
\begin{equation*}
S[\rho]:=-\int_{R_{D}} \rho(\mathbf{r}) \ln \rho(\mathbf{r}) d \mathbf{r} \tag{5.30}
\end{equation*}
$$

It is interesting to remark that these quantities are global measures of spreading of the density $\rho(\mathbf{r})$ because they are power (Rényi, Tsallis) and logarithmic (Shannon) functionals of $\rho(\mathbf{r})$. The Shannon entropy is the only one satisfying all the hypotheses of Shannon theorem [51] as well as some other important criteria [52]. It can be expressed [33] in terms of the entropic moments $W_{q}[\rho]$ as the limit

$$
\begin{equation*}
S[\rho]=-\lim _{q \rightarrow 1} \frac{d W_{q}[\rho]}{d q} \tag{5.31}
\end{equation*}
$$

Moreover, the Shannon entropy becomes the well-known thermodynamical entropy in the case of a thermal ensemble. It is worth nothing that, unlike the more familiar entropy $-\sum_{i} p_{i} \ln p_{i}$ (also due to Shannon) of a probability on a discrete sample space, in the continuous case $S[\rho]$ can have any values in $[-\infty, \infty]$, and it can also be undefined (i.e. of the form $\infty-\infty$ ). Any sharp peaks in $\rho(\mathbf{r})$ will tend to make $S[\rho]$ negative, whereas positive values for $S[\rho]$ are provoked by a slowly decaying tail; hence the Shannon entropy $S[\rho]$ is a measure of how localized the density $\rho(\mathbf{r})$ is [53].

The Rényi entropies are additive while the Tsallis entropies are non-negative, extremal at equiprobability, concave for $q>0$ and pseudoadditive (i.e. $T_{q}\left[\rho_{1} \otimes\right.$ $\left.\left.\rho_{2}\right]=T_{q}\left[\rho_{1}\right]+T_{q}\left[\rho_{2}\right]+(1-q) T_{q}\left[\rho_{1}\right] T_{q}\left[\rho_{2}\right]\right)$. Remark that the Tsallis expression may be seen as a linearization of the Rényi expression with respect to $W_{q}[\rho]$. Let us also point out that the second order Tsallis entropy, i.e.

$$
\begin{equation*}
T_{2}[\rho]=1-W_{2}[\rho]=1-\int_{R_{D}}[\rho(\mathbf{r})]^{2} d \mathbf{r} \tag{5.32}
\end{equation*}
$$

is the simplest entropy, providing a good alternative of the Shannon entropy in many cases. In fact, it is more than that; it refers directly to the experimental results of mutually complementary measurements, so opposite to the Shannon entropy which is applicable when the measurements exhibit a preexisting symmetry [54]. It is called linear or linearized entropy [55], having been used not only as an impurity measure of the quantum state but also as measures of decoherence, entanglement, complexity and mixedness of three-dimensional quantum systems.

Extending previous tridimensional results [27], it was variationally shown that the Shannon entropy $S[\rho]$ has the following class of upper bounds [56]

$$
\begin{equation*}
S[\rho] \leq A_{D}(\alpha, \beta)+\beta \ln \left\langle r^{\alpha}\right\rangle+(D-\alpha \beta)\langle\ln r\rangle ; \quad \forall \beta>0, \alpha>-D \tag{5.33}
\end{equation*}
$$

in terms of the expectation values $\left\langle r^{\alpha}\right\rangle$ and $\langle\ln r\rangle$, with

$$
\begin{equation*}
A_{D}(\alpha, \beta)=\beta+\ln \frac{\Omega_{D} \Gamma(\beta)}{|\alpha| \beta^{\beta}} \tag{5.34}
\end{equation*}
$$

For the particular case $\beta=\frac{D}{\alpha}$, this inequality provides the following upper bound (see also [57]) in terms of radial expectation values $\left\langle r^{\alpha}\right\rangle$ :

$$
\begin{equation*}
S[\rho] \leq A_{D}\left(\alpha, \frac{D}{\alpha}\right)+\frac{D}{\alpha} \ln \left\langle r^{\alpha}\right\rangle ; \quad \forall \alpha>0 \tag{5.35}
\end{equation*}
$$

Some instances of this expression are the upper bounds

$$
\begin{equation*}
S[\rho] \leq D+\ln \left(\frac{\Omega_{D}(D-1)!}{D^{D}}\langle r\rangle^{D}\right) \tag{5.36}
\end{equation*}
$$

for $\alpha=1$, and

$$
\begin{equation*}
S[\rho] \leq \frac{D}{2}\left[1+\ln \left(2 \pi\left\langle r^{2}\right\rangle\right)\right] \tag{5.37}
\end{equation*}
$$

for $\alpha=2$, in terms of the mean radius or centroid $\langle r\rangle$ and the second-order central moment $\left\langle r^{2}\right\rangle$, respectively. Moreover, for a given $\left\langle r^{2}\right\rangle$ the Shannon entropy is maximum for a Gaussian density of covariance matrix $R=\frac{\left\langle r^{2}\right\rangle}{D} I$, where $I$ is the identity matrix.

A second type of variational upper bound to $S[\rho$ ] has been also found [56] to depend on the mean logarithmic radius $\langle\ln r\rangle$ and the logarithmic uncertainty $\Delta(\ln r)=\left(\left\langle(\ln r)^{2}\right\rangle-\langle\ln r\rangle^{2}\right)^{1 / 2}$; it has the expression

$$
\begin{equation*}
S[\rho] \leq B_{D}+\ln \Delta(\ln r)+D\langle\ln r\rangle \tag{5.38}
\end{equation*}
$$

with

$$
\begin{equation*}
B_{D}=\frac{1}{2}+\ln \left(\sqrt{2 \pi} \Omega_{D}\right) ; \quad \Omega_{D}=\frac{2 \pi^{D / 2}}{\Gamma\left(\frac{D}{2}\right)} \tag{5.39}
\end{equation*}
$$

Moreover, Angulo et al. [33] have found a class of upper bounds in terms of the mean logarithmic radius $\langle\ln r\rangle$ and the entropic moment $W_{q}[\rho]$ :

$$
\begin{equation*}
S[\rho] \leq \frac{1}{1-\beta(q-1)}\left[B_{D}(q, \beta)+\beta \ln W_{q}[\rho]+D\langle\ln r\rangle\right], \quad 1 \leq q \leq 1+\frac{1}{\beta} \tag{5.40}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{D}(q, \beta) \equiv q \beta+\ln \frac{\Omega_{D} \Gamma(\beta)}{D|q-1|(q \beta)^{\beta}} \tag{5.41}
\end{equation*}
$$

This interesting inequality allows us to correlate the Shannon entropy with the Dirac exchange $K_{0}$ and Thomas-Fermi $T_{0}$ energies

$$
\begin{equation*}
K_{0}=\frac{3^{4 / 3}}{4 \pi^{1 / 3}} W_{\frac{4}{3}}[\rho] ; \quad T_{0}=\frac{3^{5 / 3}}{10} W_{\frac{5}{3}}[\rho] \tag{5.42}
\end{equation*}
$$

in the three-dimensional case, obtaining

$$
\begin{equation*}
S_{\rho} \leq C_{1}+\frac{3}{2} \ln K_{0}+\frac{9}{2}\langle\ln r\rangle \tag{5.43}
\end{equation*}
$$

for $q=\frac{4}{3}$ and $\beta=1$, and

$$
\begin{equation*}
S_{\rho} \leq C_{2}+\frac{6}{5} \ln T_{0}+\frac{27}{5}\langle\ln r\rangle \tag{5.44}
\end{equation*}
$$

for $q=\frac{5}{3}$ and $\beta=\frac{2}{3}$, respectively. A numerical Hartree-Fock study for all ground state neutral atoms of the periodic table has shown [33] that these two inequalities are quite accurate. Greater accuracy can be obtained for other choices of the parameter $\beta$ for each specific atom.

It is interesting to point out that the $D$-dimensional maximum entropy problem inherent to the previous bounds (5.18)-(5.26) has a unique solution [57] whenever it exists. The existence conditions are given in [57]. Moreover, the usefulness of this maxent problem to explain the main characteristics of the periodic table, such as periodicity and shell structure, is discussed in [58].

Let us now tackle the maximum-Rényi-entropy or maxrent problem which provides variational upper bounds to the Rényi entropy $R_{q}[\rho]$ defined by (5.27). When the only constraint is a radial expectation value $\left\langle r^{k}\right\rangle$, it is possible to find the upper bounds given by

$$
\begin{equation*}
R_{q}[\rho] \leq \frac{1}{1-q} \ln \left\{L_{1}(q, k, D)\left\langle r^{k}\right\rangle^{-\frac{D}{k}(q-1)}\right\} \tag{5.45}
\end{equation*}
$$

in terms of $\left\langle r^{k}\right\rangle$ with $k=1,2, \ldots$, and the upper bounds given by

$$
\begin{equation*}
R_{q}[\rho] \leq \frac{1}{1-q} \ln \left\{L_{2}(q, k, D)\left\langle r^{-k}\right\rangle^{-\frac{D}{k}(q-1)}\right\} \tag{5.46}
\end{equation*}
$$

in terms of $\left\langle r^{-k}\right\rangle$ with $k=1,2, \ldots$ but subject to the condition $k<\frac{D}{q}(q-1)$. The functions $L_{i}(q, k, D), i=1$ and 2 , have the expressions

$$
\begin{equation*}
L_{1}(q, k, D)=\frac{q k}{D(q-1)+k q}\left\{\frac{k \Gamma(D / 2)\left[\frac{D(q-1)}{D(q-1)+k q}\right]^{\frac{D}{k}}}{2 \pi^{\frac{D}{2}} B\left(\frac{q}{q-1}, \frac{D}{k}\right)}\right\}^{q-1} \tag{5.47}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{2}(q, k, D)=\frac{q k}{D(q-1)-k q}\left\{\frac{k \Gamma(D / 2)\left[\frac{D(q-1)-k q}{D(q-1)}\right]^{\frac{D}{k}}}{2 \pi^{\frac{D}{2}} B\left(\frac{D}{k}-\frac{1}{q-1}, \frac{q}{q-1}\right)}\right\}^{q-1} \tag{5.48}
\end{equation*}
$$

We have used the variational bounds [38] to the entropic moments $W_{\alpha}[\rho]$ with a single expectation value $\left\langle r^{k}\right\rangle$ as constraint. These bounds (5.45)-(5.48) extend and generalize similar bounds obtained in the one-dimensional [59, 60] and threedimensional [61] cases used in various contexts, ranging from finances to atomic physics.

The maximum-Tsallis-entropy or maxtent problem with the constraint $\left\langle r^{k}\right\rangle$ follows in a similar manner. We find the lower bounds

$$
\begin{equation*}
1+(1-q) T_{q}[\rho] \geq L_{1}(q, k, D)\left\langle r^{k}\right\rangle^{-\frac{D}{k}(q-1)} \tag{5.49}
\end{equation*}
$$

in terms of $\left\langle r^{k}\right\rangle$ with $k=1,2, \ldots$, and the lower bounds

$$
\begin{equation*}
1+(1-q) T_{q}[\rho] \geq L_{2}(q, k, D)\left\langle r^{-k}\right\rangle^{\frac{D}{k}(q-1)} \tag{5.50}
\end{equation*}
$$

in terms of $\left\langle r^{-k}\right\rangle$ with $k=1,2, \ldots$ and $k<\frac{-D(q-1)}{q}$. The functions $L_{i}(q, k, D)$ are given by (5.47) and (5.48), respectively. The maxtent problem is discussed in [57] in the three-dimensional case and its usefulness to interpret various physical phenomena of the periodic table have been recently shown in [58].

Finally, let us comment that expressions similar to the position inequalities (5.33)-(5.50) are also valid in momentum space for the corresponding quantities in this space.

### 5.2.3 Fisher Information

In this section we will gather a number of results, necessarily of inequality type, about the Fisher information of $D$ dimensional systems in terms of the power and entropic moments of the single-particle density $\rho(\mathbf{r})$.

The (translationally invariant) Fisher information of the $D$-dimensional density $\rho(\mathbf{r})$ is defined by

$$
\begin{equation*}
I[\rho]:=\int_{R_{D}} \rho(\mathbf{r})\left|\nabla_{D} \ln \rho(\mathbf{r})\right|^{2} d \mathbf{r}=4 \int_{R_{D}}\left|\nabla_{D} \sqrt{\rho(\mathbf{r})}\right|^{2} d \mathbf{r} \tag{5.51}
\end{equation*}
$$

where $\nabla_{D}$ denotes the $D$-dimensional gradient. The corresponding quantity for the momentum-space probability density $\gamma(\mathbf{p})$ will be denoted by $I[\gamma]$.

This concept was firstly introduced for one-dimensional random variables in statistical estimation [62] but nowadays it is playing a increasing role in numerous fields [63], in particular, for many-electron systems, partially because of its formal resemblance with kinetic [63-67] and Weiszäcker [26, 68] energies. The Fisher information, contrarily to the Rényi, Shannon and Tsallis entropies, is a local measure of spreading of the density $\rho(\mathbf{r})$ because it is a gradient functional of $\rho(\mathbf{r})$. The higher this quantity is, the more localized is the density, the smaller is the uncertainty and the higher is the accuracy in estimating the localization of the particle. It has, however, an intrinsic connection with Shannon's entropy via the de Bruijn identity $[69,70]$ as well as a simple connection with the precision (variance $V[\rho]$ ) of the experiments by means of the celebrated Cramér-Rao inequality [69-71]

$$
\begin{equation*}
I[\rho] \times V[\rho] \geq D^{2} \tag{5.52}
\end{equation*}
$$

The notion of Fisher information has been shown to be very fertile to identify, characterize and interpret numerous phenomena and processes in atomic and molecular physics such as e.g., correlation properties in atoms, spectral avoided crossings of atoms in external fields [72], the periodicity and shell structure in the periodic table of chemical elements [73] and the transition state and other stationary points in chemical reactions [74]. Moreover, it has been used for the variational characterization of quantum equations of motion [63] as well as to rederive the classical thermodinamics without requiring the usual concept of Boltzmann's entropy [75].

Extending previous three-dimensional bounds to Fisher information of atomic systems [68, 76], it has been found by use of Redheffer-Weyl's inequality that the Fisher information of $D$ dimensional systems is bounded from below [73] as

$$
\begin{equation*}
I[\rho] \geq(\beta+D-1)^{2} \frac{\left\langle r^{\beta-1}\right\rangle}{\left\langle r^{2 \beta}\right\rangle}, \quad \text { for } \beta \geq \max \{-D+1,-1\} \tag{5.53}
\end{equation*}
$$

and

$$
\begin{equation*}
I[\rho] \geq\left\langle r^{-2}\right\rangle\left[(D-2)^{2}+\frac{(\beta+1)^{2}\left\langle r^{\beta-1}\right\rangle^{2}}{\left\langle r^{2 \beta}\right\rangle\left\langle r^{-2}\right\rangle-\left\langle r^{\beta-1}\right\rangle^{2}}\right], \quad \beta \geq-1 \tag{5.54}
\end{equation*}
$$

in terms of the radial expectation values $\left\langle r^{\alpha}\right\rangle$, and as

$$
\begin{equation*}
I[\rho] \geq\left\langle r^{-2}\right\rangle\left[(D-2)^{2}+\frac{\left\langle r^{-2}\right\rangle^{2}}{\left\langle r^{-2}(\ln r)^{2}\right\rangle\left\langle r^{-2}\right\rangle-\left\langle r^{-2} \ln r\right\rangle^{2}}\right] \tag{5.55}
\end{equation*}
$$

in terms of the radial and logarithmic expectation values.
On the other hand, Frieden's variational principle of extreme physical information [63] and, in particular, the minimization problem of the Fisher information (minfin problem) allows us [57] to find that the $D$-dimensional density $\rho_{F}(\mathbf{r}) \equiv g(\mathbf{r})$ which minimizes the Fisher information (5.51) subject to the $m$ constraints $\left\langle f_{k}(\mathbf{r})\right\rangle$, fulfills the differential equation

$$
\begin{equation*}
\left[\frac{\nabla_{D} g(\mathbf{r})}{g(\mathbf{r})}\right]^{2}+2 \nabla_{D}\left[\frac{\nabla_{D} g(\mathbf{r})}{g(\mathbf{r})}\right]+\lambda_{0}+\sum_{k=1}^{m} \lambda_{k} f_{k}(\mathbf{r})=0 \tag{5.56}
\end{equation*}
$$

The general solution of this equation is very difficult, even for a single constraint of the type $\left\langle r^{\alpha}\right\rangle$. In the case of $D=3$, this problem has been partially solved [68] for a single constraint $\left\langle r^{\alpha}\right\rangle$ with $\alpha=-1$ and 2, and for two constraints of the types $\left(r^{-1}, r^{-2}\right)$ and $\left(r^{-2}, r^{2}\right)$. Let us here give the lower bound

$$
\begin{equation*}
I[\rho] \geq 4\left\langle r^{-1}\right\rangle \tag{5.57}
\end{equation*}
$$

This inequality is saturated by the exponential minimized density

$$
\begin{equation*}
g(r)=\frac{1}{\pi}\left\langle r^{-1}\right\rangle^{3} \exp \left(-2\left\langle r^{-1}\right\rangle r\right) \tag{5.58}
\end{equation*}
$$

which has very interesting information-theoretic properties [57]. These properties have allowed us [58] to nicely interpret the shell structure of the atomic systems. The extension of these three-dimensional bounds to $D$ dimension is a yet unsolved problem.

### 5.2.4 Uncertainty Relations

In this Section we shall give the uncertainty relations corresponding to the power logarithmic and entropic moments together with those associated to the Rényi, Shannon and Tsallis entropies and the Fisher information. These relations are different mathematical formulations of the quantum-mechanical uncertainty principle which describes a characteristic feature of quantum mechanics and states the limitations to perform measurements on a system without disturbing it. Moreover, since the two canonically conjugate observables involved in the uncertainty relations here considered-position and momentum-do not commute, both observables cannot be precisely determined in any quantum state of the system.

The $D$-dimensional position-momentum uncertainty relation is the Heisenberglike inequality [77]

$$
\begin{equation*}
\left\langle r^{D / \alpha}\right\rangle^{\alpha}\left\langle p^{D / \beta}\right\rangle^{\beta} \geq \alpha^{\alpha} \beta^{\beta} \frac{\Gamma^{2}\left(1+\frac{D}{2}\right)}{\Gamma(1+\alpha) \Gamma(1+\beta)} e^{D-\alpha-\beta} ; \quad \alpha>0, \beta>0 \tag{5.59}
\end{equation*}
$$

obtained by using information-theoretic methods.
For $\alpha=\beta=D / 2$, this expression simplifies to the familiar $D$-dimensional form of Heisenberg inequality

$$
\begin{equation*}
\left\langle r^{2}\right\rangle\left\langle p^{2}\right\rangle \geq \frac{D^{2}}{4} \tag{5.60}
\end{equation*}
$$

which shows that the more accurately the position is known, the less accurately is the momentum determined, and vice versa.

For completeness let us quote here that (5.59) for $D=3$ can be cast in the form

$$
\begin{equation*}
\left\langle r^{a}\right\rangle^{1 / a}\left\langle p^{b}\right\rangle^{1 / b} \geq\left(\frac{\pi a b}{16 \Gamma\left(\frac{3}{a}\right) \Gamma\left(\frac{3}{b}\right)}\right)^{1 / 3}\left(\frac{3}{a}\right)^{\frac{1}{a}}\left(\frac{3}{b}\right)^{\frac{1}{b}} e^{1-\frac{1}{a}-\frac{1}{b}} ; \quad a>0, b>0 \tag{5.61}
\end{equation*}
$$

which for the specially interesting case $a=b>0$ takes the form

$$
\begin{equation*}
\left\langle r^{a}\right\rangle\left\langle p^{a}\right\rangle \geq\left\{\left(\frac{27 \pi}{16 a \Gamma\left(\frac{3}{a}\right)}\right)^{\frac{1}{3}}\left(\frac{a e}{3}\right)^{1-\frac{2}{a}}\right\}^{a}, \quad a>0 \tag{5.62}
\end{equation*}
$$

Note that for $a=2$ this inequality reduces to (5.60) with $D=3$.
For alternative forms of these two inequalities in terms of variances or even in terms of moments around a point other than the origin, see (2.9) et sequel of [78].

In addition, from the Pitt-Beckner inequality (5.22) for ( $\left\langle p^{a}\right\rangle,\left\langle r^{-a}\right\rangle$ ) and its version for ( $\left\langle p^{-a}\right\rangle,\left\langle r^{a}\right\rangle$ ) given by

$$
\begin{equation*}
\left\langle p^{-a}\right\rangle \leq 2^{-a}\left[\frac{\Gamma\left(\frac{D-a}{4}\right)}{\Gamma\left(\frac{D+a}{4}\right)}\right]^{2}\left\langle r^{a}\right\rangle, \quad 0 \leq a<D \tag{5.63}
\end{equation*}
$$

one obtains the uncertainty inequality

$$
\begin{equation*}
\left\langle r^{a}\right\rangle^{\frac{1}{a}}\left\langle p^{-a}\right\rangle^{-\frac{1}{a}} \leq 2\left[\frac{\Gamma\left(\frac{D+a}{4}\right)}{\Gamma\left(\frac{D-a}{4}\right)}\right]^{\frac{2}{a}}, \quad 0 \leq a<D \tag{5.64}
\end{equation*}
$$

which generalizes various uncertainty relations of similar type found in the literature [73, 76]. See also [79] for some slight improvements in the $D=3$ case. Moreover, since we may exchange roles of $r$ and $p$ in (5.61), we can write

$$
\begin{equation*}
\left\langle r^{-a}\right\rangle \leq \frac{1}{2^{a}}\left[\frac{\Gamma\left(\frac{D-a}{4}\right)}{\Gamma\left(\frac{D+a}{4}\right)}\right]^{2}\left\langle p^{a}\right\rangle, \quad 0 \leq a \leq D \tag{5.65}
\end{equation*}
$$

Then, from (5.61) and (5.63) we have another uncertainty relation given by

$$
\begin{equation*}
\left\langle r^{-a}\right\rangle\left\langle p^{-a}\right\rangle \leq \frac{1}{2^{2 a}}\left[\frac{\Gamma\left(\frac{D-a}{4}\right)}{\Gamma\left(\frac{D+a}{4}\right)}\right]^{4}\left\langle r^{a}\right\rangle\left\langle p^{a}\right\rangle, \tag{5.66}
\end{equation*}
$$

valid for $0 \leq a<D$. Similar uncertainty relations can be obtained for the modified moments $\left\langle r^{\alpha} \rho\right\rangle$ and $\left\langle p^{\alpha} \gamma\right\rangle$ by means of the results of Sect. 3 of Folland and Sitaran [78].

There are quantitative formulations of the uncertainty principle more stringent than (5.59). With the same procedure used to obtain the relation (5.59) but using logarithmic moments instead of power moments, one obtains the logarithmic uncertainty inequality [27]

$$
\begin{equation*}
\Delta(\ln r) \Delta(\ln p) \geq \frac{\Gamma^{2}\left(\frac{D}{2}\right)}{8 \pi} \exp [D-1-D(\langle\ln r\rangle+\langle\ln p\rangle)] \tag{5.67}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta(\ln r) \equiv\left(\left\langle(\ln r)^{2}\right\rangle-\langle\ln r\rangle^{2}\right)^{1 / 2} \tag{5.68}
\end{equation*}
$$

denotes the logarithmic uncertainty. For $D=3$ we have

$$
\begin{equation*}
\Delta(\ln r) \Delta(\ln p) \geq \frac{1}{32} \exp [2-3(\langle\ln r\rangle+\langle\ln p\rangle)] \tag{5.69}
\end{equation*}
$$

Moreover, the logarithmic sum involved in (5.67) satisfies Beckner's uncertainty relation [80]

$$
\begin{equation*}
\langle\ln r\rangle+\langle\ln p\rangle \geq \psi\left(\frac{D}{4}\right)+\ln 2 \tag{5.70}
\end{equation*}
$$

where $\psi(x)=\Gamma^{\prime}(x) / \Gamma(x)$ is the Psi or digamma function. This expression can alternatively be obtained by taking the limit $a \rightarrow 0$ in the uncertainty product $\left\langle r^{a}\right\rangle\left\langle p^{-a}\right\rangle$ with the values (5.22) and (5.69) for $\left\langle r^{a}\right\rangle$ and $\left\langle p^{-a}\right\rangle$, respectively.

Another generalization of the (power-moments-based) Heisenberg-like uncertainty relation was obtained by Rajagopal [81] by use of the entropic moments in position and momentum spaces. He extended to $D$ dimensions and improve the
one-dimensional results of Maassen-Uffink [82], obtaining the following entropic-moment-based uncertainty relation (see also [83, 84]):

$$
\begin{equation*}
\left\{W_{\alpha+1}[\rho]\right\}^{-\frac{1}{\alpha}} \times\left\{W_{\beta+1}[\gamma]\right\}^{-\frac{1}{\beta}} \geq\left[\frac{\pi(1+2 \alpha)^{1+\frac{1}{2 \alpha}}}{1+\alpha}\right]^{D} \tag{5.71}
\end{equation*}
$$

which is valid for $\alpha \geq-\frac{1}{2}$ and $\beta=-\frac{\alpha}{1+2 \alpha}$. For $\alpha=\beta=0$ it reduces to the (Shannon-entropy-based) entropic uncertainty relation

$$
\begin{equation*}
S[\rho]+S[\gamma] \geq D(1+\ln \pi) \tag{5.72}
\end{equation*}
$$

first derived by Hirschman [85] and later improved independently by Beckner [80] and Bialynicki-Birula and Mycielski [53]. This expression indicates that the total uncertainty in position and momentum cannot be decreased beyond the value given by (5.72). The entropic uncertainty relation can be recast into the form

$$
\begin{equation*}
J[\rho] \times J[\gamma] \geq \frac{1}{4} \tag{5.73}
\end{equation*}
$$

where the position Shannon entropic power is defined by

$$
\begin{equation*}
J[\rho]:=\frac{1}{2 \pi e} e^{\frac{2}{D} S[\rho]} \tag{5.74}
\end{equation*}
$$

and similarly for the momentum Shannon entropy power $J[\gamma]$. Let us point out here that the Shannon-entropy sum $S[\rho]+S[\gamma]$ has shown its usefulness for numerous physical issues (e.g., to study the correlation energy of atomic systems [86]), having been postulated a new entropy maximization principle based in it by Gadre [87]. This author and his collaborators [88] have numerically shown some interesting properties of this entropy sum for atoms in a Hartree-Fock framework: they obtain a minimum value for the ground state which is scale invariant while the individual entropies are not.

The expressions (5.28) and (5.71) have allowed Rajagopal [81] to obtain the Tsallis-entropy-based uncertainty relation as

$$
\begin{equation*}
\left\{1+(1-p) T_{p}[\rho]\right\}^{\frac{-1}{2 p}} \times\left\{1+(1-q) T_{q}[\gamma]\right\}^{\frac{1}{2 q}} \geq\left(\frac{q}{\pi}\right)^{\frac{D}{4 q}}\left(\frac{p}{\pi}\right)^{\frac{-D}{4 p}} \tag{5.75}
\end{equation*}
$$

with $\frac{1}{p}+\frac{1}{q}=2$. Note that in the limit of $(p, q)$ going to unity, this expression transforms into the entropic uncertainty relation (5.70). Finally, let us quote here the Rényi-entropy-based uncertainty relation found by Bialynicki-Birula [89] and independently by Zozor and Vignat [90]. They have obtained it in the one-dimensional case as

$$
\begin{equation*}
R_{\alpha-1}[\rho]+R_{\beta-1}[\gamma] \geq-\frac{1}{2(1-\alpha)} \ln \frac{\alpha}{\pi}-\frac{1}{2(1-\beta)} \ln \frac{\beta}{\pi} \tag{5.76}
\end{equation*}
$$

for $\alpha>\beta$. The extension to $D$ dimensions has been recently found by Zozor et al. [91].

Finally, let us discuss the uncertainty relations which involve the Fisher informations. Since the fifties [92] it is known that the Stam inequalities

$$
\begin{equation*}
I[\rho] \leq 4\left\langle p^{2}\right\rangle ; \quad I[\gamma] \leq 4\left\langle r^{2}\right\rangle \tag{5.77}
\end{equation*}
$$

link the position (momentum) Fisher information and the momentum (position) radial expectation value $\left\langle p^{2}\right\rangle$ (respectively $\left\langle r^{2}\right\rangle$ ). See also [73] for its generalization to finite many-electron systems. Recently, the Fisher-information-based uncertainty relations

$$
\begin{equation*}
I[\rho] \times I[\gamma] \geq 4 D^{2} \tag{5.78}
\end{equation*}
$$

has been found [93] to hold not only for one-dimensional [94] but also for $D$ dimensional real-valued wavefunctions. For further information see Sect. 5.3, where the lower bound $4 D^{2}$ is further improved for all wavefunctions of central potentials.

### 5.2.5 Complexity Measures

Here we consider the Cramér-Rao, Fisher-Shannon and LMC shape complexities of a $D$-dimensional quantum system. We will gather their known analytical results, without making any emphasis on their meaning and physical and chemical significances. In the latter case, see other contributions of this volume (particularly [96]). These information-theoretic measures of spreading of the quantummechanical probability density characterizing the physical state of our system, are composed by two single quantities of local (Fisher information) and/or global (variance, Shannon entropy) types. They have a common property: vanishing for the two extreme probability densities which corresponds to perfect order and maximum disorder.

The LMC shape complexity $C_{L M C}[\rho]$ is defined [97-99] as the product

$$
\begin{equation*}
C_{L M C}[\rho]:=D[\rho] \exp (S[\rho]), \tag{5.79}
\end{equation*}
$$

where

$$
\begin{equation*}
D[\rho] \equiv W_{2}[\rho]=\int \rho^{2}(\mathbf{r}) d \mathbf{r} \tag{5.80}
\end{equation*}
$$

is the second-order entropic moment (5.3), heretoforth the disequilibrium because it quantifies the departure of $\rho(\mathbf{r})$ from equiprobability, and $S[\rho]$ denotes the Shannon entropy (5.30) which measures the randomness or global spreading of the distribution.

The Fisher-Shannon complexity is given by the product

$$
\begin{equation*}
C_{F S}[\rho]:=I[\rho] \times J[\rho] \tag{5.81}
\end{equation*}
$$

where $I[\rho]$ and $J[\rho]$ denote the (local) Fisher information (5.51) and the (global) Shannon entropy power (5.74) of $\rho(\mathbf{r})$. The former ingredient measures the local internal disorder of the distribution, quantifying the concentration of the quantummechanical probability cloud around the maxima of $\rho(\mathbf{r})$. The Shannon entropy power $J[\rho]$ is another global measure of the total spreading of the density all over its domain of definition.

The Cramér-Rao complexity $C_{C R}[\rho]$ is defined as

$$
\begin{equation*}
C_{C R}[\rho]:=I[\rho] \times V[\rho] \tag{5.82}
\end{equation*}
$$

which has a local ingredient, the Fisher information, and a global spreading measure of the density $\rho(\mathbf{r})$, the variance (which measures the concentration of the probability cloud around the centroid). So, contrary to the two previous complexities, this quantity does depend on a specific point of the definition domain of $\rho(\mathbf{r})$; namely, its centroid.

It has been shown (see [96] and [71] for further details) that these complexities have the following lower bounds

$$
\begin{gather*}
C_{L M C}[\rho] \geq 1  \tag{5.83}\\
C_{F S}[\rho] \geq D  \tag{5.84}\\
C_{C R}[\rho] \geq D^{2} \tag{5.85}
\end{gather*}
$$

in position space, and similar bounds in momentum space for the corresponding momentum complexities. These inequalities can be improved either by taking into account some known data (as e.g. some power moments) or by referring to specific quantum systems (as e.g. the $D$-dimensional particle in a box [100] and the $D$-dimensional hydrogenic system [71]). In particular, let us quote here that the Cramér-Rao inequality (5.85) has been improved by

$$
\begin{equation*}
C_{C R}[\rho] \geq D^{2}+(D-1)\left\langle r^{-1}\right\rangle\left[(D-1)\left\langle r^{2}\right\rangle\left\langle r^{-1}\right\rangle-2 D\langle r\rangle\right] \tag{5.86}
\end{equation*}
$$

in terms of the radial expectation values $\left\langle r^{\alpha}\right\rangle$ with $\alpha=-1,1$ and 2 . Moreover, the three complexity measures satisfy some (not yet fully accomplished) uncertainty relations. Let us point out here the corresponding relation for the LMC shape complexity [71]:

$$
\begin{align*}
C_{L M C}[\rho] \times C_{L M C}[\gamma] \geq & \frac{e^{D} \Gamma^{2}\left(\frac{D}{2}\right)(D+\alpha)(D+\beta)}{\left\langle r^{\alpha}\right\rangle^{D / \alpha}\left\langle p^{\beta}\right\rangle^{D / \beta}} \\
& \times\left(\frac{D}{D+2 \alpha}\right)^{1+\frac{D}{\alpha}}\left(\frac{D}{D+2 \beta}\right)^{1+\frac{D}{\beta}} \tag{5.87}
\end{align*}
$$

for $\alpha, \beta>-\frac{D}{2}$. See [71, 96] for further details.
Just recently, a generalized statistical measure based on Rényi entropies has been introduced and characterized by a detailed study of its mathematical properties [101]. It extends the LMC shape complexity previously discussed.

### 5.3 Entropy Analysis of Quantum Systems with Central Potentials

Here we survey the recent work on the spreading and uncertainty measures (power moments, Shannon entropy, Fisher Information) of single-particle systems moving in spherically symmetric potentials by means of entropic ideas and methods extracted from information theory. The associated uncertainty relations are also discussed.

We start with some basic characteristics of the $D$-dimensional problem of a spinless particle in a central potential $V_{D}(r)$. The quantum-mechanical wavefunctions have, in atomic units, the form $\Psi_{D}(\mathbf{r}, t)=\psi_{D}(\mathbf{r}) \exp \left(-i E_{D} t\right)$, where $\left(E_{D}, \psi_{D}\right)$ denote the physical eigenfunctions of the Schrödinger equation [102, 103]

$$
\begin{equation*}
\left[-\frac{1}{2} \nabla_{D}^{2}+V_{D}(r)\right] \psi_{D}(\mathbf{r})=E_{D} \psi_{D}(\mathbf{r}) \tag{5.88}
\end{equation*}
$$

where the $D$-dimensional position vector $\mathbf{r}=\left(r, \theta_{1}, \theta_{2}, \ldots, \theta_{D-1}\right) \equiv\left(r, \Omega_{D-1}\right)$ in polar hyperspherical coordinates, where $r$ denotes the hyperradius of the particle, and the Laplacian operator is expressed as

$$
\begin{equation*}
\nabla_{D}^{2}=\frac{1}{r^{D-1}} \frac{\partial}{\partial r} r^{D-1} \frac{\partial}{\partial r}-\frac{\Lambda_{D-1}^{2}}{r^{2}} \tag{5.89}
\end{equation*}
$$

$\Lambda_{D-1}^{2}$ being the $D$-dimensional generalization of the squared angular momentum operator which only depends on the $D-1$ angular coordinates $\Omega_{D-1}$ of the hypersphere in the form

$$
\begin{equation*}
\Lambda_{D-1}^{2}=-\sum_{i=1}^{D-1} \frac{\left(\sin \theta_{i}\right)^{i+1-D}}{\left(\prod_{i=j-1}^{i-1} \sin \theta_{j}\right)^{2}} \frac{\partial}{\partial \theta_{i}}\left[\left(\sin \theta_{i}\right)^{D-1} \frac{\partial}{\partial \theta_{i}}\right] \tag{5.90}
\end{equation*}
$$

This operator is known to fulfill the eigenvalue equation [104, 105]

$$
\begin{equation*}
\Lambda_{D-1}^{2} \mathcal{Y}_{l,\{\mu\}}\left(\Omega_{D-1}\right)=l(l+D-2) \mathcal{Y}_{l,\{\mu\}}\left(\Omega_{D-1}\right) \tag{5.91}
\end{equation*}
$$

where $\mathcal{Y}$-symbol describes the hyperspherical harmonics characterized by the $D-1$ hyperangular quantum numbers $\left(l \equiv \mu_{1}, \mu_{2}, \mu_{3}, \ldots, \mu_{D-1} \equiv m\right) \equiv(l,\{\mu\})$, which are natural numbers with values $l=0,1,2, \ldots$, and $l \equiv \mu_{1} \geq \mu_{2} \geq \mu \geq \cdots \geq$ $\mu_{D-2} \geq\left|\mu_{D-1}\right| \equiv|m|$. These mathematical objects have the explicit expression [102, 106-108]

$$
\begin{equation*}
\mathcal{Y}_{l,\{\mu\}}\left(\Omega_{D-1}\right)=N_{l,\{\mu\}} e^{i m \phi} \prod_{j=1}^{D-2} C_{\mu_{j}-\mu_{j+1}}^{\left(\alpha_{j}+\mu_{j+1}\right)}\left(\cos \theta_{j}\right)\left(\sin \theta_{j}\right)^{\mu_{j+1}} \tag{5.92}
\end{equation*}
$$

with the normalization constant

$$
\begin{equation*}
N_{l,\{\mu\}}^{2}=\frac{1}{2 \pi} \prod_{j=1}^{D-2} \frac{\left(\alpha_{j}+\mu_{j}\right)\left(\mu_{j}-\mu_{j+1}\right)!\Gamma^{2}\left(\alpha_{j}+\mu_{j+1}\right)}{\pi 2^{1-2 \alpha_{j}-2 \mu_{j+1}} \Gamma\left(2 \alpha_{j}+\mu_{j}+\mu_{j+1}\right)} \tag{5.93}
\end{equation*}
$$

where $\alpha_{j}=(D-j-1) / 2, \phi \equiv \mu_{D-1}, C_{n}^{\lambda}(t)$ denotes the Gegenbauer or ultraspherical polynomial of degree $n$ and parameter $\lambda$, and with the values $0 \leq \theta_{j} \leq \pi$ $(j=1,2, \ldots, D-2)$ and $0 \leq \phi \leq 2 \pi$. Moreover, these hyperfunctions satisfy the orthonomalization condition

$$
\begin{equation*}
\int_{S_{D-1}} d \Omega_{D-1} \mathcal{Y}_{l^{\prime},\left\{\mu^{\prime}\right\}}^{*}\left(\Omega_{D-1}\right) \mathcal{Y}_{l,\{\mu\}}\left(\Omega_{D-1}\right)=\delta_{l, l^{\prime}} \delta_{\{\mu\},\left\{\mu^{\prime}\right\}} \tag{5.94}
\end{equation*}
$$

The eigenfunctions $\Psi(\mathbf{r})$ of the problem (5.88)-(5.89) can be separated out as

$$
\begin{equation*}
\Psi_{E l\{\mu\}}(\mathbf{r})=R_{n l}(r) \mathcal{Y}_{l,\{\mu\}}\left(\Omega_{D-1}\right) \tag{5.95}
\end{equation*}
$$

where the radial eigenfunction $R_{n l}(r)$, according to (5.88), satisfies the following radial Schrödinger equation

$$
\begin{equation*}
\left[-\frac{1}{2} \frac{d^{2}}{d r^{2}}-\frac{D-1}{2 r} \frac{d}{d r}+\frac{l(l+D-2)}{2 r^{2}}+V_{D}(r)\right] R_{n l}(r)=E_{D} R_{D l}(r) \tag{5.96}
\end{equation*}
$$

Then, the probability to find the particle between $\mathbf{r}$ and $\mathbf{r}+d \mathbf{r}$ is given by

$$
\begin{equation*}
\rho_{E l\{\mu\}}(\mathbf{r}) d \mathbf{r}=\left|\Psi_{E l\{\mu\}}(\mathbf{r})\right|^{2} d \mathbf{r}=\left|R_{n l}(\mathbf{r})\right|^{2} r^{D-1} d r \times\left|\mathcal{Y}_{l,\{\mu\}}\left(\Omega_{D-1}\right)\right|^{2} d \Omega_{D-1} \tag{5.97}
\end{equation*}
$$

where the solid angle $d \Omega_{D-1}$ has the expression

$$
\begin{equation*}
d \Omega_{D-1}=\left(\prod_{j=1}^{D-2}\left(\sin \theta_{j}\right)^{2 \alpha_{j}} d \theta_{j}\right) d \phi \tag{5.98}
\end{equation*}
$$

Taking the Fourier transform of $\Psi_{E l\{\mu\}}(\mathbf{r})$ in (5.95), we obtain that the momentum wavefunctions $\hat{\Psi}_{E l\{\mu\}}(\mathbf{p})$ can also be written in the form

$$
\begin{equation*}
\hat{\Psi}_{E l\{\mu\}}(\mathbf{p})=M_{E l}(p) \mathcal{Y}_{l,\{\mu\}}\left(\hat{\Omega}_{D-1}\right) \tag{5.99}
\end{equation*}
$$

where ( $p, \hat{\Omega}_{D-1}$ ) denote the spherical polar coordinates in momentum space, $p=$ $|\mathbf{p}|$ and $\hat{\Omega}_{D-1} \equiv\left(\hat{\theta}_{1}, \hat{\theta}_{2}, \ldots, \hat{\theta}_{D-2}, \phi\right)$. So, the probability that the particle has the momentum value between $\mathbf{p}$ and $\mathbf{p}+d^{D} p$ is

$$
\begin{equation*}
\gamma_{E l\{\mu\}}(\mathbf{p}) d \mathbf{p}=\left|M_{E l}(\mathbf{p})\right|^{2} p^{D-1} d p \times\left|\mathcal{Y}_{l,\{\mu\}}\left(\hat{\Omega}_{D-1}\right)\right|^{2} d \hat{\Omega}_{D-1} \tag{5.100}
\end{equation*}
$$

The spreading of the probability density $\rho(\mathbf{r})$ all over the $D$-dimensional space is usually quantified by means of radial expectation values

$$
\begin{equation*}
\langle f(r)\rangle=\int_{R_{D}} f(r) \rho_{E l\{\mu\}}(\mathbf{r}) d \mathbf{r}=\int_{0}^{\infty} f(r)\left|R_{n l}(r)\right|^{2} r^{D-1} d r \tag{5.101}
\end{equation*}
$$

and, more appropriately, by the use of information-theoretic quantities of global (Shannon, Rényi and Tsallis entropies) and local (Fisher information) types. All these quantities cannot be calculated unless we know the analytical form of the central potential. Nevertheless, we can go farther. The power moments $\left\langle r^{\alpha}\right\rangle$ of the particle for central potentials $V_{D}(r)$ such that $r^{2} V_{D}(r)=0$ when $r \rightarrow 0$, satisfy the hypervirial relation [109] (see also (4.1.3) of [103])

$$
\begin{align*}
& 2\left(\left\langle r^{\alpha} \frac{d V_{D}(r)}{d r}\right\rangle+2 \alpha\left\langle r^{\alpha-1} V_{D}\right\rangle-2 \alpha E_{D}\left\langle r^{\alpha-1}\right\rangle\right) \\
& \quad+\frac{1}{2}(\alpha-1)\left[(2 L+1)^{2}-(\alpha-1)^{2}\right]\left\langle r^{\alpha-3}\right\rangle=(2 L+1)^{2} C_{l}^{2} \delta_{\alpha,-2 L} \\
& \quad \alpha \geq-2 L \tag{5.102}
\end{align*}
$$

where we have used the small distance behaviour of the regular wavefunction at the origin:

$$
\begin{equation*}
\lim _{r \rightarrow 0} r^{-l} R_{l}(r)=C_{l} \tag{5.103}
\end{equation*}
$$

and $C_{l} \equiv N_{l,\{\mu\}}$ denotes the normalization constant of the radial position wavefunction, and $L=l+\frac{D-3}{2}$. Note that $C_{l}$ is related to the $l$ th derivative to the radial wavefunction at the origin:

$$
\begin{equation*}
C_{l}=\frac{1}{l!} \frac{d^{l} R_{l}(0)}{d r^{l}} . \tag{5.104}
\end{equation*}
$$

In particular, $C_{0}=R_{0}(0)$, the value of the $S$-wave radial wavefunction at the origin. Moreover, the relevant power moments $\left(\left\langle p^{2}\right\rangle,\left\langle r^{-2}\right\rangle\right)$ are mutually related [110] as

$$
\begin{align*}
\left\langle p^{2}\right\rangle & =J_{R}(D)+l(l+D-2)\left\langle r^{-2}\right\rangle \\
& =J_{R}(D)+\left[L(L+1)-\frac{1}{4}(D-1)(D-3)\right]\left\langle r^{-2}\right\rangle \tag{5.105}
\end{align*}
$$

with the radial integral

$$
\begin{equation*}
J_{R}(D)=\int_{0}^{\infty}\left[\frac{d R_{n l}(r)}{d r}\right]^{2} r^{D-1} d r \tag{5.106}
\end{equation*}
$$

A similar expression can be written down for the pair $\left(\left\langle r^{2}\right\rangle,\left\langle p^{-2}\right\rangle\right)$. Let us also highlight that, since the radial integral $J_{R}(D)$ is non-negative, we have the radial uncertainty-like inequalities

$$
\begin{equation*}
\left\langle p^{2}\right\rangle \geq\left[L(L+1)-\frac{1}{4}(D-1)(D-3)\right]\left\langle r^{-2}\right\rangle \tag{5.107}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle r^{2}\right\rangle \geq\left[L(L+1)-\frac{1}{4}(D-1)(D-3)\right]\left\langle p^{-2}\right\rangle \tag{5.108}
\end{equation*}
$$

Note that the inequality (5.107) extends the general inequality given by [110]

$$
\begin{equation*}
\left\langle p^{2}\right\rangle \geq\left(\frac{D-2}{2}\right)^{2}\left\langle r^{-2}\right\rangle \tag{5.109}
\end{equation*}
$$

(see also [73]). The inequalities (5.107)-(5.108) can be improved [95] as

$$
\begin{align*}
& \left\langle p^{2}\right\rangle \geq L(L+1)\left\langle r^{-2}\right\rangle  \tag{5.110}\\
& \left\langle r^{2}\right\rangle \geq L(L+1)\left\langle p^{-2}\right\rangle
\end{align*}
$$

A further improvement [95] has been recently obtained as

$$
\begin{align*}
& \left\langle p^{2}\right\rangle \geq\left(L+\frac{1}{2}\right)^{2}\left\langle r^{-2}\right\rangle \\
& \left\langle r^{2}\right\rangle \geq\left(L+\frac{1}{2}\right)^{2}\left\langle p^{-2}\right\rangle \tag{5.111}
\end{align*}
$$

These two inequalities improve for central potentials various similar uncertainty inequalities of general validity; see [95] for a detailed discussion and explanation.

The Shannon entropy (5.30) of the particle in the $D$-dimensional central potential has been shown to be discomposed $[108,111]$ into two parts:

$$
\begin{equation*}
S[\rho] \equiv S_{n, l,\{\mu\}}=S_{n, l}[R ; D]+S_{l,\{\mu\}}[\mathcal{Y}, D] \tag{5.112}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{n, l}[R ; D]=-\int r^{D-1} R_{n, l}^{2}(r) \ln R_{n, l}^{2}(r) d r \tag{5.113}
\end{equation*}
$$

denotes the radial Shannon entropy, and

$$
\begin{equation*}
S_{l,\{\mu\}}[\mathcal{Y} ; D]=-\int \mid \mathcal{Y}_{l,\{\mu\}}\left(\left.\Omega_{D-1}\right|^{2} \ln \mid \mathcal{Y}_{l,\{\mu\}}\left(\left.\Omega_{D-1}\right|^{2} d \Omega_{D-1}\right.\right. \tag{5.114}
\end{equation*}
$$

gives the angular or spatial Shannon entropy. Observe that the angular part does not depend on the potential $V_{D}(r)$, while the radial component is independent from the magnetic quantum numbers $\mu_{1}, \mu_{2}, \ldots, \mu_{D-1}$. In momentum space, the corresponding Shannon entropy of the central potential is given by

$$
\begin{equation*}
S[\gamma] \equiv S_{n, l,\{\mu\}}[\gamma]=S_{n, l}[M ; D]+S_{l,\{\mu\}}[\mathcal{Y} ; D], \tag{5.115}
\end{equation*}
$$

where the radial momentum Shannon entropy is

$$
\begin{equation*}
S_{n, l}[M ; D]=-\int_{0}^{\infty} p^{D-1} M_{n, l}^{2}(p) \ln M_{n, l}^{2}(p) d p \tag{5.116}
\end{equation*}
$$

The angular contribution to the position and momentum Shannon entropies is given by the entropic integral (or entropy) of hyperspherical harmonics $S_{l,\{\mu\}}[\mathcal{Y} ; D]$ expressed by (5.114). It has been found [112] to have the following value

$$
\begin{align*}
S_{l,\{\mu\}}[\mathcal{Y} ; D]= & \ln (2 \pi)+\sum_{j=1}^{D-2} E\left[\widetilde{C}_{\mu_{j}-\mu_{j+1}}^{\left(\alpha_{j}+\mu_{j+1}\right)}\right] \\
& -2 \sum_{j=1}^{D-2} \mu_{j+1}\left[\psi\left(2 \alpha_{j}+\mu_{j}+\mu_{j+1}\right)-\psi\left(\alpha_{j}+\mu_{j}\right)\right. \\
& \left.-\ln 2-\frac{1}{2\left(\alpha_{j}+\mu_{j}\right)}\right] \tag{5.117}
\end{align*}
$$

in terms of the quantum numbers $(l,\{\mu\})$ and the dimensionality $D$, where $E\left[\rho_{n}\right]$ denotes the entropy of the polynomials $p_{n}(x)$ orthogonal with respect to the weight function $\omega(x)$ on the interval $(a, b)$

$$
\begin{equation*}
E\left[p_{n}\right]:=-\int_{a}^{b} p_{n}^{2}(x) \ln p_{n}^{2}(x) \omega(x) d x \tag{5.118}
\end{equation*}
$$

and $\widetilde{C}_{n}^{(\lambda)}(x)$ denotes the Gegenbauer polynomial orthonormal with respect to the weight function $\omega_{\lambda}(x)=\left(1-x^{2}\right)^{\lambda-\frac{1}{2}}$ on the interval $[-1,+1]$. The orthonormal Gegenbauer polynomial $\widetilde{C}_{n}^{(\lambda)}(x)$ is related to the orthogonal Gegenbauer polynomial $C_{n}^{(\lambda)}(x)$ by the relation

$$
\begin{equation*}
\widetilde{C}_{n}^{(\alpha)}(x)=\frac{C_{n}^{(\alpha)}}{h_{n}} ; \quad \text { with } h_{n}^{2}=\frac{2^{1-2 \lambda} \pi \Gamma(n+2 \lambda)}{[\Gamma(\lambda)]^{2}(n+\lambda) n!} . \tag{5.119}
\end{equation*}
$$

For further details about the information-theoretic properties of the hyperspherical harmonics, see $[112,113]$. Let us underline that the radial part of the Shannon entropy of $D$-dimensional central potentials in both position and momentum spaces requires the knowledge of the corresponding radial eigenfunctions to go ahead, but the angular part (i.e. the entropy of the hyperspherical harmonics) is under control.

The Fisher information of the $D$-dimensional central potentials, defined by (5.51), has been analogously shown $[110,114]$ to have form

$$
\begin{equation*}
I[\rho]=I[R ; D]+\left\langle r^{-2}\right\rangle I[\mathcal{Y} ; D] \tag{5.120}
\end{equation*}
$$

in position space, and

$$
\begin{equation*}
I[\gamma]=J[M ; D]+\left\langle p^{-2}\right\rangle I[\mathcal{Y} ; D] \tag{5.121}
\end{equation*}
$$

in momentum space. Here, the radial parts are given by

$$
\begin{equation*}
I[R ; D]=4 \int_{0}^{\infty}\left[R_{n l}^{\prime}(r)\right]^{2} r^{D-1} d r=4\left\langle p^{2}\right\rangle \tag{5.122}
\end{equation*}
$$

and

$$
\begin{equation*}
J[M ; D]=4 \int_{0}^{\infty}\left[M_{n l}^{\prime}(p)\right]^{2} p^{D-1} d p=4\left\langle r^{2}\right\rangle \tag{5.123}
\end{equation*}
$$

in position and momentum spaces, respectively. The angular part is given by

$$
\begin{equation*}
I[\mathcal{Y} ; D]=-2|m|(2 l+D-2) \tag{5.124}
\end{equation*}
$$

in both spaces. Then, we have finally the nice expressions

$$
\begin{equation*}
I[\rho]=4\left\langle p^{2}\right\rangle-2|m|(2 l+D-2)\left\langle r^{-2}\right\rangle \tag{5.125}
\end{equation*}
$$

and

$$
\begin{equation*}
I[\gamma]=4\left\langle r^{2}\right\rangle-2|m|(2 l+D-2)\left\langle p^{-2}\right\rangle \tag{5.126}
\end{equation*}
$$

for the position and momentum Fisher informations in terms of the pairs of radial expectation values $\left(\left\langle p^{2}\right\rangle,\left\langle r^{-2}\right\rangle\right)$ and $\left(\left\langle r^{2}\right\rangle,\left\langle p^{-2}\right\rangle\right)$, respectively.

From here it is straightforward to write down the position-momentum inequalities

$$
\begin{equation*}
I[\rho] \geq 4\left(1-\frac{2|m|}{2 L+1}\right)\left\langle p^{2}\right\rangle \tag{5.127}
\end{equation*}
$$

and

$$
\begin{equation*}
I[\gamma] \geq 4\left(1-\frac{2|m|}{2 L+1}\right)\left\langle r^{2}\right\rangle \tag{5.128}
\end{equation*}
$$

where we have combined the exact expressions (5.125)-(5.126) and the radial uncertainty-like inequalities

$$
\begin{equation*}
\left\langle p^{2}\right\rangle \geq\left(L+\frac{1}{2}\right)^{2}\left\langle r^{-2}\right\rangle ; \quad\left\langle r^{2}\right\rangle \geq\left(L+\frac{1}{2}\right)^{2}\left\langle p^{-2}\right\rangle \tag{5.129}
\end{equation*}
$$

(which improve for central potential the general inequalities (5.63) and (5.65) with $a=2$ ).

Let us now state the uncertainty relations associated to the second-order power moments ( $\left\langle r^{2}\right\rangle,\left\langle p^{2}\right\rangle$ ), or Heisenberg-like relation, and to the Fisher information of a particle in a $D$-dimensional central potential, which have been recently found [95, 110, 115]. First, the general Heisenberg-like inequality (5.60) transforms [110] into the following expression

$$
\begin{equation*}
\left\langle r^{2}\right\rangle\left\langle p^{2}\right\rangle \geq\left(l+\frac{D}{2}\right)^{2}=\left(L+\frac{3}{2}\right)^{2} \tag{5.130}
\end{equation*}
$$

for central potentials, where $L=l+\frac{D-3}{2}$ is a generalized angular momentum as previously mentioned. This relation, which saturates for the (nodeless) ground-state wavefunction of the isotropic harmonic oscillator, provides a higher (so, better) value for the lower bound of the Heisenberg-like product.

It is worth highlighting that the general logarithmic, entropy, Rényi and Tsallis uncertainty relations given by (5.67)-(5.76) have not yet been improved for central potentials. In contrast, the position and momentum Fisher informations of central potentials satisfy [110] the following relation

$$
\begin{equation*}
I[\rho] \times I[\gamma] \geq 16\left[1-\frac{(2 l+D-2)|m|}{2 l(l+D-2)}\right]^{2}\left\langle r^{2}\right\rangle\left\langle p^{2}\right\rangle \tag{5.131}
\end{equation*}
$$

which illustrates the uncertainty character of the Fisher-information product $I[\rho] \times$ $I[\gamma]$. Moreover, from (5.130) and (5.131), we finally have the Fisher-informationbased uncertainty relation [115]

$$
\begin{equation*}
I[\rho] \times I[\gamma] \geq 16\left[1-\frac{(2 l+D-2)|m|}{2 l(l+D-2)}\right]^{2}\left(l+\frac{D}{2}\right)^{2} \tag{5.132}
\end{equation*}
$$

which extends and improves a similar relation previously obtained in three [116] and $D[110]$ dimensions. Here again the equality is reached for the ground-state oscillator wavefunctions. It is also worth noting that for $S$ states (i.e. when $l=0$ ), this inequality simplifies as

$$
\begin{equation*}
I[\rho] \times I[\gamma] \geq 4 D^{2} \tag{5.133}
\end{equation*}
$$

In fact, it was proved for general one-dimensional states with even real-valued wavefunctions [94] and, just recently, for general $D$-dimensional states with general realvalued wavefunctions [93]. Finally for completeness, let us consider the CramérRao inequality (5.52) for general systems, $I[\rho] \times V[\rho] \geq D^{2}$, which is equivalent to the variance-based Heisenberg uncertainty relation $V[\rho] \times V[\gamma] \geq \frac{D^{2}}{4}$ at least for real valued wavefunctions. Moreover, the expressions (5.125)-(5.126) together with (5.111) have allowed us to find [45] the following relation between the Cramér-Rao product and the Heisenberg-like product $\left\langle r^{2}\right\rangle\left\langle p^{2}\right\rangle$ :

$$
\begin{equation*}
\left\langle r^{2}\right\rangle I[\rho] \geq 4\left(1-\frac{2|m|}{2 L+1}\right)\left\langle r^{2}\right\rangle\left\langle p^{2}\right\rangle . \tag{5.134}
\end{equation*}
$$

Then, taking into account the $D$-dimensional Heisenberg relation (5.130) for central potentials we have [45] that

$$
\begin{equation*}
\left\langle r^{2}\right\rangle I[\rho] \geq 4\left(1-\frac{2|m|}{2 L+1}\right)\left(L+\frac{3}{2}\right)^{2} \tag{5.135}
\end{equation*}
$$

in position space, and

$$
\begin{equation*}
\left\langle p^{2}\right\rangle I[\gamma] \geq 4\left(1-\frac{2|m|}{2 L+1}\right)\left(L+\frac{3}{2}\right)^{2} \tag{5.136}
\end{equation*}
$$

in momentum space. These Cramér-Rao relations improve for central potentials the general Cramér-Rao inequality (5.85); hence providing a higher (better) lower bound to the $D$-dimensional Cramér-Rao complexity $C_{C R}[\rho]$. Note that the lower bound given by (5.135) and (5.136) equals $D^{2}$ for $S$ states. Moreover, these inequalities behave as uncertainty relations although in the same space, indicating that the wigglier is the quantum-mechanical wavefunction of the system, the less concentrated around the centroid the associated probability density is, and vice versa.

Furthermore, from (5.127) and the Stam inequality (5.77) we can bound the kinetic energy $T\left(=\frac{\left\langle p^{2}\right\rangle}{2}\right)$ in both senses as

$$
\begin{equation*}
\frac{1}{8} I[\rho] \leq T \leq \frac{1}{8} \frac{2 L+1}{2 L+1-2|m|} I[\rho], \tag{5.137}
\end{equation*}
$$

in terms of the position Fisher information $I[\rho]$. Similarly, from (5.128) and the Stam inequality (5.77) we find

$$
\begin{equation*}
\frac{1}{8} I[\gamma] \leq\left\langle r^{2}\right\rangle \leq \frac{1}{4} \frac{2 L+1}{2 L+1-2|m|} I[\gamma], \tag{5.138}
\end{equation*}
$$

which allows us to bound numerous physical quantities related to $\left\langle r^{2}\right\rangle$ in terms of the momentum Fisher information $I[\gamma]$. This is the case, for instance, of the LangevinPauli diamagnetic susceptibility $\chi=\frac{-\alpha_{F S}\left\langle r^{2}\right\rangle}{6}, \alpha_{F S}$ being the fine structure constant.

### 5.4 Entropy and Complexity Analyses of Hydrogenic Systems

Here we describe the analytic information-theoretic properties of the ground and excited states of a $D$-dimensional hydrogenic system in both position and momentum spaces. This system $[113,117,118]$ is composed of a negatively-charged particle moving around a positively charged core which electromagnetically binds it to its orbital, i.e. moving in the Coulomb potential

$$
\begin{equation*}
V_{D}(r)=-\frac{Z}{r} \tag{5.139}
\end{equation*}
$$

where $Z$ is the charge of the core, and $r=|\mathbf{r}|$. It includes (models) a large diversity of physical systems and quantum phenomena [113] in quantum cosmology, nanotechnology, quantum computation, quantum field theory, $D$-dimensional physics and quantum chemistry. The existence of hydrogenic systems has been observed for $D \leq 3$ and suggested for $D>3$ [23].

The physical solutions of the $D$-dimensional hydrogenic problem (5.88) with the potential (5.139) are the wavefunctions [113]

$$
\begin{equation*}
\Psi_{n, l,\{\mu\}}(\mathbf{r})=R_{n, l}(r) \mathcal{Y}_{l,\{\mu\}}\left(\Omega_{D-1}\right), \tag{5.140}
\end{equation*}
$$

where the hyperspherical harmonics are given by (5.92) and the radial part is given as

$$
\begin{equation*}
R_{n, l}(r)=\left(\frac{\lambda^{-D}}{2 \eta}\right)^{\frac{1}{2}}\left[\frac{\omega_{2 L+1}(\widetilde{r})}{\widetilde{r}^{D-2}}\right]^{\frac{1}{2}} \widetilde{L}_{\eta-L-1}^{(2 L+1)}(\widetilde{r}) \tag{5.141}
\end{equation*}
$$

where $\eta=n+\frac{D-3}{2}$, the grand orbital angular momentum quantum number $L=l+$ $\frac{D-3}{2}, 2 L+1=2 l+D-2$, the parameter $\lambda=\frac{\eta}{2 Z}$, and $\widetilde{r}=\frac{r}{\lambda}$. The symbols $L_{m}^{(\alpha)}(x)$ and $\widetilde{L}_{m}^{(\alpha)}(x)$ denotes the usual and orthonormal, respectively, Laguerre polynomials with respect to the weight $\omega_{\alpha}(x)=x^{\alpha} e^{-x}$ on the interval $[0, \infty)$, so that

$$
\begin{equation*}
\widetilde{L}_{m}^{(\alpha)}(x)=\left[\frac{m!}{\Gamma(m+\alpha+1)}\right]^{\frac{1}{2}} L_{m}^{(\alpha)}(x) \tag{5.142}
\end{equation*}
$$

Then, the electronic probability density of the $D$-dimensional hydrogenic system in position space is

$$
\begin{equation*}
\rho(\mathbf{r})=\left|\Psi_{n, l,\{\mu\}}(\mathbf{r})\right|^{2}=R_{n, l}^{2}(r)\left|\mathcal{Y}_{l,\{\mu\}}\left(\Omega_{D-1}\right)\right|^{2} . \tag{5.143}
\end{equation*}
$$

Similarly, in momentum space, the wavefunctions of the system are the Fourier transforms of the position wavefunction (5.140), given rise to the expression

$$
\begin{equation*}
\widetilde{\Psi}_{n, l,\{\mu\}}(\mathbf{p})=M_{n, l}(p) \mathcal{Y}_{l,\{\mu\}}\left(\Omega_{D-1}\right) \tag{5.144}
\end{equation*}
$$

where the radial momentum wavefunction is

$$
\begin{equation*}
M_{n, l}(p)=\left(\frac{\eta}{2}\right)^{\frac{D}{2}}(1+y)^{\frac{3}{2}}\left(\frac{1+y}{1-y}\right)^{\frac{D-2}{4}} \sqrt{\omega_{L+1}^{*}(y)} \widetilde{C}_{\eta-L-1}^{(L+1)}(y), \tag{5.145}
\end{equation*}
$$

with $\eta-L-1=n-l-1$ and $y=\frac{1-\eta^{2} \tilde{p}^{2}}{1-\eta^{2} \tilde{p}^{2}}, \tilde{p}=\frac{p}{Z}$. The symbols $C_{m}^{(\alpha)}(y)$ and $\widetilde{C}_{m}^{(\alpha)}(y)$ denote the usual and orthonormal, respectively, Gegenbauer polynomials with respect to the weight function $\omega_{\alpha}^{*}(y)=\left(1-y^{2}\right)^{\alpha-\frac{1}{2}}$ on the interval $[-1,+1]$.

Then, the momentum probability density of the $D$-dimensional hydrogenic system has the expression

$$
\begin{equation*}
\gamma(\mathbf{p})=\left|\widetilde{\Psi}_{n, l,\{\mu\}}(\mathbf{p})\right|^{2}=M_{n, l}^{2}(p)\left|\mathcal{Y}_{l,\{\mu\}}\left(\hat{\Omega}_{D-1}\right)\right|^{2} . \tag{5.146}
\end{equation*}
$$

The position and momentum $D$-dimensional wavefunctions (5.140) and (5.144), respectively, reduce to the corresponding three-dimensional wavefunctions (see e.g. [119-122]. Let us now study the spreading of both position and momentum densities given by (5.143) and (5.146), respectively, by means of the power and logarithmic moments, some information-theoretic measures (Shannon entropy, Fisher information), and the LMC shape complexity measures. The associated uncertainty relations are also given.

### 5.4.1 Power and Logarithmic Moments

The spreading of the position probability density $\rho(\mathbf{r})$, which controls all the macroscopic physical and chemical properties of the hydrogenic system, is conventionally measured by means of the power moments

$$
\begin{equation*}
\left\langle r^{\alpha}\right\rangle:=\int_{R_{D}} r^{\alpha} \rho(\mathbf{r}) d \mathbf{r}=\int_{0}^{\infty} r^{\alpha+D-1} R_{n, l}^{2}(r) d r . \tag{5.147}
\end{equation*}
$$

Taking into account the expression (5.141) for the radial wavefunction $R_{n, l}(r)$, it has been found that they have $[113,123]$ the values

$$
\begin{align*}
\left(\frac{2 Z}{\eta}\right)^{\alpha}\left\langle r^{\alpha}\right\rangle= & \frac{\Gamma(2 L+\alpha+3)}{2 \eta \Gamma(2 L+2)} 3 F_{2}\left(\begin{array}{rrr}
-\eta+L+1, & -\alpha-1, & \alpha+2 \mid 1 \\
2 L+2,1
\end{array}\right. \\
= & \frac{1}{2 n+D-3} \frac{(n-l-1)!}{(n+l+D-3)} \\
& \times \sum_{i=0}^{n-l-1}\binom{\alpha+1}{n-l-i-1}^{2} \frac{\Gamma(\alpha+2 l+D+i)}{i!} \tag{5.148}
\end{align*}
$$

valid for $\alpha>-2 l-D$. Moreover, these quantities satisfy [109] the recursion relation

$$
\begin{equation*}
\frac{Z}{\eta^{2}}\left\langle r^{S-1}\right\rangle=\frac{2 S-1}{S}\left\langle r^{S-2}\right\rangle-\frac{1}{Z} \frac{S-1}{4 S}\left[(2 L+1)^{2}-(S-1)^{2}\right]\left\langle r^{S-3}\right\rangle, \tag{5.149}
\end{equation*}
$$

for $S>-2 L$. Then, in particular, we have the values $\left\langle r^{\alpha}\right\rangle$, with $\alpha=1$ and 2 ,

$$
\begin{align*}
& \langle r\rangle=\frac{1}{2 Z}\left[3 \eta^{2}-L(L+1)\right] \\
& \left\langle r^{2}\right\rangle=\frac{\eta^{2}}{2 Z^{2}}\left[5 \eta^{2}-3 L(L+1)+1\right] \tag{5.150}
\end{align*}
$$

So, the familiar variance of $\rho(\mathbf{r})$ is given by

$$
\begin{equation*}
V[\rho]:=\left\langle r^{2}\right\rangle-\langle r\rangle^{2}=\frac{\eta^{2}\left(\eta^{2}+2\right)-L^{2}(L+1)^{2}}{4 Z^{2}} \tag{5.151}
\end{equation*}
$$

which extends to $D$ dimensions the known value (see e.g. [122]) of the real hydrogenic atom.

In momentum space we can operate similarly to quantify the spreading of the probability density $\gamma(\mathbf{p})$ by means of the momentum power moments or radial momentum expectation values $\left\langle p^{\alpha}\right\rangle$ given by

$$
\begin{equation*}
\left\langle p^{\alpha}\right\rangle:=\int_{R_{D}} p^{\alpha} \gamma(\mathbf{p}) d \mathbf{p}=\int_{0}^{\infty} p^{\alpha+D-1} M_{n, l}^{2}(p) d p \tag{5.152}
\end{equation*}
$$

The use of (5.145) for the radial momentum wavefunction $M_{n, l}(r)$ has allowed us to find [124] the values

$$
\begin{align*}
\left\langle p^{\alpha}\right\rangle= & \frac{2^{1-2 v} Z^{\alpha} \sqrt{\pi}}{k!\eta^{\alpha-1}} \frac{\Gamma(k+2 v) \Gamma\left(v+\frac{\alpha+1}{2}\right) \Gamma\left(v+\frac{3-\alpha}{2}\right)}{\Gamma^{2}\left(v+\frac{1}{2}\right) \Gamma(v+1) \Gamma\left(v+\frac{3}{z}\right)} \\
& \times{ }_{5} F_{4}\left(\left.\begin{array}{c}
-k, k+2 v, v, v+\frac{\alpha+1}{2}, \left.v+\frac{3-\alpha}{2} \right\rvert\, 1 \\
2 v, v+\frac{1}{2}, v+1, v+\frac{3}{2}
\end{array} \right\rvert\,\right. \tag{5.153}
\end{align*}
$$

valid for $-2 l-D \leq \alpha \leq 2 l+D+2$, where $\nu \equiv L+1=l+\frac{D-1}{2}$ and $k=n-l-1$. Let us remark that the generalized hypergeometric function ${ }_{5} F_{4}(1)$, as ${ }_{3} F_{2}(1)$, is a single sum since it involves a terminating and Saalschutzian (balanced) hypergeometric function. See also [121]. For $\alpha=0$ and 2, we have the expectation values

$$
\begin{equation*}
\left\langle p^{0}\right\rangle=1 \quad \text { and } \quad\left\langle p^{2}\right\rangle=\frac{Z^{2}}{\eta^{2}} \tag{5.154}
\end{equation*}
$$

Moreover, they satisfy the reflection formula [113]

$$
\begin{equation*}
\left(\frac{\eta}{Z}\right)^{2-\alpha}\left\langle p^{2-\alpha}\right\rangle=\left(\frac{\eta}{Z}\right)^{\alpha}\left\langle p^{\alpha}\right\rangle \tag{5.155}
\end{equation*}
$$

which is not trivial for $\alpha \neq 1$. The momentum expectation values with odd $\alpha$ are not so simple; in particular, for $\alpha=-1$ see also [125].

Alternative measures of spreading of the position and momentum electron densities are provided by the logarithmic moments

$$
\begin{equation*}
\langle\ln r\rangle=\int(\ln r) \rho(\mathbf{r}) d \mathbf{r} \tag{5.156}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle\ln p\rangle=\int(\ln p) \gamma(\mathbf{p}) d \mathbf{p} \tag{5.157}
\end{equation*}
$$

respectively. We have found [124] the values

$$
\begin{equation*}
\langle\ln r\rangle=\ln \eta+\frac{2 \eta-2 L-1}{2 \eta}+\psi(\eta+L+1)-\ln 2-\ln Z \tag{5.158}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle\ln p\rangle=-\ln \eta+\frac{2 \eta(2 L+1)}{4 \eta^{2}-1}-1+\ln Z, \tag{5.159}
\end{equation*}
$$

also respectively.

### 5.4.2 Shannon Entropy and Fisher Information

Here, we will show the best measures (according to certain criteria) of the global or bulk extent (Shannon entropy) and the local concentration or gradient content (Fisher information) of the position and momentum electron densities of the $D$ dimensional hydrogenic systems.

According to (5.30) the position Shannon entropy $S[\rho] \equiv S_{n, l,\{\mu\}}[\rho]$ has a ra$\operatorname{dial}\left(S_{n l}[R ; D]\right)$ and an angular $\left(S_{l,\{\mu\}}[\mathcal{Y} ; D]\right)$ part. The latter one is given by
(5.117) in terms of the entropic integral of the orthonormal Gegenbauer polynomials $E\left[\widetilde{C}_{\mu_{j}-\mu_{j+1}}^{\left(\alpha_{j}+\mu_{j+1}\right)}\right]$. The radial Shannon entropy has been shown to have the following value $[108,111]$

$$
\begin{equation*}
S_{n l}[R ; D]=A(n, l, D)+\frac{1}{2 \eta} E_{1}\left(\tilde{L}_{\eta-L-1}^{(2 L+1)}\right)-D \ln Z \tag{5.160}
\end{equation*}
$$

where

$$
\begin{align*}
A(n, l, D)= & \frac{3 \eta^{2}-L(L+1)}{\eta}-2 l\left[\frac{2 \eta-2 L-1}{2 \eta}+\psi(\eta+L+1)\right] \\
& +(D+1) \ln \eta-(D-1) \ln 2 \tag{5.161}
\end{align*}
$$

The symbols $\widetilde{L}_{m}^{(\alpha)}$ denote the orthonormal Laguerre polynomials, and $E_{1}\left(\widetilde{p}_{n}\right)$ denotes [126] the entropic integral of the polynomial orthonormal $\widetilde{p}_{n}(x)$ with respect to the weight function $\omega_{\lambda}^{*}(x)=x^{\lambda} e^{-x}$ on the interval $[0, \infty)$ :

$$
\begin{equation*}
E_{1}\left(\widetilde{p}_{n}\right)=-\int_{0}^{\infty} x \omega_{\lambda}^{*}(x) \widetilde{p}_{n}^{2}(x) \ln \widetilde{p}_{n}^{2}(x) d x \tag{5.162}
\end{equation*}
$$

Then, the combination of (5.30), (5.117) and (5.160) has led [113] us to the following expression for the total Shannon entropy of the $D$-dimensional hydrogenic system in terms of the hyperquantum numbers ( $n, l,\{\mu\}$ ) characterizing the state under consideration:

$$
\begin{align*}
S[\rho]= & A(n, l, D)+B(l,\{\mu\}, D)+\frac{1}{2 \eta} E_{1}\left(\widetilde{L}_{\eta-L-1}^{2 L+1}\right) \\
& +\sum_{j=1}^{D-2} E\left(\widetilde{C}_{\mu_{j}-\mu_{j+1}}^{\alpha_{j}+\mu_{j+1}}\right)-D \ln Z \tag{5.163}
\end{align*}
$$

where $A$ is given by (5.161) and $B$ has the value

$$
\begin{align*}
B(l,\{\mu\}, D)= & \ln 2 \pi-2 \sum_{j=1}^{D-2} \mu_{j+1}\left[\psi\left(2 \alpha_{j}+\mu_{j}+\mu_{j+1}\right)\right. \\
& \left.-\psi\left(\alpha_{j}+\mu_{j}\right)-\ln 2-\frac{1}{2\left(\alpha_{j}+\mu_{j}\right)}\right] \tag{5.164}
\end{align*}
$$

The entropic integrals $E(\widetilde{C})$ and $E_{1}(\widetilde{L})$ of the orthonormal Gegenbauer and Laguerre polynomials are given by $(5.118)$ and $(5.162)$ respectively. They have not yet been calculated in an analytical way, except for very special cases (e.g. the ground and circular states). For their numerical evaluation, a recent algorithm [127] has been developed which computes them very accurately. Let us only point out here the exact value of the position Shannon entropy

$$
\begin{equation*}
S\left[\rho_{g . s .}\right]=\ln \left(\frac{(D-1)^{D}}{2^{D}} \pi^{\frac{D-1}{2}} \Gamma\left(\frac{D+1}{2}\right)\right)+D-D \ln Z \tag{5.165}
\end{equation*}
$$

for the hydrogenic ground state (g.s.).

Operating similarly in momentum space, we have obtained [113] the following value for the total momentum Shannon entropy

$$
\begin{align*}
S[\gamma]= & F(n, l, D)+B(l,\{\mu\}, D)+E\left(\widetilde{C}_{\eta-L-1}^{(L+1)}\right) \\
& +\sum_{j=1}^{D-2} E\left(\widetilde{C}_{\mu_{j}-\mu_{j+1}}^{\left(\alpha_{j}+\mu_{j+1}\right)}\right)+D \ln Z \tag{5.166}
\end{align*}
$$

where

$$
\begin{align*}
F(n, l, D)= & -\ln \frac{\eta^{D}}{2^{2 L+4}}-(2 L+4)[\psi(\eta+L+1)-\psi(\eta)] \\
& +\frac{L+2}{\eta}-(D+1)\left[1-\frac{2 \eta(2 L+1)}{4 \eta^{2}-1}\right] \tag{5.167}
\end{align*}
$$

It is worth noting that this quantity only depends on the entropic integral of the orthonormal Gegenbauer polynomials. This Gegenbauer functional can be numerically computed by means of the highly efficient algorithm of Buyarov et al. [127]; however, its analytical calculation is a formidable task, not yet done save for a few cases (e.g. for ground and circular states). In particular, we found [113] the value

$$
\begin{align*}
S\left[\gamma_{g . s .}\right]= & \ln \frac{2^{2 D+1} \pi^{\frac{D+1}{2}}}{(D-1)^{D} \Gamma\left(\frac{D+1}{2}\right)}+D \ln Z \\
& +\frac{D+1}{D(D-1)}-(D+1)\left[\psi(D-1)-\psi\left(\frac{D-1}{2}\right)\right] \tag{5.168}
\end{align*}
$$

for the momentum Shannon entropy of the $D$-dimensional hydrogenic ground state.
Let us now consider the position Fisher information $I[\rho]$ given by (5.51), which measures the gradient content of the electron density $\rho(\mathbf{r})$ of the $D$-dimensional hydrogenic system in a quantum mechanical state characterized by the hyperquantum numbers $(n, l,\{\mu\})$. We have previously shown that this quantity can be expressed in the form (5.125) in terms of the expectation values $\left\langle p^{2}\right\rangle$ and $\left\langle r^{-2}\right\rangle$. Since

$$
\begin{equation*}
\left\langle p^{2}\right\rangle=\frac{Z^{2}}{\eta^{2}}, \quad \text { and } \quad\left\langle r^{-2}\right\rangle=\frac{2 Z^{2}}{\eta^{3}} \frac{1}{2 L+1} \tag{5.169}
\end{equation*}
$$

we have the following value [113, 114]

$$
\begin{equation*}
I[\rho]=\frac{4 Z^{2}}{\eta^{3}}[\eta-|m|], \quad D \geq 2 \tag{5.170}
\end{equation*}
$$

for the total position Fisher information of the $D$-dimensional hydrogenic system.
The momentum Fisher information $I[\gamma]$ of our system can be similarly calculated by means of (5.126) in terms of the expectation values $\left(\left\langle r^{2}\right\rangle,\left\langle p^{-2}\right\rangle\right)$ together with the expressions (5.150) for $\left\langle r^{2}\right\rangle$ and the value

$$
\begin{equation*}
\left\langle p^{-2}\right\rangle=\frac{\eta^{2}}{Z^{2}} \frac{8 \eta-3(2 L+1)}{2 L+1} \tag{5.171}
\end{equation*}
$$

We have found consequently the value

$$
\begin{equation*}
I[\gamma]=\frac{2 \eta^{2}}{Z^{2}}\left[5 \eta^{2}-3 L(L+1)-(8 \eta-6 L-3)|m|+1\right] ; \quad D \geq 2 \tag{5.172}
\end{equation*}
$$

for the total momentum Fisher information of the $D$-dimensional hydrogenic state ( $\eta, l,\{\mu\}$ ).

### 5.4.3 Uncertainty Relations

Here we shall give the uncertainty relations associated with the following spreading/uncertainty measures of the $D$-dimensional hydrogenic system: the power moments $\left(\left\langle r^{2}\right\rangle,\left\langle p^{2}\right\rangle\right)$, the logarithmic moments $(\langle\ln r\rangle,\langle\ln p\rangle)$, the Shannon entropies ( $S[\rho], S[\gamma]$ ) and the Fisher information ( $I[\rho], I[\gamma]$ ). In addition, we provide the Cramér-Rao products in position $\left(\left\langle r^{2}\right\rangle I[\rho]\right)$ and momentum $\left(\left\langle p^{2}\right\rangle I[\gamma]\right)$ spaces. Let us begin with the Heisenberg uncertainty relation. To find it for the appropriate canonically conjugate radial coordinates, we have to consider the pair $\left(r, p_{r}\right)$ where $p_{r}$ is the so-called radial momentum operator [128]

$$
\begin{equation*}
p_{r}=-i \hbar \frac{1}{r^{\frac{D-1}{2}}} \frac{\partial}{\partial r} r^{\frac{D-1}{2}}=-i \hbar\left(\frac{\partial}{\partial r}+\frac{D-1}{2 r}\right)=\mathbf{p}^{2}-\frac{L(L+1)}{r^{2}} \tag{5.173}
\end{equation*}
$$

which is manifestly hermitian. So, $p_{r}$ has the expectation $\left\langle p_{r}\right\rangle=0$ and the second order moment

$$
\begin{equation*}
\left\langle p_{r}^{2}\right\rangle=\left\langle\mathbf{p}^{2}\right\rangle-L(L+1)\left\langle r^{-2}\right\rangle=\frac{Z^{2}}{\eta^{2}}\left[1-\frac{2}{\eta} \frac{L(L+1)}{2 L+1}\right] \tag{5.174}
\end{equation*}
$$

Then, the radial momentum standard deviation $\Delta p_{r}$ becomes

$$
\begin{equation*}
\Delta p_{r}=\sqrt{\left\langle p_{r}^{2}\right\rangle-\left\langle p_{r}\right\rangle^{2}}=\frac{Z}{\eta}\left[1-\frac{2}{\eta} \frac{L(L+1)}{2 L+1}\right] \tag{5.175}
\end{equation*}
$$

and, from (5.150), the standard deviation of the radial position is

$$
\begin{equation*}
\Delta r=\sqrt{\left\langle r^{2}\right\rangle-\langle r\rangle^{2}}=\frac{1}{2 Z}\left[\eta^{2}\left(\eta^{2}+2\right)-L^{2}(L+1)^{2}\right]^{\frac{1}{2}} \tag{5.176}
\end{equation*}
$$

so that we have, finally, the Heisenberg uncertainty product as

$$
\begin{align*}
\Delta r \Delta p_{r}= & \frac{1}{2 \eta}\left\{\frac{1}{\eta(2 L+1)}\left[\eta^{2}\left(\eta^{2}+2\right)-L^{2}(L+1)^{2}\right]\right. \\
& \times[\eta(2 L+1)-2 L(L+1)]\}^{1 / 2} \tag{5.177}
\end{align*}
$$

which does not depend on the nuclear charge $Z$.
On the other hand, from (5.158) and (5.159) we have the following logarithmic uncertainty relation:

$$
\begin{align*}
\langle\ln r\rangle+\langle\ln p\rangle= & \frac{2 n-2 l-1}{2 n+D-3}+\frac{(2 n+D-3)(2 l+D-2)}{(2 n+D-3)^{2}-1} \\
& -\ln 2-1+\psi(n+l+D-2) \tag{5.178}
\end{align*}
$$

Note that it does not depend on $Z$, and for the ground state (i.e. when $n=1$, $l=0)$ this relation simplifies as

$$
\begin{equation*}
(\langle\ln r\rangle+\langle\ln p\rangle)(\text { g.s. })=-\frac{1}{D}-\ln 2+\psi(D) \tag{5.179}
\end{equation*}
$$

which fulfills the general logarithmic uncertainty relation (5.70).
Now, let us see the Shannon-entropy-based or entropic uncertainty relation. From (5.163) and (5.166) we have that the Shannon entropy sum is given by

$$
\begin{align*}
S[\rho]+S[\gamma]= & A(n, l, D)+F(n, l, D)+2 B(l,\{\mu\}, D)+\frac{1}{2 \eta} E_{1}\left(\widetilde{L}_{\eta-L-1}^{(2 L+1)}\right) \\
& \times E\left(\widetilde{C}_{\eta-L-1}^{(L+1)}\right)+2 \sum_{j=1}^{D-2} E\left(\widetilde{C}_{\mu_{j}-\mu_{j+1}}^{\left(\alpha_{j}+\mu_{j+1}\right)}\right) \tag{5.180}
\end{align*}
$$

where the terms $A, B$ and $F$ are explicitly given by (5.161), (5.164) and (5.167), respectively. The entropic integrals $E_{i}\left(\widetilde{p}_{n}\right), i=0$ and 1, are given by (5.118) and (5.162), respectively. In particular, the uncertainty entropy sum for the ground state has the value

$$
\begin{align*}
S\left[\rho_{g . s .}\right]+S\left[\gamma_{g . s .}\right]= & \ln \left(\frac{4^{D+1} \pi^{D}}{D}\right)+\frac{2}{D-1} \\
& +\frac{D^{2}-1}{D}-(D-1)\left[\psi(D-1)-\psi\left(\frac{D-1}{2}\right)\right] \tag{5.181}
\end{align*}
$$

which certainly fulfills the entropic uncertainty relation (5.72) valid for general systems.

The position-momentum Fisher-information-based uncertainty relation of the hydrogenic state $(n, l,\{\mu\})$ can be obtained from (5.170) and (5.172), yielding the value

$$
\begin{equation*}
I[\rho] \times I[\gamma]=\frac{8}{\eta}(\eta-|m|)\left[5 \eta^{2}-3 L(L+1)-|m|(8 \eta-6 L-3)+1\right] ; \quad D \geq 2 \tag{5.182}
\end{equation*}
$$

Here again, this uncertainty product does not depend on the potential strength (nuclear charge $Z$ ), and for the ground state (g.s.) it boils down to

$$
\begin{equation*}
I\left[\rho_{g . s .}\right] \times I\left[\gamma_{g . s .}\right]=4 D(D+1) \tag{5.183}
\end{equation*}
$$

which clearly satisfies not only the Fisher-information-based uncertainty relation (5.78) valid for general systems but also the corresponding expression (5.132) valid for systems moving in arbitrary central potentials. The uncertainty-like relations of the $D$-dimensional hydrogen atom seem to have been recently found [129].

Finally, from (5.150) for $\left\langle r^{2}\right\rangle$ and (5.170) for $I[\rho]$ one has [113] that the position Cramér-Rao product of an arbitrary hydrogenic state $(n, l,\{\mu\})$ is given by

$$
\begin{equation*}
\left\langle r^{2}\right\rangle I[\rho]=\frac{2}{\eta}\left[5 \eta^{2}-3 L(L+1)+1\right](\eta-|m|) \tag{5.184}
\end{equation*}
$$

And from the values (5.154) for $\left\langle p^{2}\right\rangle$ and (5.172) for $I[\gamma]$, one has

$$
\begin{equation*}
\left\langle p^{2}\right\rangle I[\gamma]=2\left[5 \eta^{2}-3 L(L+1)-|m|(8 \eta-6 L-3)+1\right] \tag{5.185}
\end{equation*}
$$

for any ground and excited states of $D$-dimensional hydrogenic system. It is worth noting that both Cramér-Rao products do not depend on the nuclear charge $Z$. Moreover, they fulfill not only the general Cramér-Rao relations (5.85) but also the corresponding relations (5.135) and (5.136) valid for arbitrary central potentials.

### 5.4.4 Complexity Measures

Here, the LMC shape complexity of the ground and excited states of the $D$ dimensional hydrogenic system is shown [130]. According to its definition given by (5.79), this quantity has two ingredients: the disequilibrium $D=\langle\rho\rangle$ and the entropic power $N[\rho]=\exp (S[\rho])$. The former quantity can be calculated by use of (5.141) and (5.143) obtaining the expression

$$
\begin{equation*}
\langle\rho\rangle:=\int_{R_{D}} \rho^{2}(\mathbf{r}) d \mathbf{r}=\frac{2^{D-2}}{\eta^{D+2}} Z^{D} K_{1}(D, \eta, L) \times K_{2}(l,\{\mu\}) \tag{5.186}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{1}(D, \eta, L)=\int_{0}^{\infty} x^{-D-5}\left\{\omega_{2 L+1}(x)\left[\widetilde{L}_{\eta-L-1}^{(2 L+1)}(x)\right]\right\}^{2} d x \tag{5.187}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{2}(l,\{\mu\})=\int_{S_{D-1}}\left|\mathcal{Y}_{l,\{\mu\}}\left(\Omega_{D-1}\right)\right|^{4} d \Omega_{D-1} \tag{5.188}
\end{equation*}
$$

The entropic power $N[\rho]$ can be straightforwardly written down from the expression (5.163) for the position Shannon entropy $S[\rho]$, or alternatively from the expression (5.160) for the radial position Shannon entropy $S_{n l}[R ; D]$ and the expression (5.117) for the angular component $S_{l,\{\mu\}}[\mathcal{Y} ; D]$. In turn, we have the value

$$
\begin{align*}
C_{L M C}[\rho]:= & \langle\rho\rangle \exp (S[\rho]) \\
= & \frac{2^{D-2}}{\eta^{D+2}} K_{1}(D, \eta, L) K_{2}(l,\{\mu\}) \\
& \times \exp \left\{A(n, l, D)+\frac{1}{2 \eta} E_{1}\left[\widetilde{L}_{\eta-L-1}^{(2 L+1)}\right]+S_{l,\{\mu\}}[\mathcal{Y} ; D]\right\} \tag{5.189}
\end{align*}
$$

for the LMC shape complexity of hydrogenic state $(n, l,\{\mu\})$ in position space, where $A$ and $E_{1}\left(\widetilde{p}_{n}\right)$ are given by (5.161) and (5.162), respectively. Let us highlight that this complexity measure does not depend on the nuclear charge $Z$.

The explicit expression for this quantity is not known except for some special cases, such as e.g. the ground state (g.s.); in this case we can easily shown [130] that

$$
\begin{equation*}
C_{L M C}\left[\rho_{g . s}\right]=\left(\frac{e}{2}\right)^{D} \tag{5.190}
\end{equation*}
$$

for the LMC shape complexity of the $D$-dimensional hydrogenic ground state, as previously found [71, 131]. See [130] for further details and to find the explicit values of this quantity in other quantum states.

Finally, let us also mention here that the LMC shape complexity and the FisherShannon and Cramér-Rao complexities of real $(D=3)$ hydrogenic systems in both ground and excited states have been explicitly discussed [118] in terms of their quantum numbers $(n, l, m)$. Let us just point out that the Fisher-Shannon complexity is shown to quadratically depend on the principal quantum number $n$.

### 5.5 Conclusion and Open Problems

This work has surveyed the present status of the analytic $D$-dimensional information theory of the general quantum systems, the single systems in arbitrary central potentials and the hydrogenic systems. We have shown the present results, to the best of our knowledge, about not only the power, logarithmic and entropic moments but also the indirect one-ingredient (Rényi, Shannon and Tsallis entropies, and the Fisher information) and two-ingredient (Cramér-Rao, Fisher-Shannon and LMC shape complexities) information-theoretic measures of these systems, together with their associated uncertainty relations.

We have identified a number of open problems. First, the conditions that a set of real numbers must satisfy so that a density exists having them as entropic moments are not yet known. Second, the behaviour of the $D$-dimensional systems in external fields has not been studied yet, although some results in presence of electric fields have been published $[15,132]$. Third, it would be very interesting to calculate the direct spreading measures of the $D$-dimensional systems so as to be able to mutually compare them in a proper way; in particular, by calculating the ensemble spreading lengths in the sense of Hall [133]. Fourth, to include the relativistic effects because the conceptual importance of information is greatest in the interplay between dimensionality and the relativistic effects that is laid on atomic wavefunctions. It is in this interplay that one finds the origin of the physical phenomena. Some authors [10, 134-137] have begun to explore this fairly wild territory in both Klein-Gordon and Dirac cases. Fifth, to study the information-theoretic measures of many-electron systems moving on a $D$-dimensional hypershere [138]. Finally, it would be physically interesting to improve the Rényi, Shannon and Tsallis uncertainty relations for central potentials.
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# Chapter 6 <br> Atomic and Molecular Complexities: Their Physical and Chemical Interpretations 
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#### Abstract

Within the present work on the meaning, interpretation and applications of the complexity measures, different order-uncertainty planes embodying relevant information-theoretical magnitudes are studied in order to analyse the information content of the position and momentum electron densities of several atomic (neutrals, singly-charged ions, isoelectronic series) and molecular (closed shells, radicals, isomers) systems. The quantities substaining those planes are the exponential and the power Shannon entropies, the disequilibrium, the Fisher information and the variance. Each plane gives rise to a measure of complexity, determined by the product of its components. In the present work, the values of the so-called López-Ruiz, Mancini and Calbet (LMC), Fisher-Shannon (FS) and Cramér-Rao (CR) complexities will be provided in both conjugated spaces and interpreted from physical and chemical points of view. Computations for atoms were carried out within a HartreeFock framework, while for molecules by means of CISD(T)/6-311++G(3df, 2p) wave functions. In order to have a complete information-theoretical description of these systems, it appears relevant to consider simultaneously the results in both spaces.


### 6.1 Introduction

There has been a tremendous interest in the literature to apply information theory to the electronic structure theory of atoms and molecules [1, 2]. The concepts of uncertainty, randomness, disorder or delocalization, are basic ingredients in the study, within an information theoretical framework, of relevant structural properties for many different probability distributions appearing as descriptors of several chemical and physical systems and/or processes.

Following the usual procedures carried out within the Information Theory for quantifying the aforementioned magnitudes concerning individual distributions,

[^5]some other extensions have been done in order to introduce and to apply the concepts of 'similarity' [3-5] or 'divergence' [6-9] between two distributions, as comparative measures. Quantum similarity theory was originally developed in order to establish quantitative comparisons between molecular systems by means of their fundamental structure magnitudes: electron density functions. Applications of this important theory have been one of the cornerstones of recent chemical research in molecules [10-12].

Some pioneering efforts relating Information Theory to electronic structure and properties of molecules can be already found in the seminal papers by Daudel in the framework of loge theory [13, 14], subsequently followed by Mezey [15] and reexamined later by Nalewajski [16]. The studies of Mezey [17] and Avnir [18] on symmetry and chirality-related problems in molecules, and in other very diverse fields (e.g. image and texture analysis), are also examples of applications of informational measures on specific aspects of shape, disorder and complexity.

This kind of measures and techniques, which in fact characterize most of the information theory aims and tools, have been widely employed in recent years also within the atomic and molecular physics framework. The present work includes a survey of some of those applications for obtaining relevant information on different properties of atomic and molecular systems, including structural and experimental ones.

The role played by the two conjugated variables, namely position and momentum, appears fundamental for a complete description of the atomic and molecular information features. For example, it is shown that, in spite of their simplicity among the many-body systems, the atomic ones posses a highly enough level of organization and hierarchy so as to be considered as an appropriate benchmark for the suggested complexity study. As should be expected, the same is true also for much more complex systems such as molecules.

The relevancy of the above concepts motivates the search for an appropriate quantification, giving rise to a variety of density functionals, each one with its own characteristics and properties which make them more or less useful attending to the specific problem we are dealing with.

Diverse information measures for probability distributions of arbitrary dimensionality have been widely applied with the aim of describing a great variety of systems or processes in many different scientific fields. One of the pioneering and most well-known of such measures is the variance [19], but later on many others have been also considered for these kind of applications. Among them, it should be emphasized the role played by the Shannon entropy $S$ [20]

$$
\begin{equation*}
S(\rho) \equiv-\int \rho(\mathbf{r}) \ln \rho(\mathbf{r}) d \mathbf{r} \tag{6.1}
\end{equation*}
$$

and the Fisher information $I[21,22]$

$$
\begin{equation*}
I(\rho) \equiv \int \rho(\mathbf{r})|\nabla \ln \rho(\mathbf{r})|^{2} d \mathbf{r} \tag{6.2}
\end{equation*}
$$

of a distribution $\rho(\mathbf{r})$. In fact, $S$ is a basic quantity in statistical thermodynamics [23] and it is the essential tool on the application of the 'Maximum Entropy' tech-
nique based on Jaynes' principle. More recently, Fisher information appeared as a fundamental magnitude for deriving important laws of e.g. density functional theory $[24,25]$ or quantum mechanics [26-28] by means of the extremization Frieden principle [22]. The numerous applications of tools based on both $S$ and $I$ suggest the relevancy of using them in a complementary way, attending to their main characteristics and properties as will be described later.

### 6.1.1 Complexity: Meaning and Definitions

Another relevant concept within information theory, in some cases strongly related to the aforementioned measures, is the so-called 'complexity' of a given system or process. The study of complexity in physical, chemical, biological and social systems or processes is a topic of great contemporary research interest. A quantitative measure of complexity is useful to estimate the ability of systems for organization and it is also proposed as a general indicator of structure or correlation.

Fundamental concepts such as entropy or information are frequently present in the proposals for characterizing complexity, but it is known that other ingredients capturing not only randomness are also necessary. In fact one would wish also to detect, for instance, clustering or pattern.

There is not a unique and universal definition of complexity for arbitrary distributions, but it could be roughly understood as an indicator of pattern, structure and correlation associated to the system that the distribution describes. Nevertheless. many different mathematical quantifications exist under such an intuitive description. This the case of the algorithmic [29-31], Lempel-Ziv [32] and Grassberger [33] complexities, as well as the logical and thermodynamical depths by Bennett [34] and Lloyd and Pagels [35], respectively, all of them with diverse scientific applications, as long as other complexity definitions [36]. Some of them share rigorous connections with others as well as with Bayes and information theory [37].

Complexity is used in very different fields (dynamical systems, time series, quantum wave functions in disordered systems, spatial patterns, language, analysis of multi-electronic systems, cellular automata, neuronal networks, self-organization, molecular or DNA analyses, social sciences, etc.) [38-40]. Although there is no general agreement about the definition of what complexity is, its quantitative characterization is a very important subject of research and has received considerable attention over the past years [41, 42].

The characterization of complexity cannot be univocal and must be adequate for the type of structure or process we study, the nature and the goal of the description we want and for the level or scale of the observation that we use. Thus it is interesting to combine the properties of the new proposals to characterize complexity and test them on diverse and known physical systems or processes. Fundamental concepts such as information or entropy are frequently present in the proposals for characterizing complexity, but some other ingredients capturing not only uncertainty
or randomness can also be searched. One wishes also to capture some other properties such as clustering, order or organization of the systems or process. Some of the definitions and relations between the above concepts are not clear; and even less understood is how disorder or randomness takes part in the aforementioned properties of the system and vice versa.

The initial form of complexity is designed in such a way that it vanishes for the two extreme probability distributions (lesser complex ones), corresponding to perfect order (represented by a Dirac-delta) and maximum disorder (associated with a highly flat distribution). Most of those definitions take into account elements of Bayesian and information theories. Some of the more recent ones consist of the product of two factors, measuring, respectively, order and disorder on the given systems or, equivalently, localization and delocalization [43, 44]. They will be referred to as product-complexities.

These product complexity measures have been criticized and consequently modified, leading to powerful estimators successfully applied in a wide variety of fields [45-50]. Fundamental concepts such as entropy or information are frequently present in the proposals for characterizing complexity, but it is known that other ingredients capturing not only randomness are also necessary. In fact one would wish also to detect, for instance, clustering or pattern.

Even restricting ourselves to the aforementioned product complexity measures, there is no unique definition for complexity. The reason is that there exist different candidates for being one of the coupled factors which give rise to complexity. The most popular ones are well-known to play a relevant role in an informationtheoretical framework. Among them, let us mention the Shannon entropy $S$, the disequilibrium $D$, the Fisher information $I$ and the variance $V$, which will be defined below. Much work has been done using these quantities as basic measures, not only for quantifying the level of spreading of distributions but also for many other applications, such as, for instance, maximum-entropy estimation and reconstruction of an unknown distribution from very limited information on it.

Other authors have recently dealt with some particular factors of the complexity measures. In particular, Shannon entropy has been extensively used in the study of many important properties of multielectronic systems, such as, for instance, rigorous bounds [51], electronic correlation [52], effective potentials [53], similarity [54] and maximum entropy [55,56] and minimum cross entropy approximations [57].

More recently, Fisher information has been studied as an intrinsic accuracy measure for specific atomic models and densities [58,59] and also for quantum mechanics central potentials [27]. Also, the concept of phase space Fisher information, where position and momentum variables are included, was analyzed for hydrogenlike atoms and the isotropic harmonic oscillator [60]. The net Fisher information measure is found to correlate well with the inverse of the ionization potential and dipole polarizability [59].

Quantum similarities and self-similarities $D$ for neutral atoms were computed for nuclear charges $Z=1-54$ only in the position space [61, 62], but afterwards a more complete analysis including $Z=1-103$ neutral systems and singly charged ions has been done in position and momentum spaces [5].

Some studies on similarity, using magnitudes closely related to $D$ or to relative Shannon entropies, have been also reported [4, 63]. Very recently a comparative analysis of $I$ and $D$ shows that they both vary similarly with the nuclear charge $Z$ within the neutral atoms, exhibiting the same maxima and minima, but Fisher information presents a significantly enhanced sensitivity in the position and momentum spaces in all systems considered [64].

### 6.1.1.1 LMC Complexity

Among the more recent and successful definitions of complexity, especially remarkable is the one provided by López-Ruiz, Mancini and Calbet [43], to be denoted by $C(L M C)$ due to its pioneering authors, which satisfies as others do the condition of reaching minimal values for both extremely ordered and disordered limits. Additional relevant properties are the invariance under scaling, translation and replication.

The initial definition of the LMC complexity (also known as 'shape complexity') has been criticized [41] and modified [48] in order to the aforementioned properties to be satisfied, giving rise to the expression

$$
\begin{equation*}
C(L M C) \equiv D \cdot e^{S}=D \cdot L \tag{6.3}
\end{equation*}
$$

of a distribution $\rho(\mathbf{r})$. It is built up as the product of two relevant quantities within an information-theoretical framework: the 'disequilibrium' $D[3,65,66]$,

$$
\begin{equation*}
D(\rho) \equiv \int \rho^{2}(\mathbf{r}) d \mathbf{r} \tag{6.4}
\end{equation*}
$$

which quantifies the departure of $\rho(\mathbf{r})$ from equiprobability, and the aforementioned Shannon entropy $S$ as measure of randomness or uncertainty on the distribution. The usefulness of $C(L M C)$ has been shown in different fields, allowing detection of periodic, quasiperiodic, linear stochastic and chaotic dynamics [43, 49, 50].

### 6.1.1.2 Fisher-Shannon Complexity

It appears also interesting to look for statistical complexities involving also a local information measure. This can be achieved by replacing one of the LMC global factors by a 'local' measure of intrinsic accuracy. In this sense, the main properties of Fisher information $I$ make this quantity to be an appropriate candidate with the aim of defining a complexity measure in terms of complementary global and local factors. Very recently, the Fisher-Shannon complexity $C(F S)$ has been defined [64, 67] in terms of both Fisher information and Shannon entropy and, consequently, providing a measure which combines the global and local characters, and also preserving the desirable properties for any complexity measure as previously described. The Fisher information $I$ itself plays a fundamental role in different physical problems,
such as the derivation of non-relativistic quantum-mechanical equations by means of the minimum $I$ principle, as it also does for the time-independent Kohn-Sham equations and the time-dependent Euler equation [25, 68].

The FS complexity in the $n$-dimensional space is defined in terms of the power Shannon entropy $J \equiv \frac{1}{2 \pi e} e^{2 S / n}$ and the Fisher information $I$ as

$$
\begin{equation*}
C(F S) \equiv I \cdot J \tag{6.5}
\end{equation*}
$$

where definition of $J$ is chosen in order to preserve general complexity properties, such as the scaling invariance and the minimum value $n$ because of the dimension of the space. In contrast with the LMC complexity, and apart from the explicit dependence on Shannon entropy, $C(F S)$ replaces the disequilibrium global factor by the Fisher local one. The $C(F S)$ expression arises from the isoperimetric $n$-dimensional inequality $I \cdot J \geq n[6,69,70]$ providing a universal lower bound to FS complexity. Among the main applications carried out, it should be remarked those concerning with atomic distributions in position and momentum spaces where FS complexity is shown to provide relevant information on atomic shell structure and ionization processes [64, 67, 71, 72] as well as in molecular systems [73].

### 6.1.1.3 Cramér-Rao Complexity

Aside of the $C(L M C)$ and $C(F S)$, in the present work we will also analyze the ‘Cramér-Rao' complexity $C(C R)$, given also as the product of a local and a global measure, keeping the first one as the Fisher information $I$, and replacing the Shannon entropy exponential by the variance $V$, giving rise to

$$
\begin{equation*}
C(C R) \equiv I \cdot V \tag{6.6}
\end{equation*}
$$

product which has been considered in different contexts [71, 72, 74]. Especially remarkable is the existence of a lower bound, in spite of the factors being of very different origin as well as their definition in terms of the distribution, emphasizing again the strong connection between both the local and global level of uncertainty.

### 6.1.1.4 Generalized Rényi-like Complexities

Let us study a generalization of the LMC and FS complexities by replacing the Shannon entropy functional by a more general and powerful magnitude as the Rényi entropy. Hence we deal with a one-parameter (to be denoted by $\alpha$ ) generalized complexity which weights different regions of the position or momentum spaces according to the value of $\alpha$. The LMC and FS complexities are particular cases of these Rényi complexities.

In particular, the so-called 'shape Rényi complexity' (SR) is characterized as a difference between the $\alpha$-order Rényi entropy and the second order one (expressed in terms of the disequilibrium, $D$ ), and it has been extended to continuous systems [75], theoretically studied and tested for the binary symmetric channel (BSC) and
the logistic map [50]. A more extended family of generalized complexity measures has been proposed, and rigorous bounds, geometrical properties and several applications have been also studied [76]. Moreover, the 'Fisher Rényi complexity' (FR) is defined by simply replacing the Shannon entropy with the Rényi entropy in the expression of the Fisher-Shannon complexity. Some rigorous properties for this entropic product, also called Fisher-Rényi product, and similar ones have been recently obtained [77]. Previous applications of both the SR and FR complexities are very scarce in the literature. To the best of our knowledge, the first time in which the SR and FR complexities were considered and analysed for atomic systems was in [78], apart from recently derived results [77], mainly concerning with uncertainty-like relationships but not with the atomic structure and the shell-filling process.

In this chapter we consider both generalized Rényi complexities, SR and FR, in order to study their behavior for atomic systems, in particular the neutral atoms throughout the whole Periodic Table of elements. In spite of their simplicity as compared to others quantum-mechanical systems, they display a strongly organized and hierarchical structure.

The concept of Rényi complexity arises from the Rényi entropy, widely used in the literature when affording different problems within an information-theoretical framework. The Rényi entropy [79] plays a similar role to those of other density functionals as descriptors of the uncertainty on a distribution, including very wellknown ones such as the Shannon [20] and the Tsallis [80] entropies.

The Rényi entropy of order $\alpha$ for the distribution $\rho(\mathbf{r})$ is defined as

$$
\begin{equation*}
R^{(\alpha)} \equiv \frac{1}{1-\alpha} \ln \omega_{\alpha} \tag{6.7}
\end{equation*}
$$

where the quantity $\omega_{\alpha}$ is the so-called ' $\alpha$-order frequency moment' of $\rho(\mathbf{r})$ [81], given by

$$
\begin{equation*}
\omega_{\alpha} \equiv \int \rho^{\alpha}(\mathbf{r}) d \mathbf{r} \tag{6.8}
\end{equation*}
$$

which has also been employed in diverse fields, being especially remarkable in Density Functional Theory for some specific $\alpha$ values [82] (e.g. Thomas-Fermi kinetic and exchange energies), as well as the own disequilibrium [43, 83]. The normalization to unity of the distribution can be expressed as $\omega_{1}=1$.

The allowed range of values for the characteristic parameter $\alpha$ of the Rényi entropy is determined by the convergence conditions on the integral in (6.8), being imposed by the short- and long-range behaviors of the distribution $\rho(\mathbf{r})$. Apart from the necessary (but not sufficient) condition $\alpha>0$ for the finiteness of $R^{(\alpha)}$, the particular value $\alpha=1$ appears as a limiting case, because both the numerator and the denominator in (6.7) vanish, the limit giving rise to

$$
\begin{equation*}
R^{(1)}=S=-\int \rho(\mathbf{r}) \ln \rho(\mathbf{r}) d \mathbf{r} \tag{6.9}
\end{equation*}
$$

that is, the Rényi entropy of order 1 is the Shannon entropy $S$ or, in other words, the Rényi entropy $R^{(\alpha)}$ represents an extension or generalization of the Shannon entropy.

The power $\alpha$ of the distribution in (6.8), where $\omega_{\alpha}$ is defined, allows to enhance or diminish, by increasing or decreasing its value, the contribution of the integrand over different regions to the whole integral and, consequently, to the frequency moments and the Rényi entropy $R^{(\alpha)}$. Higher values of $\alpha$ make the function $\rho^{\alpha}(\mathbf{r})$ to concentrate around the local maxima of the distribution, while the lower values have the effect of smoothing that function over its whole domain. It is in that sense that the parameter $\alpha$ provides with a powerful tool to get information on the structure of the distribution by means of the Rényi entropy.

Another relevant particular case of the Rényi entropy and the frequency moments corresponds to $\alpha=2$, giving rise to the disequilibrium $D$ as the second-order frequency moment $\omega_{2}$, namely

$$
\begin{equation*}
D=\int \rho^{2}(\mathbf{r}) d \mathbf{r} \tag{6.10}
\end{equation*}
$$

which measures the 'level of departure from uniformity' of the distribution [43, 83]. According to its definition and that of $R^{(\alpha)}$ it is immediate to observe that $R^{(2)}=$ $-\ln D$, establishing a link between the Rényi entropy and the disequilibrium.

For the LMC and FS complexities, the Shannon entropy $S$ is employed as a measure of information in one factor, the other factor (measuring order) being the disequilibrium $D$ and the Fisher information $I$ for the LMC and FS complexities, respectively. A 'generalized' version is obtained when the Shannon entropy contribution is replaced by the Rényi entropy $R^{(\alpha)}$, giving rise to generalized complexity measures which will be referred as 'Shape Rényi complexity' $S R^{(\alpha)}$ and 'FisherRényi complexity' $F R^{(\alpha)}$, defined as

$$
\begin{equation*}
S R^{(\alpha)} \equiv D \cdot \exp \left\{R^{(\alpha)}\right\} \tag{6.11}
\end{equation*}
$$

with the exponential Rényi entropy being also denoted as $L^{(\alpha)} \equiv \exp \left\{R^{(\alpha)}\right\}$, and

$$
\begin{equation*}
F R^{(\alpha)} \equiv I \cdot J^{(\alpha)}, \tag{6.12}
\end{equation*}
$$

where

$$
\begin{equation*}
J^{(\alpha)}=\frac{1}{2 \pi e} \exp \left\{\frac{2}{n} R^{(\alpha)}\right\} \tag{6.13}
\end{equation*}
$$

is the ' $\alpha$-order power entropy' of the $n$-dimensional distribution.
Some comments are in order: (i) the particular cases $S R^{(1)}$ and $F R^{(1)}$ corresponding to $\alpha=1$ provide, respectively, the expressions of the LMC and FS complexities, (ii) all relevant invariance properties of LMC and FS also hold for arbitrary $\alpha>0$, (iii) the weighting effect of the parameter $\alpha$ over specific regions, as previously mentioned for the Rényi entropy, now translates into the associated complexities, and (iv) attending to its definition, the composing factors of the second order shape Rényi complexity are the inverse of each other, and consequently $S R^{(2)}=1$.

Other Rényi products have been also considered in the literature, for which different properties such as, e.g., bounds and uncertainty-like relationships are known for very specific $\alpha$ ranges [77]. The analysis of those properties is beyond the scope of the present work, wherein a much wider interval for the $\alpha$ parameter is considered.

### 6.1.2 Selected Relationships and Rigorous Properties on Complexities

Most of the research on complexities and its corresponding conclusions have been obtained, so far, by numerically quantifying their values, and much less attention has been paid to their theoretical properties and exact meaning within an statistical framework, valid for any arbitrary $n$-dimensional distribution [84]. In the present section, different product-complexities are investigated, obtaining results such as rigorous bounds, uncertainty-like inequalities, relationships among different complexities. Additionally statistical interpretations will be provided. For the sake of completeness, some of these analytical results on product-complexities will be numerically analyzed for the one-particle densities of atomic systems in both conjugated spaces.

Let us consider an arbitrary $n$-dimensional distribution $\rho(\mathbf{r})$, whose normalization is given by

$$
\begin{equation*}
\int \rho(\mathbf{r}) d \mathbf{r}=1 \tag{6.14}
\end{equation*}
$$

and the integration is performed over the $n$-dimensional space $R^{n}$. Consequently, the vector $\mathbf{r}$ consists of $n$ components, which can be expressed equivalently in Cartesian or spherical coordinates, namely $\mathbf{r}=\left(x_{1}, \ldots, x_{n}\right)=\left(r, \theta_{1}, \ldots, \theta_{n-2}, \phi\right)$, where $r=|\mathbf{r}|$ is the modulus of the spatial vector.

It is usual to deal additionally with the corresponding distribution $\gamma(\mathbf{p})$ in the conjugated space. Many properties and characteristics of both densities $\rho(\mathbf{r})$ and $\gamma(\mathbf{p})$ are well-known to be strongly related. Such is the case, for instance, of the oneparticle densities of many-particle systems (e.g. atoms, molecules), in which $\rho(\mathbf{r})$ quantify the mass density around location $\mathbf{r}$ and $\gamma(\mathbf{p})$ the linear momentum distribution around the momentum vector $\mathbf{p}$. Different relationships involving quantities associated with both complementary densities are of capital importance through the concept of uncertainty of the system.

For illustration, an analysis of different relationships among information-theoretical quantities will be carried out later for atomic systems. Consequently we will deal with densities whose domain is the three-dimensional $(n=3)$ space. Studies on complexity measures have been also done in previous works, mainly by computing their numerical values [40]. However, studies on rigorous relationships among different complexities and/or other information magnitudes, valid for arbitrary systems and dimensionalities, are very scarce.

In what follows, atomic units (a.u.) will be considered for variables, densities, functionals and complexities (i.e. $\hbar=|m|=e=1$ and, consequently, also the Bohr radius $a_{0}=1$ ) when carrying out the numerical analysis for atomic and molecular systems. Fixing the system of units is essential for a proper description of different quantities, according to their definition.

It is also worthy to mention that (i) the product distribution $f(\mathbf{r}, \mathbf{p}) \equiv \rho(\mathbf{r}) \gamma(\mathbf{p})$ will be also considered in order to have a more complete informational description of the system, and (ii) in some cases (e.g. atomic systems), it will be sufficient to deal
with the spherically averaged densities $\rho(r)$ and $\gamma(p)$, for which the independent variable range is the non-negative real line $[0, \infty)$.

Let us consider the frequency or entropic moments, denoted as functions of the characteristic parameter ' $q$ ' as $\omega_{r}(q) \equiv \int \rho^{q}(\mathbf{r}) d \mathbf{r}$, strongly related to the Rényi [79] and Tsallis [80] entropies, denoted as $R_{r}(q)$ and $T_{r}(q)$ respectively:

$$
\begin{gather*}
R_{r}(q)=\frac{\ln \omega_{r}(q)}{1-q}  \tag{6.15}\\
T_{r}(q)=\frac{1-\omega_{r}(q)}{q-1} \tag{6.16}
\end{gather*}
$$

and similarly for the corresponding quantities in momentum and product spaces (denoted with the subscripts ' $p$ ' or ' $r p$ ' instead of ' $r$ ') by only replacing $\rho(\mathbf{r})$ by $\gamma(\mathbf{p})$ or $f(\mathbf{r}, \mathbf{p})$. At times, subscripts will be omitted in equations and definitions, understanding their validity for any arbitrary space.

The LMC, FS and CR definitions allow one to observe the small complexity values for extreme distributions, because the Shannon entropy approaches $-\infty$ for highly concentrated distributions (and consequently $L \rightarrow 0$ ), while the disequilibrium and the Fisher information go to zero as the distribution spreads uniformly over its domain.

Contrary to the case of the isolated factors which define $C(L M C)$, namely, the disequilibrium and the exponential Shannon entropy, not many rigorous properties and/or relationships are known on complexity [84]. Concerning the aforementioned factors, it is worth noting, among others, the variational upper and/or lower bounds on each factor in terms of radial expectation values of the density [85, 86].

The Fisher information and the power Shannon entropy determine the so-called Fisher-Shannon plane, where the definition of the power entropy is based on wellknown inequalities on such a product [69].

Cramér-Rao complexity emerges when, as done in [72], the product of a local and a global measure is considered, involving, on one hand, the Fisher information $I$ as the local one and, on the other, the variance $V$ of the distribution for measuring the degree of deviation from the mean value. Such a complexity corresponds essentially to the 'Cramér-Rao product', giving rise to [72]

$$
\begin{equation*}
C(C R) \equiv I \cdot V \tag{6.17}
\end{equation*}
$$

for which the inequality $C(C R) \geq n^{2}$ is also known [6, 69].
Now, additional rigorous properties on the aforementioned complexities will be shown, being valid for arbitrary $n$-dimensional distributions. In some cases (as is well known for the Fisher-Shannon and Cramér-Rao complexities), there exist lower bounds given as universal constant values (not necessarily dependent on the dimensionality). In the LMC case, however, such a value has been only shown to exist for the one-dimensional case [46] (i.e. for densities having as domain the real line), what is generalized for arbitrary dimensionality in the present section. Other results are here expressed as bounds in terms of expectation values and/or density functionals. For the sake of completeness, a numerical analysis will be also carried out for the one-particle densities of atomic systems within a Hartree-Fock framework.

### 6.1.2.1 Lower Bound on the LMC Complexity

Starting with López-Ruiz, Mancini and Calbet complexity $C(L M C)=D \cdot e^{S}$, let us first observe that it can be also expressed in terms of frequency moments $\omega(q)$. In doing so, it is convenient to define the function

$$
\begin{equation*}
f(q) \equiv \ln \omega(q) \tag{6.18}
\end{equation*}
$$

which, due to the normalization constraint, takes the particular value $f(1)=0$. Additionally, let us write the LMC complexity as $C(L M C)=\exp \{\ln D+S\}$.

Attending to the definition of $S$ and $D$, it is easy to check that $S=-f^{\prime}(1)$, i.e. minus the slope of the function $f(q)$ at $q=1$, and

$$
\begin{equation*}
\ln D=\ln \omega(2)=f(2)=\frac{f(2)-f(1)}{2-1} \tag{6.19}
\end{equation*}
$$

where the normalization constraint has been taken into account. Last equality is written in order to point out that $\ln D$ represents the slope of the straight line connecting points of the function $f(q)$ at $q=1$ and $q=2$. Finally, and having in mind the convexity of $f(q)$ (or equivalently, the log-convexity of frequency moments $\omega(q)$ as can be easily shown by using Hölder's inequality), it is concluded that the single exponent on $C(L M C)$ written as above is non-negative and, consequently, that $C(L M C) \geq 1$.

Moreover, from this proof it is immediately concluded that equality $C(L M C)=1$ is only reached for uniform distributions with a finite volume support. In doing so, it is enough to observe that equality is only possible for a linear $f(q)$ over the range $1 \leq q \leq 2$. Such a linearity translates on frequency moments as $\omega(q)=D^{q-1}$ (where the values $\omega(1)=1$ and $\omega(2)=D$ have been considered). This means that

$$
\begin{equation*}
\int\left(\frac{\rho(\mathbf{r})}{D}\right)^{q} d \mathbf{r}=\frac{1}{D} \tag{6.20}
\end{equation*}
$$

The non-dependence on ' $q$ ' of the right-hand-side requires the fraction on the integral to take only the values 0 or 1 . Then, the density has the constant value $\rho(\mathbf{r})=D$ on its whole support $\Lambda$ (apart from, at most, a zero-measure set of points), being the volume of the support $1 / D$ in order to keep the normalization condition.

It is remarkable that lowest LMC complexity corresponds to step distributions over a finite set $\Lambda$, which are precisely the maximum-entropy ones among those with domain $\Lambda$. Then, they necessarily minimize the disequilibrium also, as it is well-known when dealing with finite-size domains.

In summary, uniform distributions simultaneously minimize the disequilibrium $D$ (i.e. localization) and maximize the Shannon entropy, and consequently the exponential entropy $L$ (i.e. delocalization). But the joint effect of the two opposite ones on each factor of the $C(L M C)$ complexity is dominated by the minimizer one (i.e. the disequilibrium), giving rise to the minimum LMC complexity for uniform densities.

### 6.1.2 2 Fisher-Shannon Complexity as Perturbed Power Entropy

Let us now concentrate on the Fisher-Shannon complexity $C(F S)=I \cdot J$, in which the localization factor, namely the Fisher information $I$, has a local character, in the sense that it constitutes a sensitive measure of the variation of the gradient along the domain of the distribution. Such a measure is of different character than the other component, defined in terms of a global measure as the Shannon entropy.

The inequality $I \cdot J \geq n$ [87], which provides a lower bound to the product of both quantities, is consequently written in terms of the Fisher-Shannon complexity, as

$$
\begin{align*}
C_{r}(F S) & \geq n  \tag{6.21}\\
C_{p}(F S) & \geq n  \tag{6.22}\\
C_{r p}(F S) & \geq 2 \pi e n^{2} \tag{6.23}
\end{align*}
$$

where ' $n$ ' is the dimension of the space, and last inequality contains an additional factor apart from the product of complexities in conjugated spaces because of the definition of the power entropy $J_{r p}$ in the product space due to its Shannon entropy $S_{r p}=S_{r}+S_{p}$. It is worthy to mention that the above inequalities are valid for arbitrary distributions on $n$-dimensional spaces, in the same line as the lower bound $C(L M C) \geq 1$ previously obtained for LMC complexities independently of the space we are dealing with.

In spite of the different characteristics of the two main components of the FisherShannon complexity $C(F S)=I \cdot J$, it is known a result which provides a connection between both information measures $I(\rho)$ and $J(\rho)$, which as we are going to show can be also expressed and interpreted in terms of complexities. The above mentioned connection arises from the so-called effect of Gaussian perturbation, and it provides information on the variation suffered by the information content of a distribution $\rho$ when adding a very small Gaussian one. Concerning the Fisher and Shannon measures, it is known that

$$
\begin{equation*}
\left.\frac{d}{d \varepsilon} S\left(\rho+\sqrt{\varepsilon} \rho_{G}\right)\right|_{\varepsilon=0}=\frac{1}{2} I(\rho), \tag{6.24}
\end{equation*}
$$

as shown by de Bruijn [6], where $\rho_{G}$ denotes the standard Gaussian distribution with mean 0 and variance 1. In this sense, the Fisher information could be understood as a measure of the variation of Shannon entropy of the starting density under a Gaussian perturbation.

Keeping in mind this result, let us consider the power entropy of the perturbed distribution $\rho_{\varepsilon} \equiv \rho+\sqrt{\varepsilon} \rho_{G}$, namely

$$
\begin{equation*}
J\left(\rho_{\varepsilon}\right)=\frac{1}{2 \pi e} e^{\frac{2}{n} S\left(\rho_{\varepsilon}\right)} \tag{6.25}
\end{equation*}
$$

Carrying out the same derivation and limiting operations as in (6.24), but on the power entropy $J\left(\rho_{\varepsilon}\right)$ instead of the Shannon entropy $S\left(\rho_{\varepsilon}\right)$, it is immediate to check that

$$
\begin{equation*}
C(F S)=\left.n \frac{d}{d \varepsilon} J\left(\rho+\sqrt{\varepsilon} \rho_{G}\right)\right|_{\varepsilon=0} \tag{6.26}
\end{equation*}
$$

which gives rise to an additional interpretation of the Fisher-Shannon complexity: it represents the variation of the power entropy $J$ of a given density $\rho$ when perturbed by a Gaussian distribution $\rho_{G}$. So, the interpretation of the Fisher information according to the process of Gaussian perturbation, as shown in (6.25), is now extended to the interpretation, for the same process, in terms of FS complexity (a product-complexity involving simultaneously two information measures) as shown in (6.26).

### 6.1.2.3 Lower Bounds on the Cramér-Rao Complexity

Concerning the Cramér-Rao complexity $C(C R)$, we next show that it can be also bounded from below in terms of radial expectation values of the density. This kind of upper and/or lower bounds are extensively found in the literature for different density functionals, such as the Shannon entropy [86] or frequency moments [85], but this is not the case for complexities, since they are formed through a product of two different factors, what involves a lot the bounding procedure as compared to its application for single density functionals.

Here we are going to take advantage of the non-negativity of the so-called relative Fisher information between two functions. For simplicity, we will restrict ourselves to the case of spherically symmetric densities, which only applies to atoms.

In doing so, let us consider the non-negative integral

$$
\begin{equation*}
\int \rho(\mathbf{r})\left(\frac{d}{d r} \ln \frac{\rho(r)}{f(r)}\right)^{2} d \mathbf{r} \geq 0 \tag{6.27}
\end{equation*}
$$

where $f(r)$ is a function (not necessarily normalized to unity), on which some conditions will be imposed below. By only carrying out the processes of derivation and squaring in (6.27), and defining

$$
\begin{equation*}
F(r) \equiv \frac{f^{\prime}(r)}{f(r)} \tag{6.28}
\end{equation*}
$$

it is not difficult to find the relationship

$$
\begin{equation*}
\bar{I}_{r} \geq-\left\langle F^{2}(r)\right\rangle-2\left\langle F^{\prime}(r)\right\rangle-2(n-1)\left\langle\frac{F(r)}{r}\right\rangle \tag{6.29}
\end{equation*}
$$

where $\bar{I}_{r}$ refers to the Fisher information of the spherically averaged density $\rho(r)$, and the function $F(r)$ has to fulfill the condition $\left.r^{n-1} \rho(r) F(r)\right|_{0} ^{\infty}=0$ for the finiteness of the expectation values on $\rho(r)$.

So, for an appropriate choice of $F(r)$ the above expression provides a lower bound on the Fisher information in terms of expectation values of the density. Let us consider a choice of $F(r)$ for which the right-hand-side of (6.29) consists of a rational function in which the denominator is the variance $V_{r}=\left\langle r^{2}\right\rangle-\langle r\rangle^{2}$ and, consequently, the inequality transforms into a lower bound of the Cramér-Rao complexity $C_{r}(C R)$. Such a $F(r)$ is given by

$$
\begin{equation*}
F(r)=-\alpha \beta r^{\alpha-1}-v \gamma r^{\gamma-1} \tag{6.30}
\end{equation*}
$$

First, we optimize the resulting bound on the parameters $(\beta, \nu)$ and then we consider the particular case $(\alpha=2, \gamma=1)$, giving rise to

$$
\begin{equation*}
C_{r}(C R) \geq n^{2}+(n-1)\left\langle r^{-1}\right\rangle\left[(n-1)\left\langle r^{2}\right\rangle\left\langle r^{-1}\right\rangle-2 n\langle r\rangle\right] . \tag{6.31}
\end{equation*}
$$

Some comments are in order: (i) a similar bound for the corresponding quantity in conjugated space is obtained by considering the momentum density, and (ii) some radial moments (in both spaces) are specially relevant from a physical point of view. It is well known [88], for instance that, for many-electron systems, $\left\langle r^{-1}\right\rangle$ is essentially the electron-nucleus attraction energy, $\left\langle r^{2}\right\rangle$ is related to the diamagnetic susceptibility [88], $\left\langle p^{-1}\right\rangle$ is twice the height of the peak of the Comptom profile [89], and $\left\langle p^{2}\right\rangle$ is twice the kinetic energy [89]. So, these physically relevant and/or experimentally accessible quantities provide also information on the Cramér-Rao complexity of the system.

### 6.1.2.4 Complexities of Hydrogen-like Systems

It is worth noting that, contrary to the multi-electronic systems, none of the three complexities depends on the nuclear charge $Z$ for one-electron systems (hydrogenic atoms), although the individual factors do (e.g. $D_{r}$ is proportional to $Z^{3}$ and $I_{r}$ to $Z^{2}$, and inversely in conjugated space). In this sense, it is interesting to observe that such complexities can be analytically determined, their values being

$$
\begin{align*}
C_{r}(L M C) & =\frac{e^{3}}{8}=2.5107  \tag{6.32}\\
C_{r}(F S) & =\frac{2 e}{\pi^{1 / 3}}=3.712  \tag{6.33}\\
C_{r}(C R) & =3  \tag{6.34}\\
C_{p}(L M C) & =\frac{66}{e^{10 / 3}}=2.3545  \tag{6.35}\\
C_{p}(F S) & =\frac{48(2 \pi)^{1 / 3}}{e^{29 / 9}}=3.5311,  \tag{6.36}\\
C_{p}(C R) & =12\left(1-\frac{64}{9 \pi^{2}}\right)=3.354 \tag{6.37}
\end{align*}
$$

As observed before, the multi-electronic character of the systems makes their complexities increase considerably as compared to those of the corresponding oneelectron ions.

### 6.1.2.5 Uncertainty-like Relationships for Complexities

It is natural to look also for the existence of uncertainty-like relationships (i.e. involving the same density functionals simultaneously in both conjugated spaces)
on the complexities considered in the present work. It appears very interesting to find rigorous and universal relationships among conjugated complexities, in a similar fashion to those verified, for instance, by the Shannon entropy (BialynickiBirula and Mycielski (BBM) lower bound $S_{r}+S_{p} \geq n(1+\ln \pi)$ [90]), the variance (Heisenberg uncertainty principle [91]), the Fisher information [92] and the Rényi [93] and Tsallis [94] entropies. In all cases, the uncertainty inequality provides a constant lower bound (sometimes dependent on dimensionality) on the sum or product of the aforementioned conjugated information factors.

Apart from those inequalities on density functionals, there also exist uncertaintylike relationships between products of expectation values, as shown for instance in [95] for the radial ones.

So, in spite of existing well known uncertainty inequalities on most of the individual factors composing complexities, that is not the case (to the best of our knowledge) of the complexities themselves. The main reason is that, usually, the two inequalities associated with each factor work in opposite directions, making consequently impossible to combine both together in order to obtain a coherent bound on the whole complexity.

In this section, different uncertainty-like complexity inequalities are obtained, all of them of universal validity. This means that they hold for any pair of functions related via Fourier transform in the same way as the one-particle densities in the conjugated spaces do.

Let us also remark that, for the particular case of analyzing products of complexities $C_{r} \cdot C_{p}$, such a study is equivalent to consider the product or phase space complexity $C_{r p}$. However, the simple product operation of complexities is not at all the only way of getting uncertainty-like relationships, appearing also interesting to deal with quotients of complexities or of some of their powers, among others.

In this sense, it is worthy to mention that the ratio between the Fisher-Shannon and Cramér-Rao complexities on a given space can be bounded in terms of the so-called uncertainty products, expressed in terms, as mentioned above, of radial expectation values of both conjugated spaces. In doing so, let us consider the ratio $C(F S) / C(C R)$ (in any space) which, attending to the definition of both complexities, turns out to be $J / V$ in the same space. For simplicity, let us consider the position space ratio $J_{r} / V_{r}$, keeping in mind that all results obtained below will be also valid for the conjugated quantities. The BBM inequality between Shannon entropies can be written in terms of the power entropies as $J_{r} \cdot J_{p} \geq(\pi e)^{n-1} / 2$, giving rise to a lower bound on the numerator $J_{r}$ in terms of the power entropy $J_{p}$. On the other hand, upper bounds on the power entropy $J_{p}$ in terms of any non-negative order radial expectation value $\left\langle p^{\alpha}\right\rangle$ are also well known [86]. Both inequalities together provide a lower bound on $J_{r}$ in terms of $\left\langle p^{\alpha}\right\rangle$ with $\alpha>0$.

Concerning the denominator $V_{r}$ on the studied ratio, it is straightforward to obtain from its definition that $1 / V_{r} \geq 1 /\left\langle r^{2}\right\rangle$. Finally, combining the results of both lower bounds, the relationship

$$
\begin{equation*}
C_{r}(F S) \geq \frac{e^{1-\frac{2}{\alpha}}}{2}\left(\frac{n}{\alpha}\right)^{2 / \alpha}\left(\frac{\alpha \Gamma(n / 2)}{2 \Gamma(n / \alpha)}\right)^{2 / n} \frac{1}{\left\langle r^{2}\right\rangle\left\langle p^{\alpha}\right\rangle^{2 / \alpha}} C_{r}(C R) \tag{6.38}
\end{equation*}
$$

is obtained, and similarly in the conjugated space by exchanging the involved variables. Let us finally remark an uncertainty-like inequality on the LMC complexity product $C_{r}(L M C) \cdot C_{p}(L M C)=C_{r p}(L M C)$ in terms of uncertainty products of radial expectation values of arbitrary orders. In order to obtain it, let us remember that the factors appearing in the product space complexity consist of (i) the exponential entropy on $r p$-space, bounded from below by means of BBM inequality, and (ii) the disequilibriums (i.e. second-order frequency moments $D_{r}=\omega_{r}$ (2) and $D_{p}=\omega_{p}(2)$, as explained in Sect. 6.1.1.4), which are known both to be bounded from below in terms of two arbitrary radial expectation values of the associated density [85]. Choosing the normalization as one radial constraint in both spaces, the resulting bound on the uncertainty LMC complexity product results in

$$
\begin{align*}
C_{r}(L M C) \cdot C_{p}(L M C) \geq & e^{n} \Gamma^{2}(n / 2)(n+\alpha)(n+\beta)\left(\frac{n}{n+2 \alpha}\right)^{1+\frac{n}{\alpha}} \\
& \times\left(\frac{n}{n+2 \beta}\right)^{1+\frac{n}{\beta}} \frac{1}{\left\langle r^{\alpha}\right\rangle^{n / \alpha}\left\langle p^{\beta}\right\rangle^{n / \beta}} \tag{6.39}
\end{align*}
$$

for radial expectation values with orders $\alpha, \beta>-n / 2$ in $n$-dimensional conjugated spaces. This result confirms the existence of a strong relationship between complexity uncertainty and uncertainty products in terms of radial expectation values. So, the knowledge of an uncertainty product imposes a constraint on the minimal value the LMC complexity product can reach.

### 6.1.3 Applications in Many-Electron Systems

The main aim of the present chapter is to analyze the above defined LMC, FS and CR complexities associated to the one-particle densities in both conjugated spaces, namely position $\rho(\mathbf{r})$ and momentum $\gamma(\mathbf{p})$ densities, as well as the product or phase-space distribution $f(\mathbf{r}, \mathbf{p}) \equiv \rho(\mathbf{r}) \gamma(\mathbf{p})$, for a significant number of atomic and molecular systems.

The analysis of information-theoretical properties of many-electron systems has been a major area of inquiry, studied by means of different procedures and quantities, in particular for atomic and molecular systems in both spaces. It is worthy to remark the pioneering works of Gadre et al. [96, 97] where the Shannon entropy plays a fundamental role, as well as the more recent ones concerning electronic structural complexity [40, 98], the connection between information measures (e.g. disequilibrium, Fisher information) and experimentally accessible quantities such as the ionization potentials or the static dipole polarizabilities [59], interpretation of chemical phenomena from the Shannon entropy in momentum space [99, 100], applications of the LMC complexity $[49,50]$ and the quantum similarity measure [61] to the study of neutral atoms, and their extension to the FS and CR complexities [ 64,72$]$ as well as to ionized systems $[52,67,71,101]$.

The applications on a global set of 370 atomic systems and 92 molecules will be carried out in order to gain insight not only on the information content of those systems, but also to interpret the complexity values in terms of physical and chemical properties. Also the associated informational planes substended by the factors composing each complexity will allow to obtain relevant interpretations on the main physical processes and characteristics of the distributions here studied.

The study on atomic systems is done in Sect. 6.2 for the neutral ones, and in Sect. 6.3 for those involved in ionization processes or belonging to one of the so-called 'isoelectronic series'. The informational analysis for the molecules here considered is contained in Sect. 6.4. In all cases, the appropriate numerical frameworks are taken into account for an accurate description, as well as the more relevant physical and chemical characteristics in order to better interpret the results obtained.

### 6.2 Atomic Complexity and Shell Structure

In this section, several applications on a global set of 103 neutral atoms, i.e. throughout the whole Periodic Table, are carried out in order to gain insight not only on the information content of those systems, but also on the associated informational planes substended by the factors composing each complexity. Their analysis will allow to obtain relevant interpretations on the main physical processes and characteristics of the distributions here studied.

In doing so, Near-Hartree-Fock wavefunctions [102, 103] will be employed to compute the atomic densities and the associated information measures and planes as well as complexities. The one particle density in position space $\rho(\mathbf{r})$ as well as the total wavefunction is expressed in terms of Slater-type orbitals, from which the Fourier transform provides the corresponding quantities in momentum space, including the one particle density $\gamma(\mathbf{p})$. For atomic systems in the absence of external fields (as is the case of this work) it is sufficient to deal with the spherically averaged densities $\rho(r)$ and $\gamma(p)$.

Previous complexity studies for atoms have been carried out, but most of them are only for nuclear charges $Z=1-54[40,98]$. Recent complexity computations, using relativistic wave functions in the position space, were also done [104]. Some other complexity works simply take the position density, not the momentum one, as basic variable [105]. In this sense, it is worthy to point out the different behaviors displayed by some of these quantities in position and momentum spaces for atomic systems, as recently shown [4, 64].

In particular, it has been shown that it is not sufficient to study the above measures only in the usual position space, but also in the complementary momentum space, in order to have a complete description of the information theoretical internal structure and the behaviour of physical processes suffered by these systems.


Fig. 6.1 LMC and FS complexities for neutral atoms with nuclear charge $Z$ in position (left) and momentum (right) spaces. Atomic units (a.u.) are used

### 6.2.1 Comparison Between Atomic LMC and FS Complexities

First, let us compare the LMC and FS complexities for those systems, as done in Fig. 6.1 for position and momentum spaces ((a) and (b), respectively). It is remarkable, attending to the curves displayed in these figures, the similar structure of LMC and FS complexities in both spaces, in spite of their strongly different definition, mainly due to the information measure accompanying the Shannon factor, namely the 'global' disequilibrium for LMC and the 'local' Fisher information for FS. It is worthy to point out not only the almost identical magnitude orders of both complexities, but also the strong correlation between their structure, characterized by the number and location of extrema, and the shell-filling process as well as the groups the atoms belong to. Last comment is supported by the fact that both complexities in the two conjugated spaces display local minima for noble gases as well as for some atoms involved in the so-called 'anomalous shell-filling' (being specially relevant the systems $Z=24,29,46$ ). Similar comments can be done concerning maximal values.

Attending to the factors which compose complexities, it is also interesting to analyze the individual contribution of each one to the total complexity. For illustration, the 'disequilibrium-Shannon plane' is shown in Fig. 6.2, drawn in terms of ( $D, L$ ), as components of the LMC complexity, in position and momentum spaces (Figs. 6.2(a) and 6.2(b), respectively). Both figures again reveal the shell-filling patterns, much clearly in momentum than in position space. In fact, the different pieces of curves in momentum space belong to disjoint exponential entropy $\left(L_{p}\right)$ values. Adding a new subshell makes $L_{p}$ to increase, the disequilibrium $D_{p}$ decreasing within each subshell. Opposite behaviors are displayed in position space concerning not only monotonicity, but also location of regions within the planes where heavy atoms concentrate around: high disequilibrium in position space and high disorder (entropy) in the momentum one.


Fig. 6.2 Disequilibrium-Shannon plane $(D, L)$ for neutral atoms with nuclear charge $Z$ in position (left) and momentum (right) spaces. Atomic units (a.u.) are used


Fig. 6.3 CR complexity for neutral atoms with nuclear charge $Z$ in position (upper left), momentum (upper right) and product (lower) spaces. Atomic units (a.u.) are used

### 6.2.2 Atomic CR Complexity

Concerning Cramér-Rao complexity $C(C R)$, main numerical results for atomic systems are displayed in Fig. 6.3 for position, momentum and product spaces.

In analyzing their structure as functions of the nuclear charge $Z$ it is interesting to observe that most of the minima of $C_{r}(C R)$ and all of $C_{p}(C R)$ are the same of the LMC and FS complexities, previously specified. In fact, shell structure patterns are very similar for the three complexities, in spite of being determined by four quantities ( $S, D, I$ and $V$ ) of very different character. The same also occurs for some of those isolated factors in all spaces, such as e.g. the exponential entropy $L$ and the variance $V$, which figures are not shown for the sake of shortness.

The Cramér-Rao ( $I, V$ ) information plane is shown in Fig. 6.4 for the two conjugated spaces, in order to check to which extent each composing factor is responsible of the shell-filling pattern displayed. In position space (Fig. 6.4(a)), adding a new subshell makes Fisher information $I_{r}$ to appreciably increase, its values belong-



Fig. 6.4 Cramér-Rao plane ( $I, V$ ) for neutral atoms with nuclear charge $Z$ in position (left) and momentum (right) spaces. Atomic units (a.u.) are used
ing to disjoint intervals determined by the valence subshell. However, the variance $V_{r}$ ranges over a unique interval for all systems without distinguishing their shell structure, but displaying a monotonically decreasing behavior (with few exceptions) within each specific subshell. Just the opposite behaviors for the corresponding momentum quantities $I_{p}$ and $V_{p}$ are observed in Fig. 6.4(b), in what ranges of values and monotonicity is concerned.

It is worthy to notice how the three complexity measures here considered are able to provide information not only on randomness or disorder, but also on the structure and organization of the atomic systems. The same is not always true for the individual factors, appearing relevant to deal simultaneously with the localization and randomness factors, as well as the complementary conjugated spaces, in order to have a more complete description of the information content of atomic systems.

Summarizing the results of this section, (i) a complete description of the infor-mation-theoretic characteristics of atomic systems requires the complementary use of position and momentum spaces, (ii) LMC and FS complexities provide similar results (qualitatively and quantitatively) for all neutral atoms in both spaces, displaying periodicity and shell-filling patterns as also CR complexity does, and (iii) such patterns of the localization-delocalization planes in one space are inverse to those of the conjugated space.

### 6.2.3 Generalized Atomic Complexities

The next purpose is to analyze numerically the Shape Rényi and Fisher-Rényi complexities of the one-particle densities in position and momentum spaces, $\rho(\mathbf{r})$ and $\gamma(\mathbf{p})$ respectively, for neutral atoms. The Shape Rényi complexity in position and momentum spaces, to be denoted by $S R_{r}^{(\alpha)}$ and $S R_{p}^{(\alpha)}$ respectively, are shown for these atomic systems in Figs. 6.5(a) (position) and 6.5(b) (momentum), for diverse values of the parameter $\alpha$ within the range $0.4 \leq \alpha \leq 3.6$, corresponding to the


Fig. 6.5 Shape Rényi complexity $S R^{(\alpha)}$ with $\alpha=0.4,0.8,1.0,1.6,2.0,2.4,3.6$ in (a) position space and (b) momentum space, for neutral atoms with $Z=1-103$. Atomic units (a.u.) are used
different curves displayed. It is worthy to point out that for atomic systems the exponential long-range behavior of the position space density [106] allows any nonnegative value $\alpha>0$, while the momentum space one as $p^{-8}$ [107] imposes the constraint $\alpha>3 / 8=0.375$.

A first look at Fig. 6.5 allows to observe relevant differences between the structural characteristics of the Shape Rényi complexity $S R^{(\alpha)}$ after comparing the curves corresponding to both conjugated spaces. The position space measure $S R_{r}^{(\alpha)}$ (Fig. 6.5(a)) displays a much richer structure when dealing with very low values of $\alpha$, reaching a higher smoothness and monotonicity as $\alpha$ increases. In those cases where the presence of local extrema is more apparent, a detailed analysis of their location reveals that they correspond either to closed shell systems or to atoms suffering the so called 'anomalous shell-filling'. These two characteristics depend on the occupation number of the outermost or the valence atomic subshell, where the aforementioned exponential behavior of $\rho(r)$ makes the density values to be very small as compared to those of the core region. Consequently, powering the density to a small $\alpha$ value enhances the contribution of the valence region, revealing the properties associated to the shell-filling process. Specially relevant is the strength for systems with 's' valence subshell as compared to other values of the angular momentum quantum number. It is additionally observed that changes of the $S R^{(\alpha)}$ in both spaces when increasing the nuclear charge (i.e. between consecutive systems) become smaller as far as considering heavier atoms, being much apparent for light ones.

The same study in momentum space (Fig. 6.5(b)) provides similar conclusions in what concerns the location of extrema and its interpretation in terms of the shell structure. The main difference when comparing to the position space curves is that such a structure is displayed independently of the $\alpha$ value consider, being much more apparent again for lower $\alpha$ 's. Nevertheless, even for high $\alpha$ values that structure can be also observed under a much smaller scale. Again the reason for finding this behavior can be understood having in mind that the valence region is populated by low speed electrons, represented in terms of the momentum density $\gamma(p)$ by its value around the origin (i.e. close to $p=0$ ). The momentum density in that region reaches high enough values in order to provide information on the valence electrons even without carrying out the enhancement operation by lowering the $\alpha$ parameter.


Fig. 6.6 Fisher-Rényi complexity $F R^{(\alpha)}$ with $\alpha=0.4,0.8,1.0,1.6,2.0,2.4,3.6$ in (a) position space and (b) momentum space, for neutral atoms with $Z=1-103$. Atomic units (a.u.) are used

Similar comments to those arising from the analysis of the figure corresponding to the Shape Rényi complexity $S R^{(\alpha)}$ in both conjugated spaces remain also valid for the Fisher-Rényi complexity $F R^{(\alpha)}$ as observed in the Fig. 6.6, at least in what concerns location of extrema and level of structure in each space. The Fig. 6.6 is composed similarly as the Fig. 6.5, i.e. position space (Fig. 6.6(a)) and momentum space (Fig. 6.6(b)). At this point it is worthy to remember the very different character of the factors involved as measures of order for each complexity, namely the disequilibrium and the Fisher information respectively. In spite of such a difference, the complexities themselves display a very similar structure for all the $\alpha$ values here considered. Nevertheless, a detailed analysis reveals the aforementioned 'local sensitivity' of the Fisher-Rényi complexity $F R^{(\alpha)}$ as compared to the Shape Rényi one $S R^{(\alpha)}$ in the magnitude of their variations for closed shells and anomalous shellfilling systems, specially in the momentum space, much less visible in the position one.

It should be pointed out the role played by the Rényi complexities SR and FR as compared to the individual factors composing them. It is well known the monotonic and structureless behavior of e.g. the disequilibrium $D_{r}$ or the Fisher entropy $I_{r}$ in position space [64], as also recently observed for the Rényi entropy $R_{p}^{(\alpha)}$ with $\alpha>1$ [108].

The study of the Figs. 6.5 and 6.6 reveals not only the interest of considering different values of the Rényi parameter $\alpha$ in order to obtain a more complete information on the density structure in different atomic regions from the Rényi-like complexities, but also the usefulness of dealing simultaneously with both position and momentum spaces.

Far beyond the Shape Rényi and Fisher-Rényi atomic complexities as descriptors of the shell-filling pattern and information content, it appears also relevant the study of the contribution to the whole complexity of each of its composing factors, in order to analyse the location of all atomic systems here considered in the corresponding order-disorder plane. In this way, systems belonging to similar complexity values can be also classified attending to their disequilibrium/order on one hand, and to their uncertainty/disorder on the other.

Fig. 6.7 Fisher-Rényi plane $I-J^{(\alpha)}$ in position space, with $\alpha=0.4,0.8,1.0,1.6$, $2.0,2.4,3.6$, for neutral atoms with $Z=1-103$. Atomic units (a.u.) are used


For illustration, the corresponding $I-J^{(\alpha)}$ and $D-L^{(\alpha)}$ planes are shown in Figs. 6.7 and 6.8, respectively, in the position space for the first case (i.e. $I_{r}-J_{r}^{(\alpha)}$ in Fig. 6.7) and in the momentum one for the other (i.e. $D_{p}-L_{p}^{(\alpha)}$ in Fig. 6.8). Similar conclusions are obtained for the other planes: for a given space, both planes look similar, the differences being mainly associated to the global and local character of the involved factors, as will be explained when discussing the Figs. 6.7 and 6.8 in detail. Nevertheless, it should be remarked that momentum space planes appear more involved than the position ones. As mentioned in the previous section, the information content of the atomic systems is mainly governed by the nuclear region in position space and by the valence subshells in the momentum one. Adding electrons to the atomic systems is a process which follows rules (shell-filling pattern) not as simple as merely increasing the nuclear charge. Such a difference is also displayed in the corresponding information planes.

Figure 6.7 displays the Fisher-Rényi plane in position space, for different values of the parameter $\alpha$. The main two comments arising from the analysis of this figure are: (i) as previously observed for the position space complexities, the atomic shell structure is displayed, also in the information planes, for low $\alpha$ values, the curves being very smooth and almost monotonic for higher ones; the location of peaks corresponding to local extrema are associated to the characteristics of the atomic shell-filling, and (ii) all curves display a similar trend of large Fisher information and low power entropy for heavy atoms, which can be interpreted as a relevant increase of gradient at the origin as the electron cloud concentrates around the nuclear region when the nuclear charge increases, while in other regions the electron density spreads almost uniformly, increasing consequently the power entropy.

The aforementioned involvement in momentum space as a consequence of the shell-filling process is clearly observed in Fig. 6.8, where the location of the different atomic systems in the momentum $D-L^{(\alpha)}$ plane for a given value of the parameter $\alpha$ are displayed as a 'cloud', instead of a curve as in previous figures

Fig. 6.8 Shape Rényi plane $D-L^{(\alpha)}$ in momentum space with $\alpha=0.4,1.0,2.0,3.6$, for neutral atoms with $Z=1-103$. Atomic units (a.u.) are used

(apart from the trivial case $\alpha=2$ with a constant $S R^{(\alpha)}$ product). Nevertheless, it is observed a general trend for each $\alpha$ value, in the sense that heavy systems concentrate around the upper-left region, corresponding to low disequilibrium and high exponential entropy (i.e. low order and high uncertainty). Additionally, the distance between consecutive systems becomes shorter as increasing their nuclear charge. In what concerns the dependence on $\alpha$, it is observed that the clouds are ordered from above to below as increasing $\alpha$, belonging to different bands, parallel to the unity product line.

A comparison between Figs. 6.7 and 6.8 perfectly shows the complementary character of the two conjugated spaces as well as that of the contributing individual factors to the whole complexity in both information planes. In this sense, it is worthy to remark that heavy systems are located, in the position space plane, in the lower right corner, corresponding to a high localization and a low entropy. Opposite trends, however, are observed in momentum space.

As in the complexity figures, it is also possible to distinguish the shell-filling patterns for low $\alpha$ in momentum space, more clearly for inner subshells (i.e. 1s, $2 \mathrm{~s}, 2 \mathrm{p}$ ). Nevertheless, the same can be also observed for additional subshells by employing an appropriate scale in the figure.

### 6.2.4 Bounds on Complexity

It should be expected that the higher $C(L M C)$ values are, the more far from uniformity the density is. To have an idea on the validity of this remark as well as on the comparison of complexity to unity, we show in Fig. 6.9 the values of LMC complexity of position and momentum densities, $\rho(\mathbf{r})$ and $\gamma(\mathbf{p})$ respectively, for neutral

Fig. 6.9 LMC complexities $C(L M C)$ in position and momentum spaces for neutral atoms with nuclear charge from $Z=1$ to $Z=103$. Atomic units (a.u.) are used


Fig. 6.10 Fisher-Shannon complexities $C(F S)$ in position and momentum spaces for neutral atoms with nuclear charge from $Z=1$ to $Z=103$. Atomic units (a.u.) are used

atoms with nuclear charge from $Z=1$ to $Z=103$. The discontinuities in the curves correspond to their decomposition according to the different periods conforming the whole Periodic Table, as also done for drawing the curves in other figures.

It is clearly observed that, apart from being all values in both spaces above unity, there appear different pieces in each curve corresponding to electronic filling of specific subshells, displaying monotonic behaviors which are opposite when comparing both conjugated spaces. This can be interpreted in terms of the uncertainty principle (which will be also analysed in next sections), in such a way that a higher delocalization in one space is associated to a higher localization in the conjugated one.

Additionally, higher values of complexity for heavy atoms are due to the lost of uniformity because of the increase in the level of shell structure, image with exactly corresponds to the intuitive notion of complexity of a system.

The numerical analysis of Fig. 6.10 for $C(F S)$ is now carried out similarly as done in Fig. 6.9 for $C(L M C)$, by considering exactly the same systems and spaces. Now, the lower bound is established by the three-dimensional $(n=3)$ space as domain of the distributions. Similar comments to those of the previous figure, on the behavior in terms of the nuclear charge $Z$, can be also done.

In Fig. 6.11, a numerical computation of $C_{p}(C R)$ (momentum space) and the particular bound given by (6.31) including momentum expectation values is displayed for dimension $n=3$. It is clearly observed the similar trends followed by

Fig. 6.11 Cramér-Rao complexity $C_{p}(C R)$ in momentum space, and lower bound in terms of radial expectation values, for neutral atoms with nuclear charge from $Z=1$ to $Z=103$. Atomic units (a.u.) are used


Fig. 6.12 Fisher-Shannon complexity $C_{r}(F S)$ in position space and lower bound in terms of Cramér-Rao complexity $C_{r}(C R)$, for neutral atoms with nuclear charge from $Z=1$ to $Z=103$. Atomic units (a.u.) are used

the exact complexity and its lower bound. Both curves display a structure strongly related to the shell-filling process. A similar figure is obtained for the corresponding quantities in position space, being consequently also valid the same comments as given above.

A numerical analysis of the inequality between FS and CR complexities is carried out (in position space) in Fig. 6.12, for the particular case $\alpha=1$. As in previous figures, it is again observed the similar shape displayed by both the exact FisherShannon complexity and its lower bound in terms of Cramér-Rao complexity and the chosen uncertainty product.

### 6.3 Ionization Processes and Atomic Complexity

This section is devoted to the analysis, by means of complexities, information planes and their basic ingredients, of specific kinds of ionization processes. Most usually, the study if performed by considering a neutral atom and by analyzing the evolution of the aforementioned quantities after the ionization of the initial system. Such an ionization can be performed in two different ways: (i) by adding or removing an
electron of the neutral system while keeping fixed the nuclear charge, what gives rise to a singly-charged ion (Sect. 6.3.1), or (ii) by modifying the nuclear charge keeping fixed the number of electrons, the resulting system belonging, consequently, to the same isoelectronic series of the neutral atom (Sect. 6.3.2). Different behaviors will be discussed attending to the aforementioned ionization processes.

### 6.3.1 Singly Charged Ions

In this section the LMC, FS and CR complexities are analyzed for singly charged ions with a number of electrons up to $N=54$, that is with a global charge $Q=Z-N= \pm 1, Z$ being the nuclear charge. These quantities, together with the previously discussed values for neutral atoms within such $N$ range, provide us with information on how complexity progresses in mono-ionization processes [67, 71]. In doing, we are considering a global of 150 systems ( 53 cations, 43 anions and 54 neutral atoms), the computations being performed by employing the accurate wavefunctions of [102].

### 6.3.1.1 LMC and FS Complexities of Singly-Charged Ions

A similar comparison between LMC and FS complexities as done previously for neutral atoms in both conjugated spaces has been also carried out for anions and cations in the two spaces. Conclusions raised by the analysis of these quantities for ions are almost identical to those provided when discussing the Fig. 6.1 for neutral atoms, in what concerns similarity between $C(L M C)$ and $C(F S)$ values as well as their connection with the shell-filling process by means of the location of their extrema, most minima of complexity corresponding to noble gases or the anomalous shell-filling set of atoms.

### 6.3.1.2 CR Complexity of Singly-Charged Ions and Neutral Atoms

Concerning the Cramér-Rao complexity $\mathrm{C}(\mathrm{CR})$, its evolution throughout the ionization is clearly displayed in Fig. 6.13, where its value is provided for the three considered species (anions, cations and neutrals) in order to determine to which extent the ionization processes (by adding or removing electrons keeping fixed the nuclear charge $Z$ ) modify the atomic complexity. For illustration, this comparison is carried out for the Cramér-Rao complexity $C_{r p}(C R)$ in the product space as shown in Fig. 6.13. Again, it is clearly observed the correlation of complexity with the atomic shell structure for all species. Additionally, it is appreciated that (i) complexity increases as the system loses an electron, and (ii) maxima are clearly associated to 's' valence subshells (those involved in ionization) while minima correspond to noble gases or some anomalous 'd' subshells filling.

Fig. 6.13 CR complexity in product space for neutral atoms and singly charged ions with nuclear charge $Z$. Atomic units (a.u.) are used



Fig. 6.14 Cramér-Rao plane ( $I, V$ ) in position (left) and momentum (right) spaces, for neutral atoms and singly charged ions with nuclear charge $Z$. Atomic units (a.u.) are used

The Cramér-Rao informational plane subtended by the constituent factors ( $I, V$ ) also provides interesting results interpreted according to the atomic shell structure. Figure 6.14 displays this plane in both conjugated spaces ((a) for position and (b) for momentum) for the systems here considered. Apart from the faithful reproduction of shell structure, it is worthy to remark that, as shown in Fig. 6.14(a), systems of large $Z$ are highly localized and organized in position space while the light ones appear much more delocalized. Location at the position $\left(I_{r}, V_{r}\right)$ plane after an ionization process slightly changes for heavy atoms as compared to the lighter ones. Additionally, for fixed nuclear charge $Z$ complexity $C_{r}(C R)$ decreases following the sequence anion-neutral-cation, that is as losing electrons, being the changes associated to ' $s$ ' electrons considerably higher to those of ' $p$ ' or ' $d$ ' subshells.

Exactly the opposite trends to those discussed in position space are observed in the momentum one, as shown in Fig. 6.14(b): large $Z$ systems are now less localized and with a greater variance than the light ones, and losing electrons makes the variance to increase and Fisher information to decrease, just the reciprocal that happens in position space.

### 6.3.2 Isoelectronic Series: Dependence of Complexity on the Nuclear Charge

After carrying out the analysis of complexity dependence on the outermost subshells, as done in the previous section by considering ionization processes, let us now focus in the atomic core as source of the attractive forces and their effects on complexity values.

### 6.3.2.1 Composition and Number of Isoelectronic Series

We start by considering a neutral atom, that is a system with identical values of the nuclear charge $Z$ and the number of electrons $N$, from which we give rise to a set of cations by progressively increasing one-by-one the nuclear charge $Z$ keeping fixed the number of electrons (or, equivalently, starting from a global charge $Q \equiv$ $Z-N=0$ until reaching a maximum positive value, being $Q_{\max }=20$ in the numerical application here considered). Such a set of cations together with the neutral atom is known as an 'isoelectronic series', characterized by the fixed number of electrons $N$ as well as the maximum value $Q_{\text {max }}$. Studying the previously considered complexity measures for a given isoelectronic series provides information on their dependence on the nuclear charge $Z$ for fixed $N$ electrons. In this section, such a study will be carried out for nine isoelectronic series, namely those corresponding to $N=2-10$, within a Hartree-Fock framework [109]. Each series consists of 21 members (a neutral atom and 20 cations), giving rise consequently to analyze complexities of a global of 189 atomic systems.

### 6.3.2.2 LMC Complexity and Information Plane

In Fig. 6.15 the disequilibrium-Shannon plane $(D, L)$ is shown in position, momentum and product spaces (Figs. 6.15(a), 6.15(b) and 6.15(c), respectively) for the isoelectronic series $N=2-10$. For the individual spaces (position and momentum), each series roughly follows a linear trajectory in a double logarithmic scale. In fact, the Helium series $(N=2)$ displays an almost constant $C(L M C)=D \cdot L$ line in both spaces, what means that increasing the nuclear charge produces, as should be expected, a higher localization $D$ and a lower uncertainty, both effects compensating each other proportionally and providing an almost constant product which defines LMC complexity. Concerning product space, the corresponding DisequilibriumShannon plane ( $D, L$ ) is shown in Fig. 6.15(c). It is worthy to notice the strong changes in the slopes of all series as compared to those of the isolated spaces. While product entropy does not suffer drastic changes, localization appears very different within each series. Additionally, shell-filling patterns are clearly displayed, with systems having 2 s as valence subshell having a higher complexity than those characterized by the 2 p one. It is also remarkable that the $N=2$ series display a very different behavior as compared to the other series. This can be interpreted by taking


Fig. 6.15 Disequilibrium-Shannon plane ( $D, L$ ) in position (upper left), momentum (upper right) and product (lower) spaces, for isoelectronic series with $N=2-10$ electrons. Atomic units are used
into account that those systems are the unique ones here considered consisting only on a core shell. From all these comments it should be concluded that the product space plane is relevant in order to obtain an interpretation of the DisequilibriumShannon plane values in terms of shell structure.

In position space, systems with large nuclear charge $Z$ for any isoelectronic series display a highly localized structure (large $D$ ) as shown in Fig. 6.15(a). In such a large $D$ area, trajectories are almost linear which correspond to an almost constant product measure. Deviations from this linear shapes are better observed for low nuclear charge systems, possessing a greater complexity. Biggest position space complexities correspond to neutral systems, with a relatively lower localization and greater uncertainty as compared to its cations. All those comments are just the opposite ones in momentum spaces, as can be readily realized by observing Fig. 6.15(b). Heavy systems are characterized by a low localization and high entropy in momentum space, and neutrals deviate from isoproduct lines as possessing a higher level of structure. It is worthy to remark also that spacing between consecutive systems within each isoelectronic series decrease as increasing $Z$, because of a higher similarity between systems with large nuclear charge as compare to those with low $Z$, which progressively separate among themselves.

### 6.3.2.3 FS Complexity and Information Plane

A similar analysis has been also carried out for the Fisher-Shannon plane $(I, J)$ in position, momentum and product spaces (Fig. 6.16). It is worthy to remember the


Fig. 6.16 Fisher-Shannon plane ( $I, J$ ) in position (upper left), momentum (upper right) and product (lower) spaces, for isoelectronic series with $N=2-10$ electrons. Atomic units are used
rigorous lower bound to the associated FS complexity $C(F S)=I \cdot J \geq$ constant (the constant being 3 for the conjugated spaces and $18 \pi e$ for the product space) in order to verify such a bound for the systems here considered. The straight line $I \cdot J=$ constant drawn in the plane by using a double logarithmic scale divides it into an 'allowed' (upper) and a 'forbidden' (lower) parts. Parallel lines to that one represent isocomplexity points, and higher deviations from this frontier are associated to greater FS complexities. Such a parallel shape is roughly displayed by all isoelectronic series in both position and momentum spaces, as shown respectively in Figs. 6.16(a) and 6.16(b). Similar comments to those provided on discussing Fig. 6.15 in what concerns location areas of systems at the plane, distances within a series between consecutive systems, deviation from minimal complexity values and opposite behaviors in conjugated spaces are also valid for the position and momentum ( $I, J$ ) planes as concluded by analyzing Figs. 6.16(a) and 6.16(b).

For the sake of brevity, results on the Cramér-Rao plane ( $I, V$ ) are not displayed, but conclusions obtained from their values are the same as those just discussed for disequilibrium-Shannon and Fisher-Shannon planes.

### 6.4 Molecular Complexities and Chemical Properties

With the purpose of organizing and characterizing the complexity features of the molecular systems under study, several reactivity properties have been computed [73], such as the ionization potential (IP), the total dipole moment ( $\mu$ ), the hardness $(\eta)$ and the electrophilicity index $(\omega)$. The ionization potential was obtained
by use of the Koopmans theorem [110, 111] by calculating the HOMO and LUMO orbital energies at the B3LYP/6-311++G(3df, 2p) level of theory. The hardness $\eta$ was obtained within the conceptual DFT framework [82, 112], through

$$
\begin{equation*}
\eta=\frac{1}{2 S}=\frac{\varepsilon_{L U M O}-\varepsilon_{\text {HOMO }}}{2} \tag{6.40}
\end{equation*}
$$

where $\varepsilon$ denotes the frontier molecular orbital energies and ' $S$ ' the softness of the system. In general terms, hardness and softness are good descriptors of chemical reactivity, the former measures the global stability of the molecule (larger values of $\eta$ means less reactive molecules), whereas the $S$ index quantifies the polarizability of the molecule [113-116], thus soft molecules are more polarizable and possess predisposition to acquire additional electronic charge [117]. The chemical hardness $\eta$ is a central quantity for use in the study of reactivity and stability, through the hard and soft acids and bases principle [118-120].

The electrophilicity index [121], $\omega$, allows a quantitative classification of the global electrophilic nature of a molecule within a relative scale. Electrophilicity index of a system in terms of its chemical potential and hardness is given by the expression

$$
\begin{equation*}
\omega=\frac{\mu^{2}}{2 \eta} \tag{6.41}
\end{equation*}
$$

The electrophilicity is also a good descriptor of chemical reactivity, which quantifies the global electrophilic power of the molecules [117].

The electronic structure calculations performed in the present study, for the whole set of molecules, were obtained with the Gaussian 03 suite of programs [122] at the CISD/6-311++G(3df, 2 p ) level of theory. The molecular information quantities ( $S, D, I$ ) in both conjugated spaces were obtained by employing advanced software together with 3D numerical integration routines [123, 124] and the DGRID suite of programs [125]. All quantities calculated are given in atomic units throughout this work.

The molecular set chosen for the study includes different types of chemical organic and inorganic systems (aliphatic compounds, hydrocarbons, aromatic, alcohols, ethers, ketones). The set represents a variety of closed shell systems, radicals, isomers as well as molecules with heavy atoms such as sulphur, chlorine, magnesium and phosphorous. The geometries needed for the single points calculations above referred were obtained from standard databases [126]. The molecular set might be organized by isoelectronic groups as follows (' $N$ ' stands for the total number of electrons):
$N=10 \mathrm{NH}_{3}$ (ammonia)
$N=12 \mathrm{LiOH}$ (lithium hydroxide)
$N=14 \mathrm{HBO}$ (boron hydride oxide), $\mathrm{Li}_{2} \mathrm{O}$ (dilithium oxide)
$N=15 \mathrm{HCO}$ (formyl radical), NO (nitric oxide)
$N=16 \mathrm{H}_{2} \mathrm{CO}$ (formaldehyde), NHO (nitrosyl hydride), $\mathrm{O}_{2}$ (oxygen)
$N=17 \mathrm{CH}_{3} \mathrm{O}$ (methoxy radical)
$N=18 \quad \mathrm{CH}_{3} \mathrm{NH}_{2}$ (methyl amine), $\mathrm{CH}_{3} \mathrm{OH}$ (methyl alcohol), $\mathrm{H}_{2} \mathrm{O}_{2}$ (hydrogen peroxide), $\mathrm{NH}_{2} \mathrm{OH}$ (hydroxylamine)
$N=20 \mathrm{NaOH}$ (sodium hydroxide)
$N=21 \quad \mathrm{BO}_{2}$ (boron dioxide), $\mathrm{C}_{3} \mathrm{H}_{3}$ (radical propargyl), MgOH (magnesium hydroxide), HCCO (ketenyl radical)
$N=22 \mathrm{C}_{3} \mathrm{H}_{4}$ (cyclopropene), $\mathrm{CH}_{2} \mathrm{CCH}_{2}$ (allene), $\mathrm{CH}_{3} \mathrm{CCH}$ (propyne), $\mathrm{CH}_{2} \mathrm{NN}$ (diazomethane), $\mathrm{CH}_{2} \mathrm{CO}$ (ketene), $\mathrm{CH}_{3} \mathrm{CN}$ (acetonitrile), $\mathrm{CH}_{3} \mathrm{NC}$ (methyl isocyanide), $\mathrm{CO}_{2}$ (carbon dioxide), FCN (cyanogen fluoride), HBS (hydrogen boron sulfide), HCCOH (ethynol), HCNO (fulminic acid), $\mathrm{HN}_{3}$ (hydrogen azide), HNCO (isocyanic acid), HOCN (cyanic acid), $\mathrm{N}_{2} \mathrm{O}$ (nitrous oxide), $\mathrm{NH}_{2} \mathrm{CN}$ (cyanamide)
$N=23 \mathrm{NO}_{2}$ (nitrogen dioxide), NS (mononitrogen monosulfide), PO (phosphorus monoxide)
$N=24 \mathrm{C}_{2} \mathrm{H}_{4} \mathrm{O}$ (ethylene oxide), $\mathrm{C}_{2} \mathrm{H}_{5} \mathrm{~N}$ (aziridine), $\mathrm{C}_{3} \mathrm{H}_{5}$ (allyl radical), $\mathrm{C}_{3} \mathrm{H}_{6}$ (cyclopropane), $\mathrm{CF}_{2}$ (difluoromethylene), $\mathrm{CH}_{2} \mathrm{O}_{2}$ (dioxirane), $\mathrm{CH}_{3} \mathrm{CHO}$ (acetaldehyde), $\mathrm{CH}_{3} \mathrm{CO}$ (acetyl radical), $\mathrm{CHONH}_{2}$ (formamide), FNO (nitrosyl fluoride), $\mathrm{H}_{2} \mathrm{CS}$ (thioformaldehyde), HCOOH (formic acid), $\mathrm{HNO}_{2}$ (nitrous acid) $\mathrm{NHCHNH}_{2}$ (aminomethanimine), $\mathrm{O}_{3}$ (ozone), SO (sulfur monoxide)
$N=25 \mathrm{CH}_{2} \mathrm{CH}_{2} \mathrm{CH}_{3}$ (npropyl radical), $\mathrm{CH}_{3} \mathrm{CHCH}_{3}$ (isopropyl radical), $\mathrm{CH}_{3} \mathrm{OO}$ (methylperoxy radical), $\mathrm{FO}_{2}$ (dioxygen monofluoride), $\mathrm{NF}_{2}$ (difluoroamino radical), $\mathrm{CH}_{3} \mathrm{CHOH}$ (ethoxy radical)
$N=26 \mathrm{C}_{3} \mathrm{H}_{8}$ (propane), $\mathrm{CH}_{3} \mathrm{CH}_{2} \mathrm{NH}_{2}$ (ethylamine), $\mathrm{CH}_{3} \mathrm{CH}_{2} \mathrm{OH}$ (ethanol), $\mathrm{CH}_{3} \mathrm{NHCH}_{3}$ (dimethylamine), $\mathrm{CH}_{3} \mathrm{OCH}_{3}$ (dimethyl ether), $\mathrm{CH}_{3} \mathrm{OOH}$ (methyl peroxide), $\mathrm{F}_{2} \mathrm{O}$ (difluorine monoxide)
$N=27 \mathrm{CH}_{3} \mathrm{~S}$ (thiomethoxy)
$N=30 \mathrm{ClCN}$ (chlorocyanogen), OCS (carbonyl sulfide), $\mathrm{SiO}_{2}$ (silicon dioxide)
$N=31 \mathrm{PO}_{2}$ (phosphorus dioxide), PS (phosphorus sulfide)
$N=32 \mathrm{ClNO}$ (nitrosyl chloride), $\mathrm{S}_{2}$ (sulfur diatomic), $\mathrm{SO}_{2}$ (sulfur dioxide)
$N=33 \mathrm{OClO}$ (chlorine dioxide)
$N=34 \mathrm{CH}_{3} \mathrm{CH}_{2} \mathrm{SH}$ (ethanethiol), $\mathrm{CH}_{3} \mathrm{SCH}_{3}$ (dimethyl sulfide), $\mathrm{ClO}_{2}$ (chlorine dioxide), $\mathrm{H}_{2} \mathrm{~S}_{2}$ (hydrogen sulfide), $\mathrm{SF}_{2}$ (sulfur difluoride)
$N=38 \mathrm{CS}_{2}$ (carbon disulfide)
$N=40 \mathrm{CCl}_{2}$ (dichloromethylene), SO (sulfur monoxide)
$N=46 \mathrm{MgCl}_{2}$ (magnesium dichloride)
$N=48 \quad \mathrm{~S}_{3}$ (sulfur trimer), $\mathrm{SiCl}_{2}$ (dichlorosilylene)
$N=49 \mathrm{ClS}_{2}$ (sulfur chloride)
For this set of molecules we have calculated different information and complexity measures, i.e. $D, L, S$ (Shannon entropy), $I, C(L M C), C(F S)$, in each of the conjugated spaces as well as in the product space.

In contrast with the atomic case, where the complexities possess a high level of natural organization provided by periodical properties $[4,64,71,72]$ the molecular case requires some sort of organization which could be affected by many factors (structural, energetic, entropic, etc.). So that several types of molecular systems, ordered according to the main chemical properties of interest, i.e., the total energy, the dipole moment, the ionization potential, the hardness and the electrophilicity, are here analyzed by establishing a chemical interpretation of the different complexity


Fig. 6.17 LMC (red circles) and FS (blue triangles) complexities in product (upper left), position (upper right) and momentum (lower) spaces for the set of molecules 1 to 92 ordered as their energy increase. Atomic units (a.u.) are used
measures. From a numerical point of view, a common feature to be noticed in all cases studied below is that there exists a strong structural similarity between the $C_{r p}(L M C)$ and $C_{r p}(F S)$ measures.

### 6.4.1 Complexity and Molecular Energy

In Fig. 6.17(a) the $C_{r p}(F S)$ and $C_{r p}(L M C)$ values for all molecules are characterized by an increasing energetic behavior, i.e., molecules to the left side of the figure possess lower energies whereas molecules at the right side correspond with higher molecular energies. It may be observed that both complexity measures in the product space ( $r p$ ) possess a similar behavior, i.e., both indicating a clear region of lower complexity (molecules with lower energies) and a region of higher complexity (molecules with higher energies). Then, we can establish for this particular set of molecules that the total energy governs the molecular complexity behavior in a simple manner.

In order to analyze the contribution of each conjugated space to the complexity measures LMC and FS previously discussed, the $C(L M C)$ and $C(F S)$ measures in position and momentum spaces are displayed in Figs. 6.17(b) and 6.17(c), respectively. The most remarkable feature that one may observe from these figures is the close resemblance between the two complexity measures in momentum space (Fig. 6.17(c)), whereas in position space the $C(F S)$ measure shows more complicated patterns of uncertainty $(J)$ and organization $(I)$. In contrast, the $C_{r}(L M C)$

Fig. 6.18 LMC (red circles) and FS (blue triangles) complexities in product space for the set of molecules 1 to 92 ordered as their number of electrons increase. Atomic units (a.u.) are used

measure seems to be less sensitive to energetic changes, mainly in the region of lower energy molecules.

### 6.4.2 Molecular Complexity and Number of Electrons

In Fig. 6.18 we have plotted the complexity values for the $C_{r p}(L M C)$ and $C_{r p}(F S)$ measures constrained by the number of electrons (molecules are ordered from left to right according with their number of electrons in an increasing manner). We may observe from Fig. 6.18 that both complexity measures behave in a similar fashion, i.e. molecules with low number of electrons ( $N<26$ ) possess low complexities whereas molecules with larger number of electrons ( $N>26$ ) possess larger complexity values. A few exceptions may be noticed from Fig. 6.18, for molecules with low number of electrons and higher complexities which correspond to molecules containing heavier atoms (phosphorous, magnesium or sulphur); then, establishing that complexity also depends on the atomic number of the atom forming part of the molecular systems. This general observation will be analyzed below.

### 6.4.3 Molecular Complexity and Hardness

In Fig. 6.19 we have plotted the complexity values for the set of molecules constrained by increasing hardness values (molecules to the left posses lower hardness values and higher to the right). The main observation is again that both complexities behave in the same way, both indicating a clear relationship with the hardness and hence with the chemical reactivity of the molecules. We mentioned above that $\eta$ is a central quantity for the study of reactivity and global molecular stability through the hard and soft acids and bases principle. Therefore we can observe from

Fig. 6.19 LMC (red circles) and FS (blue triangles) complexities in product space for the set of molecules 1 to 92 ordered as their hardness increase. Atomic units (a.u.) are used


Fig. 6.19 that molecules that are more stable chemically (global stability) possess low complexity values, i.e. chemical reactivity seems to be directly related to the complexities in that higher values correspond with less stable molecules, with very few exceptions which correspond to molecules with heavier atoms as we mentioned before.

### 6.4.4 Molecular Complexity and Ionization Potential

Another way of assessing the chemical stability of the molecules in relation with their complexities may be analyzed through the ionization potential (IP) values and this might be observed from Fig. 6.20 where molecules with high IP values (more stable molecules) are located to the right of the figure. We note that stability is related with the molecular complexities in that higher complexity values correspond with more reactive molecules.

Fig. 6.20 LMC (red circles) and FS (blue triangles) complexities in product space for the set of molecules 1 to 92 ordered as their ionization potential increase. Atomic units (a.u.) are used


Fig. 6.21 LMC (red circles) and FS (blue triangles) complexities in product space for the set of molecules 1 to 92 ordered as their electrophilicity increase. Atomic units (a.u.) are used


### 6.4.5 Molecular Complexity and Electrophilicity

The electrophilicity index is other useful indicator of chemical reactivity which quantifies the global electrophilic power of the molecules (predisposition to acquire an additional electronic charge). In Fig. 6.21 we have plotted the complexity values in the product space for the set of molecules constrained by increasing electrophilicity values. We may observe that molecules with higher capacity to acquire molecular charge (less stable) possess higher complexity values.

### 6.4.6 Information Planes in Molecules

In the search of more pattern and organization we have found useful to impose one more constrain to the molecules through isoelectronic common features and so it is interesting to analyze the contribution of each one of the information measures $D$ and $L$ to the total LMC complexity. This is done in Figs. 6.22(a) and 6.22(b) in their respective conjugated spaces through the information plane ( $D-L$ ) for some of the isoelectronic molecular series with $N=22,24,25,26$ electrons. Figure 6.22 depicts the complexity measures in $r$ and $p$ spaces in a double-logarithmic scale which show a division in the $D-L$ plane into two regions. The left area is the forbidden region by inequality $D \cdot L \geq 1$ [84], and parallel lines to it represent isocomplexity lines showing that an increase (decrease) in uncertainty, $L$, along them is compensated by a proportional decrease (increase) of disequilibrium (order), and higher deviations from this frontier are associated to greater LMC complexities. Each isoelectronic series follows a trajectory in the $D-L$ plane that can be easily analyzed.

For instance, the isoelectronic series corresponding to 26 electrons (green circles in both figures) shows an almost constant line in both spaces, indicating that the effect of increasing the energy (towards the left and upper region of the Fig. 6.22(a) in $r$-space and the right and lower region of the Fig. 6.22(b) in $p$-space) produces more uncertainty $L$ and consequently less order (disequilibrium $D$ ). On the other


Fig. 6.22 Disequilibrium-Shannon plane ( $D, L$ ) for isoelectronic series of 22 (blue triangles), 24 (red triangles), 25 (black boxes) and 26 (green circles) electrons, in position (left) and momentum (right) spaces. Double logarithmic scale. Lower bound ( $D L=1$ ) is depicted by the dashed line. Atomic units (a.u.) are used


Fig. 6.23 Fisher-Shannon plane $(I, J)$ for isoelectronic series of 22 (blue triangles), 24 (red triangles), 25 (black boxes) and 26 (green circles) electrons, in position (left) and momentum (right) spaces. Double logarithmic scale. Lower bound $(D L=1)$ is depicted by the dashed line. Atomic units (a.u.) are used
hand, systems that are not in the isocomplexity lines belong to molecules with higher complexity values which possess heavier atoms, as we have discussed above. This behavior means that in position space, the higher complexity is due to higher disequilibrium values whereas in momentum space it is due to higher uncertainty values. It is also worthy to note that all isocomplexity lines representing the isoelectronic molecular series with $N=22,24,25,26$ electrons show large deviations (higher LMC complexities) from the rigorous lower bound as it may be observed from Fig. 6.22 in both conjugated spaces.

Continuing with the analysis of the pattern and organization of isoelectronic series we have analyzed the contribution of each one of the information measures $I$ and $J$ to the total FS complexity. This is done in Figs. 6.23(a) and 6.23(b) in their respective conjugated spaces through the information plane $(I-J)$ for some of the isoelectronic molecular series with $N=22,24,25,26$ electrons.

Figure 6.23 shows the results in r and p spaces which indicate a division of the $I-J$ plane into two regions. At this point it is worth mentioning that the rigorous lower bound to the associated FS complexity $C(F S)=I \cdot J \geq$ constant (the constant being 3 for the conjugated spaces and $18 \pi e$ for the product space) is verified for the systems here considered. The straight line $I \cdot J=$ constant drawn in the plane by using a double logarithmic scale divides it into an allowed (upper) and a forbidden (lower) parts. Parallel lines to that one represent isocomplexity points, and higher deviations from this frontier are associated to greater FS complexities. Over these lines an increase (decrease) in uncertainty $(J)$ gets balanced by a proportional decrease (increase) of accuracy ( $I$ ). Such a parallel shape is displayed by all isoelectronic series in both position and momentum spaces, as shown in Figs. 6.23(a) and 6.23(b) respectively.

Each isoelectronic series in Fig. 6.23 follows a trajectory in the $I-J$ plane that can be easily analyzed. For instance, the isoelectronic series corresponding to 26 electrons (green circles in both figures) shows an almost constant line in both spaces, showing that the effect of increasing the energy (towards the left and upper region of the Fig. 6.23(a) in $r$-space and the right and lower region of the Fig. 6.23(b), in $p$-space, produces more uncertainty $J$ and consequently less organization (accuracy I). On the other hand, systems that are not in the isocomplexity lines belong to higher complexity molecules as we have previously discussed, which possess heavier atoms as it may be observed from Fig. 6.23. It is also worth noting that all isocomplexity lines representing the isoelectronic molecular series with $N=22,24$, 25, 26 electrons show large deviations (higher FS complexities) from the rigorous lower bound $(I \cdot J=3)$ as it may be observed from Fig. 6.23 in both conjugated spaces.

In spite of the fact that not all information products are good candidates to form complexity measures that preserve the desirable properties of invariance under scaling, translation and replication, it appears interesting to analyze other planes which might be useful to analyze patterns of order-organization although the product fails to be invariant under scale transformation. Thus, in Fig. 6.24 we have plotted the $(I, D)$ planes in their respective conjugated spaces for some of the isoelectronic molecular series with $N=22,24,25,26$ electrons. The results in r and p spaces show an interesting linear behavior with a positive slope for all isoelectronic molecular series, meaning that as the molecular order increases (higher $D$ ) their organization also increases (higher $I$ ). Interestingly, Fig. 6.24 shows that these planes are not only useful to detect molecular patterns of order-organization but also molecules of higher complexity ( $\mathrm{SO}, \mathrm{HBS}, \mathrm{H}_{2} \mathrm{CS}$ ) which do not obey the above mentioned linear behavior. According to the results shown in these figures, molecules with heavier atoms possess more complexity patterns that do not fit with the simple description of order-organization. It is also interesting to note that whereas for these molecules the latter is true in position space (Fig. 6.24(a)), in momentum space the linear pattern of order-organization seems to be obeyed.

Beyond the practical use of employing information planes to study patterns of uncertainty-order ( $L-D$ ), uncertainty-organization $(J-I)$ or order-organization ( $D-I$ ), it is chemically interesting to investigate the role of the chemical structure


Fig. 6.24 Fisher-Disequilibrium plane ( $I, D$ ) of the isoelectronic series of 22 (blue triangles), 24 (red triangles), 25 (black boxes) and 26 (green circles) electrons, in position (left) and momentum (right) spaces. Atomic units (a.u.) are used


Fig. 6.25 Fisher-Disequilibrium plane ( $I, D$ ) for the isoelectronic series of 25 (left) and 26 (right) electrons, in position space. Atomic units (a.u.) are used
of the analyzed molecules in terms of the different information planes and their corresponding interpretations. For instance, by representing the ( $D, L$ ) plane in position space for the isoelectronic series of 25 and 26 electrons, we may analyze how the different chemical structures are linked to order and uncertainty in this case. Figure 6.25 shows such information for the 25 and 26 electrons series, and we may note that molecules that are much more ordered (less uncertainty) possess chemical structures that include heavier atoms. It so happens also that this order (increasing $D_{r}$ ) corresponds to an increase in energy. We may note also that isomeric molecules in both series possess the same information content in terms of order-uncertainty which provides a new chemical perspective on the relation between molecular energetic content and the order (disorder) of the corresponding chemical structures,

Finally, we have found useful to analyze the particular case of three isoelectronic isomers: HCNO (fulminic acid), HNCO (isocyanic acid) and HOCN (cyanic acid) in order to analyze their chemical properties with respect to their complexity values in product space. From an experimental side it is known that cyanic and isocyanic acids

Table 6.1 Chemical properties for the isomers HCNO, HNCO and HOCN in atomic units (a.u.)

| Molecule | Name | Energy | Ionization Potential | Hardness | Electrophilicity |
| :--- | :--- | :--- | :--- | :--- | :--- |
| HCNO | Fulminic acid | -168.134 | 0.403 | 0.294 | 0.020 |
| HNCO | Isocyanic acid | -168.261 | 0.447 | 0.308 | 0.031 |
| HOCN | Cyanic | -168.223 | 0.453 | 0.305 | 0.036 |

Table 6.2 Complexity values in product space for the isomers HCNO, HNCO and HOCN in atomic units (a.u.)

| Molecule | Name | $I_{r p}$ | $D_{r p}$ | $C_{r p}(L M C)$ | $C_{r p}(F S)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| HCNO | Fulminic acid | 135.999 | 0.0070 | 76.453 | 229.303 |
| HNCO | Isocyanic acid | 132.848 | 0.0068 | 74.159 | 223.889 |
| HOCN | Cyanic | 133.718 | 0.0069 | 75.922 | 225.656 |

are isomers of fulminic acid ( $\mathrm{H}-\mathrm{C}=\mathrm{N}-\mathrm{O}$ ) which is an unstable compound [127]. From Tables 6.1 and 6.2 we may corroborate that this is indeed the case in that fulminic acid possess larger values for all complexity measures and according to our discussion above in terms of chemical properties this is indeed a more reactive molecule (unstable).

### 6.5 Concluding Remarks

Different information-theoretical quantities as well as complexities defined as the product of a couple of localization-delocalization factors have been shown to provide relevant information on the atomic and molecular systems. In the atomic case, not only on the shell structure and organization of a great variety of atomic systems, but also on ionization processes and their dependence on both the nuclear charge and the number of electrons. In the case of molecules, many different chemically relevant and/or experimental quantities have been shown their strong connection with the complexity values in both spaces. In doing so, it appears necessary to deal simultaneously with the conjugated position and momentum space electron densities, being also important to consider the product space in order to get a more detailed and complete description of such systems. The method here employed for carrying out the present study is also applyable to the analysis of additional multifermionic systems, as well as physical or chemical processes, such as reactions or polarization among others. Some of these subjects are now being studied and will be presented hopefully elsewhere.

It has been also shown the interest of studying the associated information planes subtended by two information functionals, which for the atomic case clearly display the characteristic shell-filling patterns throughout the whole periodic table, while in
the molecular one their interpretation according to important quantities in a chemical description. It still remains open the question of the existence of additional functionals, planes and complexities providing further information on the atomic and molecular structure and/or chemical and physical processes, among others. Such is the case, for instance, of some generalizations of the complexity as those analyzed here based on the concept of Rényi entropy, which allows a deeper study of specific regions within the domain of the associated densities. Additional generalizations are actually being defined and analyzed, such as those arising from the Tsallis entropy in a similar fashion as done with the Rényi entropy.

A complementary concept to that of the complexity itself is the 'relative complexity', for which different definitions can also be considered. The main aim of introducing this concept is to define a double-density functional in order to compare, quantitatively, the levels of complexity associated to the systems under comparison. Such an application is carried out in a similar way as done with the divergences for quantifying the similarity/dissimilarity of different systems attending to the information content of their characteristics distributions. The present work has not been restricted to a purely numerical study of information measures and complexities, but also within a mathematical framework including numerous relevant properties and relationships among complexities, as well as universal bounds. Most of them are expressed as bounds, at times very tight, shown to be very useful for the study of many electron systems.
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# Chapter 7 <br> Rényi Entropy and Complexity 

Á. Nagy and E. Romera


#### Abstract

Several important properties of the Rényi entropy and Rényi entropy power are presented. Uncertainty relations for the Rényi entropy including uncertainty relations for single particle densities of many particle systems in position and momentum spaces are discussed. Connection between Fisher information and Rényi entropy is studied. The Fisher-Rényi information plane and entropic product are presented.

Position and momentum space Rényi entropies of order $\alpha$ are presented for ground-state neutral atoms with atomic numbers $Z=1-103$. It is emphasized that the values of $\alpha \leq 1(\alpha \geq 1)$ stress the shell structure for position-space (momentumspace) Rényi entropies. Position and momentum space relative Rényi entropies of order $\alpha$ are presented for ground-state neutral atoms with atomic numbers $Z=1-103$. Simple hydrogen-like model densities are used as the reference. A relationship with the atomic radius and quantum capacitance is also discussed.

The relationship between the statistical complexity and the Rényi entropy is studied. A recently introduced, one-parameter extension of the LMC complexity is presented.

The maximum Rényi entropy principle is used to generalize the Thomas-Fermi model. A simple relation between the dimension and the Rényi parameter is emphasized.


### 7.1 Introduction

Recently, there has been a growing interest in using information concepts in several fields of science. Shannon information [1] has been applied in describing atomic and molecular properties [2-14] for several decades. Recently, Fisher information [15] has proved to be a very useful tool in analyzing atoms and molecules [16-31].

[^6]Although Rényi entropy has been introduced by Rényi [32] as early as 1961, this kind of entropy has only recently obtained a wide range of application e.g. in the analysis of quantum entanglement [33-35], quantum communication protocols [36, 37], quantum correlations [38], quantum revivals [39] or localization properties [40].

This chapter summarizes recent results on Rényi entropy. Section 7.2 contains the definition of the Rényi entropy and the relative Rényi entropy and presents important uncertainty relations. Application of Rényi information in studying atoms and molecules has started only recently. The present authors published the first study of Rényi entropy and the relative Rényi entropy for atoms [41, 42]. These results are summarized in Sect. 7.3. Section 7.4 presents the Fisher-Rényi product [43]. Rényi information is a component of different complexity measures. Complexity measures are considered a hot topic, an efficient tool for analyzing systems. The relationship between complexity [44] and Rényi entropy is discussed in Sect. 7.5. In Sect. 7.6 the Thomas-Fermi model is generalized using the maximum Rényi entropy principle [45]. It also gives a physical meaning of the Rényi parameter. The last section is devoted to a summary and proposition of future directions.

### 7.2 Rényi Entropy and Rényi Entropy Power

Rényi entropy is a one-parameter extension of Shannon entropy. The Shannon entropy has the form

$$
\begin{equation*}
S_{f}=-\int f(x) \ln f(x) d x \tag{7.1}
\end{equation*}
$$

for a continuous distribution $f(x)$. The probability distribution $f(x)$ can be associated with a wave function $\psi(x)$ as $f(x)=|\psi(x)|^{2}$. The Shannon entropy can be written as

$$
\begin{equation*}
S_{g}=-\int g(p) \ln g(p) d p \tag{7.2}
\end{equation*}
$$

where the probability distribution $g(p)$ is given by the momentum space wave function $\phi(p)$, the Fourier transform of the wave function $\psi(x)$ as $g(p)=|\phi(p)|^{2}$.

There exists an entropic uncertainty relation in the form

$$
\begin{equation*}
S_{f}+S_{g} \geq \ln (e \pi) \tag{7.3}
\end{equation*}
$$

This relation was conjectured by Hirschman [46] and proved by Bialynicki-Birula and Mycielski [47] and by Beckner [48]. The above equations can be readily generalized to arbitrary dimensions.

Rényi entropy of order $\alpha$ for a $D$ dimensional probability density function $f\left(r_{1}, \ldots, r_{D}\right)$ normalized to one is defined by

$$
\begin{equation*}
R_{f}^{\alpha} \equiv \frac{1}{1-\alpha} \ln \int f^{\alpha}(\mathbf{r}) d \mathbf{r} \quad \text { for } 0<\alpha<\infty, \alpha \neq 1 \tag{7.4}
\end{equation*}
$$

where $\mathbf{r}$ stands for $r_{1}, \ldots, r_{D}$. The Rényi entropy tends to the Shannon entropy when $\alpha \rightarrow 1$ :

$$
\begin{equation*}
S_{f}=-\int f(\mathbf{r}) \ln f(\mathbf{r}) d \mathbf{r} \tag{7.5}
\end{equation*}
$$

Rényi entropy is a nonincreasing function of $\alpha$ [49].
Consider a $D$-variable function $\Psi\left(r_{1}, \ldots, r_{D}\right)$ and its conjugate Fourier transform $\Phi\left(p_{1}, \ldots, p_{D}\right)$ and the corresponding distribution functions $|\Psi|^{2}$ and $|\Phi|^{2}$. Bialynicki-Birula derived an uncertainty relation [50] for the Rényi entropy sum:

$$
\begin{gather*}
R_{|\Psi|^{2}}^{\alpha}+R_{|\Phi|^{2}}^{\beta} \geq f(\alpha, \beta), \quad \frac{1}{\alpha}+\frac{1}{\beta}=2,  \tag{7.6}\\
f(\alpha, \beta)=\frac{D}{2}\left[\frac{1}{\alpha-1} \ln \left(\frac{\alpha}{\pi}\right)+\frac{1}{\beta-1} \ln \left(\frac{\beta}{\pi}\right)\right] . \tag{7.7}
\end{gather*}
$$

This uncertainty relation reaches the Shannon entropic uncertainty relation (7.3) in the limit $\alpha \rightarrow 1$.

The Rényi entropy power of index $\alpha$ is defined by

$$
\begin{align*}
N_{f}^{\alpha} & \equiv\left(\frac{\alpha}{2 \alpha-1}\right)^{\frac{2 \alpha-1}{\alpha-1}} \frac{1}{2 \pi} \exp \left(\frac{2}{D} R_{f}^{\alpha}\right) \\
& =\beta^{1 /(1-\beta)} \frac{1}{2 \pi} \exp \left(\frac{2}{D} R_{f}^{\alpha}\right) \tag{7.8}
\end{align*}
$$

where $\beta$ satisfies the equation $\alpha^{-1}+\beta^{-1}=2$.
The Rényi uncertainty relation (7.6) can be expressed in terms of Rényi entropy power in a compact form:

$$
\begin{equation*}
N_{|\Psi|^{2}}^{\alpha} N_{|\Phi|^{2}}^{\beta} \geq 1 / 4 \tag{7.9}
\end{equation*}
$$

The Rényi entropy power is an extension of Shannon entropy power, that is, $N_{f}^{\alpha} \rightarrow N_{f}=\frac{1}{2 \pi e} e^{\frac{2}{D} S_{f}}$ if $\alpha \rightarrow 1$. In this limit the uncertainty relation (7.6) reaches the Shannon entropic uncertainty relation [47] $N_{|\Psi|^{2}} N_{|\Phi|^{2}} \geq 1 / 4$.

Scaling of the function as $\Psi_{\lambda}\left(r_{1}, \ldots, r_{D}\right)=\lambda^{D / 2} \Psi\left(\lambda r_{1}, \ldots, \lambda r_{D}\right)$, the Rényi entropy power scales

$$
\begin{equation*}
N_{\left|\Psi_{\lambda}\right|^{2}}^{\alpha}=\lambda^{-2} N_{|\Psi|^{2}}^{\alpha} \tag{7.10}
\end{equation*}
$$

The Rényi entropy power has also the property [49]

$$
\begin{equation*}
N_{f}^{\alpha}>N_{f}^{\alpha^{\prime}}, \quad \alpha<\alpha^{\prime} \tag{7.11}
\end{equation*}
$$

As special cases the Rényi and Shannon information powers satisfy the inequalities [43]:

$$
\begin{equation*}
N_{f}^{\alpha} \geq N_{f}, \quad \frac{1}{2}<\alpha \leq 1 \tag{7.12}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{f}^{\alpha} \leq N_{f}, \quad \alpha \geq 1 \tag{7.13}
\end{equation*}
$$

The inequality (7.11) can be readily proved by taking into account that the Rényi entropy is a nonincreasing function of $\alpha$ [49] and $c(\alpha)=\left(\frac{\alpha}{2 \alpha-1}\right)^{\frac{2 \alpha-1}{\alpha-1}}$ is a nonincreasing function for $\alpha>1 / 2$. Then using the definition of the Rényi entropy power (7.8) we immediately obtain that the Rényi entropy power is a nonincreasing function of $\alpha$. We also notice that $c(\alpha)>e^{-1}$ and $R_{f}^{\alpha}>S_{f}$ for $\frac{1}{2}<\alpha<1$, and that $c(\alpha)<e^{-1}$ and $R_{f}^{\alpha}<S_{f}$ for $\alpha>1$.

### 7.3 Atomic Rényi and Relative Rényi Entropies

The atomic Rényi entropies were numerically calculated [41] with the density obtained from ground-state Roothaan-Hartree-Fock (RHF) wave functions [51, 52]. The calculations were performed for atomic numbers $Z=1-103$ and for several values of $\alpha$. The upper panels of Figs. 7.1 and 7.2 present position-space Rényi entropy for different values of $\alpha$ including the case $\alpha=1$ (Shannon) and $\alpha=0.5$ vs atomic number of neutral atoms. We can clearly observe the shell structure of atoms for $\alpha \leq 1$. For $\alpha \geq 2$ there is no sign of a shell structure [41].

Calculation were performed also in momentum space. The upper panels of Figs. 7.3 and 7.4 present the momentum-space Rényi entropy for different values of $\alpha$ including the case $\alpha=1$ (Shannon) vs atomic number of neutral atoms. Complementary to the position-space results, we can clearly see the shell structure of atoms for $\alpha \geq 1$. For $\alpha<1$ no shell structure can be found [41].

To explain the results presented on Figs. 7.1-7.4 simple analytic model calculations were done [41]. The limit $\alpha \rightarrow 1$ gives the Shannon case for which Sagar et al. [53] used cusp- and asymptotic-constrained model densities. Consider the model density

$$
\begin{equation*}
\rho_{\text {mod }}(r)=\frac{b^{3}}{8 \pi} \exp (-b r) \tag{7.14}
\end{equation*}
$$

Then the Rényi entropy has the form

$$
\begin{equation*}
R_{\rho, \text { mod }}^{\alpha}=\frac{3 \ln \alpha}{\alpha-1}-\ln \frac{b^{3}}{8 \pi} \tag{7.15}
\end{equation*}
$$

The choice $b=2 \sqrt{2 I}$ gives a model density with correct asymptotic behaviour, while taking $b=2 Z$ gives a model density with a correct cusp. $I$ is the ionization energy. The first term in both $R_{\rho, a s y m p}^{\alpha}$ and $R_{\rho, c u s p}^{\alpha}$ are the same. The difference is in the second term: the second term contains the information on the asymptotic behaviour and the cusp, respectively. It is remarkable that the order $\alpha$ appears only in the first term, the term which is the same in both $R_{\rho, \text { asymp }}^{\alpha}$ and $R_{\rho, \text { cusp }}^{\alpha}$.

The limit $\alpha \rightarrow 1$ gives the Shannon information:

$$
\begin{equation*}
S_{\rho, a s y m p}=3-\ln \frac{2 \sqrt{2} I^{3 / 2}}{\pi} \tag{7.16}
\end{equation*}
$$



Fig. 7.1 Position space (a) Rényi entropy $R_{\rho}^{\alpha}$, (b) model asymptotic Rényi entropy $R_{\rho_{\text {asym }}}^{\alpha}$ and (c) relative Rényi entropy with model density $\rho_{\text {asym }}$; with $\alpha=0.5$ for the ground state of neutral atoms with $Z=1-103$. Noble gasses are indicated by vertical dotted lines
and

$$
\begin{equation*}
S_{\rho, c u s p}=3-\ln \frac{Z^{3}}{\pi} \tag{7.17}
\end{equation*}
$$

The results in (7.16) and (7.17) were first derived in [53]. If $\alpha \rightarrow \infty$ the first term in (7.15) goes to zero in both $R_{\rho, \text { asymp }}^{\alpha}$ and $R_{\rho, \text { cusp }}^{\alpha}$ and neither of them depends on $\alpha$ any more. Expression (7.15) suggests that the $\alpha$-dependence is stronger for small values of $\alpha$.

In the momentum space Sagar et al. [53] applied the density

$$
\begin{equation*}
\gamma(p)=\frac{8}{\pi^{2}} \frac{a^{5}}{\left(a^{2}+p^{2}\right)^{4}}, \tag{7.18}
\end{equation*}
$$

which is obtained from the Fourier transform of the model wave function

$$
\begin{equation*}
\psi(r)=\frac{a^{3 / 2}}{\pi^{1 / 2}} \exp (-a r) \tag{7.19}
\end{equation*}
$$

Then the Rényi entropy in the momentum space

$$
\begin{equation*}
R_{\gamma}^{\alpha}=\frac{1}{1-\alpha} \ln \int \gamma^{\alpha}(\mathbf{p}) d \mathbf{p} \tag{7.20}
\end{equation*}
$$



Fig. 7.2 Position space (a) Rényi entropy $R_{\rho}^{\alpha}$, (b) model asymptotic Rényi entropy $R_{\rho_{\text {asym }}}^{\alpha}$ and (c) relative Rényi entropy with model density $\rho_{\text {asym }}$; with $\alpha=1$ for the ground state of neutral atoms with $Z=1-103$. Noble gasses are indicated by vertical dotted lines
has the form

$$
\begin{equation*}
R_{\gamma}^{\alpha}=\frac{1}{1-\alpha} \ln \left[\frac{8^{\alpha}}{\pi^{2 \alpha}} 4 \pi \int_{0}^{\infty} \frac{a^{5 \alpha}}{\left(a^{2}+p^{2}\right)^{4 \alpha}} p^{2} d p\right] . \tag{7.21}
\end{equation*}
$$

The integration leads to the result

$$
\begin{equation*}
R_{\gamma}^{\alpha}=\frac{1}{1-\alpha} \ln \left[\frac{8^{\alpha+1} \pi^{\frac{3}{2}-2 \alpha} \Gamma(4 \alpha+1 / 2) \Gamma(8 \alpha-3)}{\Gamma(8 \alpha) \Gamma(4 \alpha-1)}\right]+3 \ln a . \tag{7.22}
\end{equation*}
$$

Substituting

$$
\begin{equation*}
a=\sqrt{2 I} \tag{7.23}
\end{equation*}
$$

into (7.22) we arrive at the expression

$$
\begin{equation*}
R_{\gamma, \text { asymp }}^{\alpha}=\frac{1}{1-\alpha} \ln \left[\frac{8^{\alpha+1} \pi^{\frac{5}{2}-3 \alpha} \Gamma(4 \alpha+1 / 2) \Gamma(8 \alpha-3)}{\Gamma(8 \alpha) \Gamma(4 \alpha-1)}\right]+\ln \frac{2 \sqrt{2} I^{3 / 2}}{\pi} . \tag{7.24}
\end{equation*}
$$

Applying $a=Z$ we are led to the result

$$
\begin{equation*}
R_{\gamma, \text { cusp }}^{\alpha}=\frac{1}{1-\alpha} \ln \left[\frac{8^{\alpha+1} \pi^{\frac{5}{2}-3 \alpha} \Gamma(4 \alpha+1 / 2) \Gamma(8 \alpha-3)}{\Gamma(8 \alpha) \Gamma(4 \alpha-1)}\right]+\ln \frac{Z^{3}}{\pi} . \tag{7.25}
\end{equation*}
$$

(a)

(b)

(c)


Fig. 7.3 Momentum space (a) Rényi entropy $R_{\gamma}^{\alpha}$, (b) model asymptotic Rényi entropy $R_{\gamma_{\text {asym }}}^{\alpha}$ and (c) relative Rényi entropy with model density $\gamma_{\text {asym }}$; with $\alpha=1$ for the ground state of neutral atoms with $Z=1-103$. Noble gasses are indicated by vertical dotted lines

Here we again see that the first term in both $R_{\gamma, \text { asymp }}^{\alpha}$ and $R_{\gamma, \text { cusp }}^{\alpha}$ are the same. The difference is in the second term: the second term contains the information on the asymptotic behaviour and the cusp, respectively. The order $\alpha$ appears only in the first term, the term which is common in both $R_{\gamma, \text { asymp }}^{\alpha}$ and $R_{\gamma, \text { cusp }}^{\alpha}$.

The limit $\alpha \rightarrow 1$ gives the Shannon entropy:

$$
\begin{equation*}
S_{\gamma, \text { asymp }}=\ln \frac{\pi^{3}}{8}+4\left(2 \ln 2-\frac{5}{6}\right)+\ln \frac{2 \sqrt{2} I^{3 / 2}}{\pi} \tag{7.26}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\gamma, \text { cusp }}=\ln \frac{\pi^{3}}{8}+4\left(2 \ln 2-\frac{5}{6}\right)+\ln \frac{Z^{3}}{\pi} . \tag{7.27}
\end{equation*}
$$

The results in (7.26) and (7.27) were first derived in [53]. If $\alpha \rightarrow \infty$ we obtain

$$
\begin{equation*}
R_{\gamma, a s y m p}^{\infty}=\ln \frac{\pi^{3}}{8}+\ln \frac{2 \sqrt{2} I^{3 / 2}}{\pi} \tag{7.28}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{\gamma, \text { cusp }}^{\infty}=\ln \frac{\pi^{3}}{8}+\ln \frac{Z^{3}}{\pi} \tag{7.29}
\end{equation*}
$$

The middle panels of Figs. 7.1-7.2 and 7.3-7.4 present the Rényi entropies $R_{\rho, a s y m p}^{\alpha}$ and $R_{\gamma, a s y m p}^{\alpha}$. The values obtained from the model densities show a very
(a)
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Fig. 7.4 Momentum space (a) Rényi entropy $R_{\gamma}^{\alpha}$,(b) model asymptotic Rényi entropy $R_{\gamma_{a s y m}}^{\alpha}$ and (c) relative Rényi entropy with model density $\gamma_{a s y m}$; with $\alpha=2$ for the ground state of neutral atoms with $Z=1-103$. Noble gasses are indicated by vertical dotted lines
clear shell structure for $\alpha \leq 1$ (position space) and $\alpha \geq 1$ (momentum space), respectively. The agreement is better for smaller $\alpha$ in the position space and for larger $\alpha$ in the momentum space.

The fact that the results obtained from these simple analytical models give such a good description of the accurate values suggests that this model wave functions and densities include the main information, that is, the most important aspects of the true accurate wave functions and densities, namely, the cusp and asymptotic behaviour.

It is very interesting that the limit value of $\alpha$ where the shell structure appears (or disappears) is $\alpha=1$, that is, the Shannon case.

The shell structure is more dominant for very small $\alpha$ in case of the positionspace Rényi entropies and very large $\alpha$ in case of the momentum-space Rényi entropies. Also the agreement between the accurate Rényi entropies and results obtained from the model density with correct asymptotic behaviour is better for smaller $\alpha$ in the position space and for larger $\alpha$ in the momentum space. It means that small $\alpha$ in the position space (or large $\alpha$ in the momentum space) stress the asymptotic part of the density. On the other hand, in case of large $\alpha$ in the position space (or small $\alpha$ in the momentum space) the cusp part of the density dominates. That is different values of $\alpha$ amplify the shell structure in different manner. We can conjecture that other properties are amplified by other value of $\alpha$.

We calculated the position-space and momentum-space Rényi entropies from accurate and model densities for ground-state anions and cations [41]. We found
excellent agreement between the values arising from the accurate densities and the model densities with correct asymptotic behaviour and arrived at the same conclusion for ground-state anions and cations: the values of $\alpha \leq 1(\alpha \geq 1)$ stress the shell structure for position-space Rényi entropies (momentum-space Rényi entropies).

To gain more insight into the relationship of the model and accurate densities and the Rényi entropies corresponding to them, we studied relative Rényi entropies [42].

The relative Rényi entropy of order $\alpha$ is associated with two probability density functions $g(\mathbf{r})$ and $f(\mathbf{r})$ :

$$
\begin{equation*}
R_{f, g}^{\alpha}=\frac{1}{\alpha-1} \ln \int \frac{f^{\alpha}(\mathbf{r})}{g^{\alpha-1}(\mathbf{r})} d \mathbf{r} \tag{7.30}
\end{equation*}
$$

provided that the integral on the right exists and $\alpha>0$. The limit $\alpha \rightarrow 1$ gives the relative or Kullback-Leibler entropy:

$$
\begin{equation*}
I_{K L}(f, g)=\int f(\mathbf{r}) \ln \frac{f(\mathbf{r})}{g(\mathbf{r})} d \mathbf{r} \tag{7.31}
\end{equation*}
$$

The relative entropy is a measure of the deviation of $f(\mathbf{r})$ from $g(\mathbf{r})$, which is called the reference density. In a recent paper [54] relative entropy were studied in atomic systems using hydrogen-like model density as reference. We extended their investigation to the relative Rényi entropy [42].

The relative Rényi entropy is zero if $f=g$, and it measures the deviation of the density $\rho(r)$ from $\rho_{\text {asymp }}(r)$ or $\rho_{\text {cusp }}(r)$ and $\gamma(p)$ from $\gamma_{\text {asymp }}(p)$ or $\gamma_{\text {cusp }}(p)$.

We calculated the position space relative Rényi entropy with the model densities $\rho_{\text {cusp }}$ for $\alpha \leq 1$ [42]. We can observe a shell structure only for $\alpha=1$, no shell structure can be found if $\alpha<1$. The relative Rényi entropy is close to 0 for small atomic numbers, that is, the deviation of the density from the cusp model density is not large. For larger atomic numbers the relative Rényi entropy is also larger showing a larger deviation from the cusp model density. The calculations cannot be performed for $\alpha>1$, because the integral (7.30) does not exist for cusp model densities [42].

The bottom panels of Figs. 7.1-7.2 present the position space relative Rényi entropy with the model densities $\rho_{\text {asymp }}$ for the values of $\alpha=0.5$ and 1 . One can see the shell effect for all values of $\alpha$. The position space relative Rényi entropy is much smaller for the model densities $\rho_{\text {asymp }}$ than for the model densities $\rho_{\text {cusp }}$. That is, in the position space the deviation of the density from the asymptotic model density is much smaller than from the cusp model density.

The bottom panels of Figs. 7.1-7.3 present the momentum space relative Rényi entropy with the model densities $\gamma_{\text {asymp }}$ for the values of $\alpha=1$ and 2 . We can see the shell effect for all values of $\alpha$. In the momentum space there is not much difference in the relative Rényi entropies obtained by the two model densities.

We mention in passing that there is a relationship between the relative Rényi entropies and the atomic radius and the quantum capacitance. The quantity

$$
\begin{equation*}
\langle r\rangle_{a}=\int r \rho_{H O M O}(\mathbf{r}) d \mathbf{r} \tag{7.32}
\end{equation*}
$$

has turned to be a good measure of the atomic radius [54], where $\rho_{\text {Номо }}$ is the unity normalized density of the highest occupied orbital. The quantum capacitance is defined as [55-57]

$$
\begin{equation*}
C_{I}=\frac{1}{I-A}=\frac{1}{\eta} \tag{7.33}
\end{equation*}
$$

that is, the inverse of the hardness $\eta . I$ and $A$ are the ionization potential and the electron affinity, respectively.

Recently, Sagar et al. [54] demonstrated a linear relation between Shannon entropy and relative Shannon entropy with atomic radii and capacitance. We have numerically checked [42] that a linear regression of position space Rényi entropy and relative Rényi entropy for the values $\alpha=0.5,0.82,0.86$ and 0.98 with the capacitance produce excellent fits for Alkali metals ( $\mathrm{Li}, \mathrm{Na}, \mathrm{K}, \mathrm{Rb}$ ), Alkali earths ( Be , $\mathrm{Mg}, \mathrm{Ca}, \mathrm{Sr}$ ) and second row P -state ( $\mathrm{Al}, \mathrm{Si}, \mathrm{S}, \mathrm{Cl}$ ). So this facts supports the consideration [54] of the capacitance in terms of entropies and consequently in terms of localization properties of the atomic valence density.

### 7.4 Fisher-Rényi Product

The Fisher information of the probability density function $f$ is given by

$$
\begin{equation*}
I_{f} \equiv \int \frac{|\nabla f(\mathbf{r})|^{2}}{f(\mathbf{r})} d \mathbf{r} \tag{7.34}
\end{equation*}
$$

There hold the Stam uncertainty relations

$$
\begin{equation*}
I_{|\Psi|^{2}} \leq 4 \sigma_{|\Phi|^{2}}^{2} \tag{7.35}
\end{equation*}
$$

where $\sigma_{|\Phi|^{2}}^{2}$ is the variance of the distribution in the momentum space and

$$
\begin{equation*}
I_{|\Phi|^{2}} \leq 4 \sigma_{|\Psi|^{2}}^{2} \tag{7.36}
\end{equation*}
$$

where $\sigma_{|\Psi|^{2}}^{2}$ is the variance of the distribution in the position space.
When the $D$ dimensional probability density $f(\mathbf{r})$ is scaling by a scalar factor $\lambda$ as $f_{\lambda}(\mathbf{r})=\lambda^{D} f(\lambda \mathbf{r})$, the Rényi entropy power (see (7.10)) and Fisher information [58] transform as follows:

$$
\begin{equation*}
N_{f_{\lambda}}^{\alpha}=\lambda^{-2} N_{f}^{\alpha} \quad \text { and } \quad I_{f_{\lambda}}=\lambda^{2} I_{\lambda} . \tag{7.37}
\end{equation*}
$$

Now, we take the product of the Fisher information and the Rényi entropy power

$$
\begin{equation*}
P_{f}^{\alpha}=\frac{1}{D} N_{f}^{\alpha} I_{f} \quad \text { with } \alpha \in(1 / 2,1] \tag{7.38}
\end{equation*}
$$

as an extension of the Fisher-Shannon product [25] with the important properties
(i) $P_{f_{\gamma}}^{\alpha}$ is invariant under scaling transformation $f_{\lambda}=\lambda^{D} f(\lambda \mathbf{r})$, i.e. $P_{f_{\lambda}}^{\alpha}=P_{f}^{\alpha}$,
(ii) there holds an uncertainty property

$$
\begin{equation*}
P_{f}^{\alpha} \geq 1, \tag{7.39}
\end{equation*}
$$

(iii) $P_{f}^{\alpha}$ is a nonincreasing function of $\alpha$

$$
\begin{equation*}
P_{f}^{\alpha}>P_{f}^{\alpha^{\prime}} \geq 1 \quad \text { with } \alpha \in(1 / 2,1] \tag{7.40}
\end{equation*}
$$

for any probability density.
Now, we can combine the Stam uncertainty relations (7.35) and (7.36) to obtain a Stam type uncertainty relation for Rényi information

$$
\begin{equation*}
N_{|\Psi|^{2}}^{\alpha} \geq \frac{D}{4 \sigma_{|\Phi|^{2}}^{2}}, \quad \alpha \in(1 / 2,1] \tag{7.41}
\end{equation*}
$$

in the position space, and

$$
\begin{equation*}
N_{|\Phi|^{2}}^{\alpha} \geq \frac{D}{4 \sigma_{|\Psi|^{2}}^{2}}, \quad \alpha \in(1 / 2,1] \tag{7.42}
\end{equation*}
$$

in the momentum space.
Inequalities (7.41) and (7.42) can straightforwardly be extended to different parameters:

$$
\begin{equation*}
N_{|\Psi|^{2}}^{\alpha}>N_{|\Psi|^{2}}^{\alpha^{\prime}} \geq \frac{D}{4 \sigma_{|\Phi|^{2}}^{2}}, \quad 1 / 2<\alpha<\alpha^{\prime} \leq 1 \tag{7.43}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{|\Phi|^{2}}^{\alpha}>N_{|\Phi|^{2}}^{\alpha^{\prime}} \geq \frac{D}{4 \sigma_{|\Psi|^{2}}^{2}}, \quad 1 / 2<\alpha<\alpha^{\prime} \leq 1 \tag{7.44}
\end{equation*}
$$

Let us point out that taking into account the Shannon uncertainty relation $N_{|\Psi|^{2}} N_{|\Phi|^{2}} \geq 1 / 4$ and inequality (7.12) we obtain a Rényi uncertainty relation:

$$
\begin{equation*}
N_{|\Psi|^{2}}^{\alpha} N_{|\Phi|^{2}}^{\alpha} \geq 1 / 4, \quad \alpha \in(1 / 2,1] . \tag{7.45}
\end{equation*}
$$

This inequality has been recently found by different means by Zozor et al. [59].
Except in the case $\alpha=1$ (for which above inequalities saturates for Gaussians) the relations given by (7.39), (7.41) and (7.45) are not sharp.

Consider now an $N$ particle system and denote the single particle densities in position and momentum spaces by

$$
\begin{equation*}
\rho(\mathbf{r})=\int\left|\Psi\left(\mathbf{r}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N}\right)\right|^{2} d \mathbf{r}_{2} \ldots d \mathbf{r}_{N} \tag{7.46}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma(\mathbf{p})=\int\left|\Phi\left(\mathbf{p}, \mathbf{p}_{2}, \ldots, \mathbf{p}_{N}\right)\right|^{2} d \mathbf{p}_{2} \ldots d \mathbf{p}_{N} \tag{7.47}
\end{equation*}
$$

respectively. Note that the density is normalized to one. We also introduce the position space single particle Fisher-Rényi product

$$
\begin{equation*}
P_{\rho}^{\alpha}=\frac{1}{D} N_{\rho}^{\alpha} I_{\rho} \quad \text { with } \alpha \in(1 / 2,1] \tag{7.48}
\end{equation*}
$$

and the momentum space single particle Fisher-Rényi product

$$
\begin{equation*}
P_{\gamma}^{\alpha}=\frac{1}{D} N_{\gamma}^{\alpha} I_{\gamma} \quad \text { with } \alpha \in(1 / 2,1] . \tag{7.49}
\end{equation*}
$$

The relations (7.39)-(7.45) can readily be transcribed in terms of the corresponding one-particle probability densities $\rho(\mathbf{r})$ and $\gamma(\mathbf{p})$ by [43]

$$
\begin{equation*}
P_{\rho}^{\alpha} \geq 1, \quad P_{\gamma}^{\alpha} \geq 1 \quad \text { with } \alpha \in(1 / 2,1] \tag{7.50}
\end{equation*}
$$

and for different parameters:

$$
\begin{equation*}
P_{\rho}^{\alpha}>P_{\rho}^{\alpha^{\prime}} \geq 1 \quad \text { with } 1 / 2<\alpha<\alpha^{\prime} \leq 1 \tag{7.51}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{\gamma}^{\alpha}>P_{\gamma}^{\alpha^{\prime}} \geq 1 \quad \text { with } 1 / 2<\alpha<\alpha^{\prime} \leq 1 \tag{7.52}
\end{equation*}
$$

On the other hand, the superadditivity and subadditivity of the Fisher and Shannon informations, respectively, have been used to prove the validity of Stam's uncertainty $[60,61]$ relation and Shannon uncertainty $[4,61]$ relation for single-particle densities in position and momentum spaces. Using the one-particle densities in position and momentum spaces, the inequalities take the form:

$$
\begin{equation*}
I_{\rho} \leq 4 \sigma_{\gamma}^{2}, \quad I_{\gamma} \leq 4 \sigma_{\rho}^{2} \tag{7.53}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{\rho} N_{\gamma} \geq 1 / 4 \tag{7.54}
\end{equation*}
$$

Note, that the relationship between the single particle and $N$-particle variance is $\sigma_{|\Psi|^{2}}^{2}=N \sigma_{\rho}^{2}$ in coordinate space and there is a similar expression for momentum space. Now, using the uncertainty relations and the inequalities (7.41),(7.42) and (7.12) it is fulfilled that

$$
\begin{equation*}
N_{\rho}^{\alpha} \geq \frac{D}{4 \sigma_{\gamma}^{2}}, \quad N_{\gamma}^{\alpha} \geq \frac{D}{4 \sigma_{\rho}^{2}}, \quad \alpha \in(1 / 2,1] \tag{7.55}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{\rho}^{\alpha} N_{\gamma}^{\alpha} \geq 1 / 4, \quad \alpha \in(1 / 2,1] \tag{7.56}
\end{equation*}
$$

We remark that to our best knowledge, relation (7.56) is the first Rényi uncertainty relation valid for monoparticle densities in conjugate spaces for $N \geq 2$ [43]. For $\alpha=1$ we recover the Shannon uncertainty relation which is sharp, and which saturates for Gaussian functions.

As we have just seen there exists a link between Fisher and Rényi information. It is the generalization of the Fisher-Shannon connection proposed by Vignat et al. [58]. We also defined the Fisher-Rényi information plane and suggested that we can characterize density probabilities considering the location in this information plane [43]. Moreover, the information product scaling property shows that densities under a scaling transformation belong to the same curve in that plane.

### 7.5 Complexity and Rényi Entropy

Now we turn to study the relationship between the complexity and Rényi entropy. There are several measures of complexity (see other chapters of this monograph). Here we consider the LMC complexity [44].

Consider the Rényi entropy with $\alpha=2$. From (7.4) follows that

$$
\begin{equation*}
R_{\rho}^{2}=-\ln \left(\int \rho^{2} d \mathbf{r}\right)=-\ln \langle\rho\rangle \tag{7.57}
\end{equation*}
$$

This quantity is closely related to the position-space disequilibrium

$$
\begin{equation*}
D_{\rho}=\int \rho^{2} d \mathbf{r}=\langle\rho\rangle \tag{7.58}
\end{equation*}
$$

namely,

$$
\begin{equation*}
R_{\rho}^{2}=-\ln D_{\rho} \tag{7.59}
\end{equation*}
$$

and there is a similar expression for the momentum space:

$$
\begin{equation*}
R_{\gamma}^{2}=-\ln D_{\gamma} \tag{7.60}
\end{equation*}
$$

The quantity $D$, also known as quantum self-similarity [62-64], information energy [65] or linear entropy [66,67] is a measurable quantity [68]. $D$ expresses the distance from equilibrium.

Consider the complexity measure defined by [44]

$$
\begin{equation*}
C_{L M C}=H D \tag{7.61}
\end{equation*}
$$

where

$$
\begin{equation*}
H=e^{S} \tag{7.62}
\end{equation*}
$$

and $S$ is the Shannon entropy. Making use of (7.59) expression (7.61) can also be written as [69]

$$
\begin{equation*}
\ln C_{L M C}=S+\ln D=S-R^{2} \tag{7.63}
\end{equation*}
$$

From the expressions of Rényi entropy obtained from the model densities (7.15), (7.24) and (7.25) we immediately see that the logarithm of the complexity is a constant (does not depend on the atomic number or the ionization potential). The accurate values, however, are not constant and show a clear shell structure. This reflects that the model densities do not provide a good approximation when the values of $\alpha$ is around 1 or 2 . We mention that in recent papers [31, 70] the $Z$-dependence of the complexity is studied and a fit has been presented as a function of atomic number.

Romera et al. [71] have recently introduced a generalized, $\alpha$-dependent measure of complexity. The new measure $C_{f}^{(\alpha)}$ is defined by

$$
\begin{equation*}
C_{f}^{(\alpha)}=H_{f}^{(\alpha)} Q_{f}, \quad \text { with } H_{f}^{(\alpha)}=e^{R_{f}^{(\alpha)}} \tag{7.64}
\end{equation*}
$$

In the limit $\alpha \rightarrow 1 C_{f}^{(\alpha)}$ tends to the original LMC complexity.
$C_{f}^{(\alpha)}$ has the properties:
(i) $C_{f}^{(\alpha=2)}=1$,
(ii) $C_{f}^{(\alpha)}$ is invariant under scaling transformation, $f_{\lambda}=\lambda^{D} f(\lambda \mathbf{r})$, i.e. $C_{f_{\lambda}}^{(\alpha)}=C_{f}^{(\alpha)}$,
(iii) $C_{f}^{(\alpha)} \geq 1$ for $\alpha<2$,
(iv) $C_{f}^{(\alpha)} \leq 1$ for $\alpha>2$, and
(v) $C_{f}^{(\alpha)}$ is a nonincreasing function of $\alpha$.

One can easily see that when $\alpha$ goes to 1 , a lower bound for the original LMC complexity is obtained.

We emphasize that the Fisher-Rényi entropy can also be considered a measure of complexity. The hydrogen atom has recently been used as a test system [71] to study the different measures of statistical complexity: the Fisher-Rényi entropy product and the generalized statistical complexity. It was found that for each level of energy, both indicators take their minimum values on the orbitals that correspond to the highest orbital angular momentum. Hence, in the same way as happens with the Fisher-Shannon and the statistical complexity, these generalized Rényi-like statistical magnitudes break the energy degeneration in the H -atom.

Finally, we want to point out that a two-parameter family of complexity measures $\tilde{C}^{(\alpha, \beta)}$

$$
\begin{equation*}
\tilde{C}_{f}^{(\alpha, \beta)}=e^{R_{f}^{(\alpha)}-R_{f}^{(\beta)}}, \quad 0<\alpha, \beta<\infty, \tag{7.65}
\end{equation*}
$$

based on the Rényi entropies was introduced and characterized by a detailed study of its mathematical properties in [89]. The whole family is identified by two parameters, $\alpha$ and $\beta$. For the special case of $\beta$ going to infinity, it is remarkable that the new complexity measure is the product of a global quantity by a local information of the density distribution.

### 7.6 Maximum Rényi Entropy Principle and the Generalized Thomas-Fermi Model

In this section we explore how the maximum Rényi entropy principle can be applied to generalize the Thomas-Fermi model [45]. Earlier the principle of extreme physical information [16] was used to derive the Euler and the Kohn-Sham equations of the density functional theory [19, 20]. First, the derivation of the Euler equation of the density functional theory is summarized. Consider a system of $N$ electrons moving in a local external potential $v$. Imagine a system of non-interacting electrons having the same density $\rho(\mathbf{r})$ as that of the original interacting electrons. The kinetic energy $T_{s}[\rho]$ of the non-interacting system is defined by the Levy-Lieb [72,73] constraint search as

$$
\begin{equation*}
T_{S}[\rho]=\min _{\Phi \rightarrow \rho}\langle\Phi| \hat{T}|\Phi\rangle=\langle\Phi[\rho]| \hat{T}|\Phi[\rho]\rangle \tag{7.66}
\end{equation*}
$$

where $\hat{T}$ is the kinetic energy operator and the minimum is searched over the noninteracting wave functions $\Phi$ having the density $\rho$. Then the Euler equation can be derived minimizing the non-interacting kinetic energy $T_{S}[\rho]$ with the constraints that the density is fixed (the same as the interacting one). In this section the density is normalized to the number of electrons $N$ :

$$
\begin{equation*}
T_{S}[\rho]+\int v_{K S}(\mathbf{r}) \rho(\mathbf{r}) d \mathbf{r}-\mu \int \rho(\mathbf{r}) d \mathbf{r} \tag{7.67}
\end{equation*}
$$

The Lagrange multipliers $v_{K S}(\mathbf{r})$ and $\mu$ are the Kohn-Sham potential and the chemical potential, respectively. The variation of this expression with respect to the density $\rho$ leads to the Euler equation of the density functional theory:

$$
\begin{equation*}
\frac{\delta T_{S}[\rho]}{\delta \rho(\mathbf{r})}+v_{K S}(\mathbf{r})=\mu \tag{7.68}
\end{equation*}
$$

Though (7.66) gives the formal definition of the non-interacting kinetic energy, its exact form as a functional of the density is unknown. There are, however, several approximations for it. The simplest one is the Thomas-Fermi functional [74, 75]:

$$
\begin{equation*}
T_{T F}[\rho]=C_{T F} \int \rho(\mathbf{r})^{5 / 3} d \mathbf{r} \tag{7.69}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{T F}=\frac{3}{10}\left(3 \pi^{2}\right)^{2 / 3} \tag{7.70}
\end{equation*}
$$

The Thomas-Fermi functional was generalized for arbitrary dimension [76-80]. The kinetic energy of a D dimensional system has the form

$$
\begin{equation*}
T_{D}[\rho]=C_{D} \int \rho(\mathbf{r})^{1+2 / D} d \mathbf{r} \tag{7.71}
\end{equation*}
$$

with

$$
\begin{equation*}
C_{D}=\frac{D}{2(D+2)}\left(\frac{D}{2 K_{D}}\right)^{2 / D} \tag{7.72}
\end{equation*}
$$

The factor $K_{D}$ can be given by the recurrence relation

$$
\begin{equation*}
K_{D+2}=\frac{K_{D}}{2 \pi D} \tag{7.73}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{1}=\frac{1}{\pi} \tag{7.74}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{2}=\frac{1}{2 \pi} \tag{7.75}
\end{equation*}
$$

The maximum Rényi entropy principle is a generalization of the maximum entropy principle developed by Jaynes [81, 82]. In Jaynes' principle the Shannon entropy is maximized under proper conditions including the normalization of the probability density. The maximum Rényi entropy principle has been used recently to generalize the Thomas-Fermi model [45]. The extremum of the Rényi entropy of order $\alpha$ is searched under the conditions:

1. The density is normalized to 1 . A Lagrange multiplicator $v$ is introduced.
2. The density is kept fixed. This requirement is taken into account by a local potential $w(\mathbf{r})$. This constraint is used to ensure that the density of the non-interacting system be equal to that of the interacting one.
Then, the extremum of the functional

$$
\begin{equation*}
R_{f}^{\alpha}-v \int f(\mathbf{r}) d \mathbf{r}+\int w(\mathbf{r}) f(\mathbf{r}) d \mathbf{r} \tag{7.76}
\end{equation*}
$$

is considered. The variation leads to the equation:

$$
\begin{equation*}
\frac{\delta R_{f}^{\alpha}}{\delta f}-v+w(\mathbf{r})=0 \tag{7.77}
\end{equation*}
$$

The functional derivative of the Rényi entropy (7.4) is

$$
\begin{equation*}
\frac{\delta R_{f}^{\alpha}}{\delta f}=\frac{\alpha}{1-\alpha} \frac{f^{\alpha-1}}{\int f^{\alpha} d \mathbf{r}} \tag{7.78}
\end{equation*}
$$

Then (7.77) takes the form:

$$
\begin{equation*}
\frac{\alpha}{1-\alpha} \frac{f^{\alpha-1}}{\int f^{\alpha} d \mathbf{r}}+w(\mathbf{r})=v \tag{7.79}
\end{equation*}
$$

or it can also be written as

$$
\begin{equation*}
c f^{\alpha-1}+\tilde{w}(\mathbf{r})=\tilde{v} \tag{7.80}
\end{equation*}
$$

with

$$
\begin{align*}
& \tilde{w}=\frac{c(1-\alpha)}{\alpha} w \int f^{\alpha} d \mathbf{r},  \tag{7.81}\\
& \tilde{v}=\frac{c(1-\alpha)}{\alpha} v \int f^{\alpha} d \mathbf{r} \tag{7.82}
\end{align*}
$$

and $c$ is any constant. Comparing (7.80) with (7.69) we immediately see that the Thomas-Fermi case recovers with the choice $\alpha=5 / 3$ and $c=c_{T F}$. Equation (7.80) is a generalization of the Thomas-Fermi model derived from the maximum Rényi entropy principle. The Thomas-Fermi model was worked out for the free-electron gas and can be applied in systems with slowly changing densities. It is frequently used even today, for example to study the structure of the new artificial atoms or quantum dots [83], Bose-Einstein condensates in traps [84], systems under pressure [85], simulations in chemical and biological systems [86].

Here we use the Thomas-Fermi kinetic energy functional not the original Thomas-Fermi model itself, that is, the Thomas-Fermi model in a more general sense. Comparing (7.80) with (7.71) we can recover the $D$-dimensional ThomasFermi model. We are led to the simple relationship between the dimension $D$ and the parameter $\alpha$

$$
\begin{equation*}
\alpha=1+\frac{2}{D} \tag{7.83}
\end{equation*}
$$

In this case there is a physical meaning of the Rényi parameter $\alpha$ as it is related to the dimension.

The relationship between the kinetic energy and Shannon information entropy (that is, $\alpha=1$ ) was studied earlier. Massen and Panos [87] fitted numerical values for several nuclei and atomic clusters and found that

$$
\begin{equation*}
S=a T+b T \ln (c T) \tag{7.84}
\end{equation*}
$$

where $a, b$ and $c$ are constants.
Recently, we have extended this kind of investigation to cover several other values of $\alpha$. The Thomas-Fermi model is a crude approximation for atoms (though it is correct in the limit of large atomic numbers). Applying the generalization presented here, we studied the relation between the kinetic energy functional and the Rényi entropy of order $\alpha$ for neutral atoms with $Z=1-36$. The Rényi entropy can be approximated with the kinetic energy as

$$
\begin{equation*}
R_{\rho}^{\alpha}=a(\alpha) \ln T+b(\alpha) \tag{7.85}
\end{equation*}
$$

where the parameters can be found in [45].
Finally, we utilize the fact that $\lim _{\alpha \rightarrow \infty} R_{\rho}^{\alpha}=-\ln \|\rho\|_{\infty}=-\ln \rho(0)$. It follows from $\|\rho\|_{p} \equiv\left(\int \rho^{p} d \mathbf{r}\right)^{1 / p}$ and $\|\rho\|_{\infty} \equiv \sup |\rho|$ [88], where we made use of the fact that the ground state density of atoms is a non-increasing function of $r$. Consequently, one finds that when $\alpha$ goes to infinity expression (7.85) gives us $-\ln \rho(0)=a(\infty) \ln T+b(\infty)$. Thus, there is a relation between the value of the density at the nucleus $\rho(0)$ and the kinetic energy $\rho(0)=Z T^{-a(\infty)} e^{-b(\infty)}$.

### 7.7 Summary and Future Directions

This chapter is devoted to summarize several properties of the Rényi entropy. It is emphasized that there exist uncertainty relations for the Rényi entropy sum. There are relations for the Rényi entropy sum arising both from the many particle and for single particle densities. The Fisher information and the Rényi entropy can be combined to define the Fisher-Rényi product and information plane. Several properties, including inequalities are derived.

Position and momentum space Rényi entropies of order $\alpha$ are presented for ground-state neutral atoms. It is found that the values of $\alpha \leq 1(\alpha \geq 1)$ stress the shell structure for position-space (momentum-space) Rényi entropies. Position and momentum space relative Rényi entropies of order $\alpha$ are also presented. A relationship with the atomic radius and quantum capacitance is also discussed.

The maximum Rényi entropy principle is used to generalize the Thomas-Fermi model. In this case there is a physical meaning of the Rényi parameter $\alpha$ as it is related to the dimension. An approximate expression between the Rényi entropy and the logarithm of the kinetic energy of atoms and as a special case an approximate relation between the density at the nucleus and the kinetic energy are presented.

The link between complexity and Rényi entropy is emphasized. A generalized statistical complexity based on the Rényi entropy is defined. This is a one-parameter
extension of the original LMC complexity. A further, two-parameter extension of the complexity measure has just taken place [89].

We can conclude that the Rényi entropy is an important quantity to characterize complex systems. It is a fundamental ingredient of two essential measures of complexity: the LMC complexity and the Fisher-Rényi product. Moreover, properly defined combinations of two Rényi entropies give a one-parameter (or even a twoparameter) family of complexity measures. Further studies in these directions are in progress.
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# Chapter 8 <br> Scaling Properties of Net Information Measures for Bound States of Spherical Model Potentials 
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#### Abstract

Using dimensional analysis of (a) the position and momentum variances which define the quantum mechanical Heisenberg uncertainty product, and (b) several composite information theoretical measures, the scaling properties of the various information theoretical uncertainty-like relationships are derived for the bound states corresponding to a set of non-relativistic spherical model potentials, $V(r)$. The potentials considered are described by (1) adding $a / r^{2}$ term to (i) the isotropic harmonic oscillator, $V_{1}(r)=\frac{1}{2} k r^{2}+\frac{a}{r^{2}}$ and to (ii) the Coulombic hydrogen-like potentials, $V_{2}(r)=-\frac{Z}{r}+\frac{a}{r^{2}}$ (2) the exponential cosine screened Coulomb potentials generated by multiplying the superposition of (i) Yukawalike, $-Z \frac{e^{-\mu r}}{r}$, and (ii) Hulthén-like, $-Z \mu \frac{1}{e^{\mu r}-1}$, potentials by $\cos (b \mu r)$ followed by addition of the term $a / r^{2}$ where $a$ and $b \geq 0, \mu$ is the screening parameter and $Z$, in case of atoms, represents the nuclear charge, along with their generalized forms, $V_{3}(r)=-\left[Z \frac{e^{-\mu r}}{r}+\sum_{i} c_{i} Z \frac{e^{-s_{i} \mu r}}{r}\right] \cos (b \mu r)+\frac{a}{r^{2}}$, and $V_{4}(r)=-\left[Z \frac{\mu}{e^{\mu r}-1}+\right.$ $\left.\sum_{i} c_{i} Z \frac{s_{i} \mu}{e^{i} i r r}-1\right] \cos (b \mu r)+\frac{a}{r^{2}}$, (3) the Pöschl-Teller, $V_{5}(r)=-Z \operatorname{sech}^{2}(\mu r)$, and the Morse potentials, $V_{6}(r)=Z\left[e^{-2 \mu\left(r-r_{0}\right)}-2 e^{-\mu\left(r-r_{0}\right)}\right]$, (4) two soft-Coulomb potentials which describe an electron moving in the central field due to a smeared nuclear charge described by $Z$ and $\beta>0$ according to $V_{7}(r)=-\frac{Z}{\left(r^{n}+\beta^{n}\right)^{1 / n}}$, (5) the spherically confined Hydrogenic-potential, $V_{8}(r)=-\frac{Z}{r}$ for $r<R$; and $=\infty$ for $r \geq R$, (6) the superposition of the power potential of the form $V_{9}(r)=Z r^{n}+$ $\sum_{i} Z_{i} r^{n_{i}}$, where $Z, Z_{i}, n, n_{i}$ are parameters, in the free state as well as in the additional presence of a spherical penetrable and impenetrable boundary wall located at radius $R$, and (7) the Hydrogen-like atoms in the presence of strong parallel and perpendicular magnetic $(B)$ and electric $(F)$ fields, $V_{10}(\mathbf{r})=-\frac{Z}{r}+\frac{1}{2} B^{2}\left(x^{2}+y^{2}\right)+F z$. As an illustrative example we consider the superposition of the power potential of the form $V(r)=Z r^{n}+\sum_{i} Z_{i} r^{n_{i}}$ where $Z, Z_{i}, n, n_{i}$ are parameters yielding bound states for a particle of mass $M$. The uncertainty product and all other net information


[^7]measures are shown here to depend only on the parameters [ $s_{i}$ ] defined by the ratios $Z_{i} / Z^{\left(n_{i}+2\right) /(n+2)}$. Under the imposition of a spherical impenetrable boundary of radius $R$ over the polynomial potential, parametric dependence becomes $\left[s_{i}, t_{1}\right]$ where $t_{1}$ is given by $R Z^{1 /(n+2)}$. Introduction of a finite potential, $V_{c}$ at the radial distance $r \geq R$ results in a complete set of scaling parameters given by [ $s_{i}, t_{1}, t_{2}$ ], where $t_{2}=V_{c} /(Z)^{2 /(n+2)}$. Analogous results on the scaling property of the uncertaintylike information theoretical measures are tabulated for the chosen set of spherical model potentials. Significance of the scaling properties will be discussed. Illustrative numerical tests of the scaling behavior will be presented.

### 8.1 Introduction

The uncertainty relations are the basic properties of quantum mechanics [1, 2], in particular, we have the Heisenberg uncertainty principle for the product of the uncertainties in position and momentum,

$$
\begin{align*}
& \sigma_{x} \sigma_{p} \geq \frac{1}{2} \hbar  \tag{8.1}\\
& \sigma_{x}^{2}=\left\langle(x-\langle x\rangle)^{2}\right\rangle, \quad \sigma_{p}^{2}=\left\langle\left(p_{x}-\left\langle p_{x}\right\rangle\right)^{2}\right\rangle
\end{align*}
$$

in terms of Planck's constant. The uncertainty product has many interesting properties for different potentials, for example, the product for bound states in homogeneous, power potentials is independent of the strength of the potentials. While the uncertainty principle is by definition expressed in terms of the quantum mechanical expectation values, there exist other interesting uncertainty-like relationships [3, 4] expressed in terms of the information theoretical measures [5-16] defined by the probability. Several numerical studies have been carried out using the continuous electron probability density distributions in the atomic and molecular structure theory [17-48]. Here we will consider some general properties for the bound states in superpositions of power potentials with a finite barrier. It is observed that the dimensionality and scaling properties lead to interesting properties of the uncertainty product, and densities with implications for entropies and information. The scaling properties corresponding to a test-set of spherical potentials listed in the abstract have been studied earlier [54-68] by us following a similar dimensional analysis. A comprehensive summary of the results so obtained are also compiled in a tabular form. The aim of such a study is to ascertain how the parameters in the potential describe the various information-theoretical uncertainty-like measures expressed through the electron probability density as the key parameter. Finally, illustrative numerical tests of the scaling behavior will be presented in the case of spherically confined hydrogen atom inside an impenetrable cavity with interesting results.

### 8.2 Heisenberg Uncertainty Relations

Here we analyze some dimensionality properties and their implications for the uncertainty relations for the bound states in superpositions of power potentials with a finite barrier.

### 8.2.1 Superpositions of Power Potentials with a Finite Barrier

Consider a potential of the form

$$
\begin{equation*}
V(r)=\left[Z r^{n}+\sum_{i} Z_{i} r^{n_{i}}\right] \theta(R-r)+V_{c} \theta(r-R) \tag{8.2}
\end{equation*}
$$

where $Z, Z_{i}, n, n_{i}, R, V_{c}$ are parameters ( $n, n_{i}$ may not be integers) with $\theta$ being the Heaviside theta function, in which there are bound states for a particle of mass $M$. Specifically, we have

$$
\begin{equation*}
V_{1}(r)=\left[-k r^{2}+\lambda r^{4}\right] \theta(R-r)+V_{c} \theta(r-R) \tag{8.3}
\end{equation*}
$$

for a symmetric double well potential,

$$
\begin{equation*}
V_{2}(r)=\left[\frac{1}{2} k r^{2}+\frac{a}{r^{2}}\right] \theta(R-r)+V_{c} \theta(r-R) \tag{8.4}
\end{equation*}
$$

for a modified s.h.o., and

$$
\begin{equation*}
V_{3}(r)=\left[-\frac{Z}{r}+\lambda r\right] \theta(R-r)+V_{c} \theta(r-R) \tag{8.5}
\end{equation*}
$$

for a confined hydrogenic system. The Schrödinger equation for the potential in (8.2) is

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 M} \nabla^{2} \psi+\left[\left(Z r^{n}+\sum Z_{i} r^{n_{i}}\right) \theta(R-r)+V_{c} \theta(r-R)\right] \psi=E \psi \tag{8.6}
\end{equation*}
$$

### 8.2.2 Dimensionality and Uncertainty Relations

The basic dimensional parameters in our Schrödinger equation are $\hbar^{2} / M, Z, Z_{i}$, $R, V_{c}$. Of these,

$$
\begin{align*}
& s_{i}=\frac{M}{\hbar^{2}} Z_{i}\left(\frac{\hbar^{2}}{M Z}\right)^{\left(\frac{n_{i}+2}{n+2}\right)}, \quad t_{1}=R\left(M Z / \hbar^{2}\right)^{1 /(n+2)},  \tag{8.7}\\
& t_{2}=V_{c}\left(M / \hbar^{2}\right)\left(\hbar^{2} / M Z\right)^{2 /(n+2)}
\end{align*}
$$

are the dimensionless parameters. Now we consider the deviations

$$
\begin{equation*}
\sigma_{\mathbf{r}}^{2}=\left\langle(\mathbf{r}-\langle\mathbf{r}\rangle)^{2}\right\rangle, \quad \sigma_{\mathbf{p}}^{2}=\left\langle(\mathbf{p}-\langle\mathbf{p}\rangle)^{2}\right\rangle \tag{8.8}
\end{equation*}
$$

For our potential in (8.6), the dimensionality properties imply that the deviations are of the form

$$
\begin{equation*}
\sigma_{\mathbf{r}}=\left(\hbar^{2} / M Z\right)^{1 /(n+2)} g_{1}\left(s_{i}, t_{i}\right), \quad \sigma_{\mathbf{p}}=\hbar\left(M Z / \hbar^{2}\right)^{1 /(n+2)} g_{2}\left(s_{i}, t_{i}\right) \tag{8.9}
\end{equation*}
$$

so that the uncertainty product is

$$
\begin{align*}
& \sigma_{\mathbf{r}} \sigma_{\mathbf{p}}=\hbar g_{1}\left(s_{i}, t_{i}\right) g_{2}\left(s_{i}, t_{i}\right), \quad s_{i}=\frac{M}{\hbar^{2}} Z_{i}\left(\frac{\hbar^{2}}{M Z}\right)^{\left(\frac{n_{i}+2}{n+2}\right)}  \tag{8.10}\\
& t_{1}=R\left(M Z / \hbar^{2}\right)^{1 /(n+2)}, \quad t_{2}=V_{c}\left(M / \hbar^{2}\right)\left(\hbar^{2} / M Z\right)^{2 /(n+2)}
\end{align*}
$$

This implies that the uncertainty product depends only on the dimensionless parameters $s_{i}, t_{i}$. It may also be noted that the bound state energies are of the form

$$
\begin{equation*}
E=\left(\hbar^{2} / M\right)\left(M Z / \hbar^{2}\right)^{2 /(n+2)} g_{3}\left(s_{i}, t_{i}\right) \tag{8.11}
\end{equation*}
$$

These results follow from just the dimensionality properties of the parameters.
It is interesting to note that one can analyze the minimum uncertainty in terms of the scaled parameters. For example, in the case of a hydrogen atom with a finite barrier potential, one can obtain the minimum uncertainty by keeping $V_{c}$ fixed but varying $R Z$. Alternatively, one can keep $R$ fixed but vary $V_{c}$. These considerations can be extended to the superpositions of power potentials with a finite barrier potential in terms of the scaled variables $s_{i}$ and $t_{i}$.

### 8.3 Scaling Properties and Entropies

We will now consider some scaling properties for bound states in a superposition of power potentials, and their implications for Shannon entropy [5, 6] and other properties.

### 8.3.1 Scaling Properties

For the Schrödinger equation in (8.6), the energy $E$ and eigenfunction $\psi$ are functions of the form

$$
\begin{equation*}
E: E\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right), \quad \psi: \psi\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}, r\right) \tag{8.12}
\end{equation*}
$$

Multiplying (8.6) by $M / \hbar^{2}$, and introducing a scale transformation

$$
\begin{equation*}
\mathbf{r}=\lambda \mathbf{r}^{\prime} \tag{8.13}
\end{equation*}
$$

one gets

$$
\begin{align*}
& -\frac{1}{2} \nabla^{\prime 2} \psi+\left(M / \hbar^{2}\right)\left[Z \lambda^{n+2} r^{\prime n}+\sum Z_{i} \lambda^{n_{i}+2} r^{\prime n_{i}}\right] \theta\left(R / \lambda-r^{\prime}\right) \psi \\
& \quad+\left(M / \hbar^{2}\right) \lambda^{2} V_{c} \theta\left(r^{\prime}-R / \lambda\right) \psi=\left(M / \hbar^{2}\right) \lambda^{2} E \psi \tag{8.14}
\end{align*}
$$

Taking

$$
\begin{equation*}
\lambda=\left(\frac{\hbar^{2}}{M Z}\right)^{1 /(n+2)} \tag{8.15}
\end{equation*}
$$

it leads to

$$
\begin{align*}
- & \frac{1}{2} \nabla^{\prime 2} \psi+\left[r^{\prime n}+\frac{M}{\hbar^{2}} \sum Z_{i}\left(\frac{\hbar^{2}}{M Z}\right)^{\left(\frac{n_{i}+2}{n+2}\right)} r^{\prime n_{i}}\right] \theta\left(R\left(M Z / \hbar^{2}\right)^{1 /(n+2)}-r^{\prime}\right) \psi \\
& +\frac{M}{\hbar^{2}}\left(\hbar^{2} / M Z\right)^{2 /(n+2)} V_{c} \theta\left(r^{\prime}-R\left(M Z / \hbar^{2}\right)^{1 /(n+2)}\right) \psi \\
= & \frac{M}{\hbar^{2}}\left(\frac{\hbar^{2}}{M Z}\right)^{2 /(n+2)} E \psi \tag{8.16}
\end{align*}
$$

Comparing this with (8.6), we obtain

$$
\begin{align*}
& E\left(\frac{\hbar^{2}}{M}, Z, Z_{i}, R, V_{c}\right)=\left(\hbar^{2} / M\right) \lambda^{-2} E\left(1,1, Z_{i} \lambda^{n_{i}+2} M / \hbar^{2}, R / \lambda, V_{c} \lambda^{2} M / \hbar^{2}\right) \\
& \psi\left(\frac{\hbar^{2}}{M}, Z, Z_{i}, R, V_{c}, r\right)=A \psi\left(1,1, Z_{i} \lambda^{n_{i}+2} M / \hbar^{2}, R / \lambda, V_{c} \lambda^{2} M / \hbar^{2}, r^{\prime}\right) \\
& \quad r=\lambda r^{\prime}, \lambda=\left(\hbar^{2} / M Z\right)^{1 /(n+2)} \tag{8.17}
\end{align*}
$$

Taking $\psi\left(1,1, Z_{i} \lambda^{n_{i}+2} M / \hbar^{2}, R / \lambda, V_{c} \lambda^{2} / \hbar^{2}, r^{\prime}\right)$ to be normalised, the normalization of the wave function $\psi\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}, r\right)$ leads to

$$
\begin{align*}
1 & =A^{2} \int\left|\psi\left(1,1, Z_{i} \lambda^{n_{i}+2} M / \hbar^{2}, R / \lambda, V_{c} \lambda^{2} M / \hbar^{2}, r^{\prime}\right)\right|^{2} d^{3} r \\
& =A^{2} \lambda^{3} \Rightarrow A=\lambda^{-3 / 2}=\left(M Z / \hbar^{2}\right)^{\frac{3}{2(n+2)}} \tag{8.18}
\end{align*}
$$

so that

$$
\begin{align*}
& \psi\left(\frac{\hbar^{2}}{M}, Z, Z_{i}, R, V_{c}, r\right)=\lambda^{-3 / 2} \psi\left(1,1, Z_{i} \lambda^{n_{i}+2} M / \hbar^{2}, R / \lambda, V_{c} \lambda^{2} M / \hbar^{2}, r^{\prime}\right) \\
& \lambda=\left(\hbar^{2} / M Z\right)^{1 /(n+2)}, r^{\prime}=r / \lambda \tag{8.19}
\end{align*}
$$

For obtaining the wave function in the momentum space, we take the Fourier transform of the wave function in (8.19), leading to

$$
\begin{equation*}
f\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}, p\right)=\frac{1}{(2 \pi \hbar)^{3 / 2}} \int d^{3} r e^{-i \mathbf{p} \cdot \mathbf{r} / \hbar} \psi\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}, r\right) \tag{8.20}
\end{equation*}
$$

Using the relation in (8.19) and changing the integration variable to $r^{\prime}$, we get

$$
\begin{align*}
& f\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}, p\right)=\lambda^{3 / 2} f\left(1,1, Z_{i} \lambda^{n_{i}+2} M / \hbar^{2}, R / \lambda, V_{c} \lambda^{2} M / \hbar^{2}, p^{\prime}\right) \\
& \quad \lambda=\left(\hbar^{2} / M Z\right)^{1 /(n+2)}, p^{\prime}=\lambda p . \tag{8.21}
\end{align*}
$$

From the relations in (8.19) and (8.21), one has for the corresponding position and momentum densities,

$$
\begin{align*}
& \rho\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}, r\right)=\lambda^{-3} \rho\left(1,1, s_{i}, t_{1}, t_{2}, r^{\prime}\right), \\
& \gamma\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}, p\right)=\lambda^{3} \gamma\left(1,1, s_{i}, t_{1}, t_{2}, p^{\prime}\right), \\
& \quad \lambda=\left(\hbar^{2} / M Z\right)^{1 /(n+2)}, s_{i}=\lambda^{n_{i}+2} M Z_{i} / \hbar^{2}, t_{1}=R / \lambda, \\
& \quad t_{2}=V_{c} \lambda^{2} M / \hbar^{2}, r^{\prime}=r / \lambda, p^{\prime}=\lambda p, \tag{8.22}
\end{align*}
$$

with $s_{i}, t_{i}$ being the scaled parameters.

### 8.3.2 Shannon Entropy Sum

The Shannon entropies [5, 6] in the position space and momentum space, are

$$
\begin{equation*}
S_{r}=-\int \rho(r)[\ln \rho(r)] d^{3} r, \quad S_{p}=-\int \gamma(p)[\ln \gamma(p)] d^{3} p \tag{8.23}
\end{equation*}
$$

Using the relations in (8.22), we get for these entropies

$$
\begin{align*}
& S_{r}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=3 \ln \lambda+S_{r}\left(1,1, s_{i}, t_{1}, t_{2}\right) \\
& S_{p}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=-3 \ln \lambda+S_{p}\left(1,1, s_{i}, t_{1}, t_{2}\right) \tag{8.24}
\end{align*}
$$

which imply that the Shannon entropy sum $S_{T}=S_{r}+S_{p}$ satisfies the relation

$$
\begin{align*}
& S_{T}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=S_{T}\left(1,1, s_{i}, t_{1}, t_{2}\right), \quad s_{i}=\frac{M}{\hbar^{2}} Z_{i}\left(\frac{\hbar^{2}}{M Z}\right)^{\left(\frac{n_{i}+2}{n+2}\right)} \\
& \quad t_{1}=R\left(M Z / \hbar^{2}\right)^{1 /(n+2)}, t_{2}=V_{c}\left(M / \hbar^{2}\right)\left(\hbar^{2} / M Z\right)^{2 /(n+2)} \tag{8.25}
\end{align*}
$$

Therefore, for given values of the parameters $Z, Z_{i}, R, V_{c}$, the Shannon entropy sum depends only on $Z_{i} / Z^{\left(n_{i}+2\right) /(n+2)}, t_{1}, t_{2}$. This result is significant in relation to the uncertainty-like relationship [3]

$$
\begin{equation*}
S_{T}=S_{r}+S_{p} \geq N(1+\ln \pi) \tag{8.26}
\end{equation*}
$$

which is the strongest statement of Uncertainty Principle known for an $N$ dimensional system in quantum mechanics.

### 8.3.3 Fisher Information

The Fisher information measures [7-9] for position and momentum are

$$
\begin{equation*}
I_{r}=\int \frac{[\nabla \rho(r)]^{2}}{\rho(r)} d^{3} r, \quad I_{p}=\int \frac{[\nabla \gamma(p)]^{2}}{\gamma(p)} d^{3} p \tag{8.27}
\end{equation*}
$$

Using the relations in (8.22), one obtains

$$
\begin{align*}
& I_{r}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=\frac{1}{\lambda^{2}} I_{r}\left(1,1, s_{i}, t_{1}, t_{2}\right)  \tag{8.28}\\
& I_{p}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=\lambda^{2} I_{p}\left(1,1, s_{i}, t_{1}, t_{2}\right)
\end{align*}
$$

which together imply that the Fisher information product $I_{r} I_{p}$ satisfies the relation

$$
\begin{align*}
& I_{r p}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=I_{r p}\left(1,1, s_{i}, t_{1}, t_{2}\right), \quad I_{r p}=I_{r} I_{p} \\
& \qquad \begin{array}{l}
s_{i}=\frac{M}{\hbar^{2}} Z_{i}\left(\frac{\hbar^{2}}{M Z}\right)^{\left(\frac{n_{i}+2}{n+2}\right)}, t_{1}=R\left(M Z / \hbar^{2}\right)^{1 /(n+2)}, \\
t_{2}=V_{c}\left(M / \hbar^{2}\right)\left(\hbar^{2} / M Z\right)^{2 /(n+2)} .
\end{array} .
\end{align*}
$$

Here, for given values of the parameters $Z, Z_{i}, R, V_{c}$, the Fisher information product depends only on $Z_{i} / Z^{\left(n_{i}+2\right) /(n+2)}, t_{1}, t_{2}$.

### 8.3.4 Rényi Entropy

The Rényi entropies [12-14] in position and momentum spaces are

$$
\begin{equation*}
H_{\alpha}^{(r)}=\frac{1}{1-\alpha} \ln \int[\rho(r)]^{\alpha} d^{3} r, \quad H_{\alpha}^{(p)}=\frac{1}{1-\alpha} \ln \int[\gamma(p)]^{\alpha} d^{3} p \tag{8.30}
\end{equation*}
$$

With the relations in (8.22), we get for these entropies,

$$
\begin{align*}
& H_{\alpha}^{(r)}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=3 \ln \lambda+H_{\alpha}^{(r)}\left(1,1, s_{i}, t_{1}, t_{2}\right), \\
& H_{\alpha}^{(p)}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=-3 \ln \lambda+H_{\alpha}^{(p)}\left(1,1, s_{i}, t_{1}, t_{2}\right), \tag{8.31}
\end{align*}
$$

which imply that the Rényi entropy sum $H_{\alpha}^{(T)}=H_{\alpha}^{(r)}+H_{\alpha}^{(p)}$ satisfies the relation

$$
\begin{align*}
& H_{\alpha}^{(T)}\left(\frac{\hbar^{2}}{M}, Z, Z_{i}, R, V_{c}\right)=H_{\alpha}^{(T)}\left(1,1, s_{i}, t_{1}, t_{2}\right), \quad s_{i}=\frac{M}{\hbar^{2}} Z_{i}\left(\frac{\hbar^{2}}{M Z}\right)^{\left(\frac{n_{i}+2}{n+2}\right)} \\
& t_{1}=R\left(M Z / \hbar^{2}\right)^{1 /(n+2)}, t_{2}=V_{c}\left(M / \hbar^{2}\right)\left(\hbar^{2} / M Z\right)^{2 /(n+2)} \tag{8.32}
\end{align*}
$$

Therefore, as in other cases, for given values of the parameters $Z, Z_{i}, R, V_{c}$, the Rényi entropy sum depends on $Z_{i} / Z^{\left(n_{i}+2\right) /(n+2)}, t_{1}, t_{2}$.

### 8.3.5 Onicescu Energies

The Onicescu energies [15] in position and momentum spaces are

$$
\begin{equation*}
E_{r}=\int[\rho(r)]^{2} d^{3} r, \quad E_{p}=\int[\gamma(p)]^{2} d^{3} p \tag{8.33}
\end{equation*}
$$

Using the relations in (8.22), we get

$$
\begin{align*}
& E_{r}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=\frac{1}{\lambda^{3}} E_{r}\left(1,1, s_{i}, t_{1}, t_{2}\right)  \tag{8.34}\\
& E_{p}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=\lambda^{3} E_{p}\left(1,1, s_{i}, t_{1}, t_{2}\right)
\end{align*}
$$

which imply that the Onicescu energy product $E_{r p}=E_{r} E_{p}$ satisfies the relation

$$
\begin{align*}
& E_{r p}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=E_{r p}\left(1,1, s_{i}, t_{1}, t_{2}\right), \quad s_{i}=\frac{M}{\hbar^{2}} Z_{i}\left(\frac{\hbar^{2}}{M Z}\right)^{\left(\frac{n_{i}+2}{n+2}\right)} \\
& \quad t_{1}=R\left(M Z / \hbar^{2}\right)^{1 /(n+2)}, t_{2}=V_{c}\left(M / \hbar^{2}\right)\left(\hbar^{2} / M Z\right)^{2 /(n+2)} \tag{8.35}
\end{align*}
$$

In this case also, for given values of the parameters $Z, Z_{i}, R, V_{c}$, the Onicescu energy product depends on $Z_{i} / Z^{\left(n_{i}+2\right) /(n+2)}, t_{1}, t_{2}$.

### 8.3.6 Tsallis Entropy

The Tsallis entropies [16] in position and momentum spaces are

$$
\begin{align*}
& T_{r}=\frac{1}{q-1}\left[1-\int[\rho(r)]^{q} d^{3} r\right], \quad T_{p}=\frac{1}{m-1}\left[1-\int[\gamma(p)]^{m} d^{3} p\right] \\
& \quad \frac{1}{q}+\frac{1}{m}=2 \tag{8.36}
\end{align*}
$$

We consider the integral terms

$$
\begin{align*}
& J_{r}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=\int[\rho(r)]^{q} d^{3} r  \tag{8.37}\\
& J_{p}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=\int[\gamma(p)]^{m} d^{3} p
\end{align*}
$$

Using the relations in (8.22), we get

$$
\begin{align*}
& J_{r}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=\lambda^{3-3 q} J_{r}\left(1,1, s_{i}, t_{1}, t_{2}\right) \\
& J_{p}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=\lambda^{3 m-3} J_{p}\left(1,1, s_{i}, t_{1}, t_{2}\right) \tag{8.38}
\end{align*}
$$

Then one obtains for the ratio,

$$
\begin{align*}
& J_{p / r}\left(\hbar^{2} / M, Z, Z_{i}, R, V_{c}\right)=J_{p / r}\left(1,1, s_{i}, t_{1}, t_{2}\right), \quad J_{p / r}=\frac{J_{p}^{1 / 2 m}}{J_{r}^{1 / 2 q}}, \frac{1}{m}+\frac{1}{q}=2 \\
& s_{i}=\frac{M}{\hbar^{2}} Z_{i}\left(\frac{\hbar^{2}}{M Z}\right)^{\left(\frac{n_{i}+2}{n+2}\right)}, t_{1}=R\left(M Z / \hbar^{2}\right)^{1 /(n+2)} \\
& t_{2}=V_{c}\left(M / \hbar^{2}\right)\left(\hbar^{2} / M Z\right)^{2 /(n+2)} \tag{8.39}
\end{align*}
$$

Therefore in this case also, for given values of the parameters $Z, Z_{i}, R, V_{c}$, the ratio of Tsallis entropies depends on $Z_{i} / Z^{\left(n_{i}+2\right) /(n+2)}, t_{1}, t_{2}$.

### 8.3.7 Statistical Complexity Measure

A couple of statistical measures of complexity [49-52] has been used to study the complexity of electronic systems. A given measure becomes significant when a rigorous bound on it is known to exist. In this letter, we focus on the LMC (López-Ruiz-Mancini-Calbet) complexity [49, 50], $C_{L M C}$, with the aim of deriving a general lower bound for it.

Consider a $D$-dimensional distribution function $f(\mathbf{r})$, with $f(\mathbf{r})$ nonnegative and $\int f(\mathbf{r}) d \mathbf{r}=1 ; \mathbf{r}$ stands for $r_{1}, \ldots, r_{D}$. The Shannon entropy [5, 6] and the Shannon entropy power are defined as

$$
\begin{align*}
S_{f} & =-\int f(\mathbf{r}) \ln f(\mathbf{r}) d \mathbf{r}  \tag{8.40}\\
H_{f} & =e^{S_{f}} \tag{8.41}
\end{align*}
$$

respectively. The so called disequilibrium $D$ has the form

$$
\begin{equation*}
D_{f}=\int f^{2}(\mathbf{r}) d \mathbf{r} \tag{8.42}
\end{equation*}
$$

The definition of the LMC complexity measure is [49, 50]

$$
\begin{equation*}
C_{L M C}=H . D . \tag{8.43}
\end{equation*}
$$

The form of $C_{L M C}$ is designed such that it vanishes for the two extreme probability distributions corresponding to perfect order $(H=0)$ and maximum disorder ( $D=0$ ). It is known [49,50] that the complexity corresponding to probability distributions given by rectangular, triangular, Gaussian and exponential functions in one-dimensional position space is given by $1,(2 / 3)\left(e^{1 / 2}\right),\left(e^{1 / 2}\right) / 2$, and $e / 2$, respectively. The rectangular probability distribution, by definition, corresponds to the minimum statistical complexity. We shall now derive the lower bound for $C_{L M C}$ corresponding to a given one-electron density.

### 8.3.8 Lower Bound on LMC Complexity

To derive a lower bound for the LMC complexity we cite Theorem 2 in the reference [53]. The position-space entropy $\tilde{S}_{\varrho}$ of an $N$-electron system in a physical state characterized by the (normalized to $N$ ) one-electron density $\varrho(\mathbf{r})$ fulfills the inequality

$$
\begin{equation*}
\tilde{S}_{\varrho}+\langle\ln g(\mathbf{r})\rangle \leq N \ln \left(\frac{\int g(\mathbf{r}) d \mathbf{r}}{N}\right), \tag{8.44}
\end{equation*}
$$

where $g(\mathbf{r})$ is an arbitrary positive function. From the relationship between the Shannon entropies coming from densities normalized to 1 and $N$ [53]:

$$
\begin{equation*}
S_{f}=\frac{\tilde{S}_{\varrho}}{N}+\ln N \tag{8.45}
\end{equation*}
$$

Table 8.1 A compilation of the definitions of quantum mechanical uncertainty principle, information theoretical uncertainty-like relationships and LMC statistical complexity measure

Heisenberg Uncertainty Measure

Shannon Information Entropy Sum

Fisher Information Measure Product

Onicescu information product

Rényi entropy sum

Tsallis entropy ratio

Fisher Shannon Plane

Statistical Complexity Measure
$\sigma_{\mathbf{r}}^{2} \sigma_{\mathbf{p}}^{2}=\left\langle(\mathbf{r}-\langle\mathbf{r}\rangle)^{2}\right\rangle\left\langle(\mathbf{p}-\langle\mathbf{p}\rangle)^{2}\right\rangle$,
$S_{r}=-\int \rho(\mathbf{r}) \ln \rho(\mathbf{r}) d \mathbf{r}$
$S_{p}=-\int \rho(\mathbf{p}) \ln \rho(\mathbf{p}) d \mathbf{p}$
$S_{T}=S_{r}+S_{p} \geq D(1+\ln \pi)$
$I_{r}=\int \frac{|\nabla \rho(\mathbf{r})|^{2}}{\rho(\mathbf{r})} d \mathbf{r}, I_{p}=\int \frac{|\nabla \rho(\mathbf{p})|^{2}}{\rho(\mathbf{p})} d \mathbf{p}$
$E_{r}=\int[\rho(\mathbf{r})]^{2} d \mathbf{r}, E_{p}=\int[\gamma(\mathbf{p})]^{2} d \mathbf{p}$
$H_{\alpha}^{(r)}=\frac{1}{1-\alpha} \ln \int[\rho(\mathbf{r})]^{\alpha} d \mathbf{r}$
$H_{\alpha}^{(p)}=\frac{1}{1-\alpha} \ln \int[\gamma(\mathbf{p})]^{\alpha} d \mathbf{p}$
$T_{n}^{(r)}=\frac{1}{n-1}\left[1-J_{n}^{(r)}\right], T_{q}^{(p)}=\frac{1}{q-1}\left[1-J_{q}^{(p)}\right]$
$J_{n}^{(r)}=\int[\rho(\mathbf{r})]^{n} d \mathbf{r}, J_{q}^{(p)}=\int[\gamma(\mathbf{p})]^{q} d \mathbf{p}$
$J_{p / r}=\frac{\left(J_{q}^{(p)}\right)^{1 / 2 q}}{\left(J_{n}^{(r)}\right)^{1 / 2 n}}$
$N_{r}=\frac{1}{\pi e} e^{2 S_{r} / 3}, N_{p}=\frac{1}{\pi e} e^{2 S_{p} / 3}, N_{r} I_{r}$ and $N_{p} I_{p}$
$C_{r}=e^{S_{r}} E_{r}, C_{p}=e^{S_{p}} E_{p}$
and taking $g=f^{2}$, we obtain the inequality

$$
\begin{equation*}
S_{f}+\ln \left(\int f^{2}(\mathbf{r}) d \mathbf{r}\right) \geq 0 . \tag{8.46}
\end{equation*}
$$

From the definition of the LMC complexity (8.43) we obtain the upper bound

$$
\begin{equation*}
\ln C_{L M C} \geq 0 \tag{8.47}
\end{equation*}
$$

or

$$
\begin{equation*}
C_{L M C} \geq 1 . \tag{8.48}
\end{equation*}
$$

It is to be noted that the scaling properties of $C_{L M C}$ in either the position or momentum space are identical to that of the Heisenberg Uncertainty product and the other composite information theoretical measures such as the sum of Shannon entropy, $S_{T}$ and the Fisher information product $I_{r} I_{p}$.

The various information theoretical measures considered by us [54-68] have been compiled in Table 8.1.

In Table 8.2 we present the scaling properties of the Heisenberg uncertainty product corresponding to a selected group of potentials studied till date by us [54-68] using the procedure described under Sect. 8.3 wherein the new results have been presented for the spherically symmetric polynomial potential with finite barrier heights.

Table 8.2 A compilation of the scaling properties of the various measures of uncertainty and complexity as listed under Table 8.1

```
\(V_{\text {Hydrogenic }}(r)=-\frac{Z}{r}+\frac{a}{r^{2}}\)
\(V_{\text {Mod. Yukawa }}(r)\)
    \(=-\left[Z \frac{e^{-\mu r}}{r}+\sum_{i} c_{i} Z \frac{e^{-s_{i} \mu r}}{r}\right] \cos (b \mu r)+\frac{a}{r^{2}}\)
```

$V_{\text {Mod. Hulthen }}(r)$

$$
=-\left[Z \frac{\mu}{e^{\mu r}-1}+\sum_{i} c_{i} Z \frac{s_{i} \mu}{e^{s_{i} \mu r}-1}\right] \cos (b \mu r)+\frac{a}{r^{2}}
$$

$V_{\text {Truncated } \operatorname{Coulomb}}(r)=-\left[\frac{Z}{\left(r^{q}+\beta^{q}\right)^{\frac{1}{q}}}\right]$
$V_{3 \mathrm{D} \mathrm{HO}}(r)=\frac{k r^{2}}{2}+\frac{a}{r^{2}}$
$V_{\text {Pöschl-Teller }}(r)=-Z \operatorname{sech}^{2}(\mu r)$
$V_{\text {Morse }}(r)=Z\left[e^{-2 \mu\left(r-r_{0}\right)}-2 e^{-\mu\left(r-r_{0}\right)}\right]$
$V_{\text {Sum of Power }}(r)=Z r^{n}+\sum_{i} Z_{i} r^{n_{i}}$
$V_{\mathrm{BH}}(r)=-\frac{Z e^{2}}{4 \pi \epsilon_{0} r}+\frac{e B}{m} L_{z}+\frac{e^{2} B^{2}}{2 m} r^{2} \sin ^{2} \theta$
$+e F r \cos \theta$

$$
\begin{aligned}
& \sigma_{\mathbf{r}}^{2} \sigma_{\mathbf{p}}^{2}=\hbar^{2} g_{1}\left(M a / \hbar^{2}\right) g_{2}\left(M a / \hbar^{2}\right) \\
& f_{1}\left(\hbar^{2} \mu / M Z, M a / \hbar^{2}, c_{i}, s_{i}, b\right) \\
& \quad \times f_{2}\left(\hbar^{2} \mu / M Z, M a / \hbar^{2}, c_{i}, s_{i}, b\right)
\end{aligned}
$$

$$
\sigma_{\mathbf{r}}^{2} \sigma_{\mathbf{p}}^{2}=\hbar^{2} f_{1}\left(\hbar^{2} \mu / M Z, M a / \hbar^{2}, c_{i}, s_{i}, b\right)
$$

$$
\times f_{2}\left(\hbar^{2} \mu / M Z, M a / \hbar^{2}, c_{i}, s_{i}, b\right)
$$

$$
\sigma_{\mathbf{r}} \sigma_{\mathbf{p}}=\hbar g_{1}(s) g_{2}(s), s=\frac{M Z \beta}{\hbar^{2}}
$$

$$
\sigma_{\mathbf{r}} \sigma_{\mathbf{p}}=\hbar\left(2 n+l^{\prime}+3 / 2\right)
$$

$$
\times\left[1-\frac{2 M a / \hbar^{2}}{\left(l^{\prime}+1 / 2\right)\left(2 n+l^{\prime}+3 / 2\right)}\right]^{1 / 2}
$$

$$
\sigma_{\mathbf{r}} \sigma_{\mathbf{p}}=\hbar g_{1}(s) g_{2}(s), s=\frac{\hbar \mu}{\sqrt{M Z}}
$$

$$
g_{4}\left(s_{1}, s_{2}\right) g_{5}\left(s_{1}, s_{2}\right), s_{1}=\hbar \mu / \sqrt{M Z}
$$

$$
s_{2}=r_{0} \sqrt{M Z} / \hbar
$$

$$
g_{1}\left(s_{i}\right) g_{2}\left(s_{i}\right), s_{i}=\frac{M}{\hbar^{2}} Z_{i}\left(\frac{\hbar^{2}}{M Z}\right)^{\left(\frac{n_{i}+2}{n+2}\right)}
$$

$$
f_{1}\left(s_{1}\right) f_{2}\left(s_{2}\right), s_{1}=\frac{B \hbar^{3}\left(4 \pi \epsilon_{0}\right)^{2}}{Z^{2} m^{2} e^{3}}
$$

$$
s_{2}=\frac{F \hbar^{4}\left(4 \pi \epsilon_{0}\right)^{3}}{Z^{3} e^{5} m^{2}}
$$

### 8.4 Conclusions

Using the dimensional analysis, we have studied the scaling properties of the Heisenberg Uncertainty principle and a set of information theoretical uncertaintylike relationships for the bound states corresponding to several useful model potentials in chemical physics. Such results enrich our understanding of the potential $\rightarrow$ electron probability density $\rightarrow$ uncertainty-like bounds defined in the position and momentum spaces describing the physical systems. Further, except in a very limited number of potentials where the exact solutions are known, the presently derived results can be used to test the accuracy of the approximate wave functions.
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# Chapter 9 <br> Chemical Information from Information Discrimination and Relative Complexity 

Alex Borgoo, Paul Geerlings, and K.D. Sen


#### Abstract

Following the spirit of the Hohenberg-Kohn theorems of DFT, the atomic and molecular density functions are used as the key parameters to extract chemical information. The functional form of the Kullback-Leibler relative information measure permitted the construction of density functionals, which along with the choice of a good reference density, for example, noble gas elements, is shown to reveal the periodicity in Mendeleev's table. Similarly, the specific choice of the transition state as reference, leads to valuable information on the chemically interesting reaction profiles. The investigation of atomic complexity measures is reported in terms of the non-relativistic and relativistic shape electron densities. Such an analysis leads to the interesting result that the atomic complexity derived from the relativistic electron density increases with atomic number whereas a saturation value is attained when the non-relativistic density is employed. It is shown that a relative complexity measure can be defined which reflects the diversity of electron density functions with respect to a reference atom as the sub shells are filled across the periodic table.


### 9.1 Introduction

The density functional theory (DFT) forms the basis of the most widely used computational tools in quantum chemistry today. The DFT is based on the HohenbergKohn theorems [1]. According to its most common understanding, the $N$-electronic system is completely specified by its ground state electron density function. In other words an atom's or a molecule's energy-and in fact any other physical propertycan be determined by evaluating a density functional. However, the construction of a functional, which corresponds to a given physical property, has proven to be very difficult. Moreover, to the present day no general and systematic way for constructing such functionals has been established. Although energy functionals, which are

[^8]accurate enough for numerous practical purposes, have been around for some time now, the complicated rationale and the everlasting search for even more accurate energy functionals are proof of the difficulties encountered when constructing such functionals. In the domain of conceptual DFT, where chemical reactivity is investigated, a scheme for the construction of functionals, based on derivatives of the energy with respect to the number of electrons and/or the external potential, has proven very successful [2,3]. In such studies, an intimate connection between the electronic probability density and the statistical thermodynamics principles is established. To the extent that the quantum mechanical uncertainty principle dictates the electronic probability distribution of atoms and molecules, it is hardly surprising that the ideas for the construction of chemically interesting functionals have also originated from information theory and statistical mathematics. This connection is generally to be attributed to the existence of several information theoretical uncertainty-like measures defined in terms of the electron density function, rather than the quantum mechanical expectation values. Information theoretical concepts found their way into chemistry during the seventies of last century. They were introduced to investigate experimental and computed energy distributions from molecular collision experiments. The purpose of the information theoretical approach was to measure the significance of theoretical models and conversely to decide which parameters should be investigated to gain the best insight into the actual distribution. For an overview of this approach to molecular reaction dynamics, we refer to Levine's work [4]. Although the investigated energy distributions have little relation with electronic wave functions and density functions, the same ideas and concepts found their way to quantum chemistry and the chemical reactivity studies which are an important study field of it. As mentioned above, this was stimulated by the fact that atoms and molecules can be described by their density function, which is ultimately a probability distribution. Since the first applications of information theoretical concepts in quantum chemistry described in the pioneering work of Sears, Parr and Dinur [5] many applications of information theoretical concepts to investigate wave functions and density functions, have been reported. In [6] Gadre gives a detailed review of the original ideas behind and the literature on "Information Theoretical Approaches to Quantum Chemistry". To motivate our work in this field I paraphrase the author's concluding sentence:

> "Thus it is felt that the information theoretical principles will continue to serve as powerful guidelines for predictive and interpretive purposes in quantum chemistry."

One of the most important and basic cornerstones of chemistry is the periodic table of elements revealing the periodicity of atomic properties starting with e.g. the shell structure of atoms. Its recovery on the basis of the electron density alone can be considered a significant result. In an information theoretical context, the periodicity revealing functional can be interpreted as a quantification of the amount of information in a given atom's density function, missing from the density function of the noble gas atom which precedes it in the periodic table. In the same spirit, the concept of complexity has been taken under consideration for the investigation
of electron density functions. Complexity has appeared in many fields of scientific inquiry e.g. physics, statistics, biology, computer science end economics [7]. At present there does not exist a general definition which quantifies complexity, however several attempts have been made. For us, two of these stands out due to its functional form and their link with information theory. In this chapter we present a review of the work done in the Brussels group which illustrates how a variety of chemically interesting information theoretical functionals of electron density could be constructed. In all cases, extensive quantitative tests are presented in order to test the suitability of such constructions.

Throughout this chapter it becomes clear that different information and complexity measures can be used to distinguish electron density functions. Their evaluation and interpretation for atomic and molecular density functions gradually gives us a better understanding of how the density function carries physical and chemical information. This exploration of the density function using information measures teaches us to read this information.

Before going into more details about our research [8-11] several concepts should be formally introduced. For our research, which deals with applications of functional measures to atomic and molecular density functions, a brief discussion of these measures should suffice. The theoretical sections are followed by an in depth discussion of our results. In the concluding section we formulate general remarks and some perspectives.

### 9.2 Shannon's Measure: An Axiomatic Definition

In 1948 Shannon constructed his information measure-also referred to as "en-tropy"-for probability distributions according to a set of characterizing axioms [12]. A subsequent work showed that, to obtain the desired characterization, Shannon's original four axioms should be completed with a fifth one [13]. Different equivalent sets of axioms exist which yield Shannon's information measure. The original axioms, with the necessary fifth, can be found in [14]. Here we state the set of axioms described by Kinchin [6, 15].

For a stochastic event with a set of $n$ possible outcomes (called the event space) $\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$ where the associated probability distribution $P=\left\{P_{1}, P_{2}, \ldots, P_{n}\right\}$ with $P_{i} \geq 0$ for all $i$ and $\sum_{i=1}^{n} P_{i}=1$, the measure $S$ should satisfy:

1. the entropy functional $S$ is a continuous functional of $P$;
2. the entropy is maximal when $P$ is the uniform distribution i.e. $P_{i}=1 / n$;
3. the entropy of independent schemes are additive i.e. $S\left(P_{A}+P_{B}\right)=S\left(P_{A}\right)+$ $S\left(P_{B}\right)$ (a weaker condition for dependent schemes exists);
4. adding any number of impossible events to the event space does not change the entropy i.e. $S\left(P_{1}, P_{2}, \ldots, P_{n}, 0,0, \ldots, 0\right)=S\left(P_{1}, P_{2}, \ldots, P_{n}\right)$.

It can be proven [15] that these axioms suffice to uniquely characterize Shannon's entropy functional

$$
\begin{equation*}
S=-k \sum_{i} P_{i} \log P_{i} \tag{9.1}
\end{equation*}
$$

with $k$ a positive constant. The sum runs over the event space i.e. the entire probability distribution. In physics, expression (9.1) also defines the entropy of a given macro-state, where the sum runs over all micro-states and where $P_{i}$ is the probability corresponding to the $i$-th micro-state. The uniform distribution possesses the largest entropy indicating that the measure can be considered as a measure of randomness or uncertainty, or alternatively, it indicates the presence of information.

When Shannon made the straightforward generalization for continuous probability distributions $P(x)$

$$
\begin{equation*}
S[P(x)]=-k \int P(x) \log P(x) d x \tag{9.2}
\end{equation*}
$$

he noticed that the obtained functional depends on the choice of the coordinates. This is easily demonstrated for an arbitrary coordinate transformation $y=g(x)$, by employing the transformation rule for the probability distribution $p(x)$

$$
\begin{equation*}
q(y)=p(x) J^{-1} \tag{9.3}
\end{equation*}
$$

and the integrandum

$$
\begin{equation*}
d y=J d x \tag{9.4}
\end{equation*}
$$

where $J$ is the Jacobian of the coordinate transformation and $J^{-1}$ its inverse. The entropy hence becomes

$$
\begin{equation*}
\int q(y) \log (q(y)) d y=\int p(x) \log \left(p(x) J^{-1}\right) d x \tag{9.5}
\end{equation*}
$$

where the residual $J^{-1}$ inhibits the invariance of the entropy. Although Shannon's definition lacks invariance and although it is not always positive, it generally performs very well. Moreover, its fundamental character is emphasized by Jaynes's maximum entropy principle, which permits the construction of statistical physics, based on the concept of information [16, 17]. In the last decade several investigations of the Shannon entropy in a quantum chemical context have been reported. Those relevant to our research are discussed in more detail below.

### 9.3 Kullback-Leibler Missing Information

Kullback-Leibler's information deficiency was introduced in 1951 as a generalization of Shannon's information entropy [18]. For a continuous probability distribution $P(x)$, relative to the reference distribution $P_{0}(x)$, it is given by

$$
\begin{equation*}
\Delta S\left[P(x) \mid P_{0}(x)\right]=\int P(x) \log \frac{P(x)}{P_{0}(x)} d x \tag{9.6}
\end{equation*}
$$

As can easily be seen from expression (9.5), the introduction of a reference probability distribution $P_{0}(x)$ yields a measure independent of the choice of the coordinate system. The Kullback-Leibler functional quantifies the amount of information which discriminates $P(x)$ from $P_{0}(x)$. In other words, it quantifies the distinguishability of the two probability distributions. Sometimes it can be useful to see $\Delta S\left[P(x) \mid P_{0}(x)\right]$ as the distance in information from $P_{0}$ to $P$, although strictly speaking the lack of symmetry under exchange of $P(x)$ and $P_{0}(x)$ makes it a directed divergence.

Kullback-Leibler's measure is an attractive quantity from a conceptual and formal point of view. It satisfies the important properties positivity, additivity, invariance, respectively:

1. $\Delta S\left[P(x) \mid P_{0}(x)\right] \geq 0$;
2. $\Delta S\left[P(x, y) \mid P_{0}(x, y)\right]=\Delta S\left[P(x) \mid P_{0}(x)\right]+\Delta S\left[P(y) \mid P_{0}(y)\right]$ for independent events i.e. $P(x, y)=P(x) P(y)$;
3. $\Delta S\left[P(y) \mid P_{0}(y)\right]=\Delta S\left[P(x) \mid P_{0}(x)\right]$ if $y=f(x)$.

Besides the lack of symmetry, the Kullback-Leibler functional has other formal limitations e.g. it is not bound, nor is it always well defined. In [19] the lack of these properties was addressed and the Jensen-Shannon divergence was introduced as a symmetrized version of Kullback-Leibler's functional. In [20] the Jensen-Shannon distribution was first proposed as a measure of distinguishability of two quantum states. Chatzisavvas et al. investigated the quantity for atomic density functions [21].

For our investigation of atomic and molecular density functions, as carrier of physical and chemical information, we constructed functionals based on the definition of information measures. In the Sects. 9.5-9.11 below, the research is discussed in depth.

### 9.4 Fisher Information

The Fisher information was originally introduced in statistical estimation theory [22]. Fisher's functional was constructed to express the amount of information a data sample, with a given parametric distribution model, contains about the parameters. We limit ourselves to the relevant so-called diagonal form of Fisher's measure and write for an univariate probability distribution $P(x)$

$$
\begin{equation*}
I[P(x)]=\int \frac{[\nabla P(x)]^{2}}{P(x)} d x \tag{9.7}
\end{equation*}
$$

This functional is also known as the "intrinsic accuracy" and it measures the "narrowness" of the probability distribution.

As stated in [5], Fisher's measure for accuracy or narrowness (9.7) and Shannon's measure for randomness or spread (9.2), can be considered as two sides of the same coin. Since the first application by Parr, Sears and Dinur [5], where the quantum mechanical kinetic energy was expressed as an information measure of the electron density function, numerous studies involving Fisher's functional have
been reported. Whilst a thorough mathematical treatment of the Fisher information measure lies beyond the scope of this thesis, the fact that the measure provides a functional which can be interpreted and linked with physical properties is of great interest. The functional, like others in this chapter, provides a way of analyzing the density function.

### 9.5 Reading Chemical Information from the Atomic Density Functions

### 9.5.1 Introduction

This section contains a detailed description of our research on the recovery of the periodicity of Mendeleev's Table. The novelty in this study is that we managed to generate the chemical periodicity of Mendeleev's table in a natural way, by constructing and evaluating a density functional. As reported earlier in [23], the comparison of atomic density functions on the basis of a quantum similarity index (using the $\delta\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)$ operator), masks the periodic patterns in Mendeleev's table. On the other hand, the importance of the periodicity, as one of the workhorses in chemistry, can hardly be underestimated. Due to the Hohenberg-Kohn theorems, the electron density can be considered as the basic carrier of information, although, for many properties it is unknown how to extract the relevant information from the density function. This prompted us to investigate whether the information measures, which gained a widespread attention by the quantum chemical community, could be used to help extract chemical information from atomic density functions in general and help to regain chemical periodicity in particular.

Gadre and Sears for example studied the near Hartree-Fock information entropy $S=-\int \rho(\mathbf{r}) \log \rho(\mathbf{r}) d \mathbf{r}$ and its analogue in momentum space [24]. Fazal presented an overview of computations on the Shannon entropy of the 1-normalized density $S=-\int \sigma(\mathbf{r}) \log \sigma(\mathbf{r}) d \mathbf{r}$ [25]. Nagy and Parr [26] argued that information entropy gives a measure for the quality of an approximate electron wave function. Finally the important work of Nalewajski and Parr [27] should be mentioned, pointing out that the Kullback-Leibler entropy deficiency promotes Hirshfeld's [28] stockholder procedure as a natural way to generate atomic charges.

In this study we used ground state density functions obtained from the numerical $L S$-dependent Hartree-Fock scheme For a thorough discussion on atomic density functions and a code to calculate them, we refer to [29].

### 9.5.2 Construction and Evaluation of the Functional

A point of major interest in recent literature on the information theory approach is the information discrimination (9.6). Use of this functional necessitates the choice
of a reference density $P_{0}(x)$. Still concentrating on the electron density as an information carrier we chose $P_{0}(x)$ in a way which bears analogy to the way Sanderson formulated his electronegativity scale [30]. Sanderson based his reasoning on the average electron density of a given atom $A$

$$
\begin{equation*}
E D_{A}=\frac{Z_{A}}{\frac{4}{3} \pi r_{A}^{3}} \tag{9.8}
\end{equation*}
$$

where $Z_{A}$ is the atomic number and $r_{A}$ the covalent radius. The corresponding value for a (hypothetical) noble gas atom with the same number of electrons, obtained by linear interpolation between the noble gases, is denoted as $E D_{0}$. The ratio

$$
\begin{equation*}
S_{A}=\frac{E D_{A}}{E D_{0}} \tag{9.9}
\end{equation*}
$$

was called the stability ratio for atom $A$ and put in relation with the electronegativity of atom $A$ on the basis of the compactness of the electron cloud, reflecting, in a present-day terminology, its shape. In the same vein we considered as reference density in (9.6) the renormalized noble gas density of the row preceding the considered atom. The quantity to be evaluated then becomes

$$
\begin{equation*}
\Delta S_{A}^{\rho} \equiv \Delta S\left[\rho_{A}(\mathbf{r}) \mid \rho_{0}(\mathbf{r})\right]=\int \rho_{A}(\mathbf{r}) \log \frac{\rho_{A}(\mathbf{r})}{\frac{N_{A}}{N_{0}} \rho_{0}(\mathbf{r})} d \mathbf{r} \tag{9.10}
\end{equation*}
$$

with $\rho_{0}(\mathbf{r})$ the density of the reference noble gas, scaled by the factor $\frac{N_{A}}{N_{0}}$ to yield upon integration the same number of electrons as in atom $A$, characterised by $\rho_{A}(\mathbf{r})$. It is easily seen that the integrand in (9.10) can be rewritten in a way that the shape functions $\sigma_{A}(\mathbf{r})$ and $\sigma_{0}(\mathbf{r})$, appear in $\Delta S_{A}^{\rho}$

$$
\begin{equation*}
\Delta S_{A}^{\rho} \equiv \Delta S\left[\rho_{A}(\mathbf{r}) \mid \rho_{0}(\mathbf{r})\right]=\int \rho_{A}(\mathbf{r}) \log \frac{\sigma_{A}(\mathbf{r})}{\sigma_{0}(\mathbf{r})} d \mathbf{r} \tag{9.11}
\end{equation*}
$$

Figure 9.1 indicates that a $\Delta S_{A}^{\rho}$ versus $Z$ plot reveals periodicity to some extent. Intuitively we can consider the data as reflecting the difference between the information content of an atom when the information of the inner (completely filled) shells has been removed, by putting it in the reference density. So essentially information on the valence electrons is displayed, the noble gas considered having the same core as the atom under consideration.

Note however that in (9.11) an explicit dependency of $\Delta S_{A}^{\rho}$ on $N_{A}$ is observed as $\rho_{A}(\mathbf{r})=\sigma_{A}(\mathbf{r}) N_{A}$. This behavior might be at the origin of the similar steepness of the curves belonging to first, second, third and fourth row atoms.

It is tempting to eliminate the $N_{A}$ dependency, easily justified by building the theory directly in terms of shape functions, yielding

$$
\begin{equation*}
\Delta S_{A}^{\sigma} \equiv \Delta S\left[\sigma_{A}(\mathbf{r}) \mid \sigma_{0}(\mathbf{r})\right]=\int \sigma_{A}(\mathbf{r}) \log \frac{\sigma_{A}(\mathbf{r})}{\sigma_{0}(\mathbf{r})} d \mathbf{r} \tag{9.12}
\end{equation*}
$$

Figure 9.2 now shows that periodicity is more pronounced coupled to the fact that the distance between points in a given period is decreasing gradually from first


Fig. 9.1 Kullback-Leibler information (9.11) versus $Z$ for atomic densities with the noble gas of the previous row as reference


Fig. 9.2 Kullback-Leibler information (9.12) versus $Z$ for atomic shape functions with the noble gas of the previous row as reference
to fourth row. One hereby regains one of the basic characteristics of the Periodic Table namely that the evolution in (many) properties through a given period slows down when going down in the Table. The decrease in slope of the four curves is a further illustration.

### 9.5.3 Conclusion

As reported earlier in [23], $L S$-dependent numerical Hartree-Fock densities for atoms H-Xe combined in a similarity index with a Dirac-delta function separation operator yield a nearest neighbour dominated similarity, masking periodicity. Introduction of the information discrimination concept with reference to the noble gas atom of the previous row leads to periodicity, with more pronounced results when densities are replaced by shape functions throughout. The present study also highlights the importance of the choice of the reference used to discriminate information in (9.12), which in our work has been fixed as the noble gas density of the previous row in the periodic table. As shown above the chemically intuitive choice of the reference density plays a key role in unmasking the periodicity in the table of Mendeleev.

The final result can be translated in the gain of information that valence electrons bear in their shape as compared to that of the noble gas with the same core. This result indicates the importance of the shape function as carrier of physical information.

### 9.6 Information Theoretical QSI

### 9.6.1 Introduction

Continuing the search for periodic patterns based on similarity measures motivated by the results obtained in an information theoretical frame work in Sect. 9.5, we will now combine the ideas from quantum similarity and information theory to construct an information theoretical similarity measure.

### 9.6.2 Construction of the Functional

In Sect. 9.5 we reported on the information entropy of atomic density and shape functions respectively defined as (9.11) and (9.12). As motivated above we set the density function of the reference equal to the density of the noble gas preceding the atom under investigation in the periodic table, scaled by the factor $\frac{N_{A}}{N_{0}}$, where $N_{A}$
and $N_{0}$ are the number of electrons, respectively of atom $A$ and its reference. In this way the reference density $\rho_{0}(\mathbf{r})$ and $\rho_{A}(\mathbf{r})$, the density of atom $A$, yield the same number of electrons upon integration. In the previous section we demonstrated that these quantities reflect the periodic evolution of chemical properties in the Periodic Table and that Kullback's interpretation can be formulated in terms of chemical information stored in the density functions when we make this particular choice for the prior densities.

Following the conclusions in the previous section, one can see that it would be interesting to compare the information entropy, evaluated locally as

$$
\begin{equation*}
\Delta S_{A}^{\rho}(\mathbf{r}) \equiv \rho_{A}(\mathbf{r}) \log \frac{\rho_{A}(\mathbf{r})}{\frac{N_{A}}{N_{0}} \rho_{0}(\mathbf{r})} \tag{9.13}
\end{equation*}
$$

for two atoms by use of a quantum similarity measure (QSM). To that purpose the integrand in expression (9.12) is considered as a function, which gives the information entropy locally-at a given point $\mathbf{r}$. The construction of the corresponding QSM becomes straightforward by considering the overlap integral (with Dirac- $\delta$ as separation operator) of the local information entropies of two atoms $A$ and $B$

$$
\begin{equation*}
Z_{A B}(\delta)=\int \rho_{A}(\mathbf{r}) \log \frac{\rho_{A}(\mathbf{r})}{\frac{N_{A}}{N_{0}} \rho_{0}(\mathbf{r})} \rho_{B}(\mathbf{r}) \log \frac{\rho_{B}(\mathbf{r})}{\frac{N_{B}}{N_{0^{\prime}}} \rho_{0^{\prime}}(\mathbf{r})} d \mathbf{r} \tag{9.14}
\end{equation*}
$$

Now a quantum similarity index (QSI) can be defined by normalizing the QSM, i.e. $\mathrm{QSI}=\frac{Z_{A B}}{\sqrt{Z_{A A}} \sqrt{Z_{B B}}}$. The QSM and the normalized QSI give a quantitative way of studying the resemblance in the information carried by the valence electrons of two atoms. The obtained QSI trivially simplifies to a shape based expression

$$
\begin{equation*}
S I_{(\delta)}=\frac{\int \Delta S_{A}^{\sigma}(\mathbf{r}) \Delta S_{B}^{\sigma}(\mathbf{r}) d \mathbf{r}}{\sqrt{\int \Delta S_{A}^{\sigma}(\mathbf{r}) \Delta S_{A}^{\sigma}(\mathbf{r}) d \mathbf{r}} \sqrt{\int \Delta S_{B}^{\sigma}(\mathbf{r}) \Delta S_{B}^{\sigma}(\mathbf{r}) d \mathbf{r}}} \tag{9.15}
\end{equation*}
$$

The simplification can be generalized from the local information discrimination $\Delta S_{A}^{\rho}(\mathbf{r})$ to any expression $F^{\rho}(\mathbf{r})$, which is linear in $\rho$ (thus satisfying $F^{\rho}(\mathbf{r})=$ $N F^{\sigma}(\mathbf{r})$ ), as follows:

$$
\begin{equation*}
\frac{\int F_{A}^{\rho}(\mathbf{r}) F_{B}^{\rho}(\mathbf{r}) d \mathbf{r}}{\sqrt{\int F_{A}^{\rho}(\mathbf{r}) F_{A}^{\rho}(\mathbf{r}) d \mathbf{r}} \sqrt{\int F_{B}^{\rho}(\mathbf{r}) F_{B}^{\rho}(\mathbf{r}) d \mathbf{r}}}=\frac{\int F_{A}^{\sigma}(\mathbf{r}) F_{B}^{\sigma}(\mathbf{r}) d \mathbf{r}}{\sqrt{\int F_{A}^{\sigma}(\mathbf{r}) F_{A}^{\sigma}(\mathbf{r}) d \mathbf{r}} \sqrt{\int F_{B}^{\sigma}(\mathbf{r}) F_{B}^{\sigma}(\mathbf{r}) d \mathbf{r}}} \tag{9.16}
\end{equation*}
$$

In agreement with the fact that the shape function completely determines the properties of a system, the relevance of the QSI as a tool to compare physical properties of atomic electron density functions is confirmed. This characteristic distinguishes the QSI above, together with the Carbó QSI from other similarity measures. (For a recent overview about other similarity indices we refer to [31] and HodgkinRichards [32].)


Fig. 9.3 A selection of the results for $Z_{B}=82$ of the Information entropy QSI. The change of reference atom is still visible, but the periodicity is not regained

### 9.6.3 Evaluation of the Functional

In this section the results of the QSM and QSI, evaluated for shape functions of all pairs of atoms in the periodic table are discussed.

The evaluation of the information theory based QSM reveals a picture corresponding to the periodicity of Mendeleev's Table, which can be distinguished by for example selecting the results involving the density of Pb in Fig. 9.3. The results correspond to the evolution of chemical properties first of all in the sense that for each period the QSM increases gradually from the first column to the last. Ionization energy and hardness are properties which reveal a similar evolution throughout [33]. Secondly in the sense that neighbouring atoms with large nuclear charge differ less than neighbouring light atoms, e.g. the difference between the QSM values of two atoms in the first period is large in comparison to the difference in QSM between two neighbouring Lanthanides. The periodicity is regained throughout by the choice of the reference atoms, as it yields low QSM values for atoms similar to the chosen prior. One notes however that the QSM does not reveal results, which reach maxima when a given atom is compared with another atom of the same group. Moving to the QSI, the periodicity of the QSM is lost due to the normalization as illustrated by selection of results involving Pb in Fig. 9.4. The change of prior is still visible (gaps) at the positions where the prior changes, but the normaliza-


Fig. 9.4 A selection of the results of the information entropy QSI for $Z_{b}=82$. The change of reference atom is still visible, but the periodicity is not regained
tion blends out the clear periodic evolution of the QSM in graph 9.3. This leads to the conclusion that the normalization, which yielded the nearest neighbour effect for the Carbó, which were reported in [23], can overwhelm the characteristics of a QSM.

Changing the point of view, we can opt to investigate which atom of a given period of the table belongs to a certain column and in which way the atoms should be ordered within the period. This can be done by investigating the QSI with the top atoms of each column as prior. Formulated in terms of Kullback-Leibler information discrimination the following is evaluated. For instance, when we want to investigate the distance of the atoms $\mathrm{Al}, \mathrm{Si}, \mathrm{S}$ and Cl from the $N$-column (group Va ), we consider the information theory based QSI in expression (9.14), where the reference densities $\rho_{0}$ and $\rho_{0^{\prime}}$ are set to $\rho_{N}, \rho_{A}$ to $\rho_{A l}, \rho_{S i}, \rho_{P}$, etc. respectively and $\rho_{B}$ to $\rho_{P}$, i.e. we compare the information contained in the shape function of N to determine that of P , with its information on the shape function of $\mathrm{Al}, \mathrm{Si}, \mathrm{S}$, Cl . Due to the construction a 1 . is yielded for the element P and the other values for the elements to the left and to the right of the $N$-column decrease, as shown in Fig. 9.5. This pattern is followed for the periods 3 up to 6, taking $\mathrm{As}, \mathrm{Sb}$ and Bi as reference, with decreasing difference along a given period in accordance with the results above. Note that the difference from 1. remains small, due to the effect of the renormalization used to obtain the QSI.


Fig. 9.5 Results of the information theory based QSI with the atom on top of the column as prior. The symbol in the legend indicates the period of the investigated atom and the nuclear charge $Z$-axis indicates the column of the investigated atom. (For example Ga can be found as a square $Z=5$ )

### 9.6.4 Conclusion

In this study we reported on the development and calculation of a new information theory based quantum similarity measure (QSM) and the corresponding quantum similarity index (QSI) for atoms, using their density functions and shape functions. We showed that a QSM constructed with the Kullback-Leibler information deficiency looses its periodic character upon normalization. One might say that the normalisation renders the QSI insensitive to certain characteristics, clearly present in the QSM. To regain the periodicity with the information theory based QSM, the choice of the reference for each atom as the density of the noble gas of the previous row, normalized to the same number of electrons in the atom under investigation, is crucial. The results of the QSM are in agreement with chemical intuition in the sense that the difference in QSM of two successive light atoms is large in comparison to the difference in QSM of two successive heavy atoms, which reflects that light atoms next to each other in the table differ more than neighbouring heavy atoms. In particular, when looking at the results of Lanthanides and Actinides we find high similarities indeed. This interpretation is not regained by looking at the QSI, with the prior set to the noble gas atoms. It is rewarding that the comparison of information content of the shape function of a given top atom in a column with the atoms of the subsequent period(s) reveals another periodicity pattern.

### 9.7 Relativistic Effects on the Fisher Information

### 9.7.1 Introduction

The Shannon information entropy (9.2) and Fisher information measure (9.7) of a probability distribution are two of the most investigated measures of information. In this section they will be used to investigate the shape function of atoms. We shall thus refer all the information measures to the shape function. The Shannon information is then defined as

$$
\begin{equation*}
S=-\int \sigma(\mathbf{r}) \log \sigma(\mathbf{r}) d \mathbf{r} \tag{9.17}
\end{equation*}
$$

We note here that $S$ is a global measure of the spread of the probability density $\sigma(\mathbf{r})$. We shall denote the integrand in (9.17) as $s(\mathbf{r})$. The Fisher information (intrinsic accuracy) in the position space is defined as

$$
\begin{equation*}
I=\int \frac{[\nabla \sigma(\mathbf{r})]^{2}}{\sigma(\mathbf{r})} d \mathbf{r} \tag{9.18}
\end{equation*}
$$

The quantity $I$ measures the 'narrowness' of the electron distribution and presents itself as a local measure of the oscillations in $\sigma(\mathbf{r})$. The integrand in (9.18) will be denoted by $i(\mathbf{r})$. An equivalent form of $I$ has been proposed for atomic and molecular systems [34], which is given by

$$
\begin{equation*}
I^{\prime}=-\int\left[\nabla^{2} \sigma(\mathbf{r})\right] \log [\sigma(\mathbf{r})] d \mathbf{r} \tag{9.19}
\end{equation*}
$$

The integrand in (9.19) will be denoted by $i^{\prime}(\mathbf{r})$, distinguishing it from $i(\mathbf{r})$. Further, using an identity based on Green's theorem [35, 36], it has been shown [34] that (under the assumption that $-\sigma(\mathbf{r}) \log \sigma(\mathbf{r})$ is strongly decaying) an interesting relationship holds between the Shannon entropy density $s(\mathbf{r})$ and the "potential" derived from the Fisher information integrands $i(\mathbf{r})$ in (9.18) and $i^{\prime}(\mathbf{r})$ in (9.19). More specifically,

$$
\begin{equation*}
-\sigma(\mathbf{r}) \log [\sigma(\mathbf{r})]=-\sigma(\mathbf{r})+\frac{1}{4 \pi} \int \frac{i\left(\mathbf{r}^{\prime}\right)}{\left|\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\right|} d \mathbf{r}^{\prime}-\frac{1}{4 \pi} \int \frac{i^{\prime}\left(\mathbf{r}^{\prime}\right)}{\left|\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\right|} d \mathbf{r}^{\prime} \tag{9.20}
\end{equation*}
$$

and

$$
\begin{equation*}
S=-1+\frac{1}{4 \pi} \iint \frac{i\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r} d \mathbf{r}^{\prime}-\frac{1}{4 \pi} \iint \frac{i^{\prime}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r} d \mathbf{r}^{\prime} \tag{9.21}
\end{equation*}
$$

have been derived. The local function $-\sigma(\mathbf{r}) \log \sigma(\mathbf{r})$ is said to be strongly decaying if it falls faster than $1 / r$ and its derivative decays faster than $1 / r^{2}$. Numerical tests for the ground state atoms with atomic number $Z=2-18$ have been presented in [34], employing numerical Hartree-Fock densities, confirming the validity of (9.21).

In this study, we present the first calculations of expressions (9.18) and (9.19) for atoms $Z=1-103$, using the relativistic Dirac-Fock (DF) wave functions [37]. In addition to testing $(9.21),(9.20)$ has been studied, focusing on the evaluation at the nucleus $\mathbf{r}=\mathbf{0}$. In particular, we write

$$
\begin{equation*}
-\sigma(\mathbf{0}) \log [\sigma(\mathbf{0})]=-\sigma(\mathbf{0})+\frac{1}{4 \pi} \int \frac{i\left(\mathbf{r}^{\prime}\right)}{\mathbf{r}^{\prime}} d \mathbf{r}^{\prime}-\frac{1}{4 \pi} \int \frac{i^{\prime}\left(\mathbf{r}^{\prime}\right)}{\mathbf{r}^{\prime}} d \mathbf{r}^{\prime} \tag{9.22}
\end{equation*}
$$

This equality can be used to evaluate the difference between the two Fisher information potentials (second and third terms) at $\mathbf{r}=\mathbf{0}$ directly as $\sigma(\mathbf{0})[1-\log (\sigma(\mathbf{0})]$. Thus, the effective potential difference at the nucleus due to the density $\left(i(\mathbf{r})-i^{\prime}(\mathbf{r})\right)$ is completely defined in terms of the shape function at the nucleus. This result assumes further significance in the light of the importance of Fermi-contact interaction in the measurements of hyperfine interactions in atoms, molecules and solids $[38,39]$. The Fermi-contact term, which is directly proportional to $\sigma(\mathbf{0})$, is particularly sensitive to relativistic effects as a result of orbital and bond length contractions.

### 9.7.2 Calculations

In the present work, we have used the MDF/GME program of Desclaux and Indelicato [37] including both the magnetic and retardation part of the Breit interaction in the self-consistent process, but not the vacuum polarization under the option of a point nucleus. For the details about the DF density functions we refer to [40]. We employed both the finite and point nucleus options to generate the DF densities. We used the Z-dependent mesh with the "RHOMIN" parameter of the logarithmic mesh [22] as -16.0 . The non-relativistic HF densities are similar to those employed earlier [41] and are generated using Koga-Roothaan-Hartree-Fock wave functions [42, 43]. All the necessary integrals have been computed using numerical quadrature on the spherically averaged electron density.

### 9.7.3 Results and Conclusions

In Fig. 9.6, we displayed the results of our calculations of the equivalent $I$ and $I^{\prime}$ for neutral atoms with nuclear charge $Z=1-103$. These numbers are based on DF density functions using a finite nucleus. The two sets of results are found to be in excellent numerical agreement. This numerical test confirms the equivalence of the two forms of the Fisher information measures in (9.18) and (9.19) for all atoms. In Fig. 9.7, we compared the $I$ values determined from the point nucleus DF densities as well as the finite nucleus ones with those of the HF (point nucleus) densities for neutral atoms. From this plot it is clear that the relativistic effects lead to a significant non-linear increase in $I$ for atoms with $Z \geq 40$. A good linear fit to the non-relativistic HF estimates was obtained as $I=8.3088 Z-12.454$, with


Fig. 9.6 A plot of $I(\mathrm{x})$ and $I^{\prime}(\mathrm{o})$ vs. $Z$ for neutral atoms using the finite nucleus DF densities


Fig. 9.7 A plot showing comparison of $I$ for all neutral atoms using the finite nucleus DF densities (x) and point nucleus DF densities (o) with those derived from HF density (+)

Potential difference


Fig. 9.8 A plot of the radial distribution of the potential difference, $\frac{1}{4 \pi} \int \frac{i\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r}^{\prime}-$ $\frac{1}{4 \pi} \int \frac{i^{\prime}\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r}^{\prime}$ for Xe comparing the HF (Thin/Solid) and the finite nucleus DF (Thick/Dashed) estimate to show the local effects due to the relativistic interactions. The standard radial distribution function $4 \pi r^{2}[\sigma(\mathbf{r})]$ (Thick/Dotted) for the finite nucleus DF density has been plotted alongside to show that the shell boundaries are represented as the maxima in the difference of Fisher potential curves
correlation coefficient of 0.9999 . The observed trend is attributed to the nearly linear dependence on $Z$ of the Weizsäcker kinetic energy, which is a functional of the shape function $\sigma(\mathbf{r})$ and is proportional to the Fisher measure [5] in (9.18). For heavy atoms, the relativistic effects appear to break this linearity. A comparison of Fisher information using point nuclei with those using finite nuclei within the DF model shows that the finite nucleus densities lead to slightly reduced values of the Fisher information. This is probably related to the presence of more rapidly changing behavior of the electron density near the nucleus in case of the point nucleus DF model (see below). In Fig. 9.8, we present a case study for Xe of the local variation of the radial distribution of the difference in the two Fisher information potentials, given by the second and third terms in the right hand side of (9.20). Here, the HF estimates have been compared with those derived from the finite nucleus DF density. The DF densities lead to an enhancement of the corresponding integrand at smaller radial distances. It is striking how the detailed features of the shell effects are clearly revealed by the radial distribution function of the difference in Fisher potential. Moreover, comparison with the radial distribution function of the shape function, $4 \pi r^{2} \sigma(\mathbf{r})$, displayed in Fig. 9.8 shows that the shell boundaries are marked by the locations of maxima in the radial density distribution of the difference in Fisher potentials. In Fig. 9.9, we have plotted the quantity $-4 \pi r^{2}[\sigma(\mathbf{r}) \log \sigma(\mathbf{r})-\sigma(\mathbf{r})]$ for Xe . As expected this curve reproduces quantitatively the radial density distribution of Fisher potential difference plotted in Fig. 9.8. This provides the numerical verification of the identity in (9.20) at

$$
\sigma(\mathrm{r})-\sigma(\mathrm{r}) \log (\sigma(\mathrm{r}))
$$



Fig. 9.9 A plot of the density function, $-4 \pi r^{2}[\sigma(\mathbf{r}) \log \sigma(\mathbf{r})-\sigma(\mathbf{r})]$ for Xe , comparing the HF (Thin/Solid) and finite nucleus DF (Thick/Dashed) results. The results are quantitatively the same as those displayed in Fig. 9.8

Table 9.1 Equivalence of (9.22) of the HF estimates of the difference in Fisher potentials due to $\left(i(\mathbf{0})\right.$ and $\left.i^{\prime}(\mathbf{0})\right)$ with $\sigma(0)[1-\ln (\sigma(0))]$ for a representative set of atoms $[\mathrm{He}, \mathrm{Ne}, \mathrm{Ar}, \mathrm{Xe}, \mathrm{Rn}, \mathrm{Li}$, Na, K, Rb, I]

| Atom | $\sigma(\mathbf{0})$ | $\sigma(\mathbf{0})-\log \sigma(\mathbf{0})$ | $i^{\prime}(\mathbf{0})$ | $i(\mathbf{0})$ | $i-i^{\prime}(\mathbf{0})$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| He | 1.79795 | 0.743187 | 0.960499 | 1.70369 | 0.743187 |
| Ne | 61.9919 | -193.849 | 251.368 | 57.5189 | -193.849 |
| Ar | 213.32 | -930.673 | 1122.73 | 192.057 | -930.673 |
| Kr | 895.538 | -5191.81 | 5977.51 | 785.694 | -5191.81 |
| Xe | 2059.77 | -13657 | 15440.6 | 1783.57 | -13657 |
| Li | 4.6052 | -2.4278 | 6.85062 | 4.42281 | -2.4278 |
| Na | 75.7962 | -252.253 | 322.195 | 69.9421 | -252.253 |
| K | 238.931 | -1069.5 | 1284.05 | 214.549 | -1069.5 |
| Rb | 947.59 | -5547.12 | 6377.67 | 830.557 | -5547.12 |
| I | 1982.35 | -13067.7 | 14785.3 | 1717.55 | -13067.7 |

all radial points. In Table 9.1, we have presented the numerical results of the difference of the Fisher potentials due to $i(\mathbf{r})$ and $i^{\prime}(\mathbf{r})$ in (9.20) evaluated at the nuclear position, $r=0$, with the corresponding estimates of $\sigma(\mathbf{0})[1-\log \sigma(\mathbf{0})]$ for a representative set of atoms. Here we only provide numerical results corresponding to HF densities. This is due to the fact that the Dirac $j=1 / 2$ wave functions diverge as $\sqrt{\left(1-Z \alpha^{2}\right)}$; therefore there is no total electron density at the DF point nucleus. The equivalence of $-4 \pi r^{2}[\sigma(\mathbf{r}) \log \sigma(\mathbf{r})-\sigma(\mathbf{r})]$ and the
difference between the radial distribution of the Fisher potentials at all other radial points has already established in Figs. 9.8 and 9.9. An equivalence at the nucleus similar to that of the HF results in Table 9.1 can be obtained from DF density functions by integrating the density over the volume of the finite nucleus. We have not carried out such calculations in the present work as there exist several possibilities of modelling the finite nuclear volume. Our observations in Figs. 9.8 and 9.9 and in Table 9.1, suggest that the probability distribution $-4 \pi r^{2}[\sigma(\mathbf{r}) \log \sigma(\mathbf{r})-\sigma(\mathbf{r})]$ can be used equivalently to represent the radial distribution of the difference of the two Fisher potentials $\frac{i(\mathbf{r})}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}-\frac{i^{\prime}(\mathbf{r})}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}$ in (9.20). More interestingly, for any electronic system the difference in the Fisher potential at the nucleus is completely defined in terms of the value of the shape function at this point. The important effects on the effective electrostatic property given by the difference of the potential due to the Fisher densities $i(\mathbf{r})$ and $i^{\prime}(\mathbf{r})$ can therefore be probed using the quantity $-\sigma(\mathbf{r}) \log [\sigma(\mathbf{r})]+\sigma(\mathbf{r})$, which is much simpler to calculate. In this manner, the effect of the overall bonding interactions, including the long range effects, can be readily calculated by studying the corresponding changes in the potential difference. The results reported in this section provide an information theoretical interpretation of the observation [44] that the electron density (shape function) at the nucleus, through Kato's cusp condition [45], enables the ground state electron density function to carry information on all the other properties [1].

### 9.8 Two Complexity Measures

Until present no general definition of complexity is available and one has to use a definition which is workable for the situation at hand. Here we will introduce two complexity measures, which we employed for an investigation of atomic density functions.

### 9.8.1 LMC Complexity Measures

Most measures from information theory are constructed with the idea to quantify the randomness of a probability distribution. For example the outcome of a process described by a uniform probability distribution is harder to predict compared to one determined by a sharp normal distribution, where the expected outcome would be indicated by the peak of the distribution. In a conceptually related approach to the analysis of systems described by probability distributions another type of measure has been developed. These new measures serve to quantify structure, where structure most generally refers to "the relationship between a system's components" [46]. In this picture more correlation between constituents implies more structure. In the literature the quantities that have been constructed to quantify structure are

Fig. 9.10 Intuitive qualitative plot of the behavior of the LMC measure. (Reproduced from [48])

often referred to as complexity measures or statistical complexity measures. Unlike some other concepts like entropy (or information) in information theory, there is no universal applicable definition of complexity and in the literature there are numerous different definitions available which are built to be adequate for specific types of structure. Different approaches can be found e.g. in the domains of information theory and computation theory. What is important for this thesis is that complexity measures provide functionals which are applicable to investigate density functions. Some complexity measures recently appeared in the context of quantum chemistry [21, 47].

One way to construct a new complexity measure, is to build a functional, which satisfies certain exact requirements. This is the approach adopted by Lopéz-Ruiz, Mancini and Calbet for their measure $C_{L M C}$. In their paper [48], the authors argue that a statistical complexity measure should yield zero in both the case of perfect order and in a situation of maximal randomness. In the original LMC work an intuitive plot is given of the complexity measure is supposed to evolve between perfect order and maximal randomness. In that picture, here reproduced in Fig. 9.10, the authors modeled perfect order by a perfect crystal and maximal randomness with an ideal gas. The plot shows the expected asymptotic behavior for the extremes.

LMC start by constructing a measure for a discrete probability distribution (i.e. with a finite number of possible outcomes of the random variable and corresponding probabilities $p_{i}$ ) and they proposed to achieve the desired behavior by writing the complexity as a product of an information measure $H$ and a measure disequilibrium $D$.

$$
\begin{equation*}
C_{L M C}=H . D . \tag{9.23}
\end{equation*}
$$

The former, modeled by Shannon's entropy $H=-\sum p_{i} \log p_{i}$, yields zero in the case of a probability distribution with a unique outcome for the random variable (i.e.
perfect order), whilst reaching its maximum for a uniform distribution (i.e. maximal randomness), whereas the latter, modeled by $D=\sum\left(p_{i}-1 / N\right)^{2}$, expresses the "departure from equilibrium". At maximum randomness, clearly $D=0$. The clever choice of $H$ and $D$ do indeed give a vanishing complexity for the extremes of order and randomness.

The generalization to continuous probability distributions is made by replacing the Shannon entropy expression by its continuous counterpart $-\int \rho(\mathbf{r}) \log \rho(\mathbf{r}) d \mathbf{r}$ and by taking $D=\int \rho^{2}(\mathbf{r}) d \mathbf{r}$ for the disequilibrium [7, 48]. In our work where the complexity was evaluated for atomic density functions $\rho(\mathbf{r})$ (see Sect. 9.9), we used the "exponential power Shannon entropy" [7, 12]

$$
\begin{equation*}
H=\frac{1}{2 \pi e} e^{\frac{2}{3} S} \tag{9.24}
\end{equation*}
$$

where the Shannon information entropy in position space $S$ is given by expression (9.2). The obtained form of the LMC complexity measure satisfies particular properties [7].

The disequilibrium for continuous distributions, on a finite interval $[-L, L]$, can be found by first considering the straightforward generalization of the discrete version

$$
\begin{equation*}
D^{\prime}=\int_{-L}^{L}\left(p(x)-\frac{1}{2 L}\right)^{2} d x=\int_{-L}^{L} p^{2}(x) d x-\frac{1}{2 L} \tag{9.25}
\end{equation*}
$$

and then omitting the constant $-\frac{1}{2 L}$, giving

$$
\begin{equation*}
D=\int_{-L}^{L} p^{2}(x) d x \tag{9.26}
\end{equation*}
$$

This yields a $D>0$, which attains its minimum for the constant rectangular distribution i.e. corresponding to maximum randomness. Note that this quantity also appears as the self similarity in the context of quantum similarity.

### 9.8.2 SDL Complexity Measures

In a different effort to construct a complexity measure, Landsberg [49] defined the parameters order $\Omega$ and disorder $\Delta$ as

$$
\begin{equation*}
\Omega=1-\Delta=1-\frac{S}{S_{\max }} \tag{9.27}
\end{equation*}
$$

where the maximum Shannon entropy value $S_{\max }$ is given by [50]

$$
\begin{equation*}
S_{\max }=\frac{3}{2}(1+\log \pi)+\frac{3}{2} \log \left(\frac{2}{3}\left\langle r^{2}\right\rangle\right) \tag{9.28}
\end{equation*}
$$

According to this definition $\Omega=1$ corresponds to perfect order and predictability, whereas complete disorder and randomness yields $\Omega=0$.

In [51] a measure of complexity $\Gamma_{\alpha, \beta}$ was defined as

$$
\begin{equation*}
\Gamma_{\alpha, \beta}=\Delta^{\alpha} \Omega^{\beta}=\Delta^{\alpha}(1-\Delta)^{\beta}=\Omega^{\beta}(1-\Omega)^{\alpha}, \tag{9.29}
\end{equation*}
$$

which is referred to as the "simple complexity of disorder strength $\alpha$ and order strength $\beta$ ". Three categories of complexity measures are distinguished according to the values of $\alpha$ and $\beta$. If $\beta=0$ and $\alpha>0$ the measure belongs to category I. When $\alpha>0$ and $\beta>0$ it belongs to category II and it belongs to category III when $\alpha=0$ and $\beta>0$. In the first category, complexity is an increasing function of disorder whereas in the third category it is an increasing function of order. In category II complexity vanishes both at zero order and zero disorder, respectively, and has a maximum given by

$$
\begin{equation*}
\left(\Gamma_{\alpha, \beta}\right)_{\max }=\frac{\alpha^{\alpha} \beta^{\beta}}{(\alpha+\beta)^{(\alpha+\beta)}} \quad \text { at } \Delta=\frac{\alpha}{\alpha+\beta} \text { and } \Omega=\frac{\beta}{\alpha+\beta} \tag{9.30}
\end{equation*}
$$

The SDL and LMC measures have been critically analyzed in terms of their general applicability. We refer the readers to the published literature on this debate [46, $52,53]$. Recently both the LMC and the SDL complexity measures were applied in a quantum chemical context. In the next section we employ both to analyze atomic density functions as probability distributions.

### 9.9 Complexity of Atomic Densities

### 9.9.1 Introduction

Surprisingly, inspite of its simplicity the complexity measures introduced in Sect. 9.8 have been applied, only very recently [21, 47], in a quantum chemical frame work for the analysis of the electronic structural complexity of atoms using the non-relativistic Hartree-Fock (HF) wave functions [54] for atoms with atomic number $Z=2-54$. It is interesting to study the trends in the complexity measures with specific reference to the nature of interaction, e.g. the relativistic effects in atoms. In this section, we present the first calculations of $C_{L M C}$ and $\Gamma_{\alpha, \beta}$ for atoms with atomic number $Z=1-103$ using the relativistic Dirac-Fock (DF) wave functions [37] in the position space. We shall compare these results with the corresponding complexity measures for all atoms derived from the non-relativistic HF wave functions [42, 43] in order to ascertain the influence of relativistic interactions on complexity. The present work thus also extends the previous non-relativistic HF calculations [21, 47] of the two complexity measures [7, 48, 49, 51] for atoms with $Z=1-103$, which, in our case, are derived from the non-relativistic Koga-Roothaan-HF wave functions [42, 43, 55]. We shall be particularly concerned with the complexity measures of the heavy atoms $(Z>54)$ wherein the relativistic effects are well known to be dominating over the electron-electron correlation effects [56-58]. We note here that electron correlation effects have been neglected in the present work.


Fig. 9.11 A plot of the disequilibrium, $D$ as a function of atomic number, $Z$, derived from the non-relativistic Hartree-Fock (squares) and relativistic Dirac-Fock densities (circles). The densities are each normalized to unity

### 9.9.2 Construction of the Functional

The functionals evaluated in this study, are defined in the expressions (9.23) and (9.30), where the atomic shape function $\sigma(\mathbf{r})$ acts is the relevant probability distribution.

### 9.9.3 Results and Conclusions

In the present work, the relativistic DF densities used are similar to those used in [40]. In Fig. 9.11, we have compared the variation of $D$ from (9.26), which appears in the LMC definition (9.23), as a function of $Z$ resulting from the DF and HF wave functions for the neutral atoms $(Z=1-103)$. The quantity $D$ represents the quantum self similarity [40, 59], information energy [60], or linear entropy [61, 62]. Most significantly, it is also an experimentally measurable quantity [63]. For a given atom it expresses the extent of charge concentration in it. As shown in Fig. 9.11, while both HF and DF densities show increase in $D$ as $Z$ is varied, the relativistic effects make a significant non-linear departure as compared to the linear behavior, for atoms with $Z \geq 20$. In the context of disequilibrium this amounts to a significantly larger rate of change of $D$ with $Z$ for the DF atoms at large $Z$ values. In


Fig. 9.12 A plot of the exponential power Shannon entropy, $H$, as a function of atomic number, $Z$, derived from the non-relativistic Hartree-Fock (squares) and relativistic Dirac-Fock densities (circles). The densities are each normalized to unity

Fig. 9.12, we have displayed $H$ as defined in (9.24) in terms of the exponential power entropy. As discussed in our earlier work [64], the shell structure is revealed in both the cases with the relativistic DF estimates (smaller) showing stronger localization as $Z$ increases. In Fig. 9.13, the LMC complexity, $C_{L M C}$, as calculated using DF densities have been compared with the corresponding HF estimates. The shell structure is more clearly revealed as regions of comparable complexity. The relativistic values are found to be more sensitive to the changes due to the occupation of the outer valency sub-shells. This is indicated by sudden change in the slope of $C_{L M C}$ as $Z$ increases. While the complexity within the lanthanide series is found to slowly increase with $Z$, the actinide atoms show a sharper rise in complexity along the series. This is attributed to the more readily accessible (larger $D$ ) $5 f 6 d 7 s$ orbitals which are relatively closer in energy than $4 f 5 d 6 s$ orbitals. In fact, for the non-relativistic atom the complexity is found to even decrease in the region $Z=60-80$, after which it remains nearly constant. The plot in Fig. 9.13 of $C_{L M C}$ derived from the non-relativistic HF densities suggests that atoms can not grow in complexity as $Z$ increases. On the other hand, $C_{L M C}$ estimated from the DF densities clearly indicate that $C_{L M C}$ increases sharply at large $Z$ suggesting that the relativistic effects dominantly contribute to the complexity of atoms growing with $Z$.


Fig. 9.13 A plot of the LMC complexity measure, $C_{L M C}$, as a function of atomic number, $Z$, derived from the non-relativistic Hartree-Fock (squares) and relativistic Dirac-Fock densities (circles)

In Fig. 9.14, we have plotted the simple SDL complexity measures, $\Gamma_{\alpha, \beta}$ in expression (9.30) defined by the four sets of $(\alpha, \beta)$ values given by $(1,1),(1,1 / 4)$, $(1 / 4,0)$, and $(0,4)$, respectively. Among them, the SDL measure $\Gamma_{0,4}$ derived from the HF as well as the DF densities lead to an increase in complexity under category III [51], i.e. the complexity is an increasing function of order. However, relative to the HF data the DF results display a significantly sharper increase in $\Gamma_{0,4}$ as $Z$ increases. This particular measure of SDL complexity behaves very similar to the LMC measure obtained in Fig. 9.13. Thus, our results on DF atoms lead to the $C_{L M C}$ as well as $\Gamma_{0,4}$ showing the similar trend of increasing complexity with $Z$.

In conclusion the two measures show dissimilar trends for the non-relativistic HF results when all atoms in the periodic table are included in the test set. More specifically, the non-relativistic HF densities lead to decreasing LMC complexity with increasing $Z$ beyond $Z \geq 54$, a trend which is clearly reversed when the relativistic effects are included to calculate $C_{L M C}$ and $\Gamma_{\alpha, \beta}$ using the DF densities. The DF densities are found to dramatically increase the values of disequilibrium $D$ for large $Z$ in a sharp nonlinear manner in comparison to their non-relativistic estimates which follow a linear trend. The use of DF density is essential to reconcile the results derived from the two complexity measures in the region of large $Z$ values ( $Z \geq 54$ ). The only assumption made in arriving at the this conclusion is that both the measures, $C_{L M C}$ and $\Gamma_{\alpha, \beta}$, vary similarly with $Z$, which is reasonable. The result that the complexity of Dirac-Fock atom increases with $Z$ as supported by two


Fig. 9.14 A plot of the SDL complexity measures, $\Gamma_{\alpha, \beta}$, as a function of atomic number, $Z$, derived from the non-relativistic Hartree-Fock (squares) and relativistic Dirac-Fock densities (circles). The four SDL complexity measures are defined by the four sets of ( $\alpha, \beta$ ) values given by $(1,1),(1,1 / 4),(1 / 4,0)$, and $(0,4)$, have been displayed. The $\Gamma_{0,4}$ follows the trends similar to $C_{L M C}$ plotted in Fig. 9.13 as a function of $Z$
intrinsically different measures of complexity measures $C_{L M C}$ and $\Gamma_{0,4}$ is the main result of this study.

### 9.10 Relative Complexity Measures

It is interesting to extend the definition of statistical complexity of an atom $A$ with respect to atom $B$ and thus introduce the definition of relative complexity according to

$$
\begin{equation*}
C^{R e l}=H^{R} \cdot D^{R}, \tag{9.31}
\end{equation*}
$$

where $H^{R}$ and $D^{R}$ define the relative information content and the relative disequilibrium, respectively. In particular,

$$
\begin{equation*}
H^{R}=\frac{1}{2 \pi e} e^{\frac{2}{3} S^{R}}, \tag{9.32}
\end{equation*}
$$

where the relative entropy is defined, as earlier,

$$
\begin{equation*}
S^{R}=\int \sigma_{A}(\mathbf{r}) \log \frac{\sigma_{A}(\mathbf{r})}{\sigma_{B}(\mathbf{r})} d \mathbf{r}, \tag{9.33}
\end{equation*}
$$



Fig. 9.15 Variation of relative complexity with a pre-assigned prior given by $Z=5,13,21,31$, $39,49,57,71,81$, and 89 as atom $B$. In each curve, the atom $A$ is defined by $Z, Z+1, Z+2$, until the sub-shell is completely filled
and the relative disequilibrium is evaluated as

$$
\begin{equation*}
\frac{D^{R}[A, B]}{\sqrt{D^{R}[A, A]} \sqrt{D^{R}[B, B]}}, \tag{9.34}
\end{equation*}
$$

where

$$
\begin{equation*}
D^{R}[A, B]=\int \sigma_{A}(\mathbf{r}) \sigma_{B}(\mathbf{r}) d \mathbf{r} \tag{9.35}
\end{equation*}
$$

For a given set of structurally related atoms, the $C^{\text {Rel }}$ values with respect to a common prior shape density, $\sigma_{B}$ could be treated as measuring the diversity within the group. In Fig. 9.15, we have plotted the $C^{\text {Rel }}$ values by choosing the prior shape density corresponding to the atoms with $Z=5,13,21,31,39,49,57,71,81$, and 89 as atom $B$. For a given choice of $B$, the shape density corresponding to the atom $A$ is given by $A=B(Z), Z+1, Z+2, \ldots$ In all 10 sets of atoms $A$ are chosen as a given sub-shell in them gets filled up successively beyond the ground state electronic structure of the prior atom $B$. For example, in the first set, the 2 p sub-shell gets filled up successively along the series $2 p^{1} \rightarrow 2 p^{6}$. All calculations have been performed using the relativistic DF densities. It is found that the relative complexity increases in a linear fashion within the group. The rate of increase within a group decreases as the prior atom becomes heavier, indicating that a constant diversity, i.e. a relatively flat $C^{R e l}$ is gradually attained in moving towards the heavier end of the periodic table.

### 9.11 Information Theoretical Investigation of Reaction Paths

### 9.11.1 Introduction

From the construction of the functional which generated the chemical periodicity in Mendeleev's table (see Sect. 9.5), we obtained a generic method for constructing a functional which can be used to distinguish density functions. In the present application we will use the advantage of the reference choice to construct a simple functional which reveals reaction profiles. The aim is to obtain profiles which reflect the progress of the reaction, in a similar way as is done by energy profiles.

In this study the Kullback-Leibler information deficiency will be evaluated as a functional of the one-normalized density function for several processes: the internal rotation and resulting rotational isomerization in nitrous acid ( $\mathrm{HO}-\mathrm{NO}$ ) and hydrogen peroxide ( $\mathrm{HO}-\mathrm{OH}$ ), symmetric and asymmetric vibrational modes of the water molecule, and an intramolecular (HO-N=S $\rightarrow \mathrm{O}=\mathrm{N}-\mathrm{SH}$ ) and intermolecular (HO$\mathrm{N}=\mathrm{S} \cdots \mathrm{OH}_{2} \rightarrow \mathrm{O}=\mathrm{N}-\mathrm{SH} \cdots \mathrm{OH}_{2}$ ) proton transfer reaction. To analyze the specific role of the atoms during these processes, Hirshfeld's stockholder partitioning [28] of the electron density, which permits the evaluation of atomic contributions to the Kullback-Leibler information deficiency, has been introduced. Finally we report the information theoretical analysis of a more complex chemical reaction, the bimolecular nucleophilic substitution $\left(\mathrm{S}_{N} 2\right)$ reaction. Some of these processes have been used before, for benchmarking the concepts and principles of conceptual DFT [2].

### 9.11.2 Construction of the Functionals

For the purpose of investigating chemical processes we introduce a single coordinate (bond length, bond angle, or dihedral angle) or the intrinsic reaction coordinate (IRC) characterizing the minimum energy path. We write $\Delta S_{\xi}$ for a given coordinate value $\xi$ as:

$$
\begin{equation*}
\Delta S_{K L}\left[\sigma_{\xi}(\mathbf{r}) \mid \sigma_{0}(\mathbf{r})\right]=\int \sigma_{\xi}(\mathbf{r}) \log \frac{\sigma_{\xi}(\mathbf{r})}{\sigma_{0}(\mathbf{r})} d \mathbf{r} \tag{9.36}
\end{equation*}
$$

where $\sigma_{\xi}(\mathbf{r})$ is the shape function for a given value of the reaction coordinate $\xi$ and $\sigma_{0}(\mathbf{r})$ corresponds to the selected reference. In the case of the rotational and the vibrational motions, the shape function of the equilibrium configuration has been taken as reference. For the chemical reactions the shape function of the transition state (TS) has been chosen. Now the result of (9.36) can be interpreted as a measure of the information which distinguishes the shape function at position $\xi$ from the TS shape function or alternatively as the distance in information between the TS and the system for an arbitrary value of $\xi$.

Hirshfeld's stockholder partitioning [28] for atoms in molecules (AIM) is closely linked with information theory. Nalewajski showed that [27] the minimum entropy deficiency principle of Kullback and Leibler applied to the problem of defining AIM
yields the Hirshfeld definition-by relating the molecular density function to that of the promolecule and by assuming that the AIM densities preserve as much information as possible about the isolated atoms. In this context, the contribution of atom $A$ to $\Delta S_{\xi}$ is given by

$$
\begin{equation*}
\Delta S_{K L}^{A}\left[\sigma_{\xi}^{A}(\mathbf{r}) \mid \sigma_{0}^{A}(\mathbf{r})\right]=\int \sigma_{\xi}^{A}(\mathbf{r}) \log \frac{\sigma_{\xi}^{A}(\mathbf{r})}{\sigma_{0}^{A}(\mathbf{r})} d \mathbf{r} \tag{9.37}
\end{equation*}
$$

where $\sigma_{\xi}^{A}(\mathbf{r})$ and $\sigma_{0}^{A}(\mathbf{r})$ are the atom $A$ 's Hirshfeld contributions to the total shape function and to shape function for atom $A$ in the TS. To obtain proper probability distributions the atomic Hirshfeld density functions were normalized to unity. The confrontation of the different atomic information deficiencies indicate which atomic shape function differs in information from its TS counterpart. As discussed below, by identifying the atomic regions where the local contributions increase or decrease one gets an idea of the role the atoms play as the rotational, vibrational or chemical process advances. Note that the sum of the atomic information deficiencies differs from the global one, by a term which can be interpreted as an entropy of mixing [65].

### 9.11.3 Methodology and Implementation

The geometry optimization and the electron densities were calculated using the hybrid exchange-correlation functional B3LYP $[66,67]$ combined with a standard 6$311 \mathrm{G}(\mathrm{d}, \mathrm{p})$ basis set [68] available in the Gaussian03 program [69]. In order to discriminate between a minimum and a saddle points on the potential energy surface a vibrational analysis was carried out. The minimum energy paths in going from reactants to products were calculated through the Intrinsic Reaction Coordinate (IRC) procedure [70, 71] using a gradient step size of $0.10 \mathrm{amu}^{1 / 2} \mathrm{bohr}$.

The information theory concepts were implemented in the program STOCK, part of BRABO package [72, 73]. For a detailed discussion of the implemented numerical techniques we refer to [74]. To evaluate the integrals in (9.36) and (9.37) the structure, at a given $\xi$ needs to be aligned with the reference structure. This procedure was carried out aligning the center of mass (CM) of both structures, and fixing the last degree of freedom by minimizing the mean root square deviation of the distances between the corresponding nuclei. Other alignments were tested but revealed the same tendencies in the resulting profiles.

### 9.11.4 Results and Discussion

### 9.11.4.1 Internal Rotations: $\mathbf{H O}-\mathrm{NO}$ and $\mathbf{H O}-\mathbf{O H}$

The rotational isomerization cis $\leftrightarrow$ trans of HO-NO is graphically represented in Fig. 9.16(a). This process is a typical example of a double-well energy profile, as
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Fig. 9.16 Schemes of the studied processes: (a) internal rotation, (b) vibrational modes in $\mathrm{H}_{2} \mathrm{O}$, (c) intramolecular, and (d) intermolecular proton transfer reactions
displayed in Fig. 9.17(a). The planar cis and trans are stable conformers (minima) whereas the non-planar gauche conformation is a first-order saddle point or TS. The shape function of this gauche conformation will serve as our reference for the evaluation of (9.36). For the construction of the profiles we evaluated the energy and information deficiency in (9.36) using a step of $10^{\circ}$ along the torsional angle within the range $0^{\circ}$ (cis) $\leq \alpha \leq 180^{\circ}$ (trans). The energy profile in Fig. 9.17(a) shows that the energetically unstable gauche conformation is positioned midway between the planar isomers $\left(\alpha=90^{\circ}\right)$.


Fig. 9.17 Energy, global $\Delta S_{K L}(\xi)$ and local $\Delta S^{A}$ information deficiencies profiles along the torsional coordinate of $\mathrm{HO}-\mathrm{NO}((\mathbf{a})$ and $(\mathbf{c}))$ and $\mathrm{HO}-\mathrm{OH}((\mathbf{b})$ and $(\mathbf{d}))$

From Fig. 9.17(a) it is clear that the choice of the gauche conformer as the reference implies a minimum when the energy profile reaches its maximum. We also see that the small stability difference between cis and trans is reflected in $\Delta S_{K L}$.

As a second example we investigate the internal rotation process of $\mathrm{HO}-\mathrm{OH}$, which is characterized by a non-planar gauche stable conformer, connected to planar cis and trans conformations through two barriers. This process is a typical example of a double-barrier energy profile. Choosing the gauche conformation as reference reveals a profile with a close resemblance to the energy profile, as can be seen in

Fig. 9.17(b). One notices that the large energy difference between the planar conformers is recovered in the $\Delta S_{K L}$ profile.

The atomic information deficiency of Hirshfeld's density for atom $A, \Delta S_{K L}^{A}(\xi)$, is studied for both rotational isomerization processes. This quantity can be separated in two contributions: a delocalization and a localization component [75], as given by

$$
\begin{equation*}
\Delta S_{K L}^{A}(\xi)=\int \sigma_{\xi}^{A}(\mathbf{r}) \log \sigma_{\xi}^{A}(\mathbf{r}) d \mathbf{r}-\int \sigma_{\xi}^{A}(\mathbf{r}) \log \sigma_{0}^{A}(\mathbf{r}) d \mathbf{r} \tag{9.38}
\end{equation*}
$$

where $\sigma_{\xi}^{A}(\mathbf{r})$ and $\sigma_{0}^{A}(\mathbf{r})$ are the shape functions of the subsystem $A$ at IRC coordinate value $\xi$ and the TS, respectively. The first term in (9.38) is a reference independent term, which can be identified as the Shannon information entropy (cf. Sect. 9.2) of the subsystem's shape function, whereas the second term is a reference dependent term which gives information about the localization of the subsystem's density at IRC value $\xi$, with respect to the density of the reference. Starting with HO-NO, in Fig. 9.17(c) one observes the following: (i) the shape function of the $\mathrm{O}_{1}$ atom is more delocalized in the trans isomer than in the cis isomer whereas the opposite tendency is observed for the $\mathrm{O}_{2}$ atom; (ii) the information deficiency of the N atom is higher in the cis conformer than in the other planar structure; (iii) the atomic contribution corresponding to the hydrogen atom does not change significantly along the torsional coordinate. These results together with the global $\Delta S_{\xi}$ indicate that the process where the unstable isomer reaches any of the stable isomers is driven by an increase of the delocalization. Moreover, it allows to understand the similarity of the energy barriers of the forward and the backward processes. Moving to $\mathrm{HO}-\mathrm{OH}$, in Fig. 9.17(d) for the local contributions, the equivalence of both H atoms and both O atoms is clearly reflected. The large difference between the H and the O atoms can be linked to the alignment of the CM . Indeed, since the CM of both structures are aligned, the density rotates around it. The fact that the O atoms are closer to the CM and have more diffuse electron distributions (due to the presence of the lone pairs electron) can then explain the large difference between the H and the O profiles. The small differences in global and local information entropy for the stable gauche and the unstable trans isomers are a consequence of the similarity in the shape functions, whereas these are different for gauche and cis conformers.

### 9.11.4.2 Molecular Vibrations: Stretching and Bending of a Water Molecule

In this section we analyze the information entropy along the coordinates for the vibrational modes for $\mathrm{H}_{2} \mathrm{O}$ as given in Fig. 9.16(b). Figure 9.18(a), (c), and (e) show the energy and the global information deficiency profiles for the three vibration modes of $\mathrm{H}_{2} \mathrm{O}$. As before the choice of the equilibrium structure as reference ensures that the minimum in information deficiency corresponds to the minimum of the energy profile.


Fig. 9.18 Energy, global $\Delta S_{K L}(\xi)$ and local $\Delta S^{A}$ information deficiencies along the vibrational coordinates of $\mathrm{H}_{2} \mathrm{O}$ : (a) and (b) asymmetric stretching; (c) and (d) symmetric stretching; (e) and (f) symmetric bending

An analysis of the information deficiency profiles of the Hirshfeld atoms in molecules (AIM) helps to understand the role atoms play along the vibrational coordinate. In Fig. 9.18(b), (d), and (f) we give the profiles of the atomic information deficiency for the three modes. In the asymmetric mode we notice that the $\Delta S$ for the O atom remains small throughout the process, whereas the corresponding results in the symmetric process are significantly larger (approximately a factor of 2 ). This can be linked with the comparatively small changes in the external potential of the asymmetric stretching $[76,77]$ and the fact that the CM is located close to the O atom. By comparing the profiles of the H atoms it is clear that the results reflect the symmetry of the considered process.

After investigating two elementary processes, we can conclude that the global $\Delta S_{\xi}$ in (9.36) reflects the behavior of the energy profile. We now consider that it may be a useful complementary tool for the description of chemical reactions. The results at the local level could indicate that the analysis of the information profiles of the Hirshfeld AIM help to understand the role the atoms play within a chemical reaction.

### 9.11.5 Chemical Reactions

### 9.11.5.1 Intramolecular Proton Transfer: $\mathrm{HO}-\mathrm{N}=\mathrm{S} \rightarrow \mathrm{O}=\mathrm{N}-\mathrm{SH}$

First we investigate the intramolecular proton transfer reaction $\mathrm{HO}-\mathrm{N}=\mathrm{S} \rightarrow \mathrm{O}=\mathrm{N}-$ SH, sketched in Fig. 9.16(c), to test whether the information deficiency profile reveals known properties of this chemical reaction. By choosing the TS as the reference we obtain a correspondence of the energy and information deficiency extrema, as seen in Fig. 9.19(a). The confrontation of the thermodynamic driving force $\Delta E^{\circ}=E(P)-E(R)$ (the energy difference between product and reactant) and the energy barrier $\Delta E^{\neq}=E(T S)-E(R)$ (the energy difference between TS and reactant) with the information distance between the TS and the reactants, $\Delta S_{\xi}\left[\sigma_{R} \mid \sigma_{T S}\right]$, and the information distance between the TS and the products, $\Delta S\left[\sigma_{P} \mid \sigma_{T S}\right]$, quoted in Table 9.2, indicates an interesting link with the renowned Hammond postulate (HP) [78]. The HP is a classic concept in physical organic chemistry, which asserts that the transition state of an elementary reaction step will be localized closer to the reactant or product, depending on which has the highest energy [78]. As can be seen from the energetic data given in Table 9.2, $\mathrm{O}=\mathrm{N}-\mathrm{SH}$ is more stable by about $7 \mathrm{kcal} / \mathrm{mol}$ than HO-N=S and the energy barrier for the forward and reverse processes are about 27 and $34 \mathrm{kcal} / \mathrm{mol}$ respectively. This, on one hand, suggests that the O atom is a better proton donor than the S atom and that the $\mathrm{N}=\mathrm{O}$ double bond is stronger than the double bond formed between N and S atoms. On the other hand, an early transition state is expected according to the HP. Consistent with the energetic data and the HP, the $\Delta S_{\xi}\left[\sigma_{R} \mid \sigma_{T S}\right]$ and $\Delta S\left[\sigma_{P} \mid \sigma_{T S}\right]$ show that the TS contains more information about the reactants than about the products.


Fig. 9.19 Energy, global $\Delta S_{K L}(\xi)$ and local $\Delta S^{A}$ information deficiencies along the intrinsic reaction coordinate of an intramolecular ( $\mathrm{HO}-\mathrm{N}=\mathrm{S} \rightarrow \mathrm{O}=\mathrm{N}-\mathrm{SH}$ ) ((a) and (c)) and intermolecular $\left(\mathrm{HO}-\mathrm{N}=\mathrm{S} \cdots \mathrm{OH}_{2} \rightarrow \mathrm{O}=\mathrm{N}-\mathrm{SH} \cdots \mathrm{OH}_{2}\right)((\mathbf{b})$ and $(\mathbf{d}))$ proton transfer reactions

Analyzing the atomic profiles, given in Fig. 9.19(c), we see that the $\Delta S_{\xi}$ values of the N atom remains small in both the reactant and the product regions. This can be expected since the density around the nucleus, closest to the CM, undergoes the smallest influence, although the N atom switches single and double bonding between O and S atoms, respectively. For both the O and S atoms one notices a difference between the left and the right side of the TS, which can be understood since the electron reorganization which takes place on the left is less significant than for the process on the right, indicating that the through-bond interactions are more important in the product side than in the reactant side as pointed out in reference [79, 80].

Table 9.2 Reaction energy $\left(\Delta E^{\circ}\right)$, energy barrier for the forward ( $\Delta E_{\text {forward }}^{\neq}$) and reverse ( $\Delta E_{\text {reverse }}^{\neq}$) processes. Information deficiency with the transition state (TS) as reference of the reactant $\left(\Delta S\left[\sigma_{R}, \sigma_{T S}\right]\right)$ and the product $\left(\Delta S\left[\sigma_{P}, \sigma_{T S}\right]\right)$. Energy values are given in $\mathrm{kcal} / \mathrm{mol}$. Reaction A is HO-N $=\mathrm{S} \rightarrow \mathrm{O}=\mathrm{N}-\mathrm{SH}$, reaction B is $\mathrm{HO}-\mathrm{N}=\mathrm{S} \cdots \mathrm{OH}_{2} \rightarrow \mathrm{O}=\mathrm{N}-\mathrm{SH} \cdots \mathrm{OH}_{2}$ and reaction C is $\mathrm{OH}^{-}+\mathrm{CH}_{3}-\mathrm{F} \rightarrow \mathrm{HO}-\mathrm{CH}_{3}+\mathrm{F}^{-}$

| Reaction | $\Delta E^{\circ}$ | $\Delta E_{\text {forward }}^{\neq}$ | $\Delta E_{\text {reverse }}^{\neq}$ | $\Delta S_{\xi}\left[\sigma_{R}, \sigma_{T S}\right]$ | $\Delta S_{\xi}\left[\sigma_{P}, \sigma_{T S}\right]$ |
| :--- | ---: | :--- | :--- | :--- | :--- |
| A | -7.00 | 26.46 | 33.46 | 0.28 | 0.86 |
| B | -2.59 | 11.56 | 14.15 | 0.68 | 1.12 |
| C | -36.75 | 7.85 | 44.60 | 1.83 | 3.44 |

### 9.11.5.2 Intermolecular Proton Transfer: <br> $\mathrm{HO}-\mathrm{N}=\mathrm{S} \cdots \mathrm{OH}_{2} \rightarrow \mathrm{O}=\mathrm{N}-\mathrm{SH} \cdots \mathrm{OH}_{2}$

The process we consider here is obtained by the assistance of a water molecule in the reaction analyzed above, as displayed Fig. 9.16(d). In Fig. 9.19(b), one observes that the choice of the TS as reference assures the minimum of the profile to coincide with the maximum in the energy profile. By comparing the energetic data reported in Table 9.2 for this reaction with the intramolecular proton transfer discussed in the previous section, we see that the presence of a water molecule decreases the energy barrier (for the forward reaction) by $14.9 \mathrm{kcal} / \mathrm{mol}$ and the thermodynamic driving force by $4.4 \mathrm{kcal} / \mathrm{mol}$. Again, the $\Delta S_{\xi}$ values, quoted in Table 9.2 , indicate that the TS contains more information about the reactants than about the products, which is in agreement with the HP.

After investigating the profiles of the local information deficiencies, corresponding to the Hirshfeld AIM partitions, depicted in Fig. 9.19(d), we report two observations. First, the profiles indicate that the electron reorganization taking place in both the forward and the reverse processes are equally important, certainly when compared to the difference noticed in the intramolecular proton transfer process. In other words, the through bond interactions drive both the forward and the reverse processes. Second, by comparing the results of the HO-N=S backbone with those of the intramolecular process, we can identify a delocalization effect on the backbone, induced by the $\mathrm{H}_{2} \mathrm{O}$ molecule. This favors the proton transfer from a kinetic point of view.

### 9.11.5.3 Nucleophilic Substitution at Carbon Center ( $\mathrm{S}_{N} 2$ ) Reaction: $\mathrm{OH}^{-}+\mathrm{CH}_{3}-\mathrm{F} \rightarrow \mathrm{HO}^{-} \mathrm{CH}_{3}+\mathrm{F}^{-}$

In the final example we analyze the $\mathrm{S}_{N} 2$ reaction displayed in Fig. 9.20(a). The reaction starts with a $\left[\mathrm{F}-\mathrm{CH}_{3} \cdots \mathrm{OH}\right]^{-}$ion-molecule complex which arises from the backside attack of the $\mathrm{OH}^{-}$group on the C atom. After reaching the TS, the system relaxes toward the products by repositioning the F atom, driven by the formation of a hydrogen bond.

(a)




Fig. 9.20 (a) Scheme for $S_{N} 2$ reaction; (b) energy and information deficiency along the reaction path; (c) bond distances and angle profiles, and (d) atomic contributions for the information deficiency associated to the $\mathrm{S}_{N} 2$ reaction

For the electronic structure calculations of this reaction we follow the study by Gonzales et al. [81], where it is stated that the hybrid exchange-correlation functional B3LYP [66,67] performs better than other functionals for describing the structure of the stationary points and it gives the best energetic values for the $\mathrm{S}_{N} 2$ reaction. The authors also stressed the necessity to include diffuse functions in the basis set. We used the aug-cc-pVTZ basis set [82, 83]. We start the discussion of the results by comparing the energy and the information deficiency profiles, as presented in Fig. 9.20(b). One can distinguish the correspondence of the minimum of $\Delta S_{\xi}$ and the maximum of the energy, which is guaranteed by choosing the TS as reference in (9.36). The data collected in Table 9.2 show that the TS contains more information about the reactants ( $\Delta S_{\xi}=1.8276$ ), than about the products ( $\Delta S_{\xi}=3.4442$ ). We found an energy barrier of $7.85 \mathrm{kcal} / \mathrm{mol}$ for the forward reaction and a barrier of $44.60 \mathrm{kcal} / \mathrm{mol}$ for the reverse reaction. This indicates that the Hammond's behavior of the reaction is again reflected in the information profile.

The steep slopes around the minimum in the information deficiency profile can be linked with the behavior of the geometrical parameters, plotted in function of the IRC in Fig. 9.20(c). One notices indeed that, in the vicinity of the TS $(I R C=0)$, the distances between the nuclei vary significantly, while the angle remains practically constant $\left(\theta_{F C O} \approx 178^{\circ}\right)$, which indicates that the behavior of the profile around the TS is governed by the bond-formation and bond-breaking processes. Further analyzing the information profile in Fig. 9.20(b), one notices a small bump close to the reactant side and a plateau after $I R C=9$. The first feature can be linked to the
rapid variation of the FCO angle in the beginning of the process. The second feature seems to correspond with the sudden drop in energy for $I R C>9$.

In Fig. 9.20(d), we plotted the results of the atomic information deficiency values along the IRC. Note that we left the results for the three H atoms (H1, H2, H3) bonded to the C atom out of the graph, since they only revealed minor values which is in agreement with the fact that they do not directly participate in the reaction. The local contributions reflect the importance of the electron reorganization in the product side, which permits the stabilization of the final structure. On the other hand, it is interesting to note that the global behavior is mainly determined by the contributions of the F and O atoms. These centers follow the same tendency until F leaves the quasi linear FCO framework to reach the hydrogen bonding structure (at $I R C=3$ ), which can be deduced from the behavior of the geometrical parameters given in Fig. 9.20(c).

### 9.11.6 Conclusion

In this section we demonstrated the value of the Kullback-Leibler information deficiency by analyzing profiles for several benchmark processes and chemical reactions. To obtain the profiles we evaluated the Kullback-Leibler information deficiency for a significant set of IRC values. The choice of the transition state as reference in the Kullback-Leibler's information deficiency ensures that the information deficiency and the energy profiles simultaneously reach an extremum. We have been able to identify important chemical properties in the information deficiency profiles. In particular the recovery of results consistent with Hammond's postulate strongly indicates that the information deficiency carries valuable chemical information. Evaluating Kullback-Leibler's measure for Hirshfeld's atoms-in-molecules shape functions, revealed that, when choosing the corresponding atomic shape function of the transition state as reference, the results indicate the most electron reorganizing sites, which can help to understand the role different atomic regions play during a chemical reaction.

### 9.12 Concluding Remarks

Vested in the spirit of the Hohenberg-Kohn theorems of DFT, we investigated atomic and molecular density functions to try and devise a way to extract chemical information from them. In our search several functionals from information theory have proven to be particularly successful. In particular the functional form of the Kullback-Leibler measure permitted the construction of density functionals, which help us to read chemical information from the density function.

The main success of our results based on the Kullback-Leibler information discrimination, is based on the choice a good reference. For example, it is the specific choice of the reference as noble gas elements, which helped to reveal the periodicity
in Mendeleev's table and it is the choice of the transition state as reference, which revealed chemically interesting reaction profiles.

The investigation of complexity measures, which came to quantum chemistry more recently, throughout the periodic table showed that these functionals too have revealed features of the atomic electronic structure, indicating their potential to investigate the chemical information carried in density functions and shape functions. It is shown that a relative complexity measure can be defined which reflects the diversity of electron density with respect to a prior atom as a given sub-shell is filled across the periodic table.
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Nucleophilic substitution, 286
Numerical framework
atoms, 183
molecules, 198

## 0

Onicescu energies, 243
Onicescu information, 56, 59
Orbital angular momentum, 106
Order and disorder parameters, 271, 272

## P

Pair density, 43
Particle in one dimension localized on the line segment, 8
Particle on a circle, 26
Particle on the surface of a sphere, 28
Patterns, 74, 75
Periodic Table, 115
Periods and columns in the Periodic Table, 261, 262
Perturbed power entropy, 178
Phase-space, 29
Pitt-Beckner inequality, 135
Polarizability, 198
Position space, 52
Position space single particle Fisher-Rényi product, 225
Power entropy, 174
Power moments, 131, 132, 154
Power potentials, 239
Power Shannon entropy, 172
Precision of the measurements, 6
Prior, 261-263, 277
Probability distribution, 3, 254, 255
Probability tree, 13
Product distribution, 175
Proton transfer, 284, 286

## Q

Quantum capacitance, 223
Quantum harmonic oscillator, 108
Quantum many-body systems, 121
Quantum similarity, 259, 273
Quantum similarity index (QSI), 259-261, 263
Quantum similarity measure (QSM), 260, 261, 263
Quasiprobability distribution, 39, 40, 43

## R

Radial moments, 180
Reaction paths/reaction profiles, 278
Reference probability distribution or reference density, 255, 257, 258
Relationship among complexities, 181
Relative complexity measures, 276
Relative disequilibrium, 277
Relative entropy, 276
Relative Fisher information, 179
Relative Rényi entropy of order $\alpha, 223$
Relativistic and non-relativistic cases, 119
Relevant physical and chemical characteristics in order to better interpret the results, 183
Rényi entropy, 12, 14, 19, 129, 136, 173, 216, 243
bounds, 138
uncertainty relation, 143
Rényi entropy for a continuous distribution, 22
Rényi entropy for angle and angular momentum, 27
Rényi entropy power, 217
Rényi uncertainty relation, 217, 225
Rescaling transformations, 92
RHF electron wave functions, 52
Riesz theorem, 19

## S

Scale transformation, 240
SDL complexity measures, 271, 275, 276
SDL measure of complexity, 56, 57
Shannon entropy, 7, 129, 136, 149, 156, 157, $168,216,253,254,264,270,271$, 282
bounds, 137
uncertainty relation, 143, 159
Shannon entropy for a continuous probability distribution, 21
Shannon entropy for the angular momentum, 11

Shannon entropy of the angle, 11
Shannon entropy sum, 242
Shannon formula, 7

Shannon information, 51, 52, 89, 215
Shannon information $S$
momentum space $S_{k}, 50$
position space $S_{r}, 50$
Shannon measures of uncertainty, 9
Shape complexity, 94
Shape function, 38, 44, 257, 264, 267, 278, 279
Shape Rényi complexity, 174
Shell structure, 183, 222
Shell structure of atoms, 218
Spatio-temporal intermittence, 72
Spherical harmonic, 28, 106
Spherical model potentials, 237
Spherical-like shell, 111
Square well, 113
Stam inequality, 143
Standard deviation, 2, 4, 5, 129, 158
Statistical complexity, 56, 245
Statistical magnitudes, 107
Structural conformation, 115
Symmetrized Rényi entropy, 14

## T

Tetrahedral gas, 76
Thomas-Fermi model, 230
Transition state (TS), 278, 279, 284, 286, 287
Tsallis entropy, 129, 135, 136, 244
bounds, 139
uncertainty relation, 143

## U

Uncertainty in momentum, 7
Uncertainty in position, 7
Uncertainty in position and momentum, 9, 14
Uncertainty relation
Maassen-Uffink, 143
radial uncertainty-like relations, 148
Rényi-information-based, 143
Shannon-information-based, 143, 159
Tsallis-information-based, 143
Uncertainty relation for symmetrized entropies, 16
Uncertainty relation for the angle and angular momentum, 11
Uncertainty relation for the continuous Rényi entropies, 23
Uncertainty relation for the mixed state, 25
Uncertainty relations, 141, 158
Beckner, 142
Fisher-information-based, 144, 159
Heisenberg, 141, 151, 158
logarithmic uncertainty relations, 142, 158
radial uncertainty-like relations, 150
Uncertainty relationship, 97
Uncertainty-like relationships, 180

## v

Variance, 172, 179
Variance-Fourier transforms, 37
Velocity distribution, 82

## W <br> Wave function, 3

Weizsäcker family of functionals, 35
Weizsäcker functional, $35,38,39,42,44$
Wigner distribution, 40, 43

## Y

Young-Hausdorff inequality, 26
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