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Proteases are widely involved in homeostatic processes, and hence they are also important 
players in different biological settings such as development, apoptosis, reproduction, host 
defense, or blood coagulation, among others. Consequently, alterations in the activity of 
these proteolytic enzymes are involved in a plethora of pathological diseases. In fact, prote-
ases are crucial factors in the regulation and maintenance of all biological events regarding 
tissue wealth and organization, from keeping the correct cellular microenvironment to their 
involvement in important intracellular processes. As an example to which many of the 
methods of this volume are aimed, protease activity involvement in cancer has been widely 
studied since these enzymes have been traditionally associated with tumor development, 
from escaping tight cellular contact in the original tissue to cell nesting in far away and dif-
ferent cellular environments. However, an increasing number of studies also connect pro-
teolytic activities to tumor-protective effects.

This volume of the Methods in Molecular Biology series provides to the readers various 
methods aimed to unravel the role of proteases belonging to different catalytic classes as 
well as to fully comprehend their importance in different cellular processes associated with 
cancer. Potential readers include a broad audience of basic and clinical researchers across 
different fields including molecular and cellular biologists or oncologists, biochemists, 
chemists, or physicians. This book also contains suitable applications that could be employed 
for Ph.D. students in different disciplines of health sciences. All these methods have been 
arranged in 27 chapters which cover from classical biochemical assays to the more intricate 
models of 3D imaging of proteolytic activity. In this sense, Chapter 1 describes consider-
ations to be taken at the initial steps of analyzing the complete set of all genes encoding 
proteolytic enzymes, the degradome of any given species. Chapters 2 and 3 describe proto-
cols to identify specific cleavage sites of proteases. The quantification of protease activity on 
cell surface or in a mitochondrial environment is described in Chapters 4–6. Chapter 7 
includes a protocol for the production of functional catalytic domains of MMPs. Chapters 
8–11 are focused in the description of several methods of assaying proteolytic activity and 
validate biological processes through Western blot and zymography or through the use of 
fluorogenic substrates. CRISPR/Cas9 system is used as an example of targeting cathepsin 
B expression in Chapter 12. The validation of protease participation in cellular behavior 
requires the employment of sophisticated techniques mimicking in vivo situations; some of 
these using 2D and 3D cellular models are described in Chapters 13–16. Angiogenesis and 
lymphangiogenesis are processes known to rely on proteolytic activity, and methods to their 
analysis are shown in Chapters 17–20. Carcinogenesis models for studying protease partici-
pation in various types of cancer are explained in Chapter 21, and protocols to detect 
in vivo imaging of their activity in Chapter 22. The next chapters describe methods to 
induce silencing of protease genes in order to study mechanisms involved in cancer and 
aging (Chapter 23), to decipher genetic and epigenetic alterations of metallopeptidases 
(Chapter 24), to alter the ubiquitin-proteasome system (Chapter 25), or to produce highly 
selective antibody to be employed as protease inhibitors with a potential therapeutic utility 
(Chapter 26). In addition, strategies to target metalloproteinases are thoroughly reviewed 
in the last chapter of this volume (Chapter 27).
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We would like all of you to enjoy this volume in which we hope you find protocols and 
ideas for your research in the proteolytic world. We are especially grateful to all contribu-
tors, experts in the field and known for their participation in developing the techniques 
described herein. We also want to thank Dr. John Walker, editor-in-chief of Methods in 
Molecular Biology series, for his support especially during the first months of the elaboration 
of this volume.

Oviedo, Spain Santiago Cal 
 Alvaro J. Obaya
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Chapter 1

Dissecting Degradomes: Analysis of Protease-Coding 
Genes

Ángel Álvarez-Eguiluz, Ander Díaz-Navarro, and Xose S. Puente

Abstract

Proteases constitute up to 3% of all protein-coding genes in a vertebrate genome and participate in numer-
ous physiological and pathological processes. The characterization of the degradome of one organism, the 
set of all genes encoding proteolytic enzymes, and the comparison to the degradome of other species have 
proved useful to identify genetic differences that are helpful to elucidate the molecular basis of diverse 
biological processes, the different susceptibility to disease, and the evolution of the structure and function 
of proteases. Here we describe the main procedures involved in the characterization of the degradome of 
an organism for which its genome sequence is available.

Key words Proteases, Genome, Disease, Bioinformatics

1 Introduction

All living organisms rely on their ability to perform complex molec-
ular reactions which ultimately constitute what we define as life. In 
order to carry out those reactions, either by replicating their 
genetic material, obtaining energy, or synthesizing their own bio-
molecules, cells require the use of specific proteins or nucleic acids 
with enzymatic activity. Proteases constitute a large group of 
enzymes which can be detected in all kingdoms of life [1]. Due to 
their ability to irreversibly hydrolyze peptide bonds, proteases can 
either activate or inactivate specific proteins, constituting impor-
tant players in numerous biological processes, such as develop-
ment, homeostasis, apoptosis, reproduction, or host defense, 
among others [2]. Furthermore, changes in the activity of proteo-
lytic enzymes are frequently involved in numerous pathological 
processes, with more than 100 human hereditary diseases caused 
by mutations in protease-coding genes, and others in which prote-
ases activity is altered [3].
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The study of the set of proteases present in an organism, 
referred to as the degradome [4], constitutes an important task in 
biomedical research. Many proteolytic enzymes form complex 
 networks (Fig. 1) involved in specific cellular or physiological pro-
cesses such as apoptosis, blood coagulation, extracellular matrix 
remodeling, or food digestion. Differences in protease-coding 
genes can therefore provide clues about molecular processes that 
have played a role in the evolution of certain species or help in the 
identification of pharmacological targets. However, and despite 
the continuous advances in genome sequencing, the complete 
characterization of the degradome of an organism is still a poorly 
automated process, in which expert annotation and curation are 
usually required.

Although all proteases perform the same catalytic reaction, the 
hydrolysis of a peptide bond, this activity has evolved indepen-
dently several times leading to the emergence of numerous proteo-
lytic enzymes with different mechanisms capable of performing 
this type of reaction [1]. According to their catalytic mechanism, 
proteases are classified in seven different classes. In cysteine, serine, 
and threonine proteases, the catalytic nucleophile is the sulfhydryl 
or hydroxyl group of the corresponding side chain. In aspartic, 
glutamate, and metalloproteases, an activated water molecule acts 
as a nucleophile to attack the peptide bond of the substrate, 
whereas in the recently identified class of asparagine proteases, an 
asparagine residue is able to form a succinimide ring, cleaving its 
own peptide bond [5]. Within each catalytic class, proteases are 
classified in different families and clans based on sequence and 
structure similarity. Some of these families have originated through 
the divergent evolution of a common ancestor, while in other 
cases, proteases from different families within the same catalytic 
class have evolved independently [1]. This makes the identification 
of protease-coding genes a complex task because no common 
sequence motif can be used to query a vertebrate genome to search 
for all protease-coding genes, as might be the case for other type of 
protein families, such as cytochromes P450 or protein-tyrosine 
kinases. In those cases, a simple motif search can yield all possible 
candidates for those particular families in a specific genome. In this 
chapter, we will discuss the main procedures used for the study of 
the degradome of an organism, with special emphasis in vertebrate 
genomes. We will discuss the most common strategies applied, as 
well as potential limitations and sources of errors in this type of 
analysis, providing examples of differential genes identified for 
each case.

Ángel Álvarez-Eguiluz et al.
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Fig. 1 Human degradome co-occurrence network. Each node represents a protease or protease inhibitor, and 
connecting lines indicate experimental evidence for the association of those two corresponding proteins. The 
size of a node is proportional to the number of connections. Stronger connections are represented with thicker 
edges. Nodes are color coded according to the catalytic class in which the protein appears (yellow, aspartyl 
proteases; blue, cysteine proteases; green, metalloproteases; red, serine proteases; purple, threonine 
proteases; and orange, protease inhibitors), and edges have the same color as their source node. Proteins with 
many pathway associations can be found central to the map. Several clusters of proteases and inhibitors 
corresponding to specific processes can be detected, including caspases involved in apoptosis on the center 
right of the figure, proteasome and ubiquitylation on the top, or extracellular matrix remodeling on the left 
middle bottom

Dissecting Degradomes
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2 Materials

Due to the heterogeneity in structure and sequence found in pro-
teolytic enzymes, the first step to characterize the degradome of an 
organism will rely on the use of specific databases with known pro-
teases and sequences from diverse species. In this regard, the most 
comprehensive protease database is MEROPS, the peptidase data-
base [6], containing near one million proteases belonging to more 
than 4500 different species. By contrast, the mammalian degra-
dome database is focused on mammalian proteases, with curated 
entries for human, chimpanzee, and rodents, as well as with infor-
mation about major differences between these model organisms 
and human hereditary diseases caused by mutations in protein-
coding genes [3, 7]. Other useful resources include protein family 
databases such as Pfam or InterPro [8, 9], as well as nucleotide and 
protein databases such as GenBank or EMBL, where complete or 
partial sequences from virtually all living organisms exist.

To study the degradome of a newly sequenced genome, the most 
common procedure consists in performing sequence comparisons 
between known proteases in other organisms and the predicted 
proteins encoded by the target genome. The Basic Local Alignment 
Search Tool (BLAST) [10] provides enough sensitivity and speci-
ficity to detect all orthologous sequences between two evolution-
ary close organisms. In its TBLASTN configuration, it also allows 
protein sequence searches against a translated genome, which is 
useful to identify pseudogenes or search for missing proteases with 
high sensitivity. BLAST searches can be complemented by the 
analysis of Hidden Markov Models (HMM) corresponding to pro-
tease families, by using programs like HMMER [11].

3 Methods

It is very likely that a set of proteases for the target species has 
already been annotated in the MEROPS database, which can pro-
vide a good starting point to build its degradome (Fig. 2).

Depending on the number of available protease sequences, this 
information can be used to assess the completeness of the genome 
to be analyzed and the quality of the assembly. The inability to 
identify a previously known protease in a newly generated genome 
reflects that the obtained genome assembly might be incomplete 
to fully characterize all coding genes. Furthermore, the absence of 
some exons, or the presence of exons from the same gene in differ-
ent order and different contigs or chromosomal regions, might 

2.1 Databases

2.2 Sequence 
Comparison Tools

3.1 Building 
Degradomes

Ángel Álvarez-Eguiluz et al.
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also indicate a poor quality assembly. This information about the 
quality and accuracy of a new generated genome assembly is of 
outmost importance when trying to interpret differences in the 
protease repertoire between this species and others, as genome 
incompleteness, and not true biological changes, might account 
for some of the differences observed when comparing 
degradomes.

MEROPS Target species

Reference degradome

YesNo

No

True Negative False Negative

Yes

Orthologue

Quality assembly

Differential protease
No Yes

Pseudogene Paralogous
New family member

No Yes

True Negative

No Yes

New proteaseContamination

Target genome

DEGRADOME

Single 
reciprocal

best hit

YesNo

BLAST

RNA-seq
ESTs
WGS

Differential protease

BLAST

Manual
inspection

BLAST
HMM

Experimental
validation

Fig. 2 Flowchart with the main steps involved in the construction of a degradome. The process starts with the 
search of proteases from the target species in the MEROPS database. Next, BLAST searches are carried out 
between a reference degradome and the target genome, allowing the detection of most protease-coding 
genes in the target species. Then, an iterative process using BLAST, TBLASTN, or HMM searches would be 
included to identify additional family members or new protease families, as well as manual inspection to 
identify potential false-positive or false-negative hits

Dissecting Degradomes
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Once previously known proteases have been annotated, a second 
step in the construction of a degradome consists in the comparison 
with proteases from other related organisms. This step is usually 
sufficient to classify most proteases present in a particular species, 
because, despite the existence of more than 260 different families 
of proteases [6], most organisms from the same class (i.e., mam-
mals) usually contain proteases belonging to the same catalytic 
families [7, 12, 13]. Therefore, sequence comparison constitutes 
the most powerful strategy to annotate protease-coding genes 
from a newly generated genome. Nevertheless, the approaches and 
potential pitfalls in this strategy largely depend on the type of event 
that has been acting through evolution. In this regard, we can con-
sider the evolution of protease-coding genes in five different 
scenarios:

 1. In the most simple and frequent scenario, a protease gene has 
been conserved, and a clear orthologue can be detected within 
closely related species.

 2. A protease is lost due to the accumulation of truncating muta-
tions or to a gene deletion event.

 3. A protease or group of proteases is expanded due to gene 
duplication events.

 4. A protease is retained or acquired and is not present in the 
degradome of the organisms used for comparison.

 5. A protease losses its proteolytic activity due to changes in spe-
cific catalytic sites.

Although gene evolution can include more possible scenarios, 
these are the most common ones encountered when building 
degradomes from vertebrate species, and the type of pitfalls arising 
when dealing with each type of scenario is different and worth 
describing herein.

In the most simple and frequent scenario, a protease gene has been 
conserved through evolution, so orthologues can be detected 
within closely related species. For vertebrate organisms, this repre-
sents the most common case. Therefore, a direct comparison of 
proteases from a well-annotated organism such as human, using 
the BLAST algorithm against the protein sequences predicted 
from the genome of the query organism, can yield most one-to- 
one orthologues shared by both species. This approach is both 
simple to perform and powerful to detect most protease-coding 
genes in a vertebrate genome (see Note 1). However, this approach 
can result in false negatives (failure to identify bona fide ortho-
logues) or false positives (label as protease something that it is 
not). There are several reasons why a true protease might fail to be 
detected using this simple approach (see Notes 2 and 3).

3.2 Protein 
Sequence Comparison

3.3 Identifying 
One-to-One 
Orthologues

Ángel Álvarez-Eguiluz et al.
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Nevertheless, the most common reason for obtaining false 
negatives is the quality of the genome assembly. This could cause 
either the absence of a complete gene, or some of its exons, leading 
to the classification of the corresponding protease as absent from 
this organism, or truncated. By this reason, it is important to per-
form quality control measurements with already known protease-
coding genes or at least known protein-coding genes, in order to 
estimate the completeness of the genome assembly. Furthermore, 
the existence of additional genomic information, such as RNA-seq 
data, Expressed Sequence Tags (ESTs), or whole- genome sequence 
(WGS) from other individuals, provides additional lines of evi-
dence that can be extremely useful when trying to determine 
whether a gene has been lost or is absent due to limitations of the 
assembly quality (see Note 4).

On the other hand, a search for protease orthologues can also 
result in the appearance of false positives, which is discussed 
together with the loss of protease genes in Subheading 3.4.

The birth and death of genes in an organism constitute a qualita-
tive change which sometimes allows us to deduce physiological 
functions that might have been altered due to this change, such as 
the loss of a particular proteolytic activity. For instance, loss of the 
enamel-specific protease MMP20 in avian species can be attributed 
to the loss of teeth in birds [14], while loss of gastric proteases in 
platypus is accompanied by the lack of functional stomach in this 
mammal [12]. Therefore, careful examination of missing proteases 
can provide important clues to our understanding of evolutionary 
traits in our species of interest. The two main mechanisms by which 
a gene can be inactivated includes complete or partial deletion and 
the accumulation of truncating mutations affecting the coding 
sequence. Although these alterations are easily identifiable through 
bioinformatics analysis, manual inspection is highly recommended 
in order to avoid false positives or negatives. Thus, as mentioned in 
Subheading 3.1, low-quality assemblies can result in the lack of 
certain genes or exons from the assembly, giving rise to false nega-
tives. Similarly, sequencing errors can lead to the presence of inser-
tion/deletions or substitutions that might appear as truncating 
mutations (see Note 5).

However, the identification of pseudogenes, or the distinction 
from false positives, is not a trivial process. Gene prediction algo-
rithms might erroneously classify a pseudogene as a protein- coding 
gene either by reporting a putative transcript in which the mutated/
lost exon is skipped or by selecting an alternative splicing site that 
generates a long open reading frame that otherwise would be dis-
rupted by the presence of a premature stop codon or frameshift 
mutation in the genome. Therefore, caution must be taken with 
proteases in which the predicted sequence is shorter by lack of one 

3.4 Loss 
of Protease-Coding 
Genes

Dissecting Degradomes
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exon or part of it when compared to the orthologous gene in closer 
species, as they might constitute potential pseudogenes. In any 
case, functional validation, either by using RNA-seq to confirm 
that a truncating variant is expressed, or that a predicted shorter 
transcript is real, or through experimental validation, is necessary 
to determine that a protease gene has been pseudogenized in a 
particular species.

Similar to gene deletions, the creation of novel members of a fam-
ily through gene duplication events could help explain some of the 
processes that have acted during the evolution of this species, shap-
ing its genome. For instance, the number of proteases in mice and 
rats is 14% and 11% higher than in humans, respectively [7, 13]. 
Most of these differences are due to the expansion of specific pro-
tease families during rodent evolution. They include placental and 
testin subfamilies of cathepsins, independent expansion of glandu-
lar kallikreins in mice and rats, or the expansion of a small cluster 
of mast cell chymases and granzymes composed of just four genes 
in humans which have undergone numerous cycles of duplication 
in rodents, resulting in 17 and 24 genes in mice and rats, respec-
tively [13]. These data show that reproduction and host defense 
constitute physiological processes on which selection has been act-
ing on during rodent evolution, shaping their genome and degra-
dome composition.

Gene duplication events lead to the generation of paralogous 
genes. When using protease sequences from one organism (species 
A) to characterize the degradome of our organism of interest (spe-
cies B), gene duplication events are detected by the presence of 
two genes in B with high sequence identity, that when compared 
back to species A, both genes have the same gene in A as their best 
hit. In most cases, gene duplication events occur in tandem, and, 
therefore, two almost identical copies of a gene appear within the 
same locus. Although this fact could in principle facilitate the iden-
tification of duplicated protease-coding genes, in practice the 
detection and annotation of duplicated genes are challenging. 
Thus, in the case of very recently duplicated genes, both paralo-
gous genes are almost 100% identical, and this usually leads to 
both sequences being artificially collapsed into one during the 
assembly process. Therefore, the ability to detect recently dupli-
cated genes from genome assembly data is relatively low, and our 
sensitivity increases as more time has passed since the duplication 
event took place.

An additional factor that must be taken into account for the 
identification and annotation of duplicated proteases is the fact 
that most duplication events occur in genomic regions where clus-
ters of protease-coding genes already exist. Usually, together with 
genes, these regions also contain numerous pseudogenes, as evi-

3.5 Gene Duplication 
and Family Expansion

Ángel Álvarez-Eguiluz et al.
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dence of previous unsuccessful duplications. These complex 
regions can be error prone during the assembly process, resulting 
either in the collapse of two genes into one or even the generation 
of chimeric genes with exons and introns from a gene and a pseu-
dogene. This can cause the formation of unique structures that 
raise the interest of the researcher but usually do not stand further 
experimental validation (see Note 6).

As mentioned before, the use of a reference degradome from a 
well-annotated organism can be extremely useful to classify the 
degradome of another species. However, this approach might 
reduce the ability to detect proteases which are not present in the 
reference organism. Therefore, when all orthologous genes have 
been annotated for a particular protease family, the next step would 
include an iterative process using BLAST or HMM searches and 
parsing results to classify all hits as either protease-coding genes or 
pseudogenes. By performing this iterative step, it is possible to 
identify additional family members which, despite not being ortho-
logues, share enough sequence similarity to be detected using 
BLAST or HMM models. An example of this approach is the iden-
tification of the aspartyl protease nothepsin in the platypus genome 
[15]. This protease is involved in processing vitellogenin or other 
egg-yolk proteins and, although present in all vertebrates and 
invertebrates which lie eggs, has being pseudogenized in marsupi-
als and eutherians. Nevertheless, by performing sequence similarity 
searches using human proteases, and analyzing residual results, it is 
possible to identify additional members that provide information 
about the biology of monotremas.

Once a protease family is completed, the same iterative process 
is performed with subsequent families. The overall result of this 
process would be a list of all proteases encoded by the genome of 
interest. However, depending on the type of organism, it might 
contain proteases from families not present in the organism that 
has been used as reference (human in this case). Therefore, a com-
parison using BLAST or HMM models for additional protease 
families is now performed. Due to the fact that some protease fam-
ilies are very specific to certain organisms, including virus, bacte-
riophages, bacteria, or fungi, most comparisons will yield a negative 
result. In the case of a positive result, it is strongly required to 
determine the molecular mechanism by which this protease has 
been acquired in this organism to prevent inclusion of false posi-
tives (see Note 7).

About 20% of all human genes evolutionary derived from protease- 
coding genes lack proteolytic activity and are referred to as non- 
protease homologues. Orthologues in other organisms usually 
share this lack of proteolytic activity. However, there are some 

3.6 Proteases Not 
in the Species 
of Reference

3.7 Functional Genes 
Losing Proteolytic 
Activity

Dissecting Degradomes
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examples, such as caspase 12, in which this gene encodes a func-
tional protease in rodents and chimpanzee, while in some human 
populations is a non-protease homologue conferring higher risk of 
sepsis, while in other human populations is a pseudogene due to 
the presence of a premature stop codon [16, 17]. Therefore, once 
sequences corresponding to proteolytic genes have been compiled, 
an analysis of residues involved in catalytic activity might help to 
identify genes that might have lost their proteolytic activity in our 
species of interest. The use of programs to identify protein families 
such as Pfam or InterPro, as well as multiple sequence alignments, 
can facilitate this process.

Finally, in order to identify changes in individual genes that might 
be responsible for specific evolutionary traits in one species, litera-
ture is reviewed to determine the function of differential proteases 
identified in this analysis. The existence of diseases or phenotypes 
associated with changes in a gene in humans or other species or the 
effect of knocking out a gene in a model organism can provide 
evidence for its participation in specific traits observed in the target 
species. Depending on the evolutionary distance between com-
pared species, the ability to unequivocally associate a gene change 
to a particular trait or phenotype can be challenging. Closer species 
will have few or even no changes in their degradomes, allowing a 
more in-depth study of the potential consequences of these 
changes. By contrast, as further apart two species are, more differ-
ential proteases and more phenotypic changes between them will 
be detected, making the genotype-phenotype association more dif-
ficult to interpret.

4 Notes

 1. A common source of noise in the identification of proteases by 
performing BLAST searches between a known protease and the 
genome of the target organism is the presence of pseudogenes, 
either processed or unprocessed, for that protease in the target 
genome. Pseudogenes can make more difficult the identifica-
tion of true orthologues, requiring additional steps to annotate 
a particular protease. A common procedure to establish the 
most likely orthologous sequence will involve the analysis of 
shared synteny by looking at flanking genes to the protease 
gene of interest. Although chromosomal rearrangements might 
have split an ancestral block in different blocks, synteny is usu-
ally conserved between organisms that diverged up to hundreds 
of millions of years ago, providing a good reference point to 
determine which of the multiple sequence hits might be the 
most likely orthologue. The classification of the rest of sequence 

3.8 Data Integration
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hits in either gene duplications or pseudogenes is discussed in 
Subheadings 3.4 and 3.5.

 2. One reason to obtain false negatives is that our protein-protein 
comparison was relying on the protein sequences predicted 
from our genome, and those predictions failed to identify one 
of the protease-coding genes in the genome. If that is the case, 
an alternative approach is to perform a sequence alignment 
between the human protein and the DNA sequence of our 
genome using an algorithm such as TBLASTN. If there is a 
gene encoding an orthologous protease, this procedure will 
allow us to identify exons corresponding to this gene. With this 
information, it is possible to reconstruct the protein sequence 
corresponding to the missing protease.

 3. In other cases, the inability to detect a protease when perform-
ing a sequence comparison against a human protease might be 
due to both species being too distantly related or one of those 
genes evolving under positive selection. In the case of using 
human proteins as queries and failing to get the corresponding 
orthologue, it can be helpful to use as query the orthologue 
from a more evolutionary closer organism, as the number of 
changes between those species will be lower than with a more 
distantly related organism. For genes evolving under positive 
selection, the number of non-synonymous substitutions at non- 
synonymous sites will be higher than the number of synony-
mous substitutions at synonymous sites. However, by using a 
protein sequence from an evolutionary closer organism, it 
would be possible to identify that protease, as the expected 
number of variant sites is small.

 4. RNA-seq data, or even WGS data from the same individual or 
additional individuals, is nowadays easy to generate and pro-
vides an independent set of sequences in which to confirm or 
discard findings obtained from the analysis of a genome assem-
bly. In general, these massive approaches provide a fast and 
cost- effective alternative to validate findings obtained by ana-
lyzing a single assembly. Thus, searching for proteases which are 
missing from the assembly, by using RNA-seq or WGS data, can 
lead to the detection of reads corresponding to the orthologous 
protease, suggesting that a gap in the assembly, and not a gene 
deletion, is the most likely cause for its absence in the analyzed 
genome.

 5. To distinguish between true truncating mutations and sequenc-
ing errors, availability of additional sequence data (either RNA-
seq or WGS) can provide an independent line of evidence to 
distinguish between true deletions or mutations and lack of 
coverage or sequencing errors in the genome assembly.

Dissecting Degradomes
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 6. Experimental validation of genes or variants within highly 
repetitive regions can be challenging when using PCR. Primers 
will likely anneal to different genes/pseudogenes preventing a 
clear result. Although cumbersome, the use of BACs or fosmids 
can overcome some of the intrinsic difficulties which are faced 
when validating results from regions showing a high percentage 
of identity.

 7. The identification of a protease from a family not present in 
other evolutionary closer organisms might indicate that either 
this protease has been retained during evolution and lost in the 
remaining species, that is the result of horizontal gene transfer 
(HGT), or that it has appeared due to contamination of the 
sample with parasites or molecular biology reagents. For 
instance, blood-borne parasites constitute a source of contami-
nation that can lead to the identification of false HGT events. 
Thus, if the DNA sample for sequencing was obtained from 
blood from an individual which was infected by a blood- borne 
parasite such as a virus, a bacteria, or a protozoan, DNA from 
that parasite will be also extracted and sequenced. This might 
result in the presence of genes from that parasite in the final 
genome assembly, leading to the identification of potential 
HGT events. Although HGT cannot be discarded, the presence 
of numerous genes from the same parasite in a genome assem-
bly of its host is most likely due to sample contamination with 
the parasite than to HGT. Nevertheless, experimental validation 
would be required to determine whether HGT or sample con-
tamination is responsible for the presence of otherwise alien 
proteases in the genome of our species of interest.
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Chapter 2

Identification of Protease Cleavage Sites and Substrates 
in Cancer by Carboxy-TAILS (C-TAILS)

Nestor Solis and Christopher M. Overall

Abstract

Determination of drug targets and development of novel therapeutics for the treatment of different cancers 
are actively ongoing areas of research. Proteases being the second largest group of enzymes in humans pres-
ent themselves as attractive targets for blocking and activation to treat malignancies. However, determina-
tion of the protease cleavage substrates is often missed by utilizing conventional modern proteomic 
approaches. The relatively low abundance of proteolytically processed, and mostly semi-tryptic, peptides 
compared to tryptic peptides generated in shotgun proteomics compounded with their poorer identifica-
tion rates makes the identification of such critical peptides challenging and so are mostly overlooked. Our 
laboratory introduced Terminal Amine Isotopic Labeling of Substrates (TAILS) to identify N-terminal 
peptides from cleavage events. In this chapter we present a protocol from our complementary method 
carboxy-TAILS (C-TAILS) to identify C-terminal peptides in metabolically labeled cancer cell lines.

Key words Proteolysis, Proteolytic regulation, Metabolic labeling, Protease substrate

1 Introduction

Proteins have been classically characterized as the molecular effec-
tors of the cell—the products of genes that catalyze all necessary 
reactions for life or provide structural components that the cell 
utilizes for form and function. As cancer is not a single disease, but 
rather a summation of dysregulated events in the cell, it is unsur-
prising to see that proteins have modified spatiotemporal expres-
sion and aberrant posttranslational modifications in comparison to 
healthy tissue counterpart cells [1]. Protein phosphorylation in 
cancer has been well studied with critical pathways identified by 
dysregulated phosphorylation/dephosphorylation levels such as 
the MAPK pathway [2]. Glycosylation has also emerged as an 
important posttranslational modification on the cancer cell surface 
with examples of increased sialylation on terminal sugars of com-
plex polysaccharide chains attached to proteins on cellular surfaces 
which modify their interaction with the extracellular matrix and 
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can aid cancer cells in invasion [3, 4]. However, the most over-
looked yet most abundant posttranslational modification is proteo-
lytic processing. There are over 500 proteases in humans, making 
them the second largest group of enzymes in humans, and they 
control a plethora of biological aspects required for life [5]. 
Proteases and peptidases act as a concerted network—the protease 
web [6]—which is tightly controlled to result in highly tuned 
modulators responsible for key processes, notably, coagulation, 
apoptosis, and complement activation as the classically studied 
pathways. However, proteolytic processing is a key regulator of 
cytokine and other bioactive mediator functions involved in tissue 
homeostasis and its dysregulation in cancer. This is still an active 
area of research with a high potential for development of therapeu-
tics. It is important to note that 5–10% of all drugs against differ-
ent human diseases target the protease class of enzymes [7].

The method of choice for systematically identifying and quanti-
fying proteins is mass spectrometry-based proteomics [8]. Methods 
for extracting, tryptically digesting, and utilizing increasingly power-
ful mass spectrometers and bioinformatic tools have made it possible 
to profile entire proteomes with unprecedented accuracy, confi-
dence, and speed [9]. When comparing tumors and cell lines to 
normal or wild-type counterparts using bottom-up approaches, 
whole proteomes are extracted and digested with trypsin into pep-
tides—which are far more amenable to liquid chromatography tan-
dem mass spectrometry-based (LS-MS/MS) analyses due to their 
chromatographic properties, ionization characteristics, and benefi-
cial fragmentation patterns due to these peptides ending in arginine 
or lysine [10]. Yet, these workflows which are becoming routine for 
biochemistry labs across the world do not allow for the identification 
of cleavage sites in substrates due to these species being (1) less 
abundant compared to internally generated tryptic peptides and (2) 
having semi-tryptic cleavage sites which are frequently missed by 
bioinformatic search tools [11]. As such, when attempting to deci-
pher the role of particular endo- or exopeptidases, the location of 
cleavage will be lost in an expansive sea of tryptic peptides that do 
not inform of proteolytic regulation. Consequently, these cleaved 
peptides as hallmarks of substrate cleavages must be enriched.

We have presented a method for determining cleavage sites 
N-terminally, termed Terminal Amine Isotopic Labeling of 
Substrates (TAILS) [12, 13]. Here we show a complementary pro-
tocol for determining cleavage sites C-terminally using a negative 
selection method—carboxy-TAILS (C-TAILS) (Fig. 1) [14]. 
Identification of the cleavage site by both methods provides valida-
tion of proteolytic processing and can be validated biochemically. 
Proteomes are extracted and blocked at their cysteines to prevent 
aggregate  formation. Primary amines (lysines and N termini) are 
blocked via a dimethylation reaction or acetylation reaction [15], 
to prevent the cross-reactivity at the subsequent  carboxylic acid 
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labeling step. Carboxylic acids when activated react with primary 
amines, which, if coming from peptides and proteins, can lead to 
the formation of aggregates that are not amenable for analysis. 
Following cleanup, the amine-labeled proteins are activated with 
EDAC and s-NHS to react their carboxylic acids (glutamate, aspar-
tate, and C termini) with a tag—in this method ethanolamine. 
There are novel developments in tags that can increase C-terminal 
peptide identification, and the reader is welcome to explore those 
avenues [16].

The presence of a tag at the C terminus of the protein allows 
for negative selection of the protein’s natural C-terminal peptide 
and neo-C-terminal peptide generated after protease cleavage and 
as a marker to qualify which peptides are bona fide C-terminal pep-
tides. Proteomes are precipitated and digested with trypsin. We 
also presented LysargiNase™ as a protease suitable for proteomic 
analysis due to its ability to cleave specifically N-terminally to argi-
nines and lysines, thus providing complementary coverage to 
 trypsin and enhancing C-terminal peptide identification, while 
retaining beneficial properties for these peptides for LC-MS/MS 
which otherwise would have been lost with trypsin [17].
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Fig. 1 Carboxy-TAILS (C-TAILS). Cancer cell lines are grown in light or heavy SILAC conditions. Here blue rep-
resents the light labeled cell line lacking the protease of interest, while in red is the cell line with the activity 
of said protease. Proteomes are extracted, reduced, and alkylated (not shown for simplicity) and then mixed at 
equal amounts which enables robust quantification. Primary amines are blocked using reductive dimethyl-
ation, and carboxylic acids are then blocked using EDAC/s-NHS chemistry. Proteins are then digested into 
peptides generating new primary amines and carboxylic acids. Newly formed primary amines are blocked 
using reductive dimethylation. Peptides with freely available carboxylic acids are depleted using a polyallyl-
amine (PAA) polymer using EDAC chemistry, and unreacted peptides are recovered by ultrafiltration for LC-MS/
MS analysis

C-TAILS in Cancer
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Trypsin or LysargiNase™ digestion into peptides forms new 
primary amines and carboxylic acids. Peptide amines are blocked for 
the same reasons as at the protein level, and this also allows for the 
introduction of an isotopic or isobaric tag if performing sample 
comparisons by relative quantification. Alternately, SILAC labeling 
can be performed for quantitative analyses. Hence, the peptide mix-
ture is composed of amine-blocked peptides that either (a) have a 
C-terminal tag introduced at the protein level which correspond to 
the true ends of proteins or (b) peptides with no C-terminal tag and 
are internal tryptic or LysargiNase™ peptides that we aim to deplete. 
A polyallylamine polymer can then react with the latter class of pep-
tides using the same EDAC/s-NHS chemistry leaving behind the 
initially C-terminally tagged peptides. These C-terminally tagged 
peptides are isolated from the polymer using a spin filter device with 
a large molecular weight cutoff and can be analyzed by LC-MS/MS 
and later identified by database search engines.

2 Materials

 1. Arginine- and lysine-free DMEM or RPMI (dependent on cell 
type).

 2. Dialyzed fetal bovine serum (FBS).
 3. Cell culture supplements as required (antibiotics, nonessential 

amino acids, etc.).
 4. Cell culture grade amino acids: “light” l-leucine (Leu0) and 

“heavy” 13C6 l-leucine (Leu6).
 5. Phosphate-buffered saline buffer (PBS): 137 mM NaCl, 

2.7 mM KCl, 10 mM Na2HPO4, and 1.8 mM KH2PO4 in 
water.

 6. 10× EDTA solution: 100 mM ethylenediaminetetraacetic acid 
in water.

 7. Cell lysis buffer (e.g., RIPA buffer).
 8. Protease inhibitor cocktail.

 1. Protein quantification kit.
 2. DTT solution: 1 M dithiothreitol in water.
 3. IAA solution: 500 mM iodoacetamide in water.
 4. Methanol.
 5. Chloroform.
 6. Chemically resistant conical tubes (15 mL volume).
 7. GuCl solution: 6 M guanidinium chloride in water.
 8. NaOH solution 1: 1 M sodium hydroxide in water.
 9. NaOH solution 2: 0.1 M sodium hydroxide in water.

2.1 Metabolic 
Labeling and Cell 
Culture Reagents

2.2 Proteome 
Preparation Reagents
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 10. HEPES buffer 1: 1 M 4-(2-hydroxyethyl)-1-piperazineethane-
sulfonic acid in water, pH 7.5.

 11. HEPES buffer 2: 200 mM 4-(2-hydroxyethyl)-1-pipera-
zineethanesulfonic acid in water, pH 7.5.

 1. Formaldehyde solution: 2 M CH2O in water.
 2. Sodium cyanoborohydride solution: 1 M NaBH3CN in water.
 3. Formic acid (1%).
 4. MES buffer 1: 400 mM 2-(N-morpholino)ethanesulfonic acid 

in water, pH 5.0.
 5. MES buffer 2: 1 M 2-(N-morpholino)ethanesulfonic acid in 

water, pH 5.0.
 6. Ethanolamine hydrochloride solution: 1 M C2H7NO (etha-

nolamine salt) in water.
 7. EDAC solution: 800 mM 1-ethyl-3-(3-dimethylaminopropyl)

carbodiimide in DMSO.
 8. s-NHS solution: 500 mM sulfo-N-hydroxysuccinimide in 

DMSO.
 9. Dimethyl sulfoxide (DMSO).

 1. Sequencing-grade trypsin.
 2. Calcium chloride solution: 1 M CaCl2 in water.
 3. LysargiNase™ (sequencing grade) (http://www.sbu.csic.es/ 

research-groups/proteolysis-lab/lysarginase/#price-and- 
availability).

 1. PAA polymer solution: 30 mM polyallylamine polymer in 
water.

 2. Spin-filter ultrafiltration device with 30,000 Da molecular 
weight cutoff.

 1. Liquid chromatography (C18) tandem mass spectrometry sys-
tem capable of performing high-throughput peptide identifi-
cation analysis, e.g., Q-TOF platforms, Orbitrap systems, etc.

 2. Database search engine and software package—we recommend 
the freely available MaxQuant software [18].

3 Methods

The method shown here describes a two-way comparison (often 
wild-type and protease knockout) but can be expanded to more 
channels utilizing appropriate isotopic or isobaric labeling techniques, 
for example, treatment with protease inhibitors. We recommend 
firstly attempting this protocol with no metabolic or isobaric 

2.3 Amine 
and Carboxylic Acid 
Derivatizing Reagents

2.4 Digestion 
Enzymes

2.5 Polymer 
Depletion and Peptide 
Purification Reagents

2.6 Data Acquisition 
and Analysis 
Platforms
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 labeling—using only inexpensive dimethylation reagents—to ensure 
the technique is optimal for the experimental settings of the researcher 
before embarking on the costlier SILAC or isobaric tagging reagents. 
Furthermore, due to the nature of this protocol, we advise using 
metabolic labeling as it enables easier processing and increased 
robustness for quantification.

 1. Prepare cell growth medium with required media component 
(RPMI, DMEM, etc.) depleted of arginine and lysine. 
Supplement media with isotopically labeled light l-leucine 
(Leu0) for condition 1 (henceforth termed “wild type”) and 
with isotopically heavy 13C6 l-leucine (Leu6) for condition 2 
(henceforth termed “knockout”). Supplement media with heat-
inactivated 10% dialyzed FBS and other additives as required 
(e.g., antibiotics).

 2. Grow wild-type and knockout cells in their respective media to 
conditions desired. Cells are to be grown in fresh media for 
every doubling for at least five doublings to ensure complete 
incorporation of amino acids.

 3. Ensure that cells have been completely metabolically labeled. 
An aliquot of cells can be extracted at five doublings and 
digested for LC-MS analysis. Database searching should reveal 
the percentage of peptides that converted to the heavy form. 
Labeling must be in excess of 98% for accurate quantification.

 4. Once labeling is confirmed to be complete for the heavy amino 
acid-containing cell line, appropriate chemical or biological 
treatment can be performed. In this method, wild-type and 
protease knockout cancer cells will be compared.

 5. For a T75 dish, wash cells with phosphate-buffered saline 
(PBS) three times (10 mL) and lyse with RIPA buffer (700 μL) 
containing 10 mM EDTA (1:10 dilution of EDTA solution) 
and protease inhibitor cocktail. Scrape cells off the cell culture 
flask and do not use trypsin for lifting the cells as it will inter-
fere with downstream analysis (see Note 1).

 6. Lyse cells on ice and use a tip-probe sonicator to burst cells 
and shear DNA which interferes with downstream analysis.

 7. Take an aliquot of each wild-type and knockout lysates and 
perform a protein quantification procedure of choice (typically 
BCA assay) and mix lysates at 1:1 ratio in order to have 1.5–
2.0 mg of protein in 1 mL volume to begin chemical labeling 
(see Note 2).

 1. Cysteines must be blocked to prevent formation of protein 
aggregates due to disulfide bonding. Prepare 100 μL fresh 
stock of DTT solution and add 10 μL to the lysate and incu-
bate at 37 °C for 1 h to reduce proteins. Final concentration of 
DTT is 10 mM.

3.1 Metabolic 
Labeling of Cancer 
Cell Lines

3.2 Proteome 
Preparation 
and Purification 
for 1 mL Volume
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 2. Prepare 100 μL fresh stock of IAA solution and add 20 μL to 
the lysate and incubate at 25 °C for 30 min in the dark. Final 
concentration of IAA is 20 mM.

 3. Quench by adding DTT solution again as in Subheading 3.2, 
step 1.

 4. Protein lysates must be precipitated prior to the next step as 
it is sensitive to the presence of primary amines. The inves-
tigator is welcome to use any protein precipitation method 
of his/her choice. Here we quickly describe the usage of 
Wessel and Flugge’s chloroform/methanol method for 
1 mL volumes [19]:
(a)  Transfer lysate to 15-mL-sized chemically resistant conical 

tubes (~1 mL).
(b) Add 3 mL water.
(c) Add 4 mL ice-cold methanol. Vortex vigorously.
(d) Add 1 mL chloroform. Vortex vigorously.
(e)  Centrifuge in a swing-bucket rotor at 3000 × g for 5 min 

to separate into three phases.
(f) Carefully pipette into waste the top layer.
(g)  The interphase which consists of purified protein is then 

transferred carefully to a microfuge tube (see Note 3).
(h)  Add 1000 μL methanol, vortex vigorously, and centrifuge 

at 9000 × g for 2 min at 4 °C.
(i)  Remove the supernatant into waste and repeat the metha-

nol washing two more times to ensure removal of 
contaminants.

 5. Following protein precipitation, the pellet is resuspended in 
500 μL of GuCl solution. If protein does not fully resuspend, 
add NaOH solution 1 in 100 μL aliquots or alternatively briefly 
tip-probe sonicate to ensure solubilization. Add 200 μL of 
HEPES buffer 1 and make up to 1 mL with water.

Protein-level labeling is as in TAILS and is required for C-TAILS as 
carboxylic acids on proteins cannot be labeled in one step due to the 
lack of reactivity of these groups. The most effective way of reacting 
carboxylic acids in aqueous conditions is by condensation reactions 
of the carboxylic acid with primary amines. As such, protein amines 
must be made unavailable such that they do not react with the car-
boxylic acids in their direct proximity. Primary amines on proteins 
are reacted with formaldehyde in a fast, effective, and inexpensive 
reaction, and as such this step requires having no primary amines in 
the buffers (e.g., Tris is not permitted) and small primary amine 
molecules available from the lysate (e.g., freely available amino acids 
and nucleic acids).

3.3 Protein-Level 
Dimethylation

C-TAILS in Cancer
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 1. Prepare 100 μL of the following solutions fresh: sodium cya-
noborohydride solution and formaldehyde solution.

 2. Add 22 μL formaldehyde solution and immediately after add 
22 μL of sodium cyanoborohydride solution, mix, and incu-
bate at 37 °C for 3 h. Final concentration of formaldehyde is 
80 mM. Final concentration of sodium cyanoborohydride is 
40 mM.

 3. Acidify with 1% formic acid to a final concentration of 0.1% 
and incubate at room temperature for 1 h. Excess reagents will 
react to form bubbles.

 4. Perform protein precipitation of choice or as in Subheading 
3.2, step 4.

Primary amines on proteins being blocked now permit the tagging 
of the C terminus which permits inference of the biologically 
occurring end of the protein by mass spectrometry in later stages. 
The chemistry employed is an amidation reaction utilizing a small 
primary amine molecule to attach to the C-terminal end of pro-
teins and peptides which prevent these species being captured by 
the polymer employed at a latter stage. This is performed using 
1-ethyl-3-(3-dimethylaminopropyl)carbodiimide (EDAC) and 
sulfo-N-hydroxysuccinimide (s-NHS). EDAC activates carboxylic 
acids to make them more reactive and is stabilized by s-NHS to 
form an amine-reactive intermediate which is available for reaction 
with the primary amine used for tagging. Unfortunately, EDAC is 
unstable in aqueous solution, thus requiring multiple addition 
steps to push the reaction in the forward direction.

 1. Resuspend the protein pellet in 200 μL of GuCl solution and 
ensure it is solubilized. Avoid adding basic solutions and tip-
probe sonicate as required.

 2. Add 200 μL of MES buffer 1. Ensure that final pH is still 5.0.
 3. Prepare 150 μL of EDAC solution, s-NHS solution, and etha-

nolamine solution (see Note 4).
 4. Add 25 μL s-NHS solution and 25 μL EDAC solution to the 

protein solution, and incubate at 25 °C for 30 min. Final 
 concentration of s-NHS is 50 mM. Final concentration of 
EDAC is 80 mM.

 5. Add 25 μL ethanolamine solution. Final concentration of etha-
nolamine is 200 mM.

 6. Vortex vigorously and spin down (see Note 5). Incubate for 
1 h at 25 °C.

 7. Add equivalent amounts as in Subheading 3.4 step 4, and 
incubate for an additional hour at 25 °C.

3.4 Protein-Level 
Amidation
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 8. Repeat as in Subheading 3.4 step 7 and incubate overnight at 
25 °C.

 9. Perform a protein precipitation of choice or as in Subheading 
3.2, step 4.

As with all bottom-up proteomic approaches, proteins are digested, 
albeit they have been tagged prior to this step. Peptides generated 
will either have the C-terminal tag—our peptides of interest—or 
will be unmodified. A complementary strategy of trypsin is our 
recently introduced protease, LysargiNase™, which makes for 
increased coverage and better ionization properties of C-terminal 
peptides [17]. Digestion with either enzyme generates new primary 
amines and new carboxylic acids. As at the protein level, these pri-
mary amines need to be blocked to prevent cross-reactions. Internal 
tryptic or LysargiNase™ peptides bearing a freely available carbox-
ylic acid are later removed by an amine-containing polymer.

 1. Resuspend protein pellet in 50–100 μL of GuCl solution and 
tip-probe sonicate. Dilute to a final volume of 1000 μL with 
HEPES buffer 2.

 2. Add 10 μL of calcium chloride solution. Final concentration of 
10 mM CaCl2.

 3. Split the sample into two separate tubes, one for trypsin and 
the other for LysargiNase™.

 4. Add trypsin in a protease-to-substrate ratio of 1:100 (w/w), 
while LysargiNase™ is added in a protease-to-substrate ratio of 
1:25 (w/w).

 5. Incubate at 37 °C overnight. LysargiNase™ is a thermostable 
enzyme and can be incubated up to 54 °C for faster digestion 
or to aid denaturation of digestion-recalcitrant proteins.

 6. Add half the protease amount from Subheading 3.5, step 4 
and digest further for 2 h.

This step is required to not only prevent cross-linking at the next 
step but also is the step where isobaric and isotopic labeling hap-
pens if not performing metabolic labeling. In this method the 
 samples have been metabolically labeled which allowed for their 
mixing at the very beginning of the process. However, in many 
cases direct metabolic labeling might not be applicable, and while 
application of techniques such as super-SILAC is relevant [20], 
chemical tagging might be appropriate where multiplexing is 
desired. As such, each channel must be dealt separately from the 
beginning until this stage which incurs variability between chan-
nels and less quantitative accuracy. However, if chemical labeling is 
to be performed, do so here using isotopically coded dimethyl-
ation tags, isobaric tagging via iTRAQ or TMT, etc.

3.5 Proteome 
Digestion

3.6 Peptide-Level 
Dimethylation

C-TAILS in Cancer
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 1. Prepare 100 μL of the following solutions fresh: sodium cya-
noborohydride solution and formaldehyde solution.

 2. Add 22 μL formaldehyde solution and immediately after add 
22 μL of sodium cyanoborohydride solution, mix, and 
incubate at 37 °C for 3 h. Final concentration of formalde-
hyde is 80 mM. Final concentration of sodium cyanoboro-
hydride is 40 mM.

 3. Acidify with 1% formic acid to a final concentration of 0.1% 
and incubate at room temperature for 1 h. Excess reagents will 
react to form bubbles.

 4. Perform C18 purification and lyophilize peptides.

The PAA polymer needs to be washed or dialyzed prior to use to 
remove low molecular weight adducts. This is described in 
Subheading 3.7, step 1 and can be performed in parallel with 
Subheading 3.7, steps 2–4.

 1. Aliquot 400 μL PAA polymer solution:
(a)  Prewash 30 kDa cutoff spin filter device with NaOH solu-

tion 2 by adding 400 μL and spinning for 5 min at 
5000 × g. Repeat twice more with water.

(b)  Add the PAA polymer solution to the spin filter device, 
and centrifuge for 10 min at 12,000 × g.

(c)  Add 300 μL water, mix PAA polymer solution in the device, 
and centrifuge as in Subheading 3.7, step 1a. Perform this 
twice.

(d)  Retrieve PAA polymer solution by adding 100 μL MES 
buffer 2 then pipetting out of the device or inverting the 
membrane device and gently spinning into a fresh tube. 
Keep this tube for Subheading 3.7, step 5.

 2. Prepare 150 μL of EDAC solution and 150 μL s-NHS solution.
 3. Resolubilize lyophilized peptides with 200 μL MES buffer 1 

(see Note 6).
 4. Add 25 μL s-NHS solution and 25 μL EDAC solution and 

then incubate for 30 min at 25 °C. Ensure pH is 5.0. Final 
concentration of s-NHS is 50 mM. Final concentration of 
EDAC is 80 mM.

 5. Add the PAA polymer solution from Subheading 3.7, step 1 to 
the peptide solution. Ensure pH is 5.0, mix well by vortexing, 
spin down, and incubate for 1 h at 25 °C.

 6. Add equivalent amounts as in Subheading 3.7, step 4, and 
incubate for an additional hour at 25 °C.

 7. Repeat Subheading 3.7, step 6, and incubate overnight at 
25 °C.

3.7 Polymer 
Depletion

Nestor Solis and Christopher M. Overall
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 8. Prepare a new centrifugal filter device, and prepare it as out-
lined in Subheading 3.7, step 1a and 1b.

 9. Add the PAA/peptide solution to the centrifugal membrane, 
and centrifuge for 10 min at 12,000 × g at room temperature.

 10. Collect filtrate and add 300 μL of water to the membrane, mix 
the contents, and centrifuge as said on Subheading 3.7, step 9.

 11. Collect and combine filtrates.
 12. All collected filtrate is acidified to 0.1% formic acid and purified 

by C18 prior to LC-MS/MS. Lyophilize eluent peptides.

Data-dependent acquisition methods can be performed to identify 
C-terminal peptides. While the mass spectrometric methods will not 
be discussed here, it is important to note that as these mixtures are 
highly simplified compared to shotgun samples, thus, fractionation 
and extremely high sequencing speeds are not obligatory. TAILS and 
C-TAILS rely frequently on single-peptide identifications to identify 
a protein, and as such focusing on generating high-quality MS/MS 
spectra is key to confidently profile the true ends of proteins.

 1. Resuspend peptides in buffer A from the LC-MS/MS system 
employed.

 2. Acquire data using data-dependent acquisition favoring quality 
of spectra over quantity of spectra. It is important to note here 
that the presence of longer peptides due to lysine blocking may 
warrant the utilization of different fragmentation methods. 
While collision-induced dissociation (CID) favors typical tryp-
tic peptides, other methods such as electron-transfer dissocia-
tion (ETD) may provide additional complementary information 
benefiting from higher charge state peptides [21].

 3. Perform database searching using algorithm of choice. 
Utilization of MaxQuant with the Andromeda algorithm pro-
vides a simple platform for managing peptide modifications on 
the C terminus and quantitative measurements [22].

 4. In the case of using SILAC with heavy and light amino acids, 
the quantitative labels in MaxQuant can be selected as Leu0 
for the light channel and Leu6 (+6.020129 Da) and for the 
heavy channel.

Carbamidomethylation of cysteine (+57.021464 Da) and 
dimethylation of lysine and N termini (+28.031300 Da) are fixed 
modifications. To check if labeling of carboxylic acids is complete, 
search using amidation of aspartate, glutamate, and C termini as 
variable modifications using the appropriate mass residue of the 
tag employed. For ethanolamine the mass increase is 
+43.042199 Da (monoisotopic mass of ethanol-
amine = 61.0152763 Da). Once checked, C-TAILS data can then 
utilize amidation of aspartate, glutamate as fixed modifications, 
while modification at the C terminus is variable.

3.8 LC-MS/MS 
and Bioinformatics

C-TAILS in Cancer
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Choice of digestion enzyme is either trypsin ([K/R]|) or 
LysargiNase™ (|[K/R]) using semi-cleavage at the C terminus. 
Utilization of a-ions improves scoring with LysargiNase™ digests 
[17]. These identifications will often be predominated with 
b-type and a-type ion ladders.

Mass accuracy parameters are determined by the instru-
ment used. We recommend using a protein FDR of 5% as many 
proteins will be identified by a single peptide and as such 
require lenient cutoffs for later validation.

 5. Peptides identified fall into three categories:
(a)  Heavy (protease KO): light (wild type) = 1:1. Background 

proteolysis events which do not concern the protease of 
interest.

(b)  Heavy (protease KO): light (wild type) < 2:1. The peptide 
is in less abundance in KO cells, which implies activity of 
the protease of interest in the wild type. These constitute 
biologically interesting substrates and spectra need to be 
checked manually for correct assignation as well as pres-
ence of the tag at the C terminus.

(c)  Heavy (protease KO): light (wild type) > 2:1. There is a 
higher amount of processing of this substrate in knockout 
cells which suggests that the protease of interest inhibited 
or cleaved a secondary protease or set of proteases which 
performed the cleavage observed. These constitute bio-
logically interesting substrates and spectra need to be 
checked manually for correct assignation as well as pres-
ence of the tag at the C terminus.

4 Notes

 1. Efficient removal of serum albumin greatly increases the recovery 
of proteins and peptides from the cell and reduces complexity.

 2. Avoid using volumes larger than 1 mL. It makes precipitation 
of larger volumes more cumbersome and prone to losses.

 3. Critical: breaking the protein pellet makes transferring signifi-
cantly more challenging and can result in large losses of yields. 
The pellet can be transferred by picking it up with a pipette tip 
or small spatula and placing it inside a microfuge tube contain-
ing 100 μL of chloroform.

 4. Ethanolamine can be substituted by the primary amine of 
choice of the investigator.

 5. It is critical to observe if protein precipitates, which, if so, requires 
less amounts of protein to obtain a lower effective concentration.

 6. Save 10% of the sample for LC-MS/MS checking prior to 
depletion (see Subheading 3.8, step 1).

Nestor Solis and Christopher M. Overall
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Chapter 3

Identification of Proteolytic Cleavage Sites of EphA2 
by Membrane Type 1 Matrix Metalloproteinase 
on the Surface of Cancer Cells

Keiji Kikuchi, Hiroko Kozuka-Hata, Masaaki Oyama, Motoharu Seiki, 
and Naohiko Koshikawa

Abstract

Proteolytic cleavage of membrane proteins can alter their functions depending on the cleavage sites. We 
recently demonstrated that membrane type 1 matrix metalloproteinase (MT1-MMP) converts the tumor 
suppressor EphA2 into an oncogenic signal transducer through EphA2 cleavage. The cleaved EphA2 frag-
ment that remains at the cell surface may be a better target for cancer therapy than intact EphA2. To 
analyze the cleavage site(s) of EphA2, we purified the fragments from tumor cells expressing MT1-MMP 
and Myc- and 6× His-tagged EphA2 by two-step affinity purification. The purified fragment was digested 
with trypsin to generate proteolytic peptides, and the amino acid sequences of these peptides were deter-
mined by nano-LC-mass spectrometry to identify the MT1-MMP-mediated cleavage site(s) of EphA2.

Key words MT1-MMP, EphA2, Proteolytic cleavage, Myc tag, His tag, Affinity purification, Nano- 
LC- mass spectrometry

1 Introduction

Membrane type 1 matrix metalloproteinase (MT1-MMP) has 
potent proinvasive and growth-promoting activities due to proteo-
lytic modification of extracellular matrix (ECM) components and 
membrane molecules such as the α subunit of integrin, CD44, 
CD63, transglutaminase, and heparin-binding epidermal growth 
factor (EGF)-like growth factor (HB-EGF) [1]. In addition to 
these targets, we and another group found that MT1-MMP cleaves 
the tyrosine kinase receptor EphA2 [2, 3]. Although EphA2 is a 
key factor in the suppression or enhancement of ErbB-receptor- 
mediated signals, whose opposing functions are switched by the 
availability of EphA2 ligands [4, 5], proteolytic regulation of 
EphA2 by MT1-MMP is a likely mechanism to convert the tumor 



30

suppressor EphA2 into an oncogenic signal transducer (Fig. 1; 
reproduced from Koshikawa et al., 2015, with permission from 
Cancer Research) [3]. Thus, the cleaved EphA2 fragment and a 
corresponding specific antibody may be a better target and tool, 
respectively, for cancer therapy and diagnosis.

To characterize the MT1-MMP-cleaved EphA2, the 
fragment(s) were purified from the colorectal carcinoma cell line 
HCT116 expressing MT1-MMP with or without C-terminally 
Myc−/6× His-tagged EphA2. Western blotting with anti-EphA2 
cytoplasmic domain polyclonal antibody (pAb) showed the intact 
EphA2 protein (130 kDa) and two cleaved fragments (55 and 
60 kDa) in whole cell lysates (Fig. 2a, whole lysate +). The EphA2 
fragments were purified and characterized as follows. First, the cell 
lysates were subjected to immunoprecipitation (IP) with anti-Myc 
monoclonal antibody (mAb). The eluate was subjected to sodium 
dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) 
and Western blotting using an anti-EphA2 cytoplasmic domain 
pAb (Fig. 2A, B). The fraction purified by IP with an anti-Myc 
mAb contained abundant contaminant proteins, including immu-
noglobulin heavy chain and others, which hampers sequencing 
(Fig. 2B, Myc IP +). To further purify the fraction obtained by IP 
with anti-Myc mAb, the sample was subjected to purification using 
nickel-nitrilotriacetic acid (Ni-NTA) beads, which resulted in 

Fig. 1 Schematic representation of membrane type 1 MT1-MMP-mediated pro-
teolytic conversion of EphA2 functions in cancer cells. In cancer cells expressing 
both EphA2 and MT1-MMP, MT1-MMP cleaves and converts EphA2 into a ligand- 
insensitive form. MT1-MMP thus acts as a trigger for ligand-independent EphA2 
signals, which cooperate with ErbB-receptor-mediated signals to promote tumor 
growth, invasion, and metastasis. Obtained from [3], with permission from the 
publisher

Keiji Kikuchi et al.
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highly purified EphA2 fragments of 60 and 55 kDa as detected in 
SDS-PAGE (Fig. 2A, B).

To determine the fragments’ cleavage sites, each polypeptide 
band was cut out from a Coomassie brilliant blue (CBB)-stained 
gel and was subjected to nano-liquid chromatography (LC)-mass 
spectrometry (MS)/MS analysis (Fig. 3). Sequencing by MS indi-
cated that MT1-MMP cleaves EphA2 between 431S and 432V and 
between 434I and 435N (Fig. 4), in agreement with previous results 
using the fibrosarcoma cell line HT1080 [3].

2 Materials

 1. Human colon carcinoma cell line HCT116.
 2. The complete DMEM medium: high-glucose (4.5 g/L) 

DMEM, 10% fetal bovine serum (FBS), 10 mM HEPES-
NaOH pH 7.2, 15 mM NaHCO3, 2 mM glutamate.

 3. Plasmids pLent6-MT1-MMP and pcDNA3.1-Myc−/6× His- 
tagged EphA2.

 4. Lipofectamine 2000.
 5. Opti-MEM I Reduced-Serum Medium.

2.1 Cell, Culture, 
and Transfection

Fig. 2 Sequential purification of EphA2 fragments after MT1-MMP cleavage. The C-terminally dual-tagged 
EphA2 was transfected into the colon carcinoma cell line HCT116. Whole cell lysates extracted from HCT116 
cells expressing the Myc and 6× His EphA2 with or without MT1-MMP were subjected to Western blotting and 
SDS-PAGE (A and B). Immunoprecipitation of EphA2 fragments with anti-Myc monoclonal antibody showed 
contamination with abundant immunoglobulin proteins as indicated by a black arrow (Myc IP, A and B). Further 
purification of the fragments was performed by Ni-NTA affinity beads using His tags. Highly purified intact 
EphA2 and its fragments of 60 and 55 kDa (red arrows) were obtained (A and B) and used for mass spectrom-
etry analysis

Proteolytic Cleavage of EphA2 by MT1-MMP
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Fig. 3 Evaluation of purity and amount of cleaved EphA2 fragments for mass 
spectrometry analysis. Arrows show approximately 100 ng of each membrane 
type 1 matrix proteinase-cleaved EphA2 fragment. Bovine serum albumin (BSA) 
was used to evaluate the amount of protein (100, 300, and 1000 ng/lane). The 
molecular weight marker contained 90 ng of each polypeptide

Fig. 4 Amino acid sequence of EphA2 showing the identified membrane type 1 matrix proteinase (MT1-MMP) 
cleavage sites. Cleavage sites (red arrows) resulting in the 60- and 55-kDa EphA2 fragments are shown in the 
amino acid sequence of human EphA2 (1K–950I + Myc and 6x His tag). The ephrin-binding and transmembrane 
domains are underlined and shown in blue and green, respectively

Keiji Kikuchi et al.
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 1. Anti-Myc mAb (clone 4A6).
 2. Protein G-conjugated magnetic beads.
 3. Ni-NTA agarose.
 4. Precast 7.5% polyacrylamide gel.
 5. Lysis buffer: 20 mM HEPES-NaOH, pH 7.2, 142.5 mM 

KCl, 5 mM MgCl2, 1 mM EDTA, 0.2% (v/v) NP-40, prote-
ase inhibitor cocktail.

 6. Binding buffer: 10 mM Tris–HCl, pH 7.5, 6 M guanidinium- 
HCl, 0.2% (v/v) NP-40, 10 mM imidazole.

 7. Washing buffer: 50 mM sodium phosphate pH 7.5, 300 mM 
NaCl, 0.2% (v/v) NP-40, 40 mM imidazole.

 8. Elution buffer: 50 mM sodium phosphate pH 7.5, 300 mM 
NaCl, 0.2% (v/v) NP-40, 250 mM imidazole.

 9. 4× SDS sample buffer: 25 mM Tris–HCl, pH 6.8, 40% (v/v) 
glycerol, 9.2% (w/v) sodium dodecyl sulfate, 20% (v/v) 
2-mercaptoethanol, 0.04% (w/v) bromophenol blue.

 10. SDS running buffer: 25 mM Tris, 192 mM glycine, 0.1% 
(w/v) sodium dodecyl sulfate.

 11. CBB staining solution: 0.25% (w/v) CBB R-250, 45% (v/v) 
ethanol, 10% (v/v) acetic acid.

 12. CBB destaining solution I: 20% (v/v) ethanol, 8% (v/v) acetic 
acid.

 13. CBB destaining solution II: 5% ethanol, 7.5% (v/v) acetic 
acid.

 1. Gel reducing solution: 10 mM DTT, 100 mM NH4HCO3.
 2. Gel alkylating solution: 55 mM iodoacetamide (IAA), 100 mM 

NH4HCO3.
 3. Trypsin solution: 40 mM Tris–HCl, pH 8.8, 1 pmol/μL 

trypsin.
 4. Dilution buffer: 50 mM Tris–HCl, pH 8.8.
 5. Gel extraction solution: 50% (v/v) CH3CN, 5% (v/v) formic 

acid.

3 Methods

 1. Grow the cells at 37 °C in complete DMEM medium in a 
humidified atmosphere of 5% CO2 and 95% air.

 2. Twenty-four hour before transfection, seed the cells in 
twelve 10-cm culture dishes at approximately 25% confluence.

2.2 Extraction 
of Cellular Proteins 
and Immunopre- 
cipitation of Tagged 
Protein

2.3 In-Gel Protein 
Digestion for MS

3.1 Expression 
of EphA2 with Myc/6× 
His Tags 
in HCT116 Cells

Proteolytic Cleavage of EphA2 by MT1-MMP
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 3. Mix 48 μg each of expression vectors for Myc−/6× His-tagged 
EphA2 and MT1-MMP in 6 mL of Opti-MEM I into a 50-mL 
plastic tube.

 4. Mix 240 μL Lipofectamine 2000 in 6 mL of Opti-MEM I in a 
50-mL tube and let it stand for 5 min.

 5. Gently mix the DNA and Lipofectamine 2000 solutions and 
incubate at 25 °C for 20 min.

 6. Replace the medium in the 12 culture dishes with pre-warmed 
Opti-MEM I (4 mL/dish).

 7. Add 1.02 mL of DNA-Lipofectamine 2000 mix to each dish 
and mix gently by rocking.

 8. Incubate the cells for 5 h in a CO2 incubator.
 9. Aspirate off the medium and add 10 mL of pre-warmed com-

plete DMEM medium to each dish.
 10. Culture the cells for 48 h in a CO2 incubator.

 1. Wash the cells with PBS three times and add fresh PBS (1 mL/
dish).

 2. Scrape off the cells and transfer the cell suspension to a 1.5- 
mL Eppendorf tube.

 3. Collect the cells by centrifugation (180 × g, 2 min, room tem-
perature) and remove the supernatant (see Note 1).

 4. Resuspend the cells in 1 mL/dish of ice-cold lysis buffer.
 5. Pass the cell suspension through a 23-gauge needle syringe 

ten times and chill on ice for 10 min.
 6. Centrifuge at 11,500 × g, 4 °C for 10 min and transfer the 

supernatant (cleared cell lysate) to new 1.5-mL Eppendorf 
tubes.

 7. Add anti-Myc mAb (2 μg/tube) and let it stand for 30 min on 
ice.

 8. Add protein G-conjugated magnetic beads (20 μL/tube) and 
continuously rotate at 4 °C overnight.

 9. Remove the lysate using a magnetic separator.
 10. Wash the beads three times with lysis buffer.
 11. Transfer the protein G-magnetic beads to a new 1.5-mL 

Eppendorf tube.
 12. Add Ni-NTA binding buffer (up to 800 μL) and continuously 

mix for 10 min on a rotator.
 13. Collect the supernatant (eluate) into a new 1.5-mL Eppendorf 

tube (Tube A).
 14. Resuspend the beads with Ni-NTA binding buffer (400 μL) 

again and mix for 10 min on a rotator.

3.2 Immunopre- 
cipitation of Myc−/
His-Tagged EphA2 
and Its Proteolytic 
Fragments

Keiji Kikuchi et al.
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 15. Remove the supernatant (eluate) from the magnetic beads 
using a magnetic separator and transfer to Tube A (total vol-
ume, 1.2 mL).

 16. Add Ni-NTA agarose beads (15 μL/tube) and continuously 
mix on a rotator at 4 °C for 2 h.

 17. Spin down the Ni-NTA beads and wash the beads three times 
with 1 mL Ni-NTA wash buffer.

 18. Resuspend the beads with Ni-NTA elution buffer (30 μL) and 
let it stand for 5 min at room temperature.

 19. Remove the supernatant from the beads by centrifugation at 
200 × g for 5 min and transfer to a new 1.5-mL Eppendorf 
tube (Tube B).

 20. Repeat steps 18 and 19.
 21. Collect the supernatant (eluate) in Tube B and store the eluate 

(60 μL) at −20 °C until SDS-PAGE analysis.

 1. Mix the eluate (60 μL) with 4× SDS loading buffer (20 μL) 
and boil the sample for 5 min (see Note 2).

 2. Load the samples (20 μL/lane, 4 lanes) on a 7.5% precast poly-
acrylamide gel and perform the electrophoresis at 25 mA/gel 
until the dye front reaches the bottom of the gel (see Note 3).

 3. After electrophoresis, remove the gel using a clean spatula and 
place the gel on a disposable plastic tray with distilled water.

 4. Discard the water and incubate the gel in CBB staining solu-
tion with shaking for 30 min at room temperature.

 5. Discard the CBB staining solution and incubate the gel in CBB 
destaining solution I for 30 min at room temperature.

 6. Discard the CBB destaining solution I and replace it with CBB 
destaining solution II. Change the destaining solution II sev-
eral times until the protein bands appear.

 7. Wash the gel with distilled water several times.
 8. Cut the protein bands corresponding to EphA2 fragments 

using a disposable scalpel and place each in a new Eppendorf 
tube.

 9. The excised band can be stored at −80 °C.

 1. Crush the gel slices to small pieces by passing them through 
the tip inside a 0.5-mL Eppendorf tube during centrifugation 
at 9100 × g.

 2. Add destaining buffer (200 μL/tube) and incubate for 
3–10 min at 40 °C.

 3. Spin down the gel and discard the supernatant.
 4. Repeat steps 2 and 3 twice.

3.3 Isolation 
of EphA2 Fragments 
on SDS-PAGE for MS 
Analysis

3.4 In-Gel Protein 
Digestion

Proteolytic Cleavage of EphA2 by MT1-MMP
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 5. Add gel reducing solution (200 μL/tube) and incubate for 
60 min at 56 °C.

 6. Cool down the tube to room temperature and then remove 
the supernatant by centrifugation at 9100 × g for 5 min.

 7. Add gel alkylating solution (200 μL/tube) and incubate for 
45 min at room temperature in the dark.

 8. Spin down the gel and wash the sediment with distilled water 
(400 μL/tube) twice.

 9. Add 100% CH3CN (200 μL/tube) and incubate for 10 min 
with gentle tapping.

 10. The gel pieces will become whitish and form an aggregate.
 11. Remove the CH3CN by centrifugation at 9100 × g for 5 min.
 12. Dry the gel pieces by vacuum centrifugation.
 13. Add trypsin solution (10 μL/tube) and put on ice for 15 min.
 14. Add dilution buffer (20 μL/tube) and incubate at 37 °C 

overnight.
 15. Add gel extraction solution (50 μL/tube) and incubate for 

10 min with gentle tapping at room temperature.
 16. Collect the eluate in a new Eppendorf tube (collection tube A).
 17. Repeat steps 15 and 16.
 18. Add 100% CH3CN (50 μL/tube) and incubate for 10 min 

with gentle tapping at room temperature.
 19. Collect the supernatant in the collection tube A.
 20. Reduce the extract volume to 5–20 μL in the collection tube 

using vacuum centrifugation.
 21. The eluted peptides are ready for nano-LC-MS analysis and 

can be stored at −80 °C.

4 Notes

 1. The cell pellet can be stored at −80 °C after quick freezing in 
dry ice or liquid nitrogen.

 2. It is recommended to wear gloves and a face mask throughout 
the SDS-PAGE and in-gel protein digestion to avoid contami-
nation of the samples. A slab gel tank, chips, and SDS-PAGE 
reagents exclusively for use in MS analysis is recommended.

 3. Before purification by SDS-PAGE, sample protein concentra-
tion must be checked by comparing the band density of a sam-
ple aliquot with those of 0.1, 0.3, and 1.0 μg of a standard 
protein such as bovine serum albumin.

Keiji Kikuchi et al.
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Chapter 4

Biotin-Chasing Assay to Evaluate uPAR Stability 
and Cleavage on the Surface of Cells

Vladimir Leksa, Herbert B. Schiller, and Hannes Stockinger

Abstract

The plasminogen activation system, i.e., the fibrinolytic system, is one of the major plasma proteolytic 
pathways. The proteolytic conversion of the zymogen plasminogen to the active serine protease plasmin is 
on the cell surface catalyzed by the serine protease urokinase-type plasminogen activator (urokinase, uPA). 
Upon binding to the urokinase receptor (uPAR, CD87), single-chain pro-uPA is processed to double-
chain uPA which in turn specifically converts cell-bound plasminogen to plasmin. Plasmin is harnessed in 
many physiological processes, e.g., blood clots’ resolution, or proteolytic activation of growth factors. 
Plasmin is essential also for migratory cells, for instance, activated immune cells; however, malignant cells 
hijack plasmin for invasion as well. The activation of plasminogen to plasmin is thus at the physiological 
level tightly controlled. One of the negative regulators of plasminogen activation has been identified in the 
cation-independent mannose 6-phosphate/insulin-like growth factor 2 receptor (M6P/IGF2R, CIMPR, 
CD222). M6P/IGF2R is a multifunctional receptor involved in protein sorting, internalization, and deg-
radation, being considered a tumor suppressor. M6P/IGF2R binds both plasminogen and uPAR and 
facilitates in this way the proteolytic cleavage of uPAR resulting in the loss of the uPA binding on the cell 
surface. Hence, this molecular device contributes to the negative feedback loop in regulation of pericellular 
plasminogen activation and cell invasion.

In this chapter, we describe the experimental approach, i.e., biotin-chasing assay, to evaluate uPAR 
stability and cleavage on the surface of cells.

Key words Pericellular proteolysis, Plasminogen, Urokinase, Cell migration, Fibrinolysis
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uPAR Urokinase-type plasminogen activator receptor
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1 Introduction

Proteolytic enzymes—proteases—represent about 2% of all human 
gene products [1], yet basically all proteins might become a sub-
strate for proteases eventually. Accordingly, proteolysis plays indis-
pensable roles in all biological processes. Components of four 
major proteolytic cascades, i.e., the coagulation, fibrinolytic, com-
plement, and kinin systems, synchronize their activities to maintain 
homeostasis. In particular, the fibrinolytic, i.e., plasminogen acti-
vation system, is well known for its role in dissolution of fibrin clots 
[2]. However, the plasminogen activation system is in addition 
harnessed in a plethora of other physiological processes: it medi-
ates proteolytic activation of growth factors, e.g., TGFβ [3–5], it is 
central for cell penetration through tissue barriers [6], and it con-
tributes to the removal of protein aggregates, e.g., beta-amyloid 
deposits in the brain [7]. Hence, it must be tightly controlled. 
Indeed, a variety of human pathologies are associated with impaired 
plasminogen activation, e.g., malignant cells’ dissemination, defi-
ciencies in immune responses, neurodegeneration, and dysregu-
lated homeostasis [8].

Plasminogen (Plg) is a zymogen secreted by hepatocytes [8]. 
Its concentration in plasma is high (2 μM). The proteolytic conver-
sion of Plg to plasmin might be catalyzed by (1) tissue-type plas-
minogen activator (tPA), primarily responsible for Plg activation 
on the extracellular matrix upon fibrin degradation [9]; (2) the 
serine protease urokinase-type plasminogen activator (urokinase, 
uPA), the central enzyme in cell-mediated Plg activation [10]; and 
(3) bacterial components, such as streptokinase, which in this way 
increases the virulency of bacteria [11, 12]. uPA is secreted by 
migrating cells as the inactive zymogen pro-uPA. The single-chain 
pro-uPA is proteolytically processed to the double-chain uPA upon 
binding to the urokinase receptor (uPAR, CD87). This conversion 
is mediated by a variety of proteases including kallikrein, Factor 
XIIa and plasmin itself. The active uPA in turn specifically converts 
cell-bound Plg to plasmin [6].

uPAR is a GPI-anchored protein consisting of three homolo-
gous domains (D1, D2, and D3) partitioning preferentially in so-
called lipid rafts, entities enriched in glycosphingolipids and 
cholesterol [13]. uPAR is upregulated on migrating cells, e.g., acti-
vated leukocytes, endothelial cells, and also invasive malignant 
cells. The binding site for uPA is encompassed within the N-terminal 
domain 1 (D1) of uPAR [14]. A proteolytic cleavage of uPAR 
between D1 and D2 results in the downregulation of uPA binding 
on the cell surface and thus represents a negative feedback mecha-
nism in cell migration. The cleavage might be mediated by various 
proteases including plasmin and uPA [15]. Several other molecular 
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devices control Plg activation: uPA and plasmin are inhibited by 
plasminogen activator inhibitors (e.g., PAI-1) and plasmin inhibi-
tors (e.g., α2-antiplasmin) that are present in plasma [16]. In addi-
tion, Plg activation is restricted on the cell surface via 
terminal-lysine-containing Plg receptors, which usually recognize 
lysine-binding sites located in kringle domains of Plg. Many het-
erogeneous Plg receptors have been characterized up to now, and 
the vast majority of them potentiate plasmin generation [17]. In 
contrast, we have identified a negative regulator of Plg activation in 
the cation-independent mannose 6-phosphate/insulin-like growth 
factor 2 receptor (M6P/IGF2R, CIMPR, CD222).

M6P/IGF2R is a multifunctional type I receptor involved in 
protein sorting, internalization, and degradation, present largely in 
the Golgi apparatus and endosomes and on the cell surface. M6P/
IGF2R has a crucial role in biogenesis of lysosomes—through rec-
ognition of mannose 6-phosphate (M6P), it transports lysosomal 
enzymes and extracellular ligands [18]. It also internalizes insulin-
like growth factor 2 (IGF2), a potent mitogen [19]. Finally, the 
loss of M6P/IGF2R has been described in many human malignan-
cies; hence, it is considered a tumor suppressor [20]. We have 
found that M6P/IGF2R binds Plg via its amino-terminal region 
[21]. The crystal structure of this region, resolved by Olson and 
colleagues, has unraveled the shape of the Plg-binding site [22]. 
We have found further that M6P/IGF2R downregulates pericel-
lular Plg activation via Plg internalization [23]. In addition, we 
have shown that soluble M6P/IGF2R blocks Plg activation by 
preventing Plg from binding to uPA [24]. Finally, we observed 
that M6P/IGF2R facilitates the proteolytic truncation of uPAR 
leading to the loss of uPA binding through D1 and subsequently 
to blunted Plg activation and cell invasion [25].

The latter observation was surprising since M6P/IGF2R had 
been proposed to be involved in the internalization of uPAR [26] 
rather than its cleavage. Nevertheless, we have found no reduction 
in the uPAR internalization upon M6P/IGF2R knockdown [25]. 
On the other hand, in the M6P/IGF2R-silenced cells, we detected 
a significant increase of uPAR stability. In particular, we measured 
the stability of cell surface uPAR by means of the biotin-chasing 
assay. First, cells of the human kidney carcinoma cell line TCL-598 
were biotinylated on ice. Then, to chase the uPAR stability, the 
surface-biotinylated cells were incubated for various time intervals 
at 37 °C. Afterward, the cells were lysed, and biotinylated proteins 
were precipitated with streptavidin-coupled beads. Finally, the pre-
cipitated full-length form of uPAR was analyzed by SDS-PAGE 
followed by immunoblotting. The bands corresponding to full-
length uPAR were normalized to loading control bands and statis-
tically evaluated. The half-life of full-length uPAR was significantly 
prolonged in M6P/IGF2R-silenced cells when compared to 
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 control cells (2 h vs. 30 min). This difference was due to the pro-
teolytic activity of uPA since the uPA inhibitor amiloride prevented 
the cleavage of uPAR in both silenced and control cells (figure 8 in 
ref. 25).

We have obtained similar results with mouse fibroblasts derived 
from M6P/IGF2R knockout mice transduced with human uPAR 
either alone or together with human M6P/IGF2R. Since mouse 
fibroblasts did not produce human uPA, we performed the biotin-
chasing assay in the presence of human uPA. Both biotinylated 
uPAR+ and uPAR+/M6P/IGF2R+ fibroblasts expressed predomi-
nantly the full-length variant of cell surface uPAR which was rap-
idly cleaved, especially when M6P/IGF2R was co-expressed. 
Namely, upon expression of M6P/IGF2R, the half-life of uPAR 
was shortened from 1 h to 30 min (see [25] and Fig. 1).

Hence, by chasing the cell surface-biotinylated uPAR, we con-
cluded that M6P/IGF2R reduced the stability of uPAR. Since 
M6P/IGF2R can bind both Plg and uPAR [4], the local accumu-
lation of uPA and Plg on the uPAR-M6P/IGF2R complex might 
lead to the proteolytic removal of the uPA-binding site (Fig. 2). 
This molecular device thus represents a negative feedback loop in 
pericellular proteolysis and cell migration.

2 Materials

 1. Cells: TCL-598—human kidney carcinoma (invasive tumor 
cell line that secretes pro-uPA), M6P/IGF2R-negative mouse 
fibroblasts—immortalized fibroblasts from the M6P/IGF2R 
knockout mouse [27].

 2. Medium RPMI 1640: Roswell Park Memorial Institute stan-
dard medium containing penicillin, streptomycin, and 
l-glutamine.

 3. Trypsin.
 4. EDTA.

2.1 Cell Surface 
Biotinylation 
and Biotin Chasing

Fig. 1 uPAR cleavage is affected by M6P/IGF2R. Surface-biotinylated M6P/IGF2R-negative mouse fibroblasts 
transduced either with human uPAR or with both human uPAR and human M6P/IGF2R were incubated in cul-
ture medium supplemented with human uPA (10 nM) for the indicated times at 37 °C. After incubation, the 
cells were lysed, and biotinylated full-length uPAR was analyzed by SDS-PAGE and immunoblotting. Alpha 5 
integrin was used as a control
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 5. FCS: fetal calf serum.
 6. PBS—phosphate-buffered saline (1×): 0.137 M NaCl, 2.7 mM 

KCl, 4.3 mM Na2HPO4, 1.4 mM KH2 PO4, pH 7.4.
 7. CaCl2.
 8. MgCl2.
 9. Sulfo-NHS-SS-Biotin.
 10. Glycine.
 11. Urokinase—uPA.
 12. uPA inhibitor amiloride.

 1. Lysis buffer: 20 mM Tris–HCl, 150 mM NaCl, pH 7.5.
 2. Detergents: NP40, Triton X-100, SDS (sodium dodecyl sulfate), 

deoxycholic acid.
 3. Protease inhibitors: aprotinin, leupeptin, pepstatin, PMSF 

(phenylmethylsulfonyl fluoride).
 4. RIPA buffer: lysis buffer containing 1% Triton X-100, 0.1% 

SDS, 0.5.% deoxycholic acid.
 5. Streptavidin beads.
 6. Tris/SDS separation gel buffer: 1 M Tris–HCl, 0.27% SDS, 

pH 8.8.

2.2 Precipitation 
and Western Blotting

Fig. 2 Scheme showing the pericellular plasminogen/uPAR proteolytic system. (a) The GPI-anchored uPAR is 
localized preferentially within lipid rafts enriched in sphingomyelins and cholesterol. uPAR binds pro-uPA, 
which is proteolytically converted to the active uPA (1). On the cell surface, uPA activates the zymogen Plg to 
the active serine protease Plm (2). Plasmin plays a central role in cell migration via degrading extracellular 
matrix proteins, ECM (3). Plasmin can provide a positive feedback loop via the activation of pro-uPA to uPA (4). 
In addition, both plasmin and uPA provide also a negative feedback regulatory loop through cleaving uPAR (5). 
(b) M6P/IGF2R is a type I receptor playing crucial role in intracellular protein transport and internalization of 
extracellular ligands. M6P/IGF2R binds both Plg and uPAR and thus contributes to the cleavage of uPAR

Protein Stability Measured by the Biotin Chasing Assay
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 7. Tris/SDS stacking gel buffer: 1 M Tris–HCl, 0.8% SDS, 
pH 6.8.

 8. Isopropanol.
 9. SDS-PAGE running buffer (10×): 0.25 M Tris, 1.92 M 

Glycine, 1% SDS in aqueous solution.
 10. SDS-PAGE sample loading buffer—Laemmli buffer (4×): 

0.5 M Tris–HCl, 40% glycerol, bromphenol blue, 8% SDS, 
pH 6.8, and −/+ 5% EtSH for non/reducing conditions [28].

 11. Western blotting buffer: 25 mM Tris, 0.2 M glycine, 15% 
methanol.

 12. Washing buffer—TBST—TBS-Tween: 50 mM Tris–HCl, 
140 mM NaCl and 0.05% Tween20, pH 7.5.

 13. 10% ammonium persulfate (APS).
 14. AA solution: 30% acrylamide, 0.8% N,N′-methylenebisa-

crylamide.
 15. Tetramethylethylenediamine (TEMED).
 16. Nonfat dry milk.
 17. Albumin fraction V (BSA).
 18. Polyvinylidene fluoride microporous (PVDF) membrane.
 19. Methanol.
 20. Whatman paper.
 21. Antibodies and conjugates: mAb H2 to uPAR, mAb AB1928 

to alpha5 integrin, anti-mouse and anti-rabbit fluorescently 
labeled secondary conjugates.

3 Methods

 1. Culture both the adherent human kidney epithelial tumor cell 
line TCL-598 and the M6P/IGF2R-negative mouse fibroblasts 
routinely in complete RPMI-1640 and 10% heat-inactivated 
FCS. Grow the cells at 37 °C and 5% CO2 in a humidified atmo-
sphere and passage them each third day using trypsin-EDTA 
solution for adherent cells.

 2. Remove medium when the cells are subconfluent in culture 
flasks (T75), wash the cells two times with PBS (10 mL per 
flask), and then harvest them with 5 mM EDTA solution in 
PBS (5 mL) directly in culture flasks for 5 min at 37 °C  
(see Note 1).

 3. Collect the cells into 50 mL conical centrifuge tubes, dilute 
them with ice cold PBS (+ CaCl2 0.1 mM, MgCl2 1 mM) to 
50 mL, and centrifuge at 300 × g for 5 min.

3.1 Cell Surface 
Biotinylation 
and Biotin Chasing
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 4. Remove the medium supernatants and dilute the cells to 
50 mL with ice cold PBS washed and centrifuge at 300 × g for 
5 min (see Note 2).

 5. After the final washing step, count the cells and resuspend the 
cells in ice cold PBS with 0.5 mg/mL sulfo-NHS-SS-Biotin 
(1 × 107 cells/mL). Let the cells biotinylate for 30 min on ice 
on regular vortexing.

 6. Stop the biotinylation by a 10-min incubation with 100 μM 
glycine in PBS on ice.

 7. Wash the cells three times with RPMI (10% FCS).
 8. Incubate the cells in complete RPMI (10% FCS) at 37 °C.  

In case of mouse fibroblasts, in the presence of human uPA 
(10 nM), optionally, add the uPA-specific inhibitor amiloride 
(10 μM) (see Note 3).

 1. Stop the incubation after different time points at 37 °C and 
centrifuge the cells (300 × g, 5 min).

 2. Lyse the cells in RIPA buffer (1 × 107 cells/mL) for 30 min on 
ice.

 3. After cell lysis, centrifuge the crude lysate shortly to remove 
cell debris (1 min) and transfer the supernatant (clean lysate) 
into new tubes.

 4. Precipitate the cell surface-biotinylated proteins with strepta-
vidin beads for 2 h at 4 °C. For this, add the beads to the clean 
lysate (50 μL of bead solution per 1 mL lysate) and perform 
the incubation on a shaker.

 5. Wash the beads—i.e., centrifuge the beads (300 × g, 3 min)—
remove the supernatant carefully (without touching the 
beads), and resuspend the bead pellet in ice cold PBS. Repeat 
this step four times with ice cold PBS.

 6. After the final washing step, remove the supernatant quantita-
tively (see Note 4).

 7. Elute precipitated proteins from the beads with the SDS-
PAGE sample loading buffer (200 μL per 50 μL beads).

 8. Prepare the separation gel (10%) and the stacking gel.
 9. Boil the samples of step 7.
 10. Load the samples onto the gel.
 11. Run the electrophoresis at constant voltage of 120 V in SDS-

PAGE running buffer till the dye front reaches the end of the 
separation gel.

 12. Soak a PVDF membrane 1 min in methanol.
 13. Preincubate the PVDF membrane and Whatman papers in 

Western blotting buffer.

3.2 Precipitation 
and Western Blotting

Protein Stability Measured by the Biotin Chasing Assay
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 14. Prepare a Western blotting sandwich to transfer the samples 
from the gel to the membrane at 15 V for 1 h in a semidry 
system in Western blotting buffer.

 15. Block the membrane in 5% nonfat dry milk in TBST for 
20 min on a shaker at RT and wash it with TBST.

 16. Incubate the membrane with the specific Ab, prepared in 0.5% 
nonfat dry milk in TBST or in 1% BSA in TBST for 1 h at RT 
or overnight at 4 °C (see Note 5).

 17. Wash the membrane three times with TBST for 5 min on the 
shaker.

 18. Incubate the membrane with the appropriate fluorescently 
labeled secondary conjugate prepared in 0.5% nonfat dry milk 
in TBST or in 0.5% BSA in TBST for 1 h at RT.

 19. Wash the membrane three times for 15 min with TBST.
 20. Detect and quantify the bands on the immunoblot by analyz-

ing the integrated intensity on the Odyssey infrared imaging 
system (LI-COR Biosciences).

4 Notes

 1. The concentration of EDTA should be tested for each adherent 
cell line since 5 mM EDTA might be toxic for some cells.

 2. It is necessary to resuspend the cellular pellets at first in 5 mL 
ice cold PBS (+0.1 mM CaCl2, 1 mM MgCl2) before 
dilution.

 3. If necessary, other protease inhibitors might be added as well.
 4. Use long and thin tips, the ones for loading the SDS-PAGE 

samples, which do not allow the beads to be taken in.
 5. Alternatively, 5% BSA in TBST might be used.
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Chapter 5

Determination of Aconitase Activity: A Substrate 
of the Mitochondrial Lon Protease

Pedro M. Quirós

Abstract

Mitochondrial aconitase is a reversible enzyme that catalyzes the conversion of citrate to isocitrate in the 
tricarboxylic acid cycle. Mitochondrial aconitase is very sensitive to oxidative inactivation and can aggre-
gate and accumulate in the mitochondrial matrix causing mitochondrial dysfunction. Lon protease, one of 
the major quality control proteases in mitochondria, degrades oxidized aconitase maintaining mitochon-
drial homeostasis. This chapter describes a step-by-step protocol for a simple and reliable measurement of 
mitochondrial aconitase, as well as citrate synthase activity, using isolated mitochondria from cells. The 
protocol is simple and fast, and it is optimized for a 96-well plate using a microplate reader.

Key words Mitochondria, Mitochondrial protease, Lon protease, Cancer, Aconitase, Citrate syn-
thase, Enzyme activity

1 Introduction

LONP1, or Lon protease, is a highly conserve serine protease that 
plays essential roles regulating mitochondrial function [1]. LONP1 
degrades oxidized, misfolded, and damaged proteins in the mito-
chondrial matrix, contributing to maintain mitochondrial homeo-
stasis [1, 2]. Beside its function as quality control protease, Lon has 
also been involved in the specific degradation of several mitochon-
drial proteins, including mitochondrial aconitase (ACO2), succi-
nate dehydrogenase subunit 5 (SDH5), glutaminase C, cytochrome 
c oxidase isoform COX4–1, steroidogenic acute regulatory protein 
(StAR), haeme oxygenase-1 (HO-1), 5-aminolevulinic acid syn-
thase (ALAS1), cystathionine β-synthase (CBS), pyruvate dehy-
drogenase kinase 4 (PDK4), and the mitochondrial transcription 
factor A (TFAM), among others [3–11]. In addition to TFAM 
degradation, Lon also binds to mtDNA, participating in mtDNA 
maintenance and mitochondrial gene expression [11, 12].
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The key role of Lon maintaining mitochondrial function has 
been extensively studied in multiple organisms and cell lines. 
Downregulation or inhibition of Lon triggers a vast of mitochon-
drial and cellular defects, inhibits cellular proliferation, and pro-
motes accelerate aging in yeast and embryonic lethality in mice 
[13–15]. Conversely, upregulation of Lon protects against several 
stress conditions and increases healthspan and lifespan in a fungi 
model [16, 17]. In humans, mutations in LONP1 gene cause 
CODAS syndrome, a rare and multisystemic developmental disor-
der characterized by cerebral, ocular, dental, auricular, and skeletal 
anomalies [18, 19].

Lon is one of the most studied and characterized mitochon-
drial proteases associated with the tumorigenic process [20, 21]. 
Several reports have consistently described that its upregulation 
promotes tumorigenesis and protects tumor cells against stress, 
increasing their malignance [15, 20, 22]. Contrary, and similarly to 
normal cells, Lon downregulation impairs cell proliferation and 
decreases the tumorigenesis of cancer cells [15, 23–27], and, more 
importantly, mice heterozygous for Lon deletion show a decreased 
tumor susceptibility [15]. The implications of Lon in the tumori-
genic process can be explained by any of its multiple roles in mito-
chondria. In this regard, several examples have linked specific 
functions of Lon with an increase in cell survival of cancer cells, 
including adaptation to hypoxia [4], metabolic reprogramming 
[15], or resistance to senescence and apoptosis [15, 28]. However, 
due to its multitasking activity, other functions of Lon may also 
contribute to the increase in tumorigenesis, as increase in mito-
chondrial proteostasis, alterations in any of its multiple substrates, 
or changes in the levels and expression of mtDNA.

Among all multiple substrates of Lon, one of the best charac-
terized is the mitochondrial aconitase, an enzyme that catalyzes a 
reversible isomerization of citrate to isocitrate in the tricarboxylic 
acid cycle. Aconitase is very sensitive to oxidation, which inacti-
vates the enzyme and triggers its aggregation and accumulation, 
compromising mitochondrial function and cellular viability [3]. It 
is demonstrated that Lon preferentially degrades aconitase after 
oxidative modification [3] and that inhibition of Lon increases the 
levels of aconitase, whereas its overexpression decreases its levels 
and activity [15, 25] (Fig. 1).

This protocol describes the determination of aconitase activity, 
which can provide an indirect measurement of Lon activity in vivo. 
The protocol is optimized for a 96-well plate and provides a 
detailed explanation on how to isolate mitochondria and calculate 
aconitase activity. Also, it is described the determination of citrate 
synthase activity, a mitochondrial enzyme that is used to normalize 
to mitochondrial content.

Pedro M. Quirós
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2 Materials

 1. Cell culture dishes treated (100 mm).
 2. Glass/Teflon Potter-Elvehjem homogenizer.
 3. 15 mL centrifuge tubes (conical bottom).
 4. 1.5 mL microcentrifuge tubes.
 5. Refrigerated centrifuge and microcentrifuge.
 6. Microplate spectrophotometer.

 1. Double-distilled or Milli-Q-purified water. Use this in all reci-
pes and protocol steps.

 2. Cell line of interest.
 3. Dulbecco’s phosphate-buffered saline (DPBS) without Ca2+ 

and Mg2+. Stored at room temperature (RT).
 4. 1 M Tris–HCl, pH 7.4. Store at RT.
 5. 0.5 M EDTA pH 8. Store at RT.
 6. 1 M sucrose. Aliquot and store at −20 °C.
 7. 10 mM potassium phosphate buffer pH 7.4. Store at RT.
 8. 0.6 M sodium citrate pH 7.4. Store at RT.
 9. Triton X-100. Store at RT.
 10. 60 mM MnCl2. Store at RT.
 11. 20 mM NADP. Aliquot and store at −20 °C.
 12. 200 U/mL isocitrate dehydrogenase (NADP+ dependent). 

Store at −20 or −80 °C.

2.1 Equipment

2.2 Reagents 
and Stock Solutions

Fig. 1 Mitochondrial Lon protease (LONP1) degrades the tricarboxylic acid (TCA) 
cycle enzyme aconitase (ACO2). Schematic model representing the proteolytic 
processing of oxidized ACO2 by LONP1 in the mitochondrial matrix

Analysis of Aconitase Activity
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 13. 1 M Tris–HCl pH 8. Store at RT.
 14. 1 mM DTNB (5,5-dithio-bis-(2-nitrobenzoic acid); Ellman’s 

reagent). Prepare fresh.
 15. 8 mM acetyl-CoA (7 mg/mL). Aliquot and store at −20 °C.
 16. 10 mM oxaloacetate (1.32 mg/mL). Aliquot and store at 

−20 °C.
 17. BCA Protein Assay Kit or other method/kit to quantify pro-

tein concentration.
 18. Mitochondrial isolation buffer (buffer A): 10 mM of Tris–HCl 

pH 7.4, 1 mM EDTA, 0.32 M Sucrose. Store at 4 °C.
 19. Aconitase activity buffer: 50 mM Tris–HCl, pH 7.4, 6 mM 

sodium citrate, 0.2% Triton X-100, 0.6 mM MnCl2, 0.2 mM 
NADP, and 2 U/mL of Isocitrate dehydrogenase. Prepare 
fresh.

 20. Citrate activity buffer: 75 mM Tris–HCl, pH 8.0, 0.1 mM 
DTNB, 0.1% Triton X-100, and 0.4 mM acetyl-CoA. Prepare 
fresh.

3 Methods

 1. Harvest exponentially growing cells by trypsinization. Use one 
100 mm plate of 80–90% confluent cells (around 8 × 106 cells) 
(see Note 1).

 2. Transfer the cells to a 15 mL tube, and wash the cells twice 
with cold DPBS by centrifuging at 500 × g for 5 min at 4 °C.

 3. Resuspend the pellet in 1 mL of buffer A and keep on ice. 
Buffer A is an isotonic media that protects mitochondria from 
swelling.

 4. Homogenize with a 2 mL glass/Teflon pestle on ice with 15 
slow up-down strokes at 600 rpm (see Note 2).

 5. Transfer the homogenized cell to a 1.5 mL tube.
 6. Centrifuge 1500 × g for 5 min at 4 °C to pellet unbroken cells, 

debris, and nuclei.
 7. Collect the supernatant in a new 1.5 mL tube.
 8. Optional: resuspend the pellet in 500 μL of buffer A and repeat 

steps 4–8.
 9. Centrifuge the supernatants at 12,000 × g for 10 min at 4 °C.
 10. Carefully discard the supernatant.
 11. Pellet contains the mitochondrial-enriched fraction. Pellets 

can be stored a −80 °C up to 3 months.

3.1 Isolation 
of Mitochondrial- 
Enriched Fractions 
from Cells

Pedro M. Quirós
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 1. Resuspend fresh or frozen mitochondrial pellets in 50–100 μL 
of 10 mM of potassium phosphate buffer pH 7.4.

 2. Subject mitochondrial solution to three cycles of freezing- 
thawing in liquid nitrogen to disrupt the mitochondrial 
membranes.

 1. Measure the protein concentration using a standard protein 
quantification method as BCA protein assay.

 1. Aconitase activity is determined spectrophotometrically by fol-
lowing the linear increase in absorbance due to the generation 
of NADPH.

 2. Set up the 96-well plate reader at 340 nm and create a tem-
plate selecting samples and blank in triplicates.

 3. Add 99 μL of aconitase activity buffer to all wells.
 4. Add 1 μL of isolated mitochondria, of approximately 10 μg/

μL, to the sample wells and 1 μL of water to the blank wells.
 5. Register the absorbance continually at 340 nm during 5 min at 

25 °C to generate a kinetic curve for each sample (see Note 3).
 6. Calculate the slope of the curves using only the linear part of 

the curve (slope = absorbance/min).

 1. Citrate synthase activity is determined spectrophotometrically 
by following the linear increase in absorbance produced by the 
generation of TNB (see Note 4).

 2. Set up the 96-well plate reader at 412 nm and create a tem-
plate selecting samples and blank in triplicates.

 3. Add 27 μL of citrate synthase activity buffer to all wells.
 4. Add 1–3 μL of isolated mitochondria, of approximately 10 μg/

μL, to the sample wells.
 5. Complete adding water to all wells (samples and blank) to get 

a final volume of 95 μL.
 6. Incubate 2 min at 30 °C.
 7. Add 5 μL of oxaloacetate (10 mM of stock) to all wells.
 8. Register the absorbance continually at 412 nm during 5 min at 

30 °C to generate a kinetic curve (see Note 3).
 9. Calculate the slope of the curve using only the linear part of 

the curve (slope = absorbance/min).

 1. Specific activities (μmol of substrate generated per min per mg 
of protein) of aconitase and citrate synthase are calculated 
using the Lambert-Beer equation: Absorbance = ε · b · c.
 ε = molar extinction coefficient; b = path length (see Note 5); 
c = sample protein concentration.

3.2 Prepare Samples 
for Enzymatic Assays

3.3 Protein Assay

3.4 Aconitase 
Activity

3.5 Citrate Synthase 
Activity

3.6 Calculations

Analysis of Aconitase Activity
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 2. For aconitase activity, ε (NADPH) = 6.22 mM−1 cm−1, and for 
citrate synthase activity, ε (TNB) = 13.8 mM−1 cm−1.

 3. An enzymatic unit is one μmol of substrate/min, so the spe-
cific activity is also represented as U/mg.

 4. Therefore, specific activity is calculated as follows:
Slopefinal = Slopesample – Slopeblank

Slopefinal (Absorbance/min) = ε · b · c/min
c = slopefinal/ε · b = μmol min−1 mL−1 = U mL−1

Activity = enzymatic unit (U mL−1)/protein concentration 
(mg mL−1) = U mg−1

 5. Aconitase activity is normalized to citrate synthase activity  
(see Note 6).
Relative aconitase activity = aconitase activity/citrate synthase 
activity.

4 Notes

 1. In the case of primary cells or fibroblasts, it is recommended to 
use 150 mm cell culture dishes.

 2. Precool the glass/Teflon homogenizer on ice before starting 
the homogenization. It is recommended to use a motor-driven 
glass/Teflon pestle to achieve a good homogenization; how-
ever, manually, homogenization can also work by doing more 
strokes (around 30).

 3. If an increase in absorbance is not detected, incubate and reg-
ister absorbance for more time (10–15 min). If the signal is 
very low, or no differences are observed with blank samples, 
repeat the reaction using more mitochondrial sample.

 4. DTNB (or Ellman’s reagent) is a chemical used to quantify the 
number or concentration of thiol groups in a sample. Thiol 
groups, such as those generated by citrate synthase from acetyl- 
CoA and oxaloacetate, react with DTNB in a rapid and stoi-
chiometric reaction, cleaving the disulfide bond and generating 
2-nitro-5-thiobenzoate acid (TNB). TNB has a yellow color 
and can be determined spectrophotometrically by measuring 
absorbance at 412 nm.

 5. Classically, in horizontal spectrophotometry, as happened 
using cuvette spectrophotometers, path length has been stan-
dardized to 1 cm. However, in vertical spectrophotometry, as 
happened when using microplate readers, the path length 
depends on the volume of the solution and height of the plate. 
The path length can be calculated by comparing the absor-
bance of that solution in a cuvette with the absorbance in the 

Pedro M. Quirós
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microplate well. Other option is to use an approximation of 
0.29 cm, which is valid for a 96-well plate and 100 μL of an 
aqueous solution. However, many modern plate readers have 
implemented a K-factor correction for the path length that 
depends on the plate and volume of reaction and can be set up 
in the software instrument.

 6. Citrate synthase is considered a stable mitochondrial enzyme 
whose activity is not subjected to changes in pathological con-
ditions. Therefore, normalization to citrate synthase activity 
can prevent differences in mitochondrial content or in the 
mitochondrial yield during the isolation procedure when com-
paring different lines and conditions.
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Chapter 6

A Simple Cell-Based Assay for the Detection of Surface 
Protein Shedding by Rhomboid Proteases

Angela Moncada-Pazos and Adam Graham Grieve

Abstract

Rhomboids are intramembrane serine proteases that cleave their substrates within or immediately 
 adjacent to their transmembrane domains, a process known as regulated intramembrane proteolysis. In 
eukaryotes, two main types of rhomboid proteases can be distinguished based on their subcellular local-
ization: mitochondrial rhomboids and secretase-type rhomboids that target the secretory pathway. The 
latter class can cleave and release the extracellular domain of all epidermal growth factor-like proteins in 
Drosophila and can liberate epidermal growth factor (EGF) in mammals, in a process known as ectodo-
main shedding. These released EGFs can then activate the EGF receptor (EGFR). EGFR signaling is 
crucial for mammalian development and is often deregulated in human cancer. Here we describe a cell-
based protocol for detecting the ability of rhomboid proteases to release EGFR ligands into the medium. 
First, cells are transfected with the corresponding protease- and substrate-expressing vectors; second, 
cells condition the medium and accumulate shed protein. After this, protein lysates from cells and media 
are prepared and Western blotting is performed to detect the EGFR ligands that have been released into 
the medium.

Key words Rhomboid, Serine protease, Regulated intramembrane proteolysis, EGFR ligands

1 Introduction

In 2001 Urban and colleagues [1] were the first to identify that 
Drosophila rhomboid-1 was a novel protease—the first known 
intramembrane serine protease. Since then, rhomboid proteases 
have been identified in all forms of life, including archaea, bacte-
ria, and eukaryotes, being one of the most conserved and wide-
spread membrane protein groups [2]. All rhomboids perform 
hydrolysis using a catalytic dyad of a serine and a histidine [3], 
within a polytopic six-transmembrane domain core (although in 
most eukaryotic rhomboids there is an additional seventh trans-
membrane domain) [4]. This enzymatic mechanism is fundamen-
tally different from classical serine proteases and is the result of 



58

independent and convergent evolution [2, 5]. The biochemical 
particularities of these enzymes have demanded the development 
of specific approaches and methods that have flourished in the 
last few years, substantially increasing our knowledge of rhom-
boid function [6].

Among metazoans, rhomboids have been mostly studied in 
Drosophila and mammals. Focussing on secretase rhomboids, five 
different rhomboids are known in the fruit fly (rho1, rho2, rho3, 
rho4, rho6) and four in mammals (RHBDL1-4) [7]. The 
Drosophila rhomboids have a well-established role in the cleavage 
of ligands of the EGFR: Spitz, Gurken, and Keren. Like most of 
the mammalian EGFR ligands, these growth factors are synthe-
sised as membrane precursors that need to be liberated from the 
membrane to facilitate activation of the EGFR [1, 8]. In the case 
of mammalian rhomboids, the identification of substrates has 
proven more difficult and slower than in Drosophila. The first 
rhomboid substrate reported in mammals was thrombomodulin, 
an anticoagulant protein cleaved at the cell surface by RHBDL2 
[9]. An important question is whether, as in flies, EGFR ligands 
in mammals are released by rhomboid proteases. At first glance, 
this seems unlikely, since ADAM-10 and -17 proteases, metallo-
proteases unrelated to rhomboids, are known to be the main 
executors of EGFR ligand shedding in mammals. Nevertheless, it 
has been shown that rhomboids can also contribute to this pro-
cess, but this can only be detected when ADAM metalloprote-
ases activity is blocked [9–11]. EGFR activation is crucial at 
different stages of development, and it also has important patho-
logical significance: its aberrant activation is well established to be 
involved in carcinoma progression [12, 13]. Therefore, any agent 
involved in EGFR signaling could be a potential therapeutic tar-
get. Consistent with this idea, it has been demonstrated that 
rhomboids participate in EGFR activation, with studies in human 
and mouse that have established links with cancer for RHBDL2 
and RHBDL4 [10, 14].

Much of the work aimed at identifying new rhomboid sub-
strates have based their results on methods similar to the one 
described here: a rhomboid-based secretion assay for the detec-
tion of cell surface shedding of proteins [1, 10, 14]. In this proto-
col, COS-7 cells (or different cell lines) are transfected with 
plasmids to express a tagged version of the potential substrate in 
question, plus or minus a plasmid expressing the relevant rhom-
boid protease. After transfection, a secretion assay is performed in 
serum-free medium for 30 h, allowing time for the possible shed-
ding fragments to accumulate. Cells and supernatants are pro-
cessed, and the presence of cleaved peptides is detected by Western 
blotting (Fig. 1).
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2 Materials

 1. Complete medium: Dulbecco’s Modified Eagle Medium 
(DMEM) supplemented with 10% fetal bovine serum (FBS), 
100 U/mL penicillin, 100 μg/mL streptomycin, and 2 mM 
l-glutamine.

 2. Serum-free medium: DMEM plus 100 U/mL penicillin, 
100 μg/mL streptomycin, and 2 mM l-glutamine.

Fig. 1 Schematic diagram of the protocol. The whole protocol should take 5 days, 
divided into three main sections of work: plating and transfection of cells, incu-
bation in assay medium, and processing and analysis of samples

Rhomboid Protease Assay
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 3. TrypLE™ or any other dissociation reagent for adherent cells.
 4. Phosphate-buffered saline (PBS).
 5. Plasmids for expression in mammalian cells (see Note 1).
 6. FuGENE®6 or any other optimized transfection reagent.
 7. 10 mM batimastat/BB94 prepared in dimethyl sulfoxide 

(DMSO), to be used at 10 μM.
 8. SDS-PAGE sample buffer.
 9. 100% (w/v) trichloroacetic acid (TCA).
 10. 100% acetone.

3 Methods

 1. Maintain COS-7 (see Note 2) cells in complete medium in a 
humidified incubator at 37 °C and 5% CO2. Use tissue culture- 
treated plates, and perform all work with living cells in cell 
culture hoods to maintain sterility.

 2. 24 h before transfection, seed 2 × 105 COS-7 cells per well on 
6-well plates in 2 mL complete medium. To count cells, 
remove medium from plates, wash once with PBS, add 
TrypLE™ or any other dissociating reagent, incubate at 37 °C 
until cells detach, add complete medium, and use the required 
volume for counting. As an example, if 10 cm diameter plates 
are used for maintenance, wash with 10 mL PBS, dissociate 
with 1 mL TrypLE™, and stop the reaction with 3 mL com-
plete medium (see Note 3). If starting from a confluent plate, 
use a 1:10 dilution of cells to determine concentration. Cells 
can be counted using a Neubauer chamber or any other count-
ing device (see Note 4).

 3. On the day of transfection, ideally in the evening, prepare 
tubes for the different transfection mixtures in the tissue cul-
ture hood. Mix 50 μL serum-free medium (see Note 5) with 
3 μL FuGENE®6 (see Note 6) per tube/reaction; mix imme-
diately by vortexing for 5–10 s, and incubate at room tempera-
ture for 5 min. Add 250 ng vector DNA coding for the tested 
substrate, plus/minus different amounts of vector coding for 
the rhomboid to be evaluated (normally between 25 and 
250 ng) (see Note 7). Balance the total amount of DNA to 
500 ng with the required amount of empty vector. Mix imme-
diately (vortex 5–10 s) and incubate 15 min at room tempera-
ture. Add to the corresponding well with 2 mL complete 
medium (see Note 8).

Secretion Assay
 4. The morning after transfection, pre-warm serum-free medium 

at 37 °C.

3.1 Cell Culture 
and Transfection
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 5. Take plates out of the incubator, remove medium, and wash 
once with 1 mL PBS per well.

 6. Remove PBS and add 750 μL (see Note 9) pre-warmed serum- 
free medium, with or without 10 μM of batimastat (BB94), an 
inhibitor of metalloproteases. Batimastat will stop metallopro-
teases from cleaving the potential substrates, and thus the 
shedding detected in the presence of this drug will correspond 
to rhomboid protease activity. This serum-free medium will be 
the assay-conditioned medium.

 7. Leave the cells in the incubator for 30 h in assay-conditioned 
medium. The potential shedding products will accumulate in 
the medium over this time.

 1. After 30 h of incubation (this would correspond to early after-
noon if the assay was started in the morning the day before), 
place the plates on ice.

 2. Collect the supernatant (assay-conditioned medium) in 1.5 mL 
tubes and put on ice.

 3. Centrifuge supernatants at maximum speed (~20,000 × g) on 
a bench centrifuge for 5 min at 4 °C, to remove any cell debris.

 4. During the centrifugation step, lyse the monolayer of cells 
remaining on the plates. Start by washing with 1 mL ice-cold 
PBS and then add 100 μL SDS-PAGE sample buffer. Use a cell 
scraper to detach the cells. Pipette up and down a few times 
and transfer lysates to clean 1.5 mL tubes. Keep on ice 
throughout.

 5. Transfer clean supernatants (assay-conditioned media) to new 
tubes; avoid taking any debris from the bottom.

 6. Add 150 μL 100% TCA to precipitate proteins (~12–15% final 
concentration). Protein precipitation is needed to concentrate 
the products to be detected in the medium.

 7. Incubate for 10 min on ice.
 8. Centrifuge supernatants at maximum speed at 4 °C for 10 min.
 9. Carefully aspirate supernatant; this can be done by using a vac-

uum aspirator or by pipetting carefully.
 10. Wash the pellet by adding 180 μL ice-cold pure acetone and 

rocking the tube gently twice.
 11. Centrifuge at maximum speed at 4 °C for 2 min.
 12. Carefully remove all acetone by pipetting.
 13. (Optional) Repeat steps 8–10 one further time.
 14. Leave the tubes open and allow to air-dry. This should take 

~10–15 min at room temperature (see Note 10).

3.2 Preparation 
of Samples 
and Western Blotting

Rhomboid Protease Assay
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 15. Resuspend the protein pellet by adding 30 μL SDS-PAGE 
sample buffer and pipette up and down several times.

 16. Incubate all samples (cell lysates and supernatants) at 95 °C for 
10 min to denature proteins (see Note 11). Samples can be 
used directly for loading on an SDS-PAGE gel or stored at 
−20 °C until use.

 17. Electrophorese 15 μL of each sample on SDS-PAGE gels, as 
standard (see Note 12).

 18. If using tagged versions of substrates, use the indicated anti- 
tag antibodies for detection of proteins. If using untagged sub-
strates, antibodies able to detect the cleaved fragment can be 
used (see Note 13).

 19. A positive result (identification of substrate shedding by the 
rhomboid protease) is considered when smaller (cleaved) ver-
sions of the substrate are seen in the supernatant only when 
co-expressed with the particular rhomboid. If an inactivated 
rhomboid protease with the catalytic serine or histidine 
mutated to alanine has been included, the cleavage product 
should not be present in the medium.

4 Notes

 1. In this protocol, rhomboid proteases and potential substrates 
are exogenously overexpressed after transfection. Mammalian 
expression plasmids containing the cDNA sequence for the rel-
evant rhomboids and substrates either tagged or untagged 
might be used. If untagged, specific antibodies recognising the 
different proteins will be necessary. It is important to note 
that, if using tagged proteins, the tag must be different for the 
protease and the substrate. The tag or the epitope recognised 
by the antibody of the substrate should be at the extracellular 
portion of the protein, so that both intact and shed protein can 
be detected. It is critical to demonstrate the detection of the 
shed substrate is directly due to active proteolysis by rhom-
boids. For this reason, plasmids that express catalytically dead 
mutants of the rhomboid protease in question should be used 
as controls. To render a rhomboid protease inactive, the cata-
lytic serine and/or histidine can be mutated to alanine.

 2. Different cell lines can also be used for these secretion assays. 
If so, cell culture and transfection protocols may require 
adaptation.

 3. TrypLE™ was used in this example; any alternative dissociation 
reaction can be used.

 4. Follow the manufacturer’s instructions if using a Neubauer or 
equivalent manual counting system. Automatised cell counters 
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might also be used. As an alternative to counting cells, a 1:5 
dilution of COS-7 cells starting from a confluent well will 
suffice.

 5. Opti-MEM can be used instead of serum-free medium.
 6. FuGENE®6 was used for transfection in this protocol; any 

other transfection reagents and systems (polyethylenimine, 
lipofectamine, etc.) might be used after optimisation.

 7. If the volume of any of the plasmids is too small to dispense 
accurately and it is not possible to pool several reactions, predi-
lute the plasmid solutions 1:10 and pipette a tenfold volume.

 8. The media mixtures used for transfection do not have to be 
removed and can remain on the cells until the next morning. 
Alternative transfection reagents, such as polyethylenimine, 
will give better results if transfecting in serum-free medium 
and would need replacement with complete medium after 
3–6 h.

 9. A smaller volume than that typically used for culture in 6-well 
plates (2 mL/well) is used to increase the concentration of 
cleavage products. Care should be taken to ensure the mono-
layer of cells is completely covered with liquid.

 10. Residual acetone will make resuspension more difficult, so it 
needs to be entirely removed. For faster acetone evaporation, 
tubes can be left at 65 °C for up to 1 min. A vacuum evapora-
tor might also be used.

 11. If cell protein lysates are too viscous, samples can be sonicated 
to break DNA and facilitate loading.

 12. Concentration of SDS-PAGE gels and running time should be 
chosen based on the expected size of full length potential sub-
strates and cleaved fragments.

 13. The antibodies employed for detection should recognise a tag 
or antigen that remains in the cleaved soluble fragment after 
shedding. In this way, both the full-length and the cleaved 
products will be detected in the Western blotting.
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Chapter 7

Functional Production of Catalytic Domains of Human 
MMPs in Escherichia coli Periplasm

Dong Hyun Nam, Ki Baek Lee, and Xin Ge

Abstract

Due to their central roles in tumor growth and invasion, milligram-level amounts of active MMPs are 
frequently required for cancer research and development of chemical or biological MMP inhibitors. Here 
we describe methods for functional production of catalytic domains of MMPs (cdMMPs) in E. coli peri-
plasm without refolding or activation process. We demonstrate applications of this straightforward 
approach for cdMMP-9, cdMMP-14, and cdMMP-14 mutants.

Key words Periplasmic expression, MMP, Catalytic domain

1 Introduction

MMPs (matrix metalloproteases) are multi-domain zinc- dependent 
endopeptidases that share a basic structural organization compris-
ing propeptidic, catalytic, hinge, and hemopexin-like domains [1] 
(Fig. 1a, b). Besides functioning in normal physiological processes, 
many MMPs correlate with cancer progression, including cancer 
cell invasion, proliferation and apoptosis, and tumor angiogenesis 
and vasculogenesis [2–4]. Taking these preclinical and clinical evi-
dences together, some MMPs such as MMP-2/MMP-9/MMP-14, 
etc. have been considered as important regulatory enzymes for 
cancer research and predominant therapeutic targets for cancer 
treatments [5–7]. Therefore, the consistent supply of active MMPs 
at mg scales is essential for cancer biology research and for the 
developments of novel diagnostic and therapeutic agents. 
Applications include identification of physiological substrates of 
MMPs, characterization of extracellular matrix remolding in vitro 
and in vivo, and screening for highly selective MMP inhibitors.

Recombinant overexpression of many human MMPs and their 
catalytic domains in E. coli exclusively results in the formation of 
inclusion bodies [8]. After solubilization and purification, the 
denatured MMPs can be refolded to their active form via multiple 
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steps of gradient dialysis, which are often labor-extensive and time- 
consuming. Besides low yields (typically <35%) and uncontrollable 
lot-to-lot variation, during the refolding process, autoproteolysis 
occurs at both termini with various degrees thus generating het-
erogeneous mixtures [9]. Alternatively, MMP with its propeptidic 
domain, e.g., pro-MMP-14, has been periplasmically expressed in 
E. coli by fusing with a signal peptide [10]. However, after purifica-
tion, pro-MMP-14 was treated with 4-aminophynylmercuric ace-
tate (APMA) or trypsin to yield the functional enzyme [11]. As an 
organomercury compound, APMA is toxic, and complete activa-
tion of pro-MMP-14 using APMA is difficult [12]. In addition to 
cleavage of the propeptide, trypsin treatment also digests the 
C-terminus of MMP-14 at the putative furin cleavage site (RRKR/
YAIQ) resulting in truncated products [11].

Taking advantages of a slow processing rate controlled by 
secretion machineries and multiple periplasmic molecular chaper-
ons that enhance proper protein folding, we develop a method to 
directly express functional MMP catalytic domains in the periplas-
mic space of E. coli [13]. This straightforward method avoids the 
problematic activation and tedious refolding processes associated 
with inclusion bodies. Here we demonstrate this method for pro-
ducing catalytic domains of both a secreted MMP (cdMMP-9) and 
a membrane-based MMP (cdMMP-14). We further expand this 
method to produce cdMMP-14 mutants. A facile approach to 
obtaining milligrams of active cdMMPs is beneficial for MMP 
related studies, particularly for the development of therapeutic 
drugs targeting important MMPs for cancer treatments.

Fig. 1 Gene structures for (a) full-length MMP-14 and (b) full-length MMP-9, and periplasmic expression cas-
settes for (c) MMP-14 catalytic domain and (d) MMP-9 catalytic domain without fibronectin domain. Plac 
promoter and pelB leader peptide were used for cdMMP expression

Dong Hyun Nam et al.
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2 Materials

 1. Plasmid pMopac16 [14].
 2. DNA fragments encoding cdMMPs.
 3. Jude-I [DH10B F′[proAB lacIQ lacZ ΔM15 Tn10(TetR)]] 

competent cells.

 1. BL21 [E. coli B F− ompT gal dcm lon hsdSB(rB
−mB

−) 
[malB+]K-12(λS)].

 2. 2×YT/Chlor: 2×YT, 34 μg/mL chloramphenicol.
 3. LB/Chlor agar: LB, 1.5 g/L agar, 34 μg/mL chloramphenicol.
 4. Periplasmic buffer: 200 mM Tris–HCl, pH 7.5, 20% sucrose, 

50 μg/mL lysozyme.
 5. 0.45 μm filter units, 90 mm, 500 mL.
 6. Ni-NTA agarose (Qiagen).
 7. Ni-NTA column equilibrium buffer: 50 mM Tris–HCl, 

pH 8.0, 300 mM NaCl.
 8. Ni-NTA column washing buffer: 50 mM Tris–HCl, pH 8.0, 

300 mM NaCl, 20 mM imidazole.
 9. Ni-NTA column elution buffer: 50 mM Tris–HCl, pH 8.0, 

300 mM NaCl, 200 mM imidazole.
 10. Ultrafiltration centrifugal units, 3 kDa MWCO.
 11. SnakeSkin dialysis tubing, 3.5 kDa MWCO, 16 mm (Thermo 

Scientific).
 12. Dialysis buffer: 50 mM Tris–HCl, pH 7.5, 150 mM NaCl, 

5 mM CaCl2, 0.1 mM ZnCl2.

 1. Peptide M-2350 (Bachem): Mca-Lys-Pro-Leu-Gly-Leu-Dap 
(Dnp)-Ala-Arg-NH2.

 2. Peptide XV (AnaSpec): QXL®520-γ-Abu-Pro-Glu-Gly-Leu- 
Dab(5-FAM)-Ala- Lys- NH2.

 3. GM6001 (Millipore).
 4. N-Tissue inhibitor of metalloproteinases 2 (nTIMP-2).
 5. Black flat-bottom polystyrene NBS 96-well microplate (Corning).
 6. 20% dimethyl sulfoxide (DMSO).
 7. Assay buffer: 50 mM Tris–HCl, pH 7.5, 150 mM NaCl, 5 mM 

CaCl2, 0.1 mM ZnCl2.

 1. Ovalbumin.
 2. Lysozyme.
 3. Superdex 75 10/300 GL size-exclusion column.
 4. Equilibrium buffer: 50 mM HEPES-NaOH, pH 7.5, 150 mM 

NaCl.

2.1 Construction 
of cdMMP Genes

2.2 Periplasmic 
Expression 
and Purification 
of cdMMPs

2.3 Characterizations 
 of cdMMPs

2.3.1 Activity 
Measurement by FRET

2.3.2 Analysis by Gel 
Permeable 
Chromatography

Active MMP Expression
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3 Methods

 1. Synthesize DNA fragments encoding catalytic domains of 
human MMP-14 (Ile114-Pro290) and human MMP-9 (fibro-
nectin domain removed, Ile107-Val216 fused with Glu391- 
Tyr443) (Fig. 1c, d).

 2. Following standard molecular biology techniques, clone 
cdMMP genes to the periplasmic expression plasmid pMopac16 
[14], which carries a Lac promoter, a pelB leader peptide, and 
a C-terminal His-tag (Fig. 1c, d).

 3. Construct cdMMP-14 mutant genes by overlapping PCRs, in 
which the site-specific mutagenesis is introduced by 
oligonucleotides.

 4. Confirm all cloning results by DNA sequencing (see Note 1). 
Transform constructed cdMMP periplasmic expression plas-
mids to Jude-I component cells. Incubate on LB/Chlor agar 
plates.

 1. Inoculate a single colony of Jude-I or BL21 cells carrying 
pMopac-cdMMP to 5 mL 2×YT/Chlor. Culture at 30 °C 
overnight (see Note 2).

 2. Add 5 mL overnight pre-culture to 500 mL 2×YT/Chlor. 
Culture overnight at 30 °C without IPTG (see Note 3).

 3. Measure OD600. Centrifuge cells at 4500 × g, 4 °C for 15 min. 
Decant supernatant.

 4. Add periplasmic buffer (see Note 4) at a volume of 20 μL per 
OD600. Suspend collected cells by vortex.

 5. Incubate for 5 min at room temperature with gentle shaking.
 6. Add ice-cold DDW at volume of 20 μL per OD600. Incubate 

on ice for 10 min with gentle shaking.
 7. Centrifuge 4500 × g, 4 °C for 15 min. Filtrate supernatant 

through 0.45 μm membranes. Osmotic shocked supernatants 
are ready for cdMMP purification.

 8. Purify cdMMPs by Ni-NTA resin. Use 20 and 200 mM imid-
azole in 50 mM Tris–HCl, pH 8.0, 300 mM NaCl as the wash-
ing and elution buffers.

 9. Concentrate eluted samples using ultrafiltration units (3 kDa 
MWCO) by centrifugation at 4000 × g 4 °C for 15 min.

 10. Dialyze concentrated cdMMP samples at 4 °C overnight (see 
Note 5).

 11. On the next day, measure cdMMP concentrations. Analyze by 
SDS-PAGE (typical results shown in Fig. 2). Store in 20% glyc-
erol at −80 °C.

3.1 Construction 
of cdMMP Genes

3.2 Periplasmic 
Expression 
and Purification 
of cdMMPs

Dong Hyun Nam et al.
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Km and kcat values of purified cdMMPs and their mutants can be 
measured (Subheading 3.3.1). In addition to enzymatic kinetics, 
the periplasmic preparation without purification can be directly 
applied for activity tests (Subheading 3.3.2), which are particularly 
useful in screening of MMP inhibitors [15].

 1. Dissolve fluorogenic substrate peptide M-2350 in 20% DMSO 
to concentrations of 62.5–2000 μM.

 2. Add 50 μL 1–10 nM cdMMP to a 96-well black assay plate.
 3. To start the reaction, add 1 μL substrate peptide stock solu-

tions into wells to give final concentrations of 1.25–40 μM.
 4. Monitor the hydrolysis of peptide M-2350 with excitation at 

328 nm and emission at 393 nm.
 5. Triplicate the experiments. Fit Michaelis-Menten equation to 

find Km and kcat (Fig. 3).

 1. Suspend 2–3 OD600 overnight cultures (Subheading 3.2) in 
100 μL periplasmic buffer. Incubate on ice for 5 min.

 2. Add same volume ice-cold DDW. Incubate on ice for 10 min 
to release periplasmic fraction.

 3. Centrifuge 13,000 × g, RT for 2 min.

3.3 Characterizations  
of cdMMPs

3.3.1 Enzymatic Kinetics 
Measurement

3.3.2 Periplasmic 
FRET Assays

Fig. 2 SDS-PAGE of purified (a) cdMMP-14, (b) cdMMP-9, and (c) cdMMP-14 
mutants

Active MMP Expression
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 4. Add 50–100 μL periplasmic fraction to a 96-well black assay 
plate.

 5. To start the reaction, add peptide XV to a final concentration 
of 1 μM (see Note 6). Monitor hydrolysis with excitation at 
490 nm and emission at 520 nm.

 6. For inhibitor screening, add 0–1000 nM compound inhibitors 
(e.g., GM60001), 0–2000 nM nTIMP-2,  or 0–8000 nM Fabs 
(e.g., 3A2, [16]) into the periplasmic fraction before adding 
the peptide substrate (see Note 7).

 1. Equilibrate superdex 75 10/300 GL size-exclusion column 
with 50 mM HEPES pH 7.5, 150 mM NaCl.

 2. Inject 200 μL 500 μg/mL cdMMP-9 at a flow rate of 0.5 mL/
min.

 3. Monitor chromatograms of absorbance at 280 nm (Fig. 4).
 4. Estimate the molecular mass of cdMMP-9 based on the reten-

tion times of ovalbumin (43 kDa) and lysozyme (14 kDa).

4 Notes

 1. In addition to DNA sequencing, correct in-frame cdMMP 
clones can also be identified by measuring their proteolytic 
activities ([15]; also see Subheading 3.3.2).

 2. Expression of cdMMP-9 in Jude-I resulted in truncated prod-
ucts likely due to endogenous proteases. Using protease defi-
cient host BL21 reduced the amount of unwanted truncations. 

3.3.3 Analysis by Gel 
Permeable 
Chromatography

Fig. 3 Enzyme kinetics of cdMMP-14. 1–10 nM cdMMP-14 and 1.25–40 μM 
FRET peptide M-2350 were used for measurements of Km and kcat

Dong Hyun Nam et al.
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In addition, although cdMMPs do not have disulfide bonds, 
we found that co-expression of molecular chaperon DsbC (a 
disulfide isomerase) significantly improved the yields of 
cdMMPs (Fig. 2b), a similar observation for TIMPs [17].

 3. Although cdMMPs are regulated under a Lac promoter, exper-
imental results indicate that the highest activity was achieved 
without IPTG induction [13].

 4. EDTA treatment, a step of standard periplasmic fraction pro-
tocol [18], should be avoided due to its ability to chelate Ca2+ 
and Zn2+ ions which are essential for MMP structure and 
activity.

 5. Dialysis is required to remove imidazole (a weak inhibitor of 
MMPs) for downstream applications.

 6. Certain FRET substrates, e.g., M-2350 peptide, cannot be 
used for periplasmic activity assays due to its proteolysis by 
homologous endopeptidases present in E. coli periplasm.

 7. Other than adding purified Fabs into periplasmic fraction, the 
Fab clone of interest can also be co-expressed with cdMMP for 
inhibitor screening [13].
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Chapter 8

Autophagy and Proteases: Basic Study of the Autophagic 
Flux by Western Blot

Álvaro F. Fernández

Abstract

Autophagy is a catabolic process triggered in the cell by a wide range of stress stimuli, both external 
(including nutrient deprivation) and internal (like the presence of protein aggregates or damaged organ-
elles). First described in yeast, this pathway has recently gained major importance due to its role in several 
pathologies, from inflammatory processes to cancer or aging. However, its analysis can be easily misinter-
preted if it is not done properly, leading to conflicting results. Here, the classical autophagy flux study by 
Western blot is described, as a first and basic analysis of the status of autophagy in a given system.

Key words Autophagy, Western blot, LC3, p62, Bafilomycin A1

1 Introduction

Originally described in yeast, autophagy (term derived from the 
Greek for “self-eating”) is an evolutionary conserved pathway 
characterized by the transport of cytoplasmic components to a 
lysosome [1]. There, they are degraded into their basic building 
blocks (like amino acids or lipids) that will return to the cytoplasm 
to be further reused. Cells can use three different ways to complete 
this transfer to the lysosome: by invaginations of the lysosomal 
membrane (microautophagy), by the action of chaperones associ-
ated with the lysosomal membrane that recognize specific targets 
(chaperone-mediated autophagy, or CMA), or by sequestering 
cytoplasmic portions into double-membrane vesicles called 
autophagosomes that eventually fuse with the lysosome (macroau-
tophagy, or “autophagy” for simplicity). The latter is the most 
studied pathway to date, and it requires a complex molecular 
machinery that is not fully understood yet [2]. Nevertheless, 
autophagy is intimately related with different groups of proteases 
of potential interest [3] (Fig. 1). For instance, there are several 
proteinases that can modulate the process by cleaving important 
regulators like beclin-1 or ATG5 [4], proteases that are targeted 
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for degradation by autophagy as part of their own regulation [5], 
and lysosomal hydrolases that mediate the last step of the pathway 
[6]. Moreover, there is a cysteine proteinase crucial for the forma-
tion of the autophagosome in yeast (called Atg4) that has evolved 
into a family of four different orthologues in mammals, termed 
autophagins [7].

Even though autophagy was first considered to be a catabolic 
pathway aimed to recycle unspecific cargos in response to starva-
tion and other bioenergetics demands, it is now clear that this pro-
cess can be very specific and tightly regulated, being triggered by 
an extensive range of stress stimuli [8]. Moreover, it has recently 
gained increased relevance due to its importance in different 
pathologies, like cancer, inflammation, and aging-associated dis-
eases [9–12]. Thus, it is now essential to correctly assess the status 
of the “autophagy flux” in those scenarios where the pathway may 
be playing an important role.

While there are different publications summarizing the wide 
set of experiments traditionally used in autophagy research [13] or 
detailing specific assays to analyze Atg4 activity [14, 15], the main 
goal of this chapter is the analysis of the autophagy flux by Western 
blot in mammalian cell lines. This procedure is based on the 

Fig. 1 Proteases in macroautophagy. Different groups of proteases are involved throughout the autophagy 
process, including proteinases that regulate key effectors of autophagy initiation (1), proteases that are 
degraded within other cytoplasmic components (2), and lysosomal hydrolases that mediate the final step (3). 
Moreover, there is a specific group of cysteine proteases, called ATG4s or autophagins, which are responsible 
for the activation and recycling of LC3. Notice LC3 cycle (going from LC3-I to LC3-II and vice versa) and the 
degradation of the adaptor p62 during the process

Álvaro F. Fernández
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dynamic status of two autophagic proteins during the process: 
MAP1-LC3B (herein simply referred to LC3) and SQSTM1/p62. 
The former is one of the six mammalian orthologues of yeast Atg8 
described to date. Similarly to its yeast counterpart, these proteins 
must be activated by Atg4 (or, in this case, autophagins) so they 
are lipidated and transferred to the growing autophagosome mem-
brane. For this reason, a rise in the amounts of lipidated LC3 (that 
shows increased electrophoretic mobility in SDS-PAGE gels) is in 
most cases related to autophagy induction. On the other hand, 
SQSTM1/p62 (or just p62) is an adaptor that recognizes cytoplas-
mic components that have been marked by ubiquitination for 
autophagy degradation. In fact, p62 acts as a link between the tar-
get and LC3 molecules in the inner surface of the autophagosome 
structure, being degraded with them in the last step of the path-
way. Thus, protein levels of p62 negatively correlate with an 
increased autophagy flux. Though basic, this technique is the most 
important way to primarily assess autophagy in a working system. 
Unfortunately, it is uncommonly performed in a suitable way, 
resulting in misleading data and inaccurate conclusions.

2 Materials

 1. 6-well tissue culture plates (see Note 1).
 2. Dulbecco’s phosphate-buffered saline (PBS).
 3. Nutrient-rich medium: Use regular growing medium for the 

cell line to be tested.
 4. Starvation medium: Earle’s balanced salt solution (EBSS) or 

Hank’s balanced salt solution are the most used for this proce-
dure (see Note 2).

 5. Bafilomycin A1: Prepare a stock solution of 100 μM in DMSO 
(see Note 3).

 1. Cell scraper.
 2. Microcentrifuge tubes (1.5 mL).
 3. Lysis buffer: 1 mM EDTA, 1% Triton X-100, 0.1% sodium 

dodecyl sulfate (SDS), and 140 mM NaCl in 20 mM Tris–
HCl buffer (pH 7.4). Store at 4 °C until use, when Complete® 
protease inhibitor cocktail and Halt phosphatase inhibitor 
cocktail must be added. Keep in ice during the experiment 
(see Note 4).

 4. Microcentrifuge in cold room or with temperature control.
 5. Reagents for protein quantification, e.g., bicinchoninic acid 

assay (BCA).

2.1 Cell Culture

2.2 Sample 
Preparation

Study of the Autophagy Flux by Western Blot
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 6. Loading buffer (2×): 5% 2-mercaptoethanol in 2× Laemmli 
sample buffer (4% SDS, 20% glycerol, 0.004% bromophenol 
blue in 125 mM Tris–HCl, pH 6.8) (see Note 5).

 7. Heat block.

 1. 13% SDS-polyacrylamide gels (see Note 6).
 2. Protein standards.
 3. Running buffer (10×): 250 mM Tris–HCl, 1.92 M glycine and 

1% SDS in H2O (pH 8.3).

 1. Spatula.
 2. Plastic containers.
 3. Methanol.
 4. Polyvinylidene difluoride (PVDF) membrane (see Note 7).
 5. Blotting filter paper for protein transfer.
 6. Transfer buffer: 60 mM Tris–HCl, 40 mM CAPS, 15% metha-

nol in H2O (pH 9.6) (see Note 8).
 7. Transfer system (for either tank or semidry blotting).
 8. Washing buffer: TBS-T (50 mM Tris–HCl pH 7.4, 150 mM 

NaCl, and 0.1% Tween20) (see Note 9).
 9. Blocking and diluent buffer: 5% nonfat dried milk in TBS-T 

(see Note 10).
 10. Primary antibodies to recognize LC3, p62, and “housekeep-

ing” proteins, e.g., β-actin (see Note 11).
 11. Specific HRP-conjugated secondary antibodies.
 12. Chemiluminescent substrate for detection of horseradish per-

oxidase (HRP) activity.
 13. Plastic wrap.
 14. X-ray film or chemiluminescence imager.
 15. ImageJ software.

3 Methods

 1. Seed the cells in 6-well plates so the confluence by the time of 
the experiment is 80–90% approximately (see Note 12).

 2. Warm nutrient-rich and starvation media in 37 °C water 
bath prior to use. Thaw an aliquot of bafilomycin A1, and add 
it to tubes with nutrient-rich or starvation medium for a 
final concentration of 100 nM.

 3. Discard the growing medium from the wells, and carefully wash 
the cells with PBS to further remove remaining nutrients.

2.3 SDS-PAGE

2.4 Immunoblotting

3.1 In Vitro 
Autophagy Induction

Álvaro F. Fernández
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 4. Add the corresponding treatments (nutrient-rich or starvation 
medium, with or without bafilomycin A1) to the cells, and 
incubate for 3 h at 37 °C in a cell incubator (see Note 13).

 1. Discard the medium, rinse the cells with PBS twice, and add 
cold lysis buffer to the wells (see Note 14). Detach the cells 
with a scrapper, collect them in 1.5 mL tubes, and place them 
in ice.

 2. Lyse the cells for 1 h in ice or, preferably, using a rotator at 
4 °C. Next, centrifuge the samples at 1300 × g at 4 °C, and 
collect the supernatants to get rid of debris.

 3. Determine protein concentration in the samples by any stan-
dard protein quantification (i.e., BCA). Mix the samples with 
loading buffer so 15–50 μg of protein can easily be loaded to a 
SDS-polyacrylamide gel.

 4. Boil the samples for 10 min, spin them, and let them temper 
before loading the gel (see Note 15).

 1. Load 15–50 μg of protein per lane (along with protein stan-
dards as molecular weight markers) in a 13% SDS- polyacrylamide 
gel. Run the gel in running buffer (1×) until the dye front 
reaches the bottom.

 2. Separate the gel from the plates (using a spatula or similar), 
and discard the stacking part of it before washing the remain-
ing portion with transfer buffer for no more than 5 min (see 
Note 16).

 3. Activate a PVDF membrane by immersing it in methanol and 
washing it vigorously in transfer buffer until it sinks. Also sub-
merge other components required for the transfer in the same 
buffer.

 4. Blot the proteins of the gel into the PVDF membrane by elec-
trophoretic transfer using transfer buffer.

 5. Recover the membrane and, without letting it dry (see Note 
17), incubate it with blocking buffer for 1 h at room 
temperature.

 6. While still in blocking buffer, cut the membrane in three pieces 
using the protein standards as a reference of the size of the 
proteins included in each part. One gel can be used to ana-
lyze p62 (62 kDa), housekeeping proteins like β-actin 
(44 kDa), and LC3-I/LC3-II (16 and 14 kDa, approxi-
mately) at once.

 7. Incubate the membranes with the corresponding primary anti-
bodies diluted in blocking buffer overnight at 4 °C.

 8. Wash the membranes three times with TBS-T in agitation, 
5–10 min each (see Note 18).

3.2 Preparation 
of the Samples

3.3 Western Blot 
Analysis

Study of the Autophagy Flux by Western Blot
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 9. Incubate the membranes with the corresponding secondary 
antibodies diluted in blocking buffer for 1 h at room 
temperature.

 10. Wash the membranes three times with TBS-T in agitation, 
5–10 min each.

 11. Cover the membranes with the chemiluminescent substrate, 
and incubate for 5 min in dark at room temperature. Then, 
wrap them in transparent plastic for signal detection using an 
X-ray film or a chemiluminescence imager (see Note 19).

 12. Perform a densitometry analysis of the intensity of the resulting 
bands using ImageJ. Relativize the values of p62, LC3-I, and 
LC3-II to those of β-actin, and calculate the ratio between 
LC3-II and LC3-I (see Note 20).

 13. Interpret the results accordingly (Fig. 2).

Fig. 2 Interpreting the autophagy flux analysis by Western blot. Most of the times, a simple Western blot of LC3 
is shown to confirm autophagy induction upon stimulation of the process. However, this assumption may be 
incorrect. An accumulation of LC3-II, for example, can also mean a block in the last step of the process that 
diminishes its degradation. To avoid this mistake, an additional analysis of p62 is always recommended to 
discern these two possibilities (a). Nevertheless, a complete study of the autophagy flux using inhibitors like 
bafilomycin A1, when possible, is the best way to establish a first assessment of autophagy as it further clari-
fies the reasons why LC3-II may be accumulated (b). A real case is displayed in (c), where a complete study in 
HeLa cells treated with EBSS and bafilomycin A1 shows how these cells are capable of triggering a correct 
autophagy process. In this example, the ratio LC3-II/LC3-I turns out to be necessary, as LC3-II levels decreased 
after starvation due to its intense degradation

Álvaro F. Fernández
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4 Notes

 1. Some cell lines with high protein expression would allow work-
ing with 12-well culture plates. However, using 6-well plates 
ensures having enough sample to perform different analysis.

 2. Though specific nutrient deficiency (like using glucose-free or 
amino acid-free medium) is also of interest in autophagy 
research, complete nutrient deprivation has been traditionally 
used for autophagy flux analysis.

 3. Other inhibitors of the last step of autophagy, like chloroquine 
or leupeptin, are frequently used for in vivo analysis of the 
autophagy flux. However, bafilomycin A1 is generally the pre-
ferred choice in vitro.

 4. Different lysis buffers may be also suitable for this procedure. 
Nevertheless, the presence of SDS will always help the recov-
ery and detection of the lipidated form of LC3.

 5. Always handle 2-mercaptoethanol and SDS under a hood to 
avoid being exposed to it.

 6. A high concentration of polyacrylamide is required to better 
separate the two forms of LC3. Alternatively, gradient gels can 
help to obtain a good separation.

 7. Nitrocellulose membrane can also be used. However, LC3 
detection is highly increased in PVDF membranes, though 
they require special handling (methanol activation and avoid-
ance of dryness).

 8. If LC3 blotting is problematic, try to increase methanol con-
centration up to 20% in the transfer buffer, as it helps the blot-
ting of small proteins.

 9. PBST (PBS with 0.05% Tween20) is another valid option in 
this case, as phospho-specific antibodies are not required in 
this procedure.

 10. Blocking the membrane with bovine serum albumin (BSA) is 
also acceptable if the antibodies require it.

 11. It is important to keep in mind that some LC3B antibodies can 
also recognize other isoforms, mostly LC3A. Moreover, 
LC3-II appears to be more sensitive to detection by some 
commercially available antibodies, giving more importance to 
the complete study of the autophagy flux.

 12. Be sure that the cells grow evenly throughout the surface, 
ensuring a uniform effect of the treatment. Vibrations in the 
incubator may sometimes cause cell accumulation in the center 
of the well and cell isolation in the periphery, protecting the 
former from the treatment and overexposing the latter to it. 

Study of the Autophagy Flux by Western Blot
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Place water bottles over the trays in the incubator to minimize 
these vibrations.

 13. Do not treat the cells for extended periods of time. Prolonged 
starvation would increase cell death, and long treatments with 
inhibitors like bafilomycin A1 have additional effects in cell 
homeostasis that may increase autophagy rather than block it.

 14. Proceed as quickly as possible during this step to avoid cellular 
stress that may alter the results. Discard by sudden inversion of 
the plate, and add the PBS or the lysis buffer quickly while 
keeping the plate over ice.

 15. Complete sample preparation is recommended before freezing 
and storing the samples as LC3-I is more easily degraded by 
freeze-thaw cycles, affecting to LC3-II/LC3-I ratios.

 16. Washing the gel before the transfer removes SDS that inter-
feres with the blotting of small proteins like LC3.

 17. A new methanol activation is required if the membrane dries. 
However, it can deliberately be dried to stop the procedure 
and storage. Interestingly, drying the membrane before con-
tinuing with the immunoblot increases the binding of the pro-
teins and improves the detection of small proteins like LC3.

 18. This is a commonly underrated step, though it is important to 
get clean and clear bands, even more in the case of the double 
signal of LC3.

 19. Do not overexpose the signal, as this reduces differences in the 
intensity of the bands between lanes. The aim of this experi-
ment is analyzing quantitative, rather than qualitative, varia-
tions. Thus, it is important to discern even the smallest changes. 
Even more in the case of β-Actin, as the intensity of the other 
bands will be normalized to the amount of this protein.

 20. In some cases, relative amounts of LC3-II are enough to assess 
autophagy status in samples. However, extended induction 
times may result in lower levels of LC3-II due to high degrada-
tion, which could be mistaken with autophagy block. Thus, 
LC3-II/LC3-I ratios (within p62 degradation) are always use-
ful to assess the autophagy flux.
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Chapter 9

Gel-Based Gelatin Zymography to Examine Matrix 
Metalloproteinase Activity in Cell Culture

Aastha Chhabra and Vibha Rani

Abstract

Gelatin zymography, first described by Heussen and Dowdle in the 1980s, is a widely used valuable tool 
in research and diagnostics. The technique identifies gelatinases by the degradation of their preferential 
substrate as well as by their molecular weight (kDa). We here describe detailed methodology for the detec-
tion of pro- and active- forms of both MMP-2 (gelatinase A) and MMP-9 (gelatinase B) in cells using 
norepinephrine-stimulated H9c2 cardiomyoblasts as model. An easy to follow step-by-step protocol has 
been carefully written for reliable results. We also suggest an acceptable method for quantification of gela-
tin zymograms.

Key words Cell culture, Extracellular matrix, MMPs, Gelatinases, Gelatin zymography, Proteolytic 
activity

1 Introduction

Matrix metalloproteinases (MMPs) are a family of at least 26 endo-
peptidases (23 identified in humans) that act as key players in extra-
cellular matrix (ECM) remodeling in various physiological and 
pathological conditions [1]. This class of Zn2+- and Ca2+-dependent 
proteases is intricately involved in physiological processes such as 
embryogenesis and angiogenesis as well as pathological conditions 
including tumor metastasis, inflammation, arthritis, chronic 
obstructive pulmonary disease (COPD), and cardiovascular com-
plications like hypertrophy, stroke, and heart failure [2]. These 
regulatory proteases have been subdivided into collagenases 
(MMP-1, MMP-8, MMP-13, and MMP-18), gelatinases (MMP-2 
and MMP-9), stromelysins (MMP-3, MMP-10, MMP-11, and 
MMP-12), matrilysins (MMP-7 and MMP-26), membrane-type 
MMPs (MMP-14, MMP-15, MMP-16, and MMP-25), and oth-
ers, based on their substrate specificity [3]. Structurally, MMPs  
are multi-domain proteins consisting of four distinct domains: an 
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amino terminal hydrophobic pro-domain, a Zn2+-containing cata-
lytic domain, a flexible hinge region, and a carboxy terminal 
hemopexin- like domain which determines its substrate-specific 
nature [4]. They are produced in latent inactive form and are hence 
called “zymogens.” Activation of MMPs requires cleavage of its 
inhibitory N-terminal domain (~10 kDa) [5]. MMP activity is 
closely regulated by tissue inhibitors of matrix metalloproteinases 
(TIMPs), a group of four endogenous MMP inhibitors which bind 
to the catalytic site of MMPs in a 1:1 ratio. An imbalance in MMP- 
TIMP levels consequently disrupts ECM integrity and thus affects 
associated biological functions [6, 7].

Gelatinases, MMP-2 and MMP-9, are two members of the 
MMP family that have been extensively studied owing to their con-
sistent association with a number of physiological and pathological 
processes. These were originally described as type IV collagenases 
because of their ability to promote hydrolysis of collagen IV, a 
major component of ECM [8, 9]. However, they were also found 
to hydrolyze denatured collagen I (gelatin) efficiently and thus 
began to be referred as “gelatinases” [10]. This ability of MMP-2 
and MMP-9 was suitably harnessed to develop “gelatin zymogra-
phy,” a relatively easy yet powerful technique for detection of 
MMP activity in biological samples [11]. This technique was uti-
lized by our group, and the important role of curcumin in sup-
pressing gelatinase B mediated norepinephrine induced cardiac 
stress in H9c2 cells was established [12].

Gelatin zymography is an electrophoretic technique which uti-
lizes sodium dodecyl sulfate-polyacrylamide gel electrophoresis 
(SDS-PAGE) wherein gelatin is impregnated in the polyacrylamide 
gel matrix. The samples are prepared under nonreducing condi-
tions, i.e., without boiling, and any reducing agent like 
β-mercaptoethanol or dithiothreitol. After the electrophoretic run, 
the gel is washed off SDS by incubation in nonionic detergent, 
Triton X-100. The gel is digested in calcium-containing buffer for 
an optimized length of time such that the partially renatured 
enzymes degrade gelatin leaving a clear zone on the gel. 
Subsequently, the gel is stained with Coomassie Brilliant Blue to 
distinguish areas of digestion against a darkly stained background 
[13]. A number of zymography techniques have been developed 
over years and are tabulated in Table 1.

This protocol holds the advantage of detecting both latent and 
active forms of gelatinases (72 and 64 kDa for MMP-2, 92–95 and 
82 kDa for MMP-9). The denaturation in the presence of SDS fol-
lowed by partial renaturation in the presence of Triton X-100 
allows the pro-form to activate and exhibit gelatinolytic activity. 
Difference in molecular weight between the two forms (pro-form 
migrates lesser than active form) permits activity by both to be seen 
on gel. SDS also helps to disrupt any non-covalent interactions 

Aastha Chhabra and Vibha Rani



85

between gelatinases and TIMPs [14]. Gelatin zymography is very 
useful as a qualitative tool for the detection and analysis of the level 
and type of gelatinases expressed in different cell types/tissues at 
any time point or after a treatment; however, it lacks the ability to 
be classified as quantitative. Despite this, owing to its  ease-of- conduct 
and the useful information it generates, it remains a method of 

Table 1 
Types of zymography and its associated MMPs/TIMPs

S. No. Zymography MMP/TIMP Remarks

Substrate zymography

1. Gelatin zymography MMP-2, MMP-9; MMP-1, 
MMP-8, and MMP-13 to a 
lesser extent

Simplest and most widely used 
type of zymography

2. Casein zymography MMP-11, also for MMP-1, 
MMP-3, MMP-7, MMP-12, 
and MMP-13

Pre-running of gel to avoid casein 
gradient in the zymogram is 
important

3. Collagen zymography MMP-1, MMP-13; MMP-2 and 
MMP-9 may also be detected

Incorporation of native collagen 
fibers in gel is challenging

4. Carboxymethylated 
(CM) transferrin 
zymography

MMP-3, MMP-7 Usually accompanied with 
addition of heparin to samples

5. Fibronectin zymography MMP-3 Vitronectin and laminin 
zymography may be done 
along with it

Modified substrate zymography

1. Heparin-enhanced 
substrate zymography

MMP-7, MMP-1, MMP-13 Addition of heparin to samples 
during or prior to 
electrophoresis improves the 
detection limit for MMP

2. Reverse zymography TIMP family (TIMP-1, TIMP-2, 
TIMP-3, and TIMP-4)

Both substrate (gelatin) and 
MMP (MMP-2) are 
incorporated in gel

3. In situ zymography Usually performed for MMPs 
whose fluorophore-conjugated 
substrates are easily available 
like FITC-gelatin

Assessment of functional activity 
on site within the histochemical 
or cytochemical sections

4. Real-time zymography Holds advantage over 
conventional protocol

Utilizes fluorophore-conjugated 
substrate to monitor 
proteolytic activity in real time

5. Real-time reverse 
zymography

Holds advantage over 
conventional protocol

Similar to real-time zymography, 
gel contains specific MMP 
along with fluorescent-labeled 
substrate
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choice among researchers involved in the field of matrix biology 
[15]. Moreover, a few methods have been devised to quantify 
zymograms utilizing image processing softwares like Image J, and 
thus, the technique may be considered as semiquantitative [16].

Here, we provide a detailed protocol to set up gel-based gela-
tin zymography and guide on sample preparation from cells. We 
also discuss the detailed procedure for quantification of gelatin 
zymogram as accepted and used widely.

2 Materials

Make all solutions in ultrapure water by purifying deionized water 
to attain a sensitivity of 18 MΩ cm at 25 °C (dH2O). Prepare and 
store all reagents at room temperature (unless indicated other-
wise). Ensure adherence to good laboratory practices (GLPs) while 
conducting the experiment.

 1. Cell line: Rat heart-derived H9c2 cardiomyoblasts obtained 
from National Centre for Cell Science (NCCS), Pune (see 
Note 1).

 2. Growth media (Dulbecco’s modified eagle medium (DMEM, 
pH 7.4)): 25 mM glucose, 4 mM l-glutamine, 1 mM sodium 
pyruvate, 44 mM sodium bicarbonate, and 11 mM HEPES, 
supplemented with antibiotic (100 units/mL penicillin and 
100 μg/mL streptomycin) and 10% fetal bovine serum (FBS). 
Prepare, filter, and sterilize the media with a 0.22 μm filter. 
Store at 4 °C (see Note 2).

 3. Trypsin-EDTA solution: 0.25%, sterile-filtered, suitable for 
cell culture, 2.5 g porcine trypsin, and 0.2 g EDTA-4NA per 
liter of Hanks’ balanced salt solution (HBSS), with phenol 
red, pH 7.0–7.6.

 4. 1× Phosphate-buffered saline (PBS): 137 mM NaCl, 2.7 mM 
KCl, 4.3 mM Na2HPO4, and 1.47 mM KH2PO4. Adjust to a 
final pH of 7.4, autoclave, and store at 4 °C for long-term use. 
Warm to 37 °C before usage.

 5. Cell culture flask: Surface area 75 cm2, canted neck, vented 
cap, sterile, rectangular bottom, surface treated, polystyrene.

 6. Culture dish: Surface area 55 cm2, inside D (diameter) × H 
(height) 100 mm × 20 mm, sterile, round bottom, surface 
treated, polystyrene.

 7. Humidified CO2 incubator: 5% CO2, 37 °C.
 8. Inverted microscope.

2.1 Cell Culture 
Components
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 1. Protein extraction buffer: 20 mM HEPES-NaOH (pH 7.9), 
20% glycerol, 500 mM NaCl, 1.5 mM MgCl2, 0.1% Triton 
X-100, and protease inhibitor cocktail (without metalloprote-
ase inhibitors).

 2. Protease inhibitor cocktail: For use with mammalian cell and 
tissue extracts, does not contain EDTA, inhibits serine, cyste-
ine, and acid proteases, and aminopeptidases but not metal-
loproteinases. Contains individual components, including 
104 mM AEBSF (serine protease inhibitor), 80 μM aprotinin 
(serine protease inhibitor), 4 mM bestatin (aminopeptidase 
inhibitor), 1.4 mM E-64 (cysteine protease inhibitor), 2 mM 
leupeptin (serine and cysteine protease inhibitor), and 1.5 mM 
pepstatin A (acid protease inhibitor). Store at −20 °C.

 3. Bradford reagent: Ready to use or prepared as described. For 
Bradford reagent (1×, 1000 mL), dissolve 100 mg Coomassie 
Brilliant Blue G250 in 50 mL of 95% ethanol (C2H5OH). Add 
100 mL of 85% (w/v) o-phosphoric acid (H3PO4). Now, add 
500 mL H2O to this solution and mix well. Filter the solution 
using Whatman filter paper and make up the volume to 
1000 mL. Store the reagent in amber-colored bottle at 4 °C 
(see Note 3).

 4. BSA (bovine serum albumin): To be used as standard. Dissolve 
BSA in ultrapure water to prepare a stock solution of 2000 μg/
mL. Serially dilute the stock in water to make BSA dilutions 
(used as standards)—1500, 1000, 750, 500, 250, 125, and 
0 μg/mL (blank). The dilutions can be stored at 4 °C for long 
(see Note 4).

 5. Refrigerated benchtop microcentrifuge.
 6. Ice.
 7. 96-well microplate: With/without lid, sterile/non-sterile, flat 

bottom, polystyrene, capacity ≥300 μL/well.

 1. SDS-PAGE gel: 30% acrylamide, dH2O, 1.5 M Tris–HCl 
(pH 8.8)/1 M Tris–HCl (pH 6.8), 10% ammonium persulfate 
(APS), TEMED, 10% sodium dodecyl sulfate (SDS). For 
500 mL acrylamide solution, add 145 g acrylamide (29 parts) 
and 5 g bis-acrylamide (1 part) to 350 mL dH2O in the dark 
and stir the solution until the components dissolve completely. 
Filter and store at 4 °C in amber-colored bottle. For 100 mL 
of 1.5 M Tris–HCl (pH 8.8), weigh 18.17 g Trizma base and 
dissolve in 50 mL water. Set pH to 8.8 with HCl and make up 
the volume to 100 mL. Similarly, for 100 mL of 1 M Tris–HCl 
(pH 6.8), weigh 12.114 g Trizma base and adjust pH to 6.8 
with HCl. For 10% APS, dissolve 0.5 g APS in 5 mL of dH2O 
and store at 4 °C in amber-colored tube. For 10% SDS, add 
10 g SDS to 50 mL dH2O and make up the volume to 100 mL 

2.2 Total Protein 
Extraction 
and Estimation 
Components

2.3 Gelatin 
Zymography 
Components
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once the detergent dissolves completely. Composition for 10% 
resolving gel (20 mL)—6.6 mL of 30% acrylamide, 8 mL 
dH2O, 5 mL of 1.5 M Tris–HCl pH 8.8, 200 μL of 10% SDS, 
160 μL of 10% APS, and 16 μL TEMED. Composition for 4% 
stacking gel (5 mL)—650 μL of 30% acrylamide, 3.7 mL 
dH2O, 625 μL of 1 M Tris–HCl pH 6.8, 50 μL of 10% SDS, 
50 μL of 10% APS, and 5 μL TEMED.

 2. Gelatin: From porcine skin, for electrophoresis, Type A (see 
Note 5).

 3. Lab hot plate: With uniform heating and maintenance of 
temperature.

 4. 1-D protein electrophoresis unit (casting stand, electrophore-
sis tank along with suitable power pack).

 5. 1× SDS-PAGE running buffer (pH 8.3): 192 mM glycine, 
25 mM Tris base, 0.1% SDS. Store the buffer at room 
temperature.

 6. Pre-stained protein ladder: 10–250 kDa, for use in SDS-PAGE 
(see Note 6).

 7. Zymogram sample buffer (2×): 62.5 mM Tris–HCl, pH 6.8, 
25% glycerol, 4% SDS, and 0.005% bromophenol blue. 
Contains no reducing agent. Use one part sample with one 
part of this dye.

 8. Triton X-100: Add 2.5 mL of detergent to 97.5 mL dH2O to 
make a final volume of 100 mL (2.5% v/v). Vortex thoroughly 
to dissolve the detergent (see Note 7).

 9. Zymography digestion buffer: 50 mM Tris–HCl (pH 7.4), 
150 mM NaCl, 5 mM CaCl2, and 0.1% Brij-35. Weigh the 
components and dissolve in dH2O. Make up the volume of 
buffer once all salts dissolve completely. Add 0.1% Brij-35 
(nonionic detergent) with a cut tip in the final solution. Use 
freshly prepared buffer (see Note 8).

 10. Gel rocker/incubator shaker.
 11. Coomassie Brilliant Blue staining solution (500 mL): Dissolve 

1.25 g Coomassie Brilliant Blue R250 in 225 mL methanol. 
Add 50 mL of glacial acetic acid and 225 mL of water to the 
solution. Stir the solution for 2–3 h and filter through a 
Whatman filter paper. Store the solution at room 
temperature.

 12. Destaining solution (500 mL): Mix methanol (150 mL), gla-
cial acetic acid (50 mL), and water (300 mL) in a ratio of 
3/1/6 (v/v/v). Store the solution at room temperature.

 13. White light transilluminator.
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3 Methods

Carry out all procedures at room temperature unless otherwise 
specified.

Follow GLP guidelines for cell culture techniques (see Note 9).

 1. Seed the suspension of H9c2 cells covering the entire surface 
of 100 mm culture dish containing 12 mL of growth media 
(see Note 10).

 2. Gently swirl the plate to allow the cell suspension to settle 
uniformly in the dish with growth media.

 3. Allow the cells to adhere to the surface of culture dish and 
grow to a confluency of about 60–70% in a humidified CO2 
incubator maintained at 37 °C and 5% CO2.

 4. Give suitable treatment to the cells as per the plan of experi-
ment to be conducted.

 5. Harvest the cells for total protein extraction after the treat-
ment. Aspirate the media and add 5 mL of pre-warmed 1× 
PBS per dish to wash the cells.

 6. Remove PBS and add 600 μL pre-warmed trypsin-EDTA 
solution to each dish. Incubate the dish in the CO2 incubator 
at 37 °C for 3–4 min until the attached cells begin to round 
off and fall from the surface of the dish.

 7. Add 5 mL of complete growth media (DMEM with 10% FBS) 
to stop trypsin activity and flush all the cells to clear the 
surface.

 8. Transfer the cell suspension in a 15 mL centrifuge tube and 
spin at 200 × g for 10 min (see Note 11).

 9. Decant the supernatant and break the pellet before resuspend-
ing it in 1 mL of ice-cold PBS. Transfer the contents in a 
1.5 mL microfuge tube and spin in a refrigerated centrifuge at 
400 × g for 10 min to remove traces of any media.

 1. Carefully decant supernatant from the tube and break the pel-
let before adding prechilled protein extraction buffer (with 
protease inhibitor cocktail) (see Note 12).

 2. Incubate in ice for 30 min and tap the tube intermittently after 
every 10 min.

 3. Centrifuge at 9600 × g for 15 min at 4 °C and collect the 
supernatant in fresh tube.

 4. Aliquot the extracted protein in ice and store at −80 °C for 
long-term use (see Note 13).

3.1 Cell Culture

3.2 Total Protein 
Extraction 
and Estimation
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 5. Estimate the protein concentration using the standard proto-
col followed for Bradford assay using BSA as standard (see 
Notes 14–16).

 1. Prepare zymography sample to be loaded in gel (20–40 μL). 
Calculate the volume of protein sample in μL required to load 
at least 30 μg protein in gel based on the estimated concentra-
tion. Mix it with suitable amount of zymogram sample buffer 
so as to bring the dye at 1× working concentration (with 
respect to the total volume of zymography sample being 
loaded on gel). Make up the remaining volume with protein 
extraction buffer. Do not boil the samples. Keep them in ice 
until loaded (see Note 17).

 2. For gel preparation, weigh 20 mg gelatin and allow it to swell 
for 15 min in 8 mL of dH2O being used to prepare 20 mL of 
10% resolving gel. Warm it on hot plate at 40–50 °C for 
2–3 min or until it dissolves completely. Allow it to cool down 
before adding rest of the components to prepare the resolving 
gel (10%). Pour the gel between the plates for casting and 
allow it to polymerize. Overlay the gel with water-saturated 
butanol (see Note 18).

 3. Decant the top layer and immediately pour the stacking gel 
(4%) in the space between the casting plates. Insert a comb so 
as to make deep wells and allow the gel to polymerize. Ensure 
there are no air bubbles and at least 1 cm of space for sample 
to stack properly in the stacking gel.

 4. Put the casting unit in the electrophoresis tank filled with 
SDS- PAGE running buffer and remove the comb carefully. 
Flush the wells with a syringe before loading the protein 
sample.

 5. Load the samples and pre-stained protein ladder. Run the gel 
at desirable voltage and current specifications recommended 
for the electrophoresis unit.

 6. Transfer the gel to a box (12 × 10 cm) without cutting the 
stacking and wash it in 2.5% Triton X-100 (around 50–75 mL 
for one gel of 8 × 8 cm) for 1 h at room temperature by gently 
rocking the gel on a rocker (see Note 19).

 7. Transfer the gel to a fresh box (12 × 10 cm) containing zymog-
raphy digestion buffer (50–75 mL) with/without inhibitor 
and incubate it at 37 °C for 24 h with constant gentle rocking. 
Cover the gel box with aluminum foil during incubation (see 
Notes 20 and 21).

 8. Stain the gel with Coomassie Brilliant Blue staining solution 
followed by destaining until distinct white bands of MMP 
activity on gelatin are observed against a blue background of 
the gel when placed over a white light transilluminator.

3.3 Gelatin 
Zymography
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 9. Identify the MMP (pro- and active form) based on the molec-
ular weight close to which the activity is observed on the gela-
tin zymogram (use pre-stained protein ladder as the reference). 
Also, analyze the zymogram for any difference in MMP activ-
ity between the experimental groups taking equal loading 
SDS- PAGE gel for the same set of samples as a reference/
loading control (Fig. 1).

 1. Carefully remove the zymogram from water and place it in a 
plastic sheet protector.

 2. Scan the gel at a resolution of 300 dpi or higher and save the 
image in “.jpg” format.

 3. Open Image J (software can be freely downloaded from 
http://rsbweb.nih.gov/ij/) and go to “File,” then “Open” 
and select the image to be analyzed. Zoom in or out to an 
appropriate size.

 4. Visualize the image in black and white by setting it to 8-bit 
format. Go to “Image,” then “Type” and select “8-bit.”

 5. Select the “Rectangular tool” from the tool bar and draw a 
rectangle along Lane 1 starting from the top of the gel to the 
bottom.

 6. Go to “Analyze,” then “Gels” and “Select first lane.”
 7. Click in the middle of the box drawn over the first lane and 

move it over to the next lane. Go to “Analyze,” then “Gels” 
and “Select next lane.” Repeat this process and make a box 
along all lanes. All boxes will be at same level vertically. 

3.4 Gel Scan 
and Quantification

Fig. 1 Gelatin substrate zymography: Total protein samples were subjected to 
electrophoresis on 10% SDS-PAGE gel containing gelatin (1 mg/mL). Gelatinolytic 
activity was observed as distinct white bands against a blue background on the 
gel (M, pre-stained protein ladder; 1, control; 2, norepinephrine treated). (a) 
Gelatin zymogram showing MMP-2 and MMP-9 activity at 72 kDa and 92 kDa, 
respectively. (b) Gelatin zymogram with pepstatin A (aspartyl protease inhibitor) 
in sample and gel. (c) Gelatin zymogram containing PMSF (serine protease inhib-
itor) in sample and gel. (d) Gelatin zymogram with EDTA (divalent cation chelator) 
in sample and gel. (e) Gelatin zymogram with o-phenanthroline (zinc chelator) in 
sample and gel. (f) 25 μg of total protein was run on 10% SDS PAGE gel and used 
as a reference for equal loading

Gelatin Zymography
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 However, do ensure that there is no spilling over of the box 
into the next lane horizontally and each box must cover the 
lane completely.

 8. Now, go to “Analyze,” then “Gels” and “Plot lanes.” A new 
window showing a plot with intensity profile of the entire lane 
for each box selected appears on the screen. The area of drop 
in intensity (light pixels correspond to digested area on gel) is 
represented as a peak. Identify the peak corresponding to the 
band of interest and draw a straight line across its base to 
enclose the area completely. Repeat this process for all lanes.

 9. Select “Wand tool” on the tool bar and determine area of each 
closed peak by clicking on the same. If a lane shows no band 
at the desired position (absence of MMP activity in the sam-
ple), consider the area of peak to be zero.

 10. Copy the data in excel, write the lane number and group label 
across the value and plot it as a bar graph. The data can be 
normalized to an MMP standard to avoid any gel-gel variation 
especially when values are being pooled from replicate gels to 
determine statistical significance of the result.

4 Notes

 1. This protocol has been described utilizing embryonic rat 
heart-derived H9c2 cardiomyoblasts. However, any other 
adherent/suspension cell type may be used for extraction of 
total cell protein and conduct of gelatin zymography.

 2. The standard guidelines for maintenance of each cell line are 
detailed by the concerned cell culture repository like American 
Type Culture Collection (ATCC). DMEM growth medium 
with the formulation as described in Subheading 2 has been 
prescribed for H9c2 cells.

 3. Bradford solution must be prepared and stored in the dark. 
The reagent has a reddish brown color at acidic pH (when 
prepared) which changes to blue on binding to protein. The 
presence of detergent or alkali in glassware can lead to the 
reagent turning blue at the time of preparation itself. Such a 
solution must not be used.

 4. BSA standards: Apart from being abundant, affordable, and 
relatively stable, this protein offers desirable biochemical reac-
tivity with protein estimation methods including BCA, 
Bradford, and Lowry. It is an intermediately sized protein 
(66 kDa) containing 607 amino acids which represent all 
amino acids in a balanced form.

 5. Gelatin is a heterogeneous mixture of water-soluble proteins 
of high average molecular masses, present in collagen. These 
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proteins are extracted by boiling the relevant skin, tendons, 
ligaments, bones, or tissue in water. Dry gelatin must be stored 
in air-tight container at room temperature to maintain its shelf 
life for years. It is soluble in warm-to-hot water than cold.

 6. Pre-stained protein ladder is a mixture of color-stained pro-
teins which are used as size standards in protein electrophore-
sis (SDS-PAGE). The ready-to-use ladder is supplied in a 
loading buffer and is directly loaded on gel without boiling. A 
pre-stained protein marker helps to monitor the progress of 
gel during electrophoresis and is also visible after Coomassie 
staining of zymogram which stains the entire gel blue due to 
the presence of gelatin in the gel. Ensure that the ladder has at 
least 2–3 red/orange/green bands rather than blue for clarity 
in gel visualization. The ladder will help estimating the approx-
imate size of separated proteins (MMPs) which have digested 
gelatin present in the gel and made it visible in the form of 
white band against blue background.

 7. Triton X-100: It is a nonionic mild surfactant that breaks 
protein- lipid, lipid-lipid associations but not protein-protein 
interactions. It does not denature protein and thus help obtain 
it in its native and active form. The detergent is viscous, and 
hence, a cut tip must be used to add the detergent.

 8. Brij-35 is a nonionic light detergent that ensures enzyme sta-
bilization and minimizes the risk of nonspecific interactions.

 9. The key for good laboratory practice in cell culture is to ensure 
that all procedures are carried out to a standard that precludes 
microbial contamination as well as cross-contamination with 
other cell lines. Some of the basic precautions are listed as fol-
lows: (a) Surface sterilize the work space, materials, and equip-
ments with 70% ethanol and UV before beginning work. (b) 
Ensure that the growth media and other reagents are sterile 
and used inside the biosafety cabinet only. Screw the cap of 
reagent bottle tightly and seal the neck after use. (c) Disinfect 
all materials before removing them from the hood. Also, sur-
face sterilize the work area with 70% ethanol and UV, after 
use. (d) Routinely examine the cultures and growth media for 
evidence of any gross microbial contamination. (e) Clean the 
cell culture facility regularly. (f) Follow appropriate guidelines 
for disposal of biological waste (infectious and noninfectious) 
that include sharps contaminated with biological waste, liquid 
as well as solid waste.

 10. Use ≥3 culture dishes (100 mm) per group in an experiment 
to get sufficient amount of protein after extraction.

 11. The speed of centrifuge must not exceed 400 × g for mam-
malian cells.
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 12. Add ~150 μL of protein extraction buffer to cell pellet obtained 
by pooling cells from 3 × 100 mm dishes (60–70% confluent) 
of each group. Use 1 μL of protease inhibitor cocktail for 
every 100 μL of protein extraction buffer used or as recom-
mended in the reagent usage instructions.

 13. The samples may be stored for long, if aliquoted and stored 
properly at −80 °C. Avoid freeze thaw cycles. However, it is 
better to use the protein as fresh as possible. Long-term stor-
age of samples may affect MMP activity.

 14. Bradford assay: The basic principle of this colorimetric test lies 
in complexing of proteins present in the sample with Coomassie 
Brilliant Blue G under acidic conditions resulting in a color 
change of the reagent from reddish brown to blue, marked as 
a shift in the absorption spectrum maximum from 470 nm 
(cationic/unbound form) to 595 nm (anionic/bound form). 
The increase in absorption at 595 nm is proportional to the 
amount of bound dye and thus, to the amount of protein in 
the sample. Reducing agents such as DTT and 
β-mercaptoethanol do not cause interference with this reagent. 
However, the presence of SDS in extraction buffer may affect 
the assay.

 15. Bradford assay protocol: Add 5 μL of BSA standard/sample to 
each well of 96-well microplate followed by quick addition of 
200 μL of 1× Bradford reagent per well in dark. Wrap the plate 
with aluminum foil and incubate it at 37 °C for 15 min. Read 
the plate on a spectrophotometer and record A595 (absorbance 
at 595 nm) values. Plot the scatter diagram of the absorbance 
values obtained for BSA dilutions and use linear regression to 
determine the standard curve for Bradford assay. This curve 
will show the relation between protein concentration and A595 
values in y = mx + c form (y = A595; m = slope of the line; 
x = protein concentration in μg/mL; c = intercept on y-axis). 
Use this equation to calculate the protein concentration for all 
unknown samples. Multiply the calculated concentration with 
appropriate dilution factor, if used.

 16. Adjust the initial seeding concentration of cells/number of 
dishes to be plated per group and protein extraction buffer 
volume in such a way that the total protein obtained is at a 
concentration of 6–7 μg/μL. This will ensure that ≥30 μg 
protein can be conveniently loaded on gel.

 17. Also, prepare protein samples using Laemmli sample buffer to 
run an SDS-PAGE gel in parallel to the zymogram. This buf-
fer contains β-mercaptoethanol and theses samples are boiled 
before loading. The gel serves as a reference for loading equal 
amount of protein in all the lanes.
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 18. Water-saturated butanol (or any organic solvent) helps cut 
contact of resolving gel with air and thus prevents oxidation. 
It avoids mixing of trace water with gel, its evaporation lead-
ing to shrinkage of gel. This produces a smooth and com-
pletely level surface on the top of resolving gel so that bands 
are straight and uniform.

 19. It is advised not to cut the stacking gel after the electrophore-
sis and retain it till the end of experiment. This portion of gel 
will help indicate if the gel has been completely destained since 
it does not contain gelatin and will get clear upon destaining. 
On the other hand, the resolving gel (containing gelatin) shall 
be entirely blue even after destaining.

 20. o-Phenanthroline (1,10-phenanthroline monohydrate) is a 
metalloproteinase inhibitor that chelates divalent metals like 
zinc and iron. It is soluble in methanol and can be prepared at 
a stock concentration of 200 mM. The stock remains stable at 
−20 °C for months. Effective concentration: 10 mM in sample 
and 50 mM in digestion buffer. EDTA is also a metallopro-
teinase inhibitor that chelates divalent ions like Ca2+. It is used 
at a concentration of 10 mM in sample and 50 mM in diges-
tion buffer. Zinc- and calcium-dependent MMPs show no 
activity in the presence of these inhibitors.

 21. Enzyme (MMP) activity is best observed at 37 °C. Keep the 
gels in an incubator shaker with controlled temperature and 
speed if the room temperature is not suitable. Increasing the 
length of incubation in digestion buffer may also be of help.
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Chapter 10

Analysis of Enzymatic Activity of Matrix Metalloproteinase 
(MMP) by Collagen Zymography in Melanoma

Vijay Walia and Yardena Samuels

Abstract

Protein zymography is the most commonly used technique to study the enzymatic activity of matrix metal-
loproteinases (MMPs) and their inhibitors. MMPs are proteolytic enzymes that promote extracellular 
matrix degradation. MMPs are frequently mutated in malignant melanomas as well as other cancers and 
are linked to increasing incidence of tumor metastasis. Substrate zymography characterizes MMP activity 
by their ability to degrade preferred substrates. Here we describe the collagen zymography technique to 
measure the active or latent form of MMPs using MMP-8 as an example, which is a frequently mutated 
MMP family member in malignant melanomas. The same technique can be used with the modification of 
substrate to detect metalloproteinase activity of other MMPs. Both wild-type and mutated forms of MMPs 
can be analyzed using a single gel using this method.

Key words Collagen zymography, Matrix metalloproteinases, MMP-8, Malignant melanoma

1 Introduction

Zymography involves a protein separation in a polyacrylamide gel 
containing a specific substrate under nonreducing, denaturing condi-
tions [1]. This technique is vital in the field of proteomics as it is a 
simple, sensitive, and quantifiable assay to analyze proteolytic enzymes. 
MMP activity can be analyzed using multiple zymographic techniques 
based on the substrate specificity. MMPs are calcium-dependent, zinc-
containing endopeptidases that are involved in cell migration, wound 
healing, tissue remodeling during embryogenesis, and tooth develop-
ment [2]. Since MMPs degrade extracellular matrix and basement 
membranes, they are closely associated with the promotion of cancer 
metastasis [3]. Although clinical trials of small-molecule inhibitors of 
MMPs were relatively unsuccessful, the new literature suggests that 
MMP’s activity can be harnessed for diagnosis, prognosis, and thera-
peutic benefits [4, 7].

MMPs are classified according to the substrate specificity, 
sequence similarity, and organization of the peptide domains [2].  
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Bonding between a cysteine residue (Cys73) of the propeptide 
domain and an active Zn2+ site in the catalytic domain stabilizes 
MMP in the inactive conformation. Binding of a water molecule to 
the Zn2+ releases cysteine residue and causes intermediate activa-
tion of the enzyme. This phenomenon is referred to as “cysteine 
switch” [8]. The removal of prodomain of the MMP by other pro-
teases or by autolytic cleavage results in full activation of the 
enzyme [8]. Physical and chemical changes such as low pH, heat, 
or treatment with amino-phenylmercuric acetate can also fully acti-
vate MMPs. Here we describe a substrate zymography technique 
to study the activity of wild-type and mutant MMP. We used 
MMP-8 as an example to describe this technique. MMP-8 is a 
MMP family member that is commonly mutated in malignant mel-
anomas. We previously discovered five mutations in MMP-8 that 
reduces its enzymatic activity [9]. Most of the substrate zymogra-
phy techniques are very similar except that the substrates (e.g., 
gelatin, casein, albumin, or hemoglobin) used are unique for dif-
ferent type of MMPs. For MMP-8, we used collagen as the sub-
strate. Thus, this approach can be used to measure the activity of a 
variety of MMPs with substrate modification.

In zymography, MMPs are separated by molecular mass using 
the sodium dodecyl sulfate-polyacrylamide gel electrophoresis 
(SDS-PAGE) under nonreducing conditions (no boiling and no 
reducing agent) (Fig. 1). SDS-PAGE gels are copolymerized using 
collagen. SDS inactivates and denatures MMPs during electropho-
resis. Washing gel with Triton X-100 buffer renatures and autoac-
tivates MMPs without any cleavage. Concentrated MMPs in the 
gel digest substrate, which can be detected as clear band against 
the blue background due to Coomassie blue staining of the intact 
substrate. We used recombinant purified MMP-8 as a positive con-
trol to measure the sensitivity of the procedure and quantify activ-
ity in test samples.

We can use this technique for analyzing the activity of wild-
type and mutant MMP in a single gel. A positive control such as 
purified recombinant MMP and a negative control such as lysates 
from the untransfected cells or culture medium, along with the test 
samples, could potentially help in the detection of false-positive 
and false-negative bands (Fig. 2). Several other laboratories have 
obtained similar results using our protocol or by minor modifica-
tion of our protocol.

2 Materials

Prepare all solutions using analytical grade reagents and ultrapure 
water purified by deionization to attain a sensitivity of 18 mΩ-cm 
at 25 °C. Prepare and store all the reagents and solutions in 
Subheading 2 at room temperature unless stated in the protocol. 

Vijay Walia and Yardena Samuels
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Follow all safety and disposal protocols for the chemicals and 
 solutions used in the protocol.

 1. HEK 293T cells: Purchase HEK 293T cells from ATCC, 
Manassas, VA.

 2. Cell culture medium: Culture cells in DMEM supplemented 
with 10% fetal bovine serum, 0.075% sodium bicarbonate, 1× 
nonessential amino acids, and 2 mM l-glutamine in a T-75 flask.

2.1 Cell Culture

Fig. 1 Flowchart showing steps involved in in-gel zymography. Substrate such as collagen is incorporated in 
the resolving part of the SDS-PAGE gel. The samples along with appropriate controls and standards are sepa-
rated according to the relative molecular weight during electrophoresis. The gel is then washed in Triton X-100 
containing buffer at appropriate pH and temperature. Activated MMP cleaves its substrate in the gel, which 
appears as a white band on the dark blue background after Coomassie blue staining. The gel is then scanned, 
and band densities are quantified using the NIH Image J software

Fig. 2 A typical region of interest in the gel showing substrate cleavage by MMP. A known standard, along with 
wild-type control and mutant proteins 1–5 are shown. Mutant proteins 1–5 represent various mutations in the 
protein to be tested. If the mutation inhibits MMP activity, as shown in the mutants 1 and 3, we expect no 
substrate degradation. We previously showed collagen zymography to assess the activity of wild-type and 
altered MMP-8 proteins in malignant melanomas [9]. In the experiment shown in our past manuscript, condi-
tioned media from HEK 293T cells expressing wild-type MMP-8 or mutant MMP-8 were immunoprecipitated 
and were subjected to type I collagen substrate gel zymography [9]

Measuring Enzymatic Activity of Matrix Metalloproteinase
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 3. Lipofectamine™ 2000 Transfection Reagent.
 4. Amicon Ultra-15 centrifugal filter unit with Ultracel-30 

membrane.

 1. EBC medium: 50 mM Tris–HCl, pH 7.5, 100 mM NaCl, 
0.5% NP40, and protease and phosphatase inhibitors (add just 
before lysing the cells). Add about 100 mL water to a 1 L 
graduated cylinder or a glass beaker. Weigh 6.06 g Tris base 
and 5.84 g NaCl and transfer to the cylinder. Add water to a 
volume of 900 mL. Add 5 mL of NP40 solution (supplied as 
10% solution in water). Mix and adjust pH with concentrated 
HCl. Make up to 1 L of the buffer with water. Store at 
4 °C. Keeping water in 37 °C water bath before dissolving Tris 
base allows quick dissolution. Bring the solution to room tem-
perature before adjusting the pH with HCl. Use HCl with a 
series of ionic strength such as 1 N, 5 N, and 12 N (concen-
trated HCl) to adjust the pH and to prevent a sudden drop in 
pH of the Tris buffer.

 2. Protease and phosphatase inhibitor cocktail: 50 mM NaF (work-
ing concentration), 0.2 mM Na3VO4 (working concentration), 
and 5% protease inhibitor. Na3VO4 needs to be activated before 
use for maximum inhibition of phosphotyrosyl phosphatases. 
Prepare a 200 mM stock solution of Na3VO4 and adjust pH to 
10.0. Boil the solution for 10 min until it turns colorless and 
bring it to room temperature. Adjust the pH to 10.0 if the solu-
tion turns yellow, and redo the boiling until the solution becomes 
colorless. Store the aliquots at −20 °C.

 3. A stock solution of 0.1 N HCl and 10 mM 1,10- phenanthroline 
monohydrate (10×): Add about 100 mL water to a 1 L gradu-
ated cylinder or a glass beaker. Weigh 0.002 g of phenanthro-
line and transfer to the cylinder. Add water to a volume of 
900 mL. Add 8.33 mL of 12 M HCl. Make up to 1 L of the 
buffer with water. Store at 4 °C.

 4. Blocked EBC: 5% milk in EBC medium. Store at 4 °C. To pre-
pare 5% milk in EBC medium, dissolve 5 g of reduced fat milk 
powder in 100 mL of EBC medium in a beaker. Use a magnetic 
stirrer for efficient dissolving and store in 4 °C. We recommend 
the use of freshly prepared milk solution immediately before use.

 1. ANTI-FLAG® M2 Affinity Gel: Store at 4 °C. Anti-flag affinity 
gel is used for immunoprecipitating flag-tagged substrate in 
the cell lysate and culture medium.

 2. TBS solution (1×): 25 mM Tris–HCl pH 8 and 150 mM NaCl 
in water. Store at 4 °C.

 3. Nonreduced SDS sample buffer.

2.2 Buffers for Cell 
Lysis

2.3 Immuno-
precipitation

Vijay Walia and Yardena Samuels
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 1. Stock collagen: Rat tail collagen I, 100 mg. Neutralized collagen 
is used for the preparation of resolving gel.

 2. Phosphate-buffered saline (PBS) 7.4 (10×).
 3. Sodium hydroxide (NaOH): 1 M NaOH in water. Dissolve 

40 g of NaOH in 500 mL water in a 1 L graduated cylinder or 
a glass beaker. Make up the volume to 1 L with water.

 4. Resolving gel buffer: 1.5 M Tris–HCl, pH 8.8. Dissolve 
181.7 g of Tris base in 100 mL water in a 1 L graduated cylin-
der or a glass beaker. Add water to a volume of 900 mL. Mix 
the solution and adjust pH with HCl. Make up the volume to 
1 L with water. Store at 4 °C.

 5. Stacking gel buffer: 0.5 M Tris–HCl, pH 6.8. Weigh 60.6 g 
Tris base and prepare a 1 L solution as described in the previ-
ous step. Store at 4 °C.

 6. Thirty percent acrylamide/Bis solution (29:1).
 7. Ammonium persulfate: 10% solution in water. Dissolve 10 g of 

ammonium persulfate in 100 mL of deionized water in a bea-
ker. Use a magnetic stirrer for efficient dissolving and store 
small aliquots at −20 °C.

 8. N,N,N,N′-Tetramethylethylenediamine (TEMED). Store at 
4 °C.

 9. SDS-PAGE running buffer: 25 mM Tris base, 192 mM  glycine, 
and 0.1% SDS, pH 8.3.

 10. Nonreducing SDS sample buffer: Laemmli solution 
(nonreducing).

 11. SDS solution: 10% UltraPure™ SDS Solution, 100 mL.
 12. Human recombinant MMP-8: Purchase recombinant purified 

MMP-8 from Millipore (CC067), 10 μg.

 1. Zymogram Renaturing Buffer (1×) (Invitrogen, Carlsbad, 
CA), 100 mL.

 2. Zymogram Developing Buffer (1×) (Invitrogen, Carlsbad, 
CA), 100 mL.

 3. Coomassie Blue R-250 (0.05%). Alternatively, dissolve 0.50 g 
of Coomassie Brilliant Blue R-250 to a final volume of 1 L of 
methanol/acetic acid/dH2O solution (40:10:50).

 4. Methanol/acetic acid/dH2O solution (40:10:50): Add 
100 mL of glacial acetic acid to 400 mL of methanol. Dilute 
the solution to a final volume of 1 L with water.

3 Method

Carry out all procedures at room temperature unless otherwise spec-
ified. All solutions in Subheading 3 must be prepared in advance.

2.4 SDS-
Polyacrylamide Gel 
for Zymography

2.5 Zymogram 
Solutions

Measuring Enzymatic Activity of Matrix Metalloproteinase
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 1. Transfect confluent HEK 293T cells using Lipofectamine™ 
2000 Transfection Reagent with 2.5 μg of empty vector (con-
trol) or with a vector containing wild-type MMP-8 or mutant 
MMP-8 DNA (see Note 1).

 2. Harvest cells and medium after 24 h of transfection.
 3. Harvesting growth medium: Collect growth media from a 

T-75 flask and placed into Amicon Ultra-15 centrifugal filter 
unit with Ultracel-30 membrane and spun as per manufactur-
ers instructions at 4 °C.

 4. Harvesting transfected cells: Wash the transfected cells with 
phosphate-buffered saline, lyse for 20 min on ice by using 
810 μL EBC medium and 90 μL of 1,10 phenanthroline in 
0.1 N HCl per T-75 flask. Remove cell lysates from the flask 
and centrifuge at 1600 × g at 4 °C for 10 min. As the cells are 
lysing, prepare anti-flag beads for immunoprecipitation.

 5. Mix the supernatant from the growth medium and lysed cells 
with 100 μL blocked EBC (EBC medium + 5% milk).

 1. Use the 30 μL flag suspension beads per sample with a cut tip 
and place in a 1.5 mL Eppendorf tube.

 2. Spin resin at 2000 × g for 5 s and let resin settle at the bottom 
of the tube for 1–2 min.

 3. Remove supernatant by aspiration with a narrow syringe.
 4. Wash beads with 500 μL TBS and go to step 2. Wash beads 

three times before using.
 5. Suspend beads in the blocked EBC and aliquot 100 μL per sam-

ple with the cut tip into labeled 1.5 Eppendorf tubes containing 
a mixture of concentrated growth medium and lysed cells.

 6. Rotate the mixtures overnight at 4 °C.

Spin samples at 2000 × g for 5 s and then aspirate supernatant off 
the beads with a narrow syringe. Beads contain immunoprecipi-
tated MMPs.

 1. Wash beads three times with 500 μL EBC medium, spin at 
2000 × g for 5 s, and aspirating off the medium with each 
wash.

 2. Add nonreduced SDS sample buffer to each sample (amount 
depends on number of times sample loading is required).

 3. Incubate at room temperature for 10 min. Do not heat the 
samples and do not use any reducing agents such as beta- 
mercaptoethylene.

 4. Load 15 μL of sample (avoid loading of the beads) into the 
zymogram.

3.1 Preparation 
of Cell Lysates 
Containing MMPs

3.2 Anti-flag M2 
Agarose Beads 
for Immuno-
precipitation

3.3 Sample 
Preparation 
for the Zymography

Vijay Walia and Yardena Samuels
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 5. Controls samples: Purified MMP-8 is diluted to achieve a final 
concentration of 0.002, 0.004, 0.006, 0.008, and 0.01 μg per 
lane.

 1. Place the following on ice: collagen, 10× PBS, dH2O, and 
1 M NaOH.

 2. Determine the final concentration and volume of collagen solu-
tion for making one gel as per the table. The final concentration 
of collagen in 2 mL solution is 3 mg/mL for one gel. The con-
centration of the stock solution of commercially purchased col-
lagen used for calculation is 3.41 mg/mL (see Note 2).

Volume for 1 gel Volume for x gels

10× PBS 0.2 mL 0.2x mL

Collagen (3.41 mg/mL stock) 1.76 mL 1.76x mL

NaOH (1 M) 0.04 mL 0.04x mL

dH2O 0 0

Total volume 2 mL 2x mL

 3. Add ice cold 1 M NaOH to 10× PBS.
 4. Add dH2O and then add collagen. Since collagen is very vis-

cous, be careful when aliquoting and allow sufficient time for 
collagen to run out of pipet.

 5. Vortex to mix and then divide into Eppendorf tubes (1 mL/
tube). Heat collagen to 60 °C for 5 min.

 6. Substitute heated collagen for dH2O in the resolving gel mix-
ture described below.

 1. Resolving gel: In a 50 mL conical, add all the components listed 
in the following order for pouring the resolving gel. The col-
lagen mixture is substituting the dH2O. Remember, to add the 
10% ammonium persulfate and TEMED just before pouring 
the gels in the cassette. The gel will begin to polymerize as 
soon as these two components are added (see Notes 3 and 4).

10% resolving collagen zymogram 1 gel x gels

1.5 M Tris–HCl (pH 8.8) 1.3 mL 1.3x mL

Collagen mixture 1.9 mL 1.9x mL

30% acrylamide mix 1.7 mL 1.7x mL

10% SDS 50 μL 50x μL

10% ammonium persulfate 50 μL 50x μL

TEMED 2 μL 2x μL

3.4 Neutralizing 
Collagen 
for the Collagen Gel

3.5 Sodium Dodecyl 
Sulfate-
Polyacrylamide Gel 
Electrophoresis

Measuring Enzymatic Activity of Matrix Metalloproteinase
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 2. Mix gently by swirling and load into Pasteur pipet with the 
bulb. Fill rig up to the bottom of the marking and then layer 
water to the top of the glass. Save the remaining gel in the 
conical so that you know when it has polymerized (20–40 min). 
When ready, pour off the water by inverting the rig, and pour 
the stacking gel on it.

 3. Pour stacking gel without collagen substrate after resolving gel 
has polymerized. Mix the following ingredients in the follow-
ing order.

4% stacking gel 1 gel n gels

dH2O 3.05 mL 3.05n mL

0.5 M Tris-HCl (pH 6.8) 1.25 mL 1.25n mL

10% SDS 50 μL 50n μL

30% acrylamide mix 650 μL 650n μL

10% ammonium persulfate 25 μL 25n μL

TEMED 5 μL 5n μL

 4. Mix the stacking gel mixture gently and load on Pasteur pipet 
with the bulb. Fill up to the top of the glass and then insert the 
comb. Clean any gel mix that spills over. Save the remaining 
gel in the conical so that you know when it has polymerized. 
The gel will be ready for use in 20–40 min (see Note 5).

 5. After the gel has polymerized, load the samples, protein ladder, 
and control samples. Run gel at typical volts used for running 
a Western blot (~125 V). Run time will be 60–120 min 
depending on the gel percentage (see Note 6).

 1. Dilute Novex Zymogram Renaturing Buffer (10×) and Novex 
Zymogram Developing Buffer (10×) in the ratio of 1:9 with 
dH2O. Prepare up to 100 mL of Novex Zymogram Renaturing 
Buffer and 200 mL of Novex Zymogram Developing Buffer 
for 1 gel.

 2. After electrophoresis, remove gel and incubate the gel in 
100 mL of 1× Zymogram Renaturing Buffer for 30 min at 
room temperature with gentle agitation.

 3. Decant the Zymogram Renaturing Buffer and add 100 mL of 
1× Zymogram Developing Buffer to the gel.

 4. Equilibrate gel for 30 min at room temperature with gentle 
agitation.

 5. Decant buffer and add fresh 100 mL 1× Zymogram Developing 
Buffer to gel.

 6. Incubate gel at 37 °C for at least 4 h or overnight for maxi-
mum sensitivity.

3.6 Developing, 
Staining, 
and Analyzing 
the Zymogram

Vijay Walia and Yardena Samuels
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 7. Next day, stain the gel with 100 mL of 0.5% Coomassie Blue 
R-250 solution for 30 min with gentle agitation.

 8. Destain the gel with 100 mL destaining solution with gentle 
agitation (see Note 7).

 9. Areas of protease activity will appear as clear bands against a 
dark blue background.

 10. Once the clear bands are visible, tightly wrap the gel with 
saran wrap.

 11. Scan the gel using an image scanner and analyze the band den-
sity as the measure of enzyme activity using Image J software.

 12. The gel can also be dried and stored by placing the gel in 
between two blotting papers and drying in the gel dryer for 
30 min.

4 Notes

 1. We recommend both negative and positive controls in the exper-
imental setup. Negative controls can be untransfected cells, 
untransfected cells with vector alone, or the culture medium. As 
a positive control, we prefer using a purified recombinant 
MMP. FBS in the culture medium may contain MMPs that may 
interfere with the reading in this assay. Alternatively, you may 
grow cells in low serum-containing medium.

 2. Calculation for preparing 2 mL of the neutralized collagen for 
the zymogram. This calculation is based on the stock concen-
tration of collagen (3.41 mg/mL):

 (a)  Volume of 10× PBS = final volume (mL)/10 = 2/10 = 
0.2 mL.

 (b)  Volume of Collagen = [final volume × final concentration 
of collagen (mg/mL)]/stock concentration of collagen = 
(2 × 3)/3.41 = 1.76.

 (c)  Volume of 1 M NaOH = Volume of Collagen × 0.023 = 1
.76 × 0.023 = 0.04 mL.

 (d)  Volume of water = final volume − (Volume of 10× PBS + 
Volume of Collagen + Volume of 1 M NaOH) = 2 − (0.2 
+ 1.76 + 0.04) = 0.

 3. Use fume hood and avoid skin contact with unpolymerized 
acrylamide as it is a potent neurotoxin. We use commercial 
solution of acrylamide from BioRad. Alternatively, powdered 
acrylamide can be used to prepare solution for large batches. 
Freeze acrylamide solution in aliquots, and use as needed to 
avoid day-to-day variability.

Measuring Enzymatic Activity of Matrix Metalloproteinase
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 4. While pouring gels, seal the bottom of the cassettes using a 
saran wrap or 1% agarose and layer with 1 mL deionized water 
to avoid contact with air. Atmospheric oxygen prevents acryl-
amide polymerization. Let the gel polymerize for 1 h before 
decanting dH2O and before pouring stacking gel.

 5. We prefer using freshly prepared zymography gels as the sub-
strate concentration can be adjusted in the pilot experiments as 
per the requirements. A careful gel preparation is required; 
otherwise, there will be significant experimental variables due 
to gel-to-gel variability.

 6. While applying samples to the zymogram gel, we recommend 
varying concentrations of the samples and the controls. A ladder 
can be used to predict the molecular weight to the bands.

 7. We recommend changing solutions several times and using 
folded Kimwipes to absorb excessive solution while destaining. 
The timing for destaining may vary from 60–120 min and can 
be optimized as per requirements.
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Chapter 11

Measurement of Protease Activities Using Fluorogenic 
Substrates

Salvatore Santamaria and Hideaki Nagase

Abstract

Matrix metalloproteinases and the related metalloproteases are implicated in cancer progression. They are 
endopeptidases that require several defined amino acid residues in both N-terminal and C-terminal sides 
of the scissile bond. Fluorogenic Förster resonance energy transfer (FRET) substrates that harbor a fluo-
rophore and a quencher on opposite sides of the scissile bond are conveniently used to measure their activi-
ties. In this chapter, we describe the principle of FRET substrates and how to use them to measure 
activities and kinetic parameters of endopeptidases.

Key words ADAM, ADAMTS, Enzyme kinetics, FRET peptide substrates, Inner filter effect, MMP

1 Introduction

Proteases hydrolyze peptide bonds of proteins and peptides. They 
are involved in numerous biological processes such as embryonic 
development, morphogenesis, fertilization, processing of peptide 
hormones, antigen processing, angiogenesis, bone remodeling, 
release of cytokines and growth factors, blood clotting, apoptosis, 
intestinal digestion of protein diet, etc. [1]. Their aberrant activi-
ties have been implicated to diseases such as arthritis, cancer, car-
diovascular diseases, disorders in the central nervous system, etc. 
In cancer, the involvement of matrix metalloproteinases (MMPs) 
[2], cysteine cathepsins [3], caspases [4], and proteasome [5] has 
been well established. Because of the importance of proteases in 
physiology and pathology, measuring their protease activities is 
one of the basic practices in research. For these measurements, the 
use of native protein or peptide substrates is ideal, but often they 
are not readily available. This has led to develop synthetic peptide 
substrates, which are labeled with a fluorogenic/chromogenic 
group for easier and rapid detection of the products. The synthetic 
substrates may not be specific, as they may be cleaved by a number 
of structurally homologous enzymes which share similar substrate 
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binding sites or even by different class of proteases. Within this 
limitation, the determination of kinetic parameters (kcat, Km, 
kcat/Km values) gives useful values that are specific to each enzyme.

In this chapter, we describe, as an example, the procedures to 
measure metalloproteinase activities (MMPs, ADAMs, and 
ADAMTSs) in vitro using synthetic fluorogenic substrates. These 
metalloproteinases are endopeptidases, and they require several 
defined amino acid residues both at the N-terminal and C-terminal 
sides of the scissile bond. Thus, the Förster resonance energy trans-
fer (FRET) substrates that harbor a fluorophore and a quencher on 
opposite sides of the scissile bond are conveniently used. 
Fluorescence-based assays for other proteases may be found in 
other volumes of the Methods in Molecular Biology series [6, 7].

FRET occurs between a fluorescent donor group and a quenching 
acceptor, which are coupled by a dipole-dipole interaction. FRET 
substrates are synthesized by incorporating the donor and acceptor 
fluorophores on opposite sides of the scissile bond, at a distance 
which allows for efficient energy transfer (between 15 and 60 Å) 
[8]. The hydrolysis of the substrate and the separation of both 
fluorophores abolish the energy transfer and lead to an increase of 
fluorescence (Fig. 1). FRET substrates have been widely used for 
both in vitro enzymatic assays and as probes to measure protease 
activities in vivo [10–12]. An optimal FRET substrate requires a 
fluorescent donor (fluorophore) that has a high quantum yield and 
an acceptor (quencher) that absorbs the emitted fluorescence of 
the donor within the donor fluorescence emission wavelength. 
Examples of donor/quencher pairs are shown in Table 1.

1.1 Principle of FRET 
Substrates

Fig. 1 Schematic diagram of cleavage of a FRET peptide by an endoprotease. D, FRET donor group; A, acceptor 
group (quencher). P1, P2, P3 indicate the amino acid residues on the N-terminal side of the scissile bond, 
whereas P1’,P2’, P3’ indicate the residues on the C-terminal side [9]. Note that the both the donor and the 
acceptor group can be conjugated to the side chain of an internal amino acid

Salvatore Santamaria and Hideaki Nagase
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An important physical parameter of a substrate is its quenching 
efficiency, i.e., the change in fluorescence between the cleaved 
product and the intact substrate. The higher the quenching 
 efficiency, the higher the increase in signal upon cleavage, thus giv-
ing lower background fluorescence of the uncleaved substrate.  
For instance, upon cleavage, the fluorescence of the MMP sub-
strate FS6 (7-methoxycoumarin-4-yl)acetyl-KPLGL(N-3-(2,4-
dinitrophenyl)-l-2,3-diaminopropionyl diaminopropionic amide)
AR-NH2) increases 62.5-fold, corresponding to a quenching effi-
ciency of 98.4% [13]. Such a high quenching efficiency is typical of 
the 7-methoxycoumarin-4-yl (Mca)/2,4 dinitrophenyl (Dnp) pair 
[13, 14]. Another factor to consider when choosing a fluorogenic 
substrate is its solubility. Since most fluorophores and quenchers 
are hydrophobic, FRET substrates typically display poor solubility 
in aqueous environments. If the protease under study shows a 
broad substrate specificity, hydrophilic residues can be introduced 
to enhance solubility [13].

An enzymatic reaction can be followed by using discontinuous or 
continuous assays. A discontinuous assay involves running many 
reactions individually and stopping them at a specific time point by 
adding a reagent that stops the enzyme reaction without  destroying 

1.2 Measuring 
of Initial Velocity

Table 1 
Examples of common fluorophore/quencher pairs used in FRET substrates. λex, excitation wavelength, 
λem, emission wavelength

Fluorophore Quencher
λex 

(nm)
λem 

(nm)

Trp N-2,4-Dinitrophenyl (Dnp) 280 346

(7-Methoxycoumarin-4-yl)acetyl (Mca) N-3-(2,4-Dinitrophenyl)-l-2,3-
diaminopropionyl diaminopropionic amide 
(Dpa)

328 420

2-Aminobenzoic acid (Abz) N-3-(2,4-Dinitrophenyl)-l-2,3-
diaminopropionyl diaminopropionic amide 
(Dpa)

300 430

2-Aminobenzoic acid (Abz) 3-Nitrotyrosine 320 405

5-[(2-Aminoethyl)amino] naphthalene-
1-sulfonic acid (Edans)

4-[4-(Dimethylaminophenylazo)benzoic acid 
(Dabcyl)

360 460

Lucifer yellow Carboxytetramethylrhodamine (Tamra) 420 530

Coumarin 343 Carboxytetramethylrhodamine (Tamra) 450 490

5-Carboxyfluorescein (5-Fam) (Tamra) 485 538

4-(4-Methylaminophenylazo)benzoyl 
(Dabcyl)

Fluorescein 485 538
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Fig. 2 Example of an enzyme reaction curve. (a) Cleavage of FRET substrate Fam-AE~LQGRPISIAK-Tamra 
(0.5 μM) at two different concentrations (16 and 4 nM) of ADAMTS4-2 (16 nM). Fluorescence was detected 
(λex = 485 nm, λem = 520 nm) every minute for 40 min at 37 °C fluorometer and reported as relative fluores-
cence units (RFU). The linear portion of the curve corresponding to the initial velocities for the two enzyme 
concentrations (v0

16nM and v0
4nM) is indicated by vertical dotted lines. (b) Linear portion of the curves fitted with 

linear regression (r2 = 0.993 for 16 nM and r2 = 0.9998 for 4 nM)

the product that has been formed. For example, addition of glacial 
acetic acid stops the reaction of enzymes which require a pH above 
5.0. A continuous assay involves directly monitoring the reaction 
for a period of time. This requires a fluorometer capable of rapidly 
collecting data at multiple time points (kinetic mode). Generally, 
discontinuous assays involve performing multiple reactions in par-
allel, and this tend to lead to more variable data than continuous 
assays.

Figure 2a shows an example of curves generated by continuous 
assay, where the FRET substrate, 5-carboxyfluorescein-
AE~LQGRPISIAK-carboxytetramethylrhodamine (the tilde indi-
cate the site cleaved) was incubated with ADAMTS-4 (a disintegrin 
and metalloproteinase with thrombospondin motif 4) and mea-
sured with λex = 485 nm and λem = 538 nm. The increase in fluores-
cence was linear up to 5 min (Fig. 2b) and then reaches a plateau. 
Since the reaction was monitored within the dynamic range of the 
instrument (see Note 1), this plateau may be originated by various 
factors, such as (1) substrate depletion; (2) product inhibition, i.e., 
enzyme inhibition by the vast amount of product formed; and/or 
(3) enzyme inactivation (see Note 2).

At a fixed substrate concentration, the initial velocity is linearly 
proportional to the enzyme concentration (see Note 3). However, 
higher enzyme concentrations reach a plateau early, due to sub-
strate depletion, while lower enzyme concentrations extend the 
time for linear kinetics (Fig. 2a). A compromise should be reached 
between signal detection (the lower the enzyme concentration, the 

Salvatore Santamaria and Hideaki Nagase



111

lower the signal) and time (the lower the enzyme concentration, 
the longer the linear phase of the reaction). Provided that the 
enzyme is stable under the assay conditions, all enzyme concentra-
tions should eventually reach the same maximum signal.

We define the initial velocity (v0) as the change in the fluores-
cence F (generally displayed as relative fluorescence units or RFU) 
divided by the change in time observed in the linear portion of the 
reaction curve:

 ∆ ∆RFU / t v= 0  (1)

where ΔRFU = RFU1 − RFU0 and Δt = t1 − t0.
Graphically, the initial velocity is equivalent to the slope of the 

linear portion of the reaction curve and can be calculated using 
linear regression. Under these conditions, we can assume that the 
substrate concentration does not significantly change (i.e., sub-
strate cleavage <10%); therefore, the factors mentioned above 
(substrate depletion, product inhibition, and enzyme inactivation) 
would not affect the reaction. If initial velocities are not measured, 
the formation of product will not be linear with respect to the 
amount of enzyme. Thus, the steady-state or rapid equilibrium 
kinetic studies will not be valid (the concentration of substrate is 
unknown since a non-negligible amount of it is consumed).

When the initial rate of the enzyme reaction is measured with vari-
ous concentrations of a substrate at a fixed enzyme concentration, 
it initially increases as the substrate concentration increases (Fig. 3). 
At low substrate concentrations, only a small percentage of the 
enzyme is bound to the substrate. At higher substrate concentra-
tions, a larger portion of the enzyme is bound to the substrate, and 
eventually all of the enzyme is saturated with the substrate, giving 
the maximum velocity Vmax of the enzyme. The substrate concen-
tration that gives 50% of the Vmax is defined as Km. This represents 
a useful working definition of the Km.

However, the Km is actually a kinetic constant (expressed in 
molarity, M), involving the three rate constants in the following 
scheme:

 
E S ES E P Scheme

on

off

cat

+ → +

k

k

k

1
 

 K k k km off cat on= +( ) /  (2)

where kon is the bimolecular association rate constant for the 
 formation of the enzyme-substrate (ES) complex, koff is the unimo-
lecular dissociation rate constant of the ES complex to give free 
enzyme (E) and substrate (S), and kcat is the unimolecular rate con-
stant of the ES complex to give free enzyme and the product (P). 

1.3 Determination 
of kcat, Km, and kcat/Km
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The higher the Km, the lower the affinity of the enzyme for the 
substrate. The kcat (commonly referred as the turnover number) 
represents the turnover rate of the enzyme to hydrolyze the sub-
strate (the number of substrate molecules converted to the prod-
uct by one molecule of the enzyme in time, which is often expressed 
as per second, s−1) and can be calculated by dividing Vmax by the 
enzyme concentration [E]:

 k V Ecat = [ ]max /  (3)

Therefore, the higher the kcat, the quicker the enzyme will 
release the product from the ES complex. The kcat/Km ratio 
(referred to as specificity constant) indicates the specificity of the 
substrate for a particular enzyme, expressed as s−1 M−1. These 
parameters are useful as they are unique to each enzyme with the 
specific substrate. Some examples of kcat, Km, and kcat/Km values 
reported for representative FRET substrates of MMPs and ADAMs 
(a disintegrin and metalloproteinase) are shown in Tables 2 and 3.

From an experimental point of view, enzymatic reactions are 
studied under steady-state conditions, i.e., under conditions where 
the concentration of enzyme-substrate complex is kept constant by 
having a large excess of substrate versus enzyme. Under  steady-state 
conditions, the enzyme velocity, v, as a function of substrate con-
centration is described by the Michaelis-Menten equation:

 
v E S k K S= [ ][ ] + [ ]( )cat m/

 
(4)

Since kcat = Vmax/[E], this equation can be rearranged to give:

 
v V S K S= [ ] + [ ]( )max / m  

(5)

Fig. 3 Plot of initial velocity as a function of substrate concentration for an 
enzyme-catalyzed reaction. Cleavage of the FRET substrate 5-carboxyfluores-
cein-AE~LQGRPISIAK-Tamra by ADAMTS-4 (5 nM) is shown. Data were fitted to 
the Michaelis-Menten equation by GraphPad Prism. Values for Km, Vmax, and kcat 
were 8.5 μM, 1.7 × 10−3 μM/s, and 0.34 s−1, respectively. Results are mean ± s.e
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This equation describes a rectangular hyperbola. Linear trans-
formations, such as a double reciprocal Lineweaver-Burk plot  
(i.e., 1/[S] versus 1/v0), which were used before computation was 
routine, should not be used for calculating the Km and Vmax from 
substrate saturations experiments, since they tend to distort the 
errors involved with the measurement [17]. Instead, it is recom-
mended to fit the data to a rectangular hyperbola using nonlinear 
regression analysis. Software packages are commonly used for the 
determination of kinetic parameters and the most popular of them 
are listed in Subheading 2.4.

Table 2 
Specificity constants (kcat/Km) for cleavage of FRET substrate FS6 ((Mca)-KPLG~L(Dpa)AR-NH2) by 
members of the MMP and ADAM families

Enzyme kcat (s−1) KM (M) kcat/KM (s−1 M−1) Reference

MMP-1 2.5 28 × 10−6 9.2 × 104 [13]

MMP-2 ND >3 × 10−5 6.9 × 105 [13]

MMP-3 ND ND 2.0 × 104 [13]

MMP-7 ND ND 3.0 × 105 [13]

MMP-8 ND ND 4.2 × 105 [13]

MMP-9 ND >3 × 10−5 6.2 × 105 [13]

MMP-12 17.0 1.3 × 10−4 1.3 × 105 [15]

MMP-13 5.9 5.2 × 10−6 1.1 × 106 [13]

MMP-14 9.9 7.9 × 10−6 1.3 × 106 [13]

ADAM-10 ND ND 1.1 × 103 [13]

ADAM-17 ND ND 7.8 × 105 [13]

Table 3 
Specificity constants (kcat/Km) for cleavage of FRET substrate 5-((2-aminoethyl)amino)naphthalene-l-
sulfonic (Edans)EPLAQGA~VRSSSK(Dabcyl)-NH2 by members of the ADAM family [16]

Enzyme kcat (s−1) KM (M)
kcat/KM 
(s−1 M−1)

ADAM-8 0.01 46 × 10−6 2.2 × 102

ADAM-9 0.06 49 × 10−6 1.2 × 103

ADAM-10 0.28 12 × 10−6 2.5 × 104

ADAM-12 0.01 12 × 10−6 8.5 × 102

ADAM-17 0.14 12 × 10−6 1.2 × 104
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From simple mathematical manipulations of Eq. 4 follows that 
when [S] ≪ Km (pseudo-first-order conditions)

 k K v E Scat m/ /= [ ][ ]  (6)

Under these conditions, once the initial velocity is measured, it 
is possible to derive the combined value of the specificity constant 
kcat/Km. Subheading 3.3 shows how to calculate independently the 
value of kcat and Km by measuring the initial velocity of the enzy-
matic reaction at different substrate concentrations.

To choose a substrate concentration for an enzyme assay, several 
considerations should be taken into account:
 1. If the substrate concentration is much lower than the Km 

([S] ≪ Km), the initial velocity is very sensitive to changes in 
substrate concentrations. On the other hand, if [S] ≫ Km, 
then the velocity is insensitive to changes in substrate 
concentrations.

 2. Substrate inhibition may occur at high substrate 
concentrations.

 3. Solubility of the substrate may decrease at high substrate con-
centrations. This will lead to a decrease in enzyme activity due 
to aggregation/precipitation of the substrate.

 4. At high substrate concentrations, inner filter effects are more 
pronounced (see Subheading 1.5).

Generally, the inner filter effect and the solubility of the sub-
strate are the main factors affecting the choice of the substrate con-
centrations. For this reason, most of the assays involving FRET 
peptides are performed at substrate concentrations well below the 
Km value.

Under conditions of high optical densities when the absorption 
spectra of the fluorophore and quencher dyes overlap [8], some of 
the emitted light may be absorbed by quencher groups on neigh-
boring substrates or cleaved products. This effectively reduces the 
amount of emitted light being detected by the fluorometer. As a 
result, the experimentally measured fluorescence intensities are not 
proportional to the concentration of free donor group. This phe-
nomenon is commonly called “inner filter effect.” The magnitude 
of the inner filter effect depends on the Stoke shift, path length, 
and substrate concentration, with higher substrate concentrations 
producing greater inner filter effect. This typically becomes signifi-
cant with 10–20 μM of FRET substrate [15, 18]. As a result, high 
rates will be estimated if a correction factor is not introduced 
(Fig. 4). Subheading 3.4 describes a method widely used to correct 
inner filter effects [18].

1.4 Considerations 
when Choosing 
the Substrate 
Concentration 
for Routine Enzyme 
Assays

1.5 Inner Filter Effect
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2 Materials

The following protocols describe a continuous ADAMTS-4 assay 
using FRET substrate in a total volume of 200 μL for detection in 
a 96-well plate reader. For analysis requiring smaller/larger vol-
umes, decrease/increase proportionally. It is necessary to adapt the 
concentrations of enzyme and substrate to each particular protease 
under study. For example, to test MMP activities, use substrate 
Mca-Pro-Leu-Gly~Leu-Dpa-Ala-Arg-NH2 [14] (excitation wave-
length, 325 nm; emission wavelength, 393 nm) or its derivative 
FS-6 [13] at a final concentration of 1.5 μM and 1–10 nM of the 
particular MMP under study. All assays must be carried out at least 
in duplicate.

 1. Micro-well plate fluorometer equipped with temperature con-
troller and interfaced with a compatible personal computer.

 1. 96-well black polypropylene or non-binding polystyrene 
microplates with U-bottom (final volume 200 μL).

 2. Eppendorf tubes.

2.1 Apparatus

2.2 Materials

Fig. 4 Effect of inner filter on the estimate of kinetic parameters. Cleavage of 
FRET substrate Fam-AE~LQGRPISIAK-Tamra by ADAMTS4-2 (5 nM) is shown. 
Data were fitted to the Michaelis-Menten equation by GraphPad Prism. Curve 
(filled circle) shows uncorrected value as shown in Fig. 3. Curve (filled square) 
shows values corrected with inner filter effect using 5(6)-carboxyfluorescein 
(Fam) as free fluorophore as described in Subheading 3.4. Note that at low sub-
strate concentrations the corrected rate values do not differ much from the 
uncorrected rates. Corrected values for Km, Vmax, and kcat were 23 μM, 
5.4 × 10−3 μM/s, and 1.1 s−1, respectively. Results are mean ± s.e.
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 1. Assay buffer (TNC): 50 mM Tris–HCl pH 7.5, 150 mM 
NaCl, 10 mM CaCl2, 0.02% NaN3, and 0.05% (v/v) Brij® 35. 
In a glass bottle, dissolve Trizma Base (6.055 g), NaCl 
(8.766 g), CaCl2·2H2O, and NaN3 (0.2 g) in ~900 mL of 
deionized water and adjust to pH 7.5 with HCl. Add 1.667 mL 
30% Brij® 35 solution and make up to 1000 mL. The assay 
buffer can be stored at room temperature and used for a 
month.

 2. ADAMTS-4: cloning, expression, and purification procedures 
are available in the literature [19, 20]. Active concentrations 
of enzyme were determined by titration against known con-
centrations of tissue inhibitor of metalloproteinase (TIMP)-3. 
The data shown here are for the ADAMTS-4 deletion mutant 
lacking the spacer domain (ADAMTS4-2) [20].

 3. Enzyme stock solution in TNC. The solution should be freshly 
prepared, mixed carefully, and stored on ice till used.

 4. 5 μM FRET substrate Fam-AE~LQGRPISIAK-Tamra in 
TNC. Prepare it by diluting 1:1000 from a 5 mM solution in 
DMSO, previously prepared by weighing the lyophilized sub-
strate powder (see Note 4). Substrate solutions have a red 
color.

 5. Free fluorophore 5-FAM or, whenever possible, peptide cor-
responding to the cleavage product covalently linked to the 
fluorophore (Fam-AE). Free fluorophore solutions have a yel-
low color.

 6. Dimethyl sulfoxide (DMSO).

 1. GraFit (http://www.erithacus.com/grafit/).
 2. GraphPad Prism (http://www.graphpad.com/scientific-soft-

ware/prism/).
 3. OriginLab (http://www.originlab.com/).
 4. SigmaPlot  (http://www.sigmaplot.co.uk/products/sigma-

plot/sigmaplot-details.php).

3 Methods

 1. Dispense 160 μL of TNC buffer into a 96-well plate. In con-
trol wells (not containing the enzyme), dispense 180 μL of 
buffer.

 2. Prepare a 50 nM ADAMTS-4 solution (10× the final concen-
tration, 5 nM) from the stock solution. Dispense 20 μL (see 
Note 5).

 3. Equilibrate the solution at 37 °C for 5–10 min in the plate 
reader.

2.3 Reagents

2.4 Software 
Packages Used 
for Fitting Enzyme 
Kinetics Data

3.1 Determination 
of Initial Velocity
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 4. Start the reaction by adding 20 μL of the 5 μM substrate solu-
tion (final concentration of 0.5 μM). Since ideally this step 
should be simultaneous for every well, try to be as quick as 
possible and use a multichannel pipette. If using a continuous 
assay, set up a 5-s stir prior to measurement to allow proper 
mixing of the solution.

 5. Start recording the fluorescence every min for 1 h. The excita-
tion wavelength for the FRET pair used here is 485 nm and 
the emission wavelength is 520 nm.

 6. Calculate the initial velocity by using Eq. 1. Most of the micro-
well plate fluorometers reading in continuous mode allow the 
researcher to choose the time interval of the reaction and then 
automatically calculate the initial velocity. If an increase in flu-
orescence is observed in the well containing only buffer and 
substrate, a rate should be calculated and subtracted from the 
rates measured in the presence of the enzyme.

For determination of kinetic parameters, it is necessary to convert 
the initial velocities from RFU/min to μM/s. For this purpose, it 
is necessary to record the fluorescence from a reaction where the 
substrate has been completely digested with enzyme.

 1. Incubate 0.5 μM of substrate with 5 nM ADAMTS-4 for 16 h 
(see Note 6). After this incubation time, all the substrate is 
converted into product. Record the fluorescence.

 2. To convert the initial velocities from RFU/s to μM/s, divide 
the initial velocity by the fluorescence corresponding to com-
plete hydrolysis of 0.5 μM substrate (RFUtot) and then multi-
ply it by the concentration of digested substrate:

Rate (μM/s) = (RFU/RFUtot) × s−1 × [substrate]. For exam-
ple, complete digestion of 0.5 μM of substrate gives a fluores-
cence of 10,000 RFU. If we measured an initial velocity of 
2000 RFU/s, this corresponds to 2000 RFU/10,000 RFU × 
s−1 × 0.5 μM = 0.1 μMx s–1.

 1. Dispense 160 μL of TNC buffer into a 96-well plate. In con-
trol wells (not containing the enzyme), dispense 180 μL of 
buffer.

 2. Dispense 20 μL of the 50 nM enzyme solution (final concen-
tration of 5 nM).

 3. Equilibrate the solution at 37 °C for 5–10 min.
 4. Prepare a 400 μM solution of the FRET substrate. Use this 

solution to prepare various dilutions (10× the final concentra-
tion) in TNC. Use at least three substrate concentrations 
above and three below the theoretical Km value (in the case of 
ADAMTS-4 the value reported in literature is 16 μM [21]). 

3.2 Conversion 
of the Recorded 
Fluorescence 
to the Actual Amount 
of Product Formed 
by the Enzyme

3.3 Determination 
of Kinetic Parameters 
(kcat, Km)

Fluorogenic Substrates to Measure Protease Activity



118

If the approximate Km value is not known, use a broad range 
of substrate concentrations with the maximum final concen-
tration being high enough to provide saturation of the 
enzyme (e.g., 50 μM). It should be also tested if the substrate 
is unstable and is cleaved in the absence of enzyme. In this 
case, a separate blank rate should be determined and sub-
tracted for each substrate concentration.

 5. Start the reaction with the addition of 20 μL of each substrate 
solution.

 6. Record the fluorescence and, for each reaction, measure the 
initial velocity.

 7. Fit the data to the Michaelis-Menten equation using any of 
the software packages listed in Subheading 2.4 (see Note 7). 
They calculate directly values of Km and Vmax. To calculate kcat 
use the formula kcat = Vmax/[E] (Eq. 3).

The initial velocities measured in Subheading 3.3 should be cor-
rected for the presence of inner filter effect (see Subheading 1.5). 
The following protocol is based on the measurement of the fluores-
cence from a fixed concentration of free fluorophore (see Note 8) 
in the absence and presence of various concentrations of FRET sub-
strate [18]. The fluorescence from the fluorophore is decreased in 
the presence of the substrate due to the ability of its quencher 
groups to absorb a part of the emitted light. The higher the con-
centration of substrate, the lower the fluorescence from the free 
fluorophore due to inner filter effect. The difference between the 
values measured in the absence and presence of the substrate will 
give an estimate of how much the fluorescence from the released 
fluorogenic cleavage product is decreased by the substrate.

 1. Dispense 190 μL TNC buffer in the wells which will contain 
either substrate or FAM and 180 μL buffer in the well which 
will contain both substrate and FAM. Prepare a blank contain-
ing buffer only.

 2. Prepare an 80 μM solution of free fluorophore (20× the final 
concentration 4 μM) and add 10 μL to the wells.

 3. Prepare an 800 μM solution of FRET substrate. Use this solu-
tion to prepare various dilutions (20× the final concentration) 
in TNC buffer corresponding to the substrate concentrations 
used in Subheading 3.3. Add 10 μL of substrate dilutions to 
the wells.

 4. Record fluorescence at a single point using the excitation of 
485 nm and emission wavelength of 520 nm.

 5. Subtract the fluorescence from the blank.
 6. Subtract the fluorescence recorded in the presence of a certain 

substrate concentration from the fluorescence recorded in the 

3.4 Correction 
of Inner Filter Effects
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presence of substrate plus free fluorophore. This value will 
give the fluorescence of the free fluorophore in the presence of 
a certain concentration of substrate. The reduction in the 
observed fluorescence of the free fluorophore in the presence 
of various substrate concentrations reflects the inner filter 
effect at those substrate concentrations.

 7. Calculate the correction factor by dividing the fluorescence 
measured in the presence of the free fluorophore alone by the 
fluorescence measured in the presence of both free fluoro-
phore and substrate.

 8. Divide the enzymatic velocity measured at each substrate con-
centration as described in Subheading 3.3 by the correspond-
ing correction factor. Table 4 shows an example of experimental 
layout and the correction factors for the FRET substrate 
Fam-AE~LQGRPISIAK-Tamra.

4 Notes

 1. When measuring the rate of an enzymatic reaction, it is impor-
tant that the measured fluorescence is within the dynamic 
range of the fluorometer, as determined by the minimum and 
maximum detection limits (photon/seconds). The dynamic 
range is typical for each instrument and operating conditions 
and is generally provided by the manufacturer.

 2. It is generally assumed that no changes in pH and temperature 
occur during the course of the reaction. Changes in pH can be 
avoided by adequate buffering of the reaction mixture. Most of 
instruments are equipped with a built-in thermostat that can 
control the temperature during the course of the reaction.

 3. This linear relationship is valid within a limited range of 
enzyme concentrations and incubation time. At extremely low 
and high enzyme concentrations, the researcher’s ability to 
measure the initial velocity is compromised by detection limits 
and sensitivity. Moreover, the enzyme may be unstable at 
extremely low concentrations or aggregate at extremely high 
concentrations.

 4. For this reason, the substrate stock solution (1–10 mM) is 
generally prepared in an organic solvent such as DMSO. 
However, enzymes may be sensitive at relatively high concen-
trations of nonaqueous solvents; therefore, their effect should 
be tested by incubating increasing concentrations of the 
organic solvent (0–10% v/v) with the enzyme and then choos-
ing a solvent concentration high enough to guarantee solubil-
ity of the substrate and low enough not to affect sensibly the 
initial rate of the reaction. Once an acceptable concentration 
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of nonaqueous solvent has been fixed, it should be kept con-
stant throughout the experiment, in order to enable compari-
son of the initial velocities between different conditions.

 5. It is recommended to take note of the initial velocity measured 
each day under identical experimental conditions. This will 
help identifying a decrease in activity due to decay in the 
enzyme batch or unusual differences in activity between dif-
ferent batches.

 6. A problem with such a long digestion time is the evaporation 
from the reaction well. Even though it is possible to seal the 
micro-well plate with appropriate tape films, condensation 
may occur on these surfaces. In this case, it is necessary to spin 
down the plate using centrifuges whose rotor is adapted to 
such plates. Alternatively, perform the reaction in an Eppendorf 
tube to avoid evaporation, spin it down in a table top centri-
fuge (10 s at 10,000 × g), and then transfer the liquid to the 
micro-well plate. To confirm that substrate hydrolysis is com-
plete, measure the fluorescence from the reaction at different 
time points. Upon complete digestion, no further increase in 
fluorescence should be measured.

 7. The nonlinear fitting has greater statistical power if every rep-
licate is used separately for curve fitting instead of being aver-
aged [22].

 8. If possible, to better mimic the free donor fluorophore groups, a 
so-called split peptide (i.e., the fluorophore-labeled peptide cor-
responding to the C-terminal cleavage product) should be used. 

Table 4 
Correction factors for the inner filter effect of the FRET substrate Fam-AE~LQGRPISIAK-Tamra

RFU substrate RFU substrate + FAM RFU FAM Correction factor

[S] (μM) A B B − A

0 175 1490 1315 1.0

0.625 163 1476 1413 1.0

1.25 165 1393 1228 0.93

2.5 169 1188 1019 0.77

5 170 1072 902 0.69

10 170 892 722 0.56

20 173 891 718 0.55

40 165 708 543 0.41

Note how these values are significantly below unity for substrate concentrations higher than 2 μM
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However, it is not recommended to use the FRET  substrate 
which has been completely digested with enzyme, since this will 
still contain quencher groups. Before measuring inner filter 
effects, we recommend to measure the fluorescence of differ-
ent fluorophore concentrations. These values should be linear 
for a wide range of concentrations. The reader should then 
choose a fluorophore concentration which allows reproducible 
and sensitive reading.
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Chapter 12

Targeting the Expression of Cathepsin B Using CRISPR/
Cas9 System in Mammalian Cancer Cells

Manu Gnanamony and Christopher S. Gondi

Abstract

Cathepsin B belongs to a family of cathepsins and plays an important role in normal physiological functions 
in the cell. However, overexpression of cathepsin B has been associated with different malignancies, and 
this has made it an attractive pharmacological target. The advent of CRISPR-Cas9 technology has allowed 
researchers to efficiently knock down genes with very less nonspecific activity compared to earlier methods. 
The protocol described below will enable investigators to develop cathepsin B knockdown stable cells and 
explains ways to study the knockdown.

Key words Cathepsin B, Cancer therapy, Cancer target, Cathepsin B signaling, RNAi, Antibody, 
Inhibitor

1 Introduction

Cathepsin B is a lysosomal cysteine protease that was first isolated in 
1957 and plays a role in intracellular proteolysis [1]. The cathepsin 
B gene is located on chromosome 8p22 and belongs to a family of 
papain proteases. Numerous cathepsins have been identified, and 
cathepsin B is considered the most significant as it is involved in 
various pathologic and oncogenic processes [2]. Overexpression of 
cathepsin B has been reported in several cancers such as brain [3] 
and colorectal carcinoma [4]. Cathepsin B has also shown potential 
as a marker of prognosis in hepatocellular carcinoma [5] and human 
lung squamous cell carcinoma [6].

Multiple methods are possible for targeting cathepsin B: using 
(1) chemical inhibitors [7, 8], (2) liposomal inhibitors [9], and 
(3) RNA interference.

We have described here a detailed protocol to efficiently knock 
down the expression of cathepsin B in mammalian cancer cells 
using the CRISPR-Cas9 technology. We also present protocols for 
validation of cathepsin B knockdown at the mRNA level using 
RT-PCR and protein level using Western blotting.



124

2 Materials

 1. MIA PaCa-2 cell line (ATCC). This cell line that we have used 
for this experiment is a pancreatic carcinoma cell line first iso-
lated in 1977 [10]. It has a doubling time of 40 h and is an 
easy transfection host. We chose this cell line to demonstrate 
cathepsin B knockdown because of its inherently high expres-
sion of cathepsin B.

 2. RPMI 1640 medium with glutamine. Store at +4 °C.
 3. Fetal bovine serum. Store at −20 °C.
 4. Penicillin streptomycin solution. Store at −20 °C.
 5. Complete medium: RPMI 1640 medium, 10% fetal bovine 

serum, and 1% penicillin streptomycin solution.
 6. Puromycin.
 7. Selection medium: Complete medium with 1 μg/mL of 

puromycin.

 1. Cathepsin B guide sequence CTCCACGCTGACGTGCGCAT 
cloned in vector pSpCas9 BB-2A-Puro (PX459) v2.0 (Genscript).

 2. Cathepsin B scrambled guide sequence GCGATTAGCCGCC 
TCGTACC cloned in vector pSpCas9 BB-2A-Puro (PX459) 
v2.0 (Genscript) (see Note 1).

 3. Transfection reagent (see Note 2).

 1. M-PER Mammalian Protein Extraction Reagent.
 2. Protease phosphatase inhibitor cocktail (100×).
 3. Pierce™ Bovine Serum Albumin Standard Pre-Diluted Set 

(BSA): 125, 250, 500, 750, 1000, 1500, 2000 μg/mL.
 4. Pierce 660 nm Protein Assay Reagent.

 1. Resolving gel buffer: 1 M Tris–HCl, pH 8.8. Add 157.6 grams 
of Tris base to 800 mL of water in a glass beaker. Stir using a 
magnetic stirrer until Tris base is completely dissolved. Adjust 
pH to 8.8 with 1 N sodium hydroxide or 1 N hydrochloric 
acid. Make up the volume to 1 L. Store the solution at +4 °C.

 2. Stacking gel buffer: 1 M Tris base, pH 6.8. Add 157.6 g of Tris–
HCl to 800 mL of water in a glass beaker. Stir using a magnetic 
stirrer until Tris base is completely dissolved. Adjust pH to 6.8 
with 1 N sodium hydroxide or 1 N hydrochloric acid. Make up 
the volume to 1 liter. Store the solution at +4 °C.

 3. Thirty percent acrylamide/Bis Solution. Store at +4 °C.
 4. Sodium dodecyl sulfate solution (SDS): Add 2 g of sodium 

dodecyl sulfate to 10 mL of water in a ventilated fume hood. 
Store SDS solution at room temperature.

2.1 Cell Lines 
and Culture Conditions

2.2 Plasmid Isolation 
and Transfection

2.3 Protein 
Extraction 
and Estimation

2.4 Western Blotting

Manu Gnanamony and Christopher S. Gondi



125

 5. Ammonium persulfate solution (APS): Dissolve 1 g of ammo-
nium per sulfate (APS) in 10 mL of water. Store APS solution 
in dark at +4 °C.

 6. N,N,N,N′-Tetramethylethylenediamine (TEMED). Store at 
+4 °C.

 7. Gel cassettes.
 8. Gel combs.
 9. Running buffer: 10× Tris/Glycine/SDS buffer. Prepare a 1× 

solution by adding 100 mL of the 10× buffer to 900 mL of water.
 10. Sample loading dye (4×): 0.25 M Tris–HCl, pH 6.8, 10%  

SDS, 10% glycerol, 0.02% bromophenol blue, and 25% 
β-mercaptoethanol (see Note 3).

 11. Electrophoresis apparatus.
 12. Transfer apparatus: iBlot apparatus.
 13. Transfer membrane: iBlot® Transfer Stack, PVDF (see Note 4).
 14. Blocking buffer: 5% skimmed milk in 1× PBS with 0.1%  

Tween 20.
 15. Wash buffer: 1× PBS with 0.1% Tween 20.
 16. Pierce ECL Western Blotting Substrate Kit.

 1. Cathepsin B: D1C7Y XP Rabbit mAb (Cell signaling).
 2. β-Actin: C4 (Santa Cruz).
 3. Goat anti-rabbit IgG-HRP.
 4. Anti-mouse IgG, HRP-linked antibody.

 1. TRIzol reagent.
 2. Chloroform.
 3. Isopropanol, molecular grade.
 4. Absolute alcohol, molecular grade.

 1. Thermal cycler.
 2. Real-time PCR.
 3. cDNA Synthesis Kit.
 4. iTaq Universal SYBR Green Master Mix.
 5. Primers: Primers were synthesized commercially by Integrated 

DNA Technologies at 25 nmol concentration. The sequences 
of the oligos synthesized are as follows:
Cathepsin B Forward: 5′-AGAGTTATGTTTACCGAGGACCT-3′.
Cathepsin B Reverse: 5′-GATGCAGATCCGGTCAGAGA-3′.
HPRT Forward: 5′-TGACACTGGCAAAACAATGCA-3′.
HPRT Reverse: 5′-GGTCCTTTTCACCAGCAAGCT-3′.

2.5 Antibodies

2.6 RNA Isolation

2.7 cDNA synthesis 
and RT-PCR

Cathepsin B Knockdown Using CRISPR/Cas9
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3 Methods

 1. Culture the cell line of interest at 37 °C in a humidified CO2 
incubator. Make sure that the cell lines are of low passage num-
ber for successful transfection. In this protocol, we seeded 
about 200,000 MIA PaCa-2 cells in a 10 cm cell culture plate 
in complete media.

 1. Day 1: Seed cells in a way that they are 50–60% confluent on the 
next day. Cell seeding density is different for each cell line, so 
plate according to the doubling time of the cell line of your 
interest.

 2. Day 2: The following protocol is for cells plated in 10 cm tissue 
culture plates. Prepare the plasmid mix by adding 15 μg of plas-
mid with 500 μL of serum-free RPMI medium. Prepare the 
transfection reagent mix by adding 45 μL of JET PEI transfec-
tion reagent to 500 μL of serum-free RPMI medium. Add the 
transfection reagent mix to the plasmid mix and incubate at 
room temperature for 30 min. After 30 min, add the mixture 
dropwise onto cells cultured with 9 mL of complete medium.

 3. Incubate the plates in a 37 °C humidified CO2 incubator for 72 h.
 4. Day 5: Replace complete medium in the plate with selection 

medium and subsequently once every 3 days until resistant 
cells emerge and start forming colonies (see Note 5).

 5. Expression of cathepsin B can be verified using RT-PCR and 
by Western blotting to confirm efficient knockdown.

 1. Prepare cell lysis solution by adding 1 μL of protease phosphatase 
inhibitor cocktail to every 100 μL of M-PER Mammalian Protein 
Extraction Reagent to make it a 1× solution (see Note 6).

 2. Remove cell culture plates from CO2 incubator and place on 
ice. Remove the medium and wash cells once with ice-cold 
phosphate-buffered saline (PBS) (see Note 7).

 3. Add 250 μL of cell lysis solution to each 10 cm plate, and 
scrape the cells with a cell scraper.

 4. Transfer the solution to a 1.5 mL microcentrifuge (MCT) tube 
and incubate on ice for 10 min.

 5. Spin the solution at 18,000 × g in a + 4 °C refrigerated centri-
fuge for 30 min.

 6. Transfer the supernatants to a fresh 1.5 mL MCT tube and 
place on ice. If the lysate is not going to be used immediately, 
store it at −80 °C.

 7. For protein estimation, add 10 μL of the cell lysate in a 96-well 
clear plate. Add 10 μL of each BSA standards to the same plate.

3.1 Cell Culture

3.2 Plasmid 
Transfection

3.3 Protein Isolation 
and Estimation
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 8. Add 150 μL of the protein assay reagent to all the wells, and 
incubate the plate for 5 min at room temperature.

 9. Measure the optical density at 660 nm using a spectrophotom-
eter. The unknown concentration of the sample can be deduced 
from the generated standard curve. Samples and standards 
should be tested in duplicate.

 1. Bring all the solutions needed to prepare the SDS gel to room 
temperature. The procedure mentioned below is for a 10% 
SDS gel that is suitable to detect cathepsin B.

 2. Resolving gel: Mix 1.9 mL of water; 2.5 mL of acrylamide/bis-
acrylamide solution; 3.0 mL of 1 M Tris–HCl, pH 6.8; 38 μL 
of SDS; 36 μL of APS; and 5 μL of TEMED in a 15 mL conical 
tube. Mix well and add the mixture into 1.5 mm gel cassettes 
allowing space for stacking gel. Overlay the gel with water to 
prevent bubble formation, and let the gel set for 30 min to 1 h. 
After the gel has set, remove the water layer before preparing 
the stacking gel.

 3. Stacking gel: Mix 1.8 mL water; 330 μL of acrylamide/bis-
acrylamide solution; 315 μL of 1 M Tris–HCl, pH 8.8; 
12.5 μL of SDS; 12.5 μL of APS; and 2.5 μL of TEMED in a 
15 mL conical tube. Mix well and pour on top of the resolving 
gel. Place the gel comb and let it set for around 30 min. Place 
the cassette in the electrophoresis apparatus filled with 1× run-
ning buffer.

 4. Protein sample preparation: Mix 30 μg of protein extract with 
6 μL of sample loading dye, and make up the volume to 24 μL 
with water. Denature the protein at 95 °C for 5 min followed 
by cooling on ice for 2 min. Spin down the samples briefly and 
load them in SDS-PAGE gel. Load 3 μL of the pre-stained 
protein ladder in one of the lanes. Run the gel at 100 V until 
the bands in the ladder separate completely.

 5. Protein transfer: Carefully place the gel onto the PVDF mem-
brane in the gel transfer pack. Close the lid and run for 7 min 
(see Note 8).

 6. Incubate the membrane with the blocking buffer at room 
temperature for 1 h in a vertical shaker.

 7. Remove blocking buffer and add appropriate primary anti-
body diluted in blocking buffer. Incubate at room tempera-
ture for 4 h or at +4 °C overnight in a shaker (see Note 9).

 8. Wash the membrane five times with wash buffer, 5 min each time.
 9. Add appropriate secondary antibody diluted in blocking buffer, 

and incubate at room temperature for 1 h in a shaker (see Note 9).
 10. Wash membrane five times with wash buffer, 5 min each time.

3.4 Western Blotting

Cathepsin B Knockdown Using CRISPR/Cas9
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 11. Prepare ECL substrate solution by mixing equal volumes of 
solution A and solution B from the ECL substrate detection 
kit. Add the substrate solution to the membrane, and incubate 
at room temperature for 5 min.

 12. Blot dry the membrane and place in cassette. In a dark room, 
expose the membrane to an autoradiography film, and develop 
the film in an autoradiography equipment (Fig. 1).

 1. Remove cell culture plate from CO2 incubator and place on 
ice. Remove media and wash once with ice-cold 1× PBS. Add 
1 mL of TRIzol and gently dislodge the cells by pipetting. 
Transfer the cells to a 1.5 mL MCT tube.

 2. Add 0.2 mL of chloroform, mix well, and incubate at room 
temperature for 2–3 min. Centrifuge the tube at 18,000 × g in 
a +4 °C refrigerated centrifuge for 15 min.

 3. Carefully transfer the top layer containing RNA into a new 
tube without touching the interphase or the bottom layer. Add 
0.5 mL of isopropanol, mix well, and incubate at room tem-
perature for 10 min. Spin the tube at 18,000 × g in a + 4 °C 
refrigerated centrifuge for 10 min. Discard the supernatant, 
being careful not to disturb the pellet.

 4. Wash the pellet with 0.75 mL 75% ethanol. Remove all the 
residual ethanol by drying the tube at room temperature.

 5. Reconstitute the pellet in RNase-free water. Measure concen-
tration and purity of the extracted RNA in a NanoDrop 1000 
spectrophotometer. Total RNA can be used immediately or 
stored at −80 °C until further analysis (see Note 10).

3.5 Total RNA 
Isolation

Fig. 1 Cathepsin B and β-actin protein expression is shown using western blotting. Immunoblot shows down-
regulation of cathepsin B protein expression in MIA PaCa-2 cells with stable expression of cathepsin B CRISPR-
Cas9 plasmid compared to cells expressing scrambled sequence

Manu Gnanamony and Christopher S. Gondi
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 1. Prepare a mix containing 1 μg of RNA, 1× iScript reaction mix, 
and 1 μL reverse transcriptase enzyme from the iScript cDNA 
Synthesis Kit, and make up the total volume of 20 μL using 
RNase-free water.

 2. Incubate the mix for 5 min at +25 °C, 30 min at +42 °C, and 
5 min at +85 °C in a thermal cycler.

 3. The resulting cDNA can be used immediately or stored at 
−20 °C until further analysis.

 4. Prepare PCR mix containing 1× iQ SYBR Green Master Mix, 
300 nM forward and reverse primers, and 2 μL cDNA in a 
total volume of 10 μL.

 5. Perform PCR amplification under the following conditions in 
a real-time PCR: 95 °C for 3 min, 40 cycles of +95 °C for 15 s, 
and +60 °C for 60 seconds. Melt curve analysis can also be 
performed at +55 to +95 °C with 0.5 °C increment to validate 
the primers.

 6. All samples have to be tested with cathepsin B using HPRT for 
normalization. The Ct value is then exported to Excel, and the 
difference in expression is calculated using the delta delta ct 
method described by Livak [11] (Fig. 2).

4 Notes

 1. Scrambled sequence was generated using the online tool at 
GenScript (http://www.genscript.com/tools/create-scrambled-
sequence). Plasmids were obtained as bacterial stab  cultures. We 
find it more convenient than ordering pure plasmids.

3.6 cDNA Synthesis 
and RT-PCR

Fig. 2 Real-time PCR results showing significant reduction in cathepsin B mRNA levels in MIA PaCa-2 cells 
with cathepsin B CRISPR-Cas9 plasmid when compared with cells expressing scrambled sequence

Cathepsin B Knockdown Using CRISPR/Cas9
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 2. From our experience, any liposome-based transfection reagent 
should work well as long as the manufacturer’s instructions are 
followed.

 3. Mix Tris–HCl, SDS, and glycerol in water, and warm it at 
+37 °C to completely dissolve it. Adding bromophenol blue 
powder directly will make it difficult to verify if SDS has dis-
solved. We find it easy to prepare a 1% stock solution of bro-
mophenol blue and adding it after SDS and glycerol have 
mixed well. Store the buffer without β-mercaptoethanol in 
aliquots at −20 °C. Add fresh β-mercaptoethanol in a fume 
hood to one of the aliquots and use it for Western blotting. 
SDS tends to precipitate at −20 °C, so warm it well at room 
temperature before using.

 4. These are disposable PVDF membrane sets that are compati-
ble with the iBlot transfer apparatus. Using this setup, protein 
transfer can be accomplished in 7 min. Alternatively, wet trans-
fer can also be done. Nitrocellulose membrane can also be 
used instead of PVDF membrane.

 5. The time it takes for resistant colonies to form can vary for 
different cell lines. We usually start seeing individual colonies 
from 3 weeks after selection.

 6. Harvest cells for protein and RNA extraction when the cells 
reach 60–70% growth. Confluent plates give inconsistent 
results.

 7. Sonication can be used to maximize cell lysis, but is not com-
pulsory when used with this lysis solution.

 8. Alternatively, wet transfer can also be performed for 1 h at 
room temperature using appropriate transfer equipment and 
reagents.

 9. A 1/1000 dilution works best for us for most primary antibod-
ies and 1/5000 dilution works well for secondary antibodies. 
Increase or decrease antibody dilution based on your needs.

 10. A 260/280 value close to 2.0 represents pure RNA.
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Chapter 13

Assessing the Influence of a Protease in Cell Migration 
Using the Barrier-Migration Assay

Tania Fontanil, Yamina Mohamedi, Santiago Cal, and Álvaro J. Obaya

Abstract

Proteases play crucial roles in all steps of tumor progression including cancer cell migration. In fact, uncon-
trolled proteolytic activity could lead to the degradation of different components of the extracellular 
matrix which facilitates dissemination of tumor cells. However, numerous studies have revealed that 
proteases may also exert tumor-protective actions which could impede progression of malignant cells. 
Consequently, it is crucial to distinguish those situations in which proteases promote tumor growth from 
those in which exhibit tumor-suppressive effects. In this regard, analysis of the influence of a particular 
protease on the capacity of a cell line to migrate can be employed as an approach to better understand its 
involvement in tumorigenesis. Different experimental designs have been developed to investigate cell 
migration. Herein, we describe a barrier assay to monitor cell migration, which overcomes some disadvan-
tages of traditional methods such as the Boyden chamber or the wound healing assays. The version of the 
barrier assay explained in this chapter allows to examine cell migration through the analysis of the closure 
of a premade 500 μm wound. This method also facilitates comparison between two different situations in 
a given cell line (i.e., gene up- or downregulation) in the same assay and under the same conditions. 
Additionally, migration can be monitored and measured using a time lapse microscope which facilitates 
further analysis through different softwares.

Key words Cell migration, Barrier assay, Time lapse, Extracellular matrix

1 Introduction

Motility is an intrinsic property of living cells related to fundamen-
tal processes necessary for life including the creation of tissues dur-
ing embryogenesis, immune surveillance, wound repair, or 
inflammation [1, 2]. However, this property is very often altered in 
different pathologies such as cancer. In fact, an increased cell motil-
ity is associated with a higher invasion and dissemination of tumor 
cells thereby facilitating metastasis and confinement of malignant 
cells in distant tissues. These effects ultimately would contribute to 
potentiate the lethality of the tumor [1, 3].

Different mechanisms are involved in cell migration. To effec-
tively migrate, one single cell needs to rearrange the cytoskeleton 
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in response to external stimuli [4], but ECM surrounding the 
migratory cell must also be modified to facilitate cell movement 
and attachment [5]. In this regard, proteolytic enzymes have been 
largely associated to the remodeling of the ECM components, and 
their participation in the different stages of tumor progression is 
broadly documented [6]. First association between proteolytic 
enzymes and migration of cancer cells was established by Albert 
Fischer in 1946 [7]. Thus, during the development of the tumor, 
a proteolytic activity is responsible for the degradation of the cell 
matrix, which facilitates metastatic process by removing physical 
barriers and promoting migration and invasion [7, 8]. Since then, 
a broad number of studies have confirmed the involvement of pro-
teases in tumor development facilitating crucial processes, includ-
ing cell migration. In this regard, matrix metalloproteinases or 
MMPs display essential roles in regulating the migratory activity of 
malignant cells. Thus, pericellular proteolysis mediated by MMP2 
[9] increases the migratory capacity of tumor cells, or the increased 
expression of MMP19 in melanoma potentiates cell dissemination 
through the cleavage of type IV collagen to generate two main 
high molecular mass fragments [10]. These and other examples 
[11] illustrate the influence of MMPs in the migratory capacity of 
tumor cells.

The ADAMTS (A Disintegrin And Metalloproteinase with 
ThromboSpondin motifs) family consists of 19 secreted metallo-
proteases also involved in tumor-related functions including migra-
tion process. For instance, ADAMTS-1, the best characterized 
member of the family, is overexpressed in pancreatic cancer, and it 
has been proposed to participate in tumor progression by facilitat-
ing local invasion and lymph node metastasis [12, 13]. A possible 
mechanism by which ADAMTS-1 potentiates metastasis is the pro-
motion of cell migration by the cleavage of syndecan 4 and sema-
phorin 3C [14–16]. Another example of the same family is 
ADAMTS-12. Exogenous expression of this metalloprotease cor-
relates with an increased migratory capacity of the breast cancer 
cell line MCF-7 on type IV collagen [17]. However, a growing 
number of studies highlight the tumor-suppressing effects medi-
ated by ADAMTSs, which are mainly due to the thrombospondin 
domains identified within their molecular architecture. In conclu-
sion, both MMPs [8] and ADAMTSs [13] show tumor-promoting 
or tumor-suppressor properties depending on multiple factors 
which are not fully understood.

To examine the effects that a protease may cause on cell motil-
ity, classical cell migration assays, as the Boyden chambers or the 
wound healing assays, have been successfully employed. Technically, 
these assays are highly reproducible and easy to handle and analyze. 
Moreover, these assays have a lower economic cost than those 
performed in vivo [18]. However, these techniques also show 
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some disadvantages. Boyden chambers consist of a transwell 
system with a rigid and porous membrane between two cell culture 
chambers [3]. Cells move from one chamber to another in response 
to a chemotactic agent. Nonetheless, Boyden chambers are endpoint 
assays, and it is difficult to examine the movement of the cells 
during migration. Moreover, this type of assay provides a too 
simplistic vision of the migration as it analyzes the ability of single 
cells to directionally respond to the chemotactic agent. However, 
tumor cells could also be able to move collectively, generate sprouts 
or branches, or to maintain cell-cell contacts. These and other 
important morphological properties cannot be properly examined 
using Boyden chambers [19].

Collective cell migration has been traditionally examined by 
the wound healing assay, also known as scratch assay [20]. This 
technique consists of the creation of a scratch in a cell monolayer 
using a tip or scraper. Then, cells at the leading edges of the scratch 
will eventually close the gap depending on their migration capacity 
and proliferation rates [3, 21]. This assay allows to capture images 
at different times or to record the migration of the cells which, in 
turn, can permit to calculate migration rates. However, scratches 
made in this way are very variable in width and can damage not 
only the cells at the edges but also the extracellular matrix compo-
nents where cells are attached.

To overcome the drawbacks of the handmade scratches, this 
technique can be improved by the use of silicone barriers or 
“inserts,” and different versions of this method are currently 
available. Herein, we describe a version in which the cells are 
seeded in two compartments separated by a silicone barrier within 
a culture dish. When cells are attached, this support or insert is 
removed, and two different cell monolayers separated by a 
500 μm wound are created. Moreover, cells cultured in each par-
ticular compartment may represent two different situations or 
conditions [18, 22–24]. For instance, a tumor cell line that over-
expresses a particular protease can be grown in one compartment 
and the same cell line transfected with an empty vector in the 
other one. Consequently, this technique allows to confront these 
two different situations within the same assay. In addition, cells 
can be recorded using a time-lapse microscopy to further com-
pare their ability to migrate on different substrates using diverse 
softwares [20, 24, 25]. In this chapter, we include some images 
generated to investigate how the exogenous expression of the 
ADAMTS-12 metalloprotease affects the migration of the murine 
melanoma tumor cell line B16F10 when compared with control 
cells. However, this technique can be easily adapted to other 
assays in which the researcher needs to evaluate cell migration 
between two different situations.

Barrier-Migration Assay
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2 Materials

Prepare all solutions using analytical grade reagents and ultrapure 
water deionized (sensitivity of 18.2 MΩ-cm at 25 °C) in sterile 
conditions and at room temperature (unless otherwise noted).

 1. Dish types:
Coated dish: culture insert (μ-Dish 35 mm, Ibidi).
Uncoated dish: culture insert (μ-Dish 35 mm, Ibidi).
Culture inserts for self-insertion (Ibidi).

 2. Cell line: B16F10 (ATCC® CRL-6475™).
 3. Medium DMEM, supplemented with 10% FBS, 1% penicillin- 

streptomycin- glutamine (solution contains 10,000 units of 
penicillin, 10,000 μg of streptomycin, and 29.2 mg/mL of 
l-glutamine in a 10 mM citrate buffer), and 1% antibiotic- 
antimycotic (with 10,000 units penicillin, 10 mg streptomy-
cin, and 25 μg amphotericin B per mL, sterile-filtered).

 4. Trypan blue.
 5. Phosphate-buffered saline (PBS): phosphate-buffered saline 

10× (1.36 M NaCl, 26.8 mM KCl, 101.4 mM Na2HPO4, 
17.6 mM KH2PO4, pH 7.4) is diluted in Milli-Q water ten 
times to obtain a 1× solution.

 6. Hank’s balanced salt solution (HBSS) 1×: 138 mM NaCl, 
5 mM KCl, 0.45 mM KH2PO4, 5.6 mM glucose, 0.35 mM 
Na2HPO4 anhyd., 0.8 mM MgSO4, 1.25 mM CaCl2, 4 mM 
NaHCO3.

 7. Trypsin.

 1. Laboratory microcentrifuge.
 2. Neubauer chamber.
 3. Forceps.
 4. Zeiss Axiovert 200 M inverted microscope (see Note 1).
 5. Zeiss Incubator XL S1 provides controlled stage and ambient 

temperature conditions, as well as humidified CO2 supply.
 6. ImageJ-Fiji software [26].

 (a) Laminin: commercial solution is gently thawed and diluted in 
HBSS to a working concentration of 15 μg/mL. For 5 μ-Dish 
35 mm Ibidi plates, prepare 2 mL.

 (b) Fibronectin: dissolve 1 mg in 1 mL of water for at least 30 min 
at 37 °C. Once dissolved, dilute this stock in HBSS to a 

2.1 Reagent 
and Chemicals

2.2 Equipment

2.3 Dish Coating 
Procedure

2.3.1 Substrate 
Preparation
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 working concentration of 15 μg/mL. For 5 μ-Dish 35 mm 
Ibidi plates, prepare 2 mL.

 (c) Type IV collagen: commercial solution is gently thawed and 
diluted in HBSS to a working concentration of 15 μg/mL. For 
5 μ-Dish 35 mm Ibidi plates, prepare 2 mL.

 (d) Vitronectin: prepare a stock solution of 50 μg/mL in sterile 
water and pass it through a 0.2 μm filter. Dilute to a working 
concentration of 5 μg/mL in HBSS. For 5 μ-Dish 35 mm 
Ibidi plates, prepare 2 mL.

 1. Add 400 μL of each working solution to each plate. Then:
 (a)  For laminin, type IV collagen, and vitronectin, incubate 

the plates at 37 °C for 2 h.
 (b)  For fibronectin, allow the plates to air dry for at least 1 h 

at room temperature.

 (a) For laminin, type IV collagen, and vitronectin, wash three 
times each plate with PBS.

 (b) For fibronectin remove remaining drops by aspiration.

Coated plates can be individually stored for approximately 1 month 
wrapped in sterile conditions at 4 °C.

3 Methods

All procedures should be carried out at room temperature and in 
sterile conditions unless otherwise specified.

Two methods can be used depending on whether we use plates 
with the insert already in its position or we use our previously 
coated dishes in which we put the insert by our own. The first one 
is very useful if you want to test standard or initial conditions, and 
the other option is used when you want to check for cell behavior 
on different substrates (see Subheading 2.3 and Note 2). In any 
case, once we have the plate ready with the insert in its position, 
the procedure is as follows:

 1. Wash the cells to be used with abundant PBS 1×, and then 
trypsinize the cells (add approximately 1 mL of trypsin per 
100 mm diameter plate; see Note 3). Once the cells have been 
removed from the dish surface, neutralize them with complete 
medium (see Note 4), and centrifuge at 350 × g for 3 min.

 2. Remove the supernatant with care in order not to damage the 
pelleted cells, and add 2 mL of complete medium (volume will 
depend on the volume of the pellet; see Note 5).

2.3.2 Coating Process

2.3.3 Washing

2.3.4 Storing

3.1 Cell Seeding

Barrier-Migration Assay
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 3. Use a Neubauer camera to count viable cells using trypan blue 
(in a 1:1 dilution; see Note 6) according to Strober [27].

 4. Once the cells are counted, suspensions of 3–7 × 105 cells/mL 
for each condition to be studied are prepared in complete 
medium (see Notes 7 and 8).

 5. To compare two different cellular conditions, 70 μL of each 
cell suspension is added to each of the compartments of the 
insert. Leave the dish in the incubator at 37 °C and 5% CO2 
during the required time to allow complete cell adhesion  
(see Note 9).

 6. Carefully remove the insert with sterile forceps, leaving both 
cell lines separated by the 500 μm gap (Fig. 1).

 7. Wash the dish twice with PBS in order to remove dead cells 
and cellular debris, and add fresh complete medium (about 
2 mL). At this point, the cells and the setup are ready for start-
ing the acquisition of images.

 1. It is recommended to prepare the microscope (in our example 
Zeiss Axiovert 200 M type) in the appropriate conditions at 
least 1 h before performing the assay so that when the cells are 
inserted in the incubator camera, the acquisition can be started 
immediately (see Note 10). For that reason, the first thing to 
do is to initialize and set up the CO2 and the temperature con-
trol modules.

 2. Once the microscope is turned on and ready to be used, load 
the corresponding software that must be employed to capture 
images. In our case, we use AxioVision Release 4.7.2 software. 
With this software we also control the parameters of the cul-
ture chamber attached to the microscope (thus, we already 
checked them to 5% CO2 and 37 °C).

 3. When the CO2 and 37 °C levels have been reached and the 
conditions are optimal, place the dish on the appropriate sup-
port (there are different dish supports depending on the 
microscope), and adjust the focus in brightfield so that the 
two fronts are seen at the same distance from the central point 
of the image (Figs. 1 and 2 see Note 11).

 4. Use the appropriate software (AxioVision in our case) to fix 
the conditions of your experiment. Conditions for image 
acquisition (i.e., exposition time, light intensity), time inter-
vals between each image, and the total duration of the experi-
ment should be fixed at this time (see Note 12). We routinely 
take images each 10 min for a period of 24 h.

 5. Once the experiment has finished, it will be saved as various 
formats for posterior analysis (.avi, .zvi, .jpg, depending on the 
employed software). In the case of the AxioVision software, it 

3.2 Time Lapse
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allows you to save each time point photo independently (jpg) 
as well as to save the whole experiment as a time-lapse movie 
(zvi).

 6. For further analysis we normally use ImageJ software although 
any other similar program can be used (Fig. 2). We routinely 
analyzed the area covered by each cell condition at different 
time points. Advanced distance from the starting edges can 
also be used taking three or four discretional points.

4 Notes

 1. The inverted design has ample room for the samples and their 
manipulation, facilitating the development of different tech-
niques. It also allows easy fixing of cameras, lasers, specific 
stages, etc. The whole set allows the realization of experiments 
that would not be possible with vertical microscopes.

 2. Sometimes, differences between various cell conditions are 
not appreciated on a standard culture dish. However, depend-
ing on the cell line and by using different substrates, this dif-
ference in cell migration, or cell morphology, can be observed. 
One important thing to keep in mind is to place and remove 
carefully the insert so as not to remove the substrate layer from 
the area of study.

 3. Trypsin is usually used to remove adherent cells from a culture 
surface, especially those cells which are tightly attached. Some 

Fig. 1 Workflow of the process. Different steps to monitor cell migration using the barrier-migration assay are 
indicated

Barrier-Migration Assay



140

cell lines do not require the use of trypsin because they are 
softly attached and can be easily removed by pipetting PBS.

 4. Longtime exposure to trypsin might cause cell damage, so it is 
important to inhibit trypsin action by adding complete culture 
medium (trypsin is inhibited by the presence of inhibitors in 
fetal bovine serum). It is advisable to use twice the volume of 
trypsin previously used.

 5. The volume to resuspend the cells will depend on the size of 
the pellet, that is to say, the more concentrated cells the harder 
it will be to count them, so it is advisable to make subsequent 
dilutions until you have a concentration which you are 
 comfortable with to facilitate cell counting in the Neubauer 
camera.

Fig. 2 Cell migratory properties examined at the indicated times. As an illustra-
tive example, migratory capacity of B16F10 mouse melanoma cells overex-
pressing the ADAMTS-12 metalloprotease (blue) or control cells, transfected with 
an empty vector (purple). Left, advanced distance from the starting edges is 
measured using discretionary points; right, covered area by each cell condition 
at different time points is indicated

Tania Fontanil et al.
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 6. Trypan blue is a compound that colors blue viable cells and 
thus prevents the dead cells to be counted as alive. In the cal-
culation, it is important to take into account the dilution made 
by adding this colorant (1:1) which dilutes the initial number 
of cells in half.

 7. In this type of tests, medium will not interfere with image 
capture, so it should be the optimal for cell growth in order to 
avoid any cellular stress.

 8. Once the cell suspensions are prepared, it should be noted that 
the aim is to seed cells so that they occupy the entire surface of 
the insert compartment. In this setting, when the insert is 
removed, we will have two different cellular conditions to be 
compared separated by a strip of about 500 μm with two 
straight fronts. To be successful, it is necessary to test for each 
cell line the number of cells to be seeded in order to get the 
same cell confluency and, thus, straight fronts. This will allow 
us to observed cellular movement due to the cell migration 
capacity and not to the number of starting cells.

 9. Due to the symmetry of the dish and the absence of any mark 
for guidance, it is very important to label on which side you 
are seeding each cellular condition. Furthermore, in order to 
facilitate the homogenous distribution of the cells, it is very 
important to be extremely careful pipetting the cell suspension 
into the compartment to avoid bubble formation or any other 
disturbance. If the cells are not well distributed, there could be 
fronts with different migrations under the same conditions.

 10. Culture cells require optimum CO2 level and temperature, 
which are generally 5% CO2 and 37 °C (these parameters may 
vary with cell type or, e.g., under hypoxic conditions). These 
are the general conditions used in cell culture incubators, so 
they should be the conditions during the experiment. The 
microscopes used to perform these assays have a coupled incu-
bation chamber needed for the survival of cells while monitor-
ing their migration. Therefore, it is advisable to adjust the 
parameters half an hour before starting the experiment so that 
optimal conditions will be fixed at zero time of the experiment 
and the cells do not suffer any lack.

 11. The Zeiss Axiovert 200 M-type microscope is an inverted 
microscope, so the image observed on the computer screen is 
the inverse of the one that is placed in the support. At the time 
of analyzing your results, make sure you know which condi-
tion corresponds to each side of the image.

 12. Before setting the final parameters, we recommend to do a 
first test during a few minutes to check the equipment works 
correctly and there are no problems when the images are 
acquired (out of focus, high exposure, etc.).

Barrier-Migration Assay
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Chapter 14

Analysis of Invasive Activity of CAF Spheroids into Three 
Dimensional (3D) Collagen Matrices

María Ángeles Villaronga, Saúl Álvarez Teijeiro,  
Francisco Hermida- Prado, Marta Garzón-Arango,  
Victoria Sanz-Moreno, and Juana María García-Pedrero

Abstract

Tumor growth and progression is the result of a complex process controlled not only by malignant cancer 
cells but also by the surrounding tumor microenvironment (TME). Cancer associated fibroblasts (CAFs), 
the most abundant cellular component of TME, play an active role in tumor invasion and metastasis by 
promoting cancer cell invasion through cell-cell interactions and secretion of pro-invasive factors such as 
extracellular matrix (ECM)-degrading proteases. Due to their tumor-promoting activities, there is an 
emerging interest in investigating CAFs biology and its potential as drug targets for cancer therapies. Here 
we describe an easy and highly reproducible quantitative method to analyze CAF invasive activity by form-
ing multicellular spheroids embedded into a three-dimensional (3D) matrix that mimics in vivo 
ECM. Subsequently, invasion is monitored over time using a time-lapse microscope. We also provide an 
automated image analysis system that enables the rapid quantification of the spheroid area increase (inva-
sive area) over time. The use of a 96-well plate format with one CAF spheroid per well and the automated 
analysis provides a method suitable for drug screening test, such as protease inhibitors.

Key words Cancer associated fibroblasts, Spheroids, Invasive activity, Extracellular matrix, Collagen, 
Proteases

1 Introduction

Emerging evidences indicate that tumors are highly complex het-
erogeneous structures in which growth is supported not only by 
the cancer cells themselves but also the surrounding microenviron-
ment. Hence, cancer must be considered and consequently studied 
as a systemic disease. Therefore, an in-depth understanding of the 
tumor progression involves knowledge of the role of both tumor 
cells and infiltrating stroma. The tumor stroma is constructed by 
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various types of mesenchymal cells together with the extracellular 
matrix (ECM), collectively constituting the so-called tumor micro-
environment (TME) [1].

A predominant component of TME is the cancer associated 
fibroblast (CAF) subpopulation. Mounting evidence over the last 
years shows that CAFs actively contribute to activate pro- 
tumorigenic functions, such as tumor growth, invasion, and metas-
tasis. In addition, high CAF density has been associated with poor 
prognosis in various cancer types. CAFs promote the invasion of 
carcinoma cells that retain epithelial features and have a limited abil-
ity to degrade the ECM, through cell-cell interactions and secretion 
of pro-invasive factors, such as proteases. It has been shown that 
CAFs generate tracks to guide cancer cell migration by the action of 
matrix metalloproteinases (MMPs) [2, 3]. CAFs are genetically 
stable and present a pathologically activated state, responsible for 
their pro-tumorigenic functions, clearly distinct to normal fibro-
blasts. Hence, there is an increasing interest in studying the pro-
tumorigenic functions of CAFs, and to evaluate their potential 
application as therapeutic targets to fight cancer. Further character-
ization of the mutual cross talk between cancer cells and CAFs and 
the underlying tumor-promoting mechanisms may ultimately con-
tribute to identify potential novel therapeutic targets [4].

The herein-described method is a variation of the so frequently 
used 3D tumor spheroid invasion assay [5–7], adapted for analysis 
of CAF invasive properties. CAF spheroids are formed by the 
hanging drop method (gravity drives cell aggregation at the bot-
tom of the drop) [8] and subsequently embedded into a 3D matrix 
that closely mimics the in vivo ECM. There are various gels with 
different composition commercially available in liquid form, which 
are chemically or physically solidified to form 3D matrices [9]. 
Depending on the research question, for CAF invasion analysis, we 
can either use collagen I matrices that mimic the interstitial ECM 
or a basement membrane-like matrix (Matrigel) composed of col-
lagen IV, laminin, nidogen/entactin, and heparan sulfate proteo-
glycan. Herein, we provide a detailed protocol for 3D CAF invasion 
assays into collagen matrices. After matrix polymerization, the 
embedded CAF spheroids are overlaid with medium with or with-
out any drug of interest.

Invasion is monitored at intervals of 30 min for a period of 
20 h by using a time-lapse system, and images were analyzed using 
the ImageJ software with an automated macro adapted from one 
previously created [10]. This is a simple and highly reproducible 
method to measure CAF invasive activity. The use of a 96-well 
plate format monitoring one spheroid per well, coupled with the 
automated analysis, allows rapid testing of a high number of condi-
tions simultaneously, thus representing a suitable and applicable 
system for drug screening.

María Ángeles Villaronga et al.
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This technique can be applied to study the contribution of 
 different proteases to CAF invasiveness by using specific systems of 
protease overexpression/knockdown or pharmacological inhibi-
tors. It is important to take into consideration the ECM substrates 
for the protease targeted in order to select the most appropriate 
matrix for the 3D invasion assay. Several families of proteases con-
tribute to ECM degradation by direct cleavage of ECM proteins or 
indirectly activating other proteases that also lead to growth factor 
activation as well as cytoskeletal regulation and modification of 
downstream signaling pathways [11]. It is well recognized that 
CAFs represent one of the main sources of MMPs, thereby express-
ing and secreting different types, which vary greatly depending on 
the tumor type and stage. Accordingly, this context-dependent 
function of MMPs must be thoroughly characterized. In addition, 
it has been shown that CAFs also express other proteases, such as 
some ADAMs (A Disintegrin And Metalloproteinase), ADAMTSs 
(A Disintegrin And Metalloproteinase with ThromboSpondin 
motifs), cathepsins, and the serine protease urokinase-type plas-
minogen activator (u-PA) [12]; however, their function has not yet 
been elucidated.

2 Materials

 1. Cells: Primary cancer-associated fibroblasts (CAFs) were iso-
lated and cultured from a head and neck squamous cell carci-
noma (HNSCC) resected at the Hospital Universitario Central 
de Asturias (HUCA), and the human FaDu cell line (from a 
hypopharyngeal carcinoma) was purchased from the American 
Type Culture Collection (ATCC®-HTB-43).

 2. Culture medium: Dulbecco’s modified Eagle’s medium 
(DMEM) high glucose supplemented with 10% fetal bovine 
serum (FBS), with 2 mM l-glutamine and with MEM nones-
sential amino acids. Store at 4 °C. Warm up in a water bath at 
37 °C before use.

 3. Dulbecco’s phosphate-buffered saline (PBS) without calcium 
and without magnesium. Warm up in a water bath at 37 °C 
before use.

 4. Trypsin-EDTA 10×. Store at 4 °C. Warm up in a water bath at 
37 °C before use.

 5. Production of HNSCC conditioned medium (CM): HNSCC- 
derived cell lines are grown in serum-free DMEM for 72 h. 
Next, CM is collected, filtered through a 0.45 μm to remove 
cellular debris, aliquoted, and frozen at −80 °C until use.

 6. Conical centrifuge tubes (15 and 50 mL).

2.1 Tissue Culture

3D CAF-Spheroids Invasion Assay
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 1. Methyl cellulose solution: Weight out 3 g of methyl cellulose 
low viscosity in a 500 mL glass bottle with a magnetic stirring 
bar inside, and autoclave with cap loose for 20 min. Add 
125 mL of warm medium (DMEM) to the autoclaved methyl 
cellulose, and incubate 15 min at 60 °C (shake the bottle to 
destroy clumps). Stir on a magnetic stirrer for 20 min, then 
add 120 mL of DMEM, and keep on the magnetic stirrer ~ 
4 h at room temperature. Keep the bottle overnight at 
4 °C. Add 5 mL of penicillin/streptomycin (10,000 U/mL) 
and stir thoroughly. Aliquot the methyl cellulose solution to 
50 mL conical centrifuge tubes, centrifuge 20 min at 4 °C and 
3200 × g, and carry the supernatant into 50 mL conical cen-
trifuge tubes.

 2. CAF culture medium.
 3. Sterile phosphate-buffered saline, PBS buffer.
 4. Sterile 100 mm or 150 mm tissue culture dishes (size depends 

on the number of CAF spheroids needed).

 1. Type I bovine collagen solution, 3 mg/mL.
 2. 10× MEM culture medium. Store at 4 °C.
 3. 10× reconstitution buffer: For a 50 mL solution, add 14.7 mL 

of sodium bicarbonate 7.5%, 10.1 mL of 1 M Hepes, and 
25.2 mL of sterile water. Filter the solution through a 0.22 μm 
vacuum filter. Store at 4 °C.

 4. 1 M sodium hydroxide (NaOH): Dissolve 2 g of NaOH in 
50 mL of sterile water, and filter the solution through a 
0.22 μm vacuum filter. Store at 4 °C.

 1. Zeiss Cell Observer Live Imaging microscope (Zeiss, 
Thornwood, NY) coupled with a CO2 and temperature main-
tenance system.

 2. Image analysis software (ImageJ).

3 Methods

The protocol described below is for a 3D CAF spheroid invasion 
assay on a 96-well plate format with one spheroid per well. To 
exemplify an application of this method, Fig. 1 shows data from a 
representative experiment monitoring CAF spheroid invasion 
upon treatment with GM 6001, a potent broad-spectrum inhibitor 
of MMPs and some ADAMs. We observed that GM 6001 potently 
inhibited CAF invasion, thus indicating the involvement of some 
of the targeted proteases in CAF invasive activity.

2.2 CAF Spheroid 
Formation

2.3 3D CAF Spheroid 
Invasion Assay into a 
Collagen I Matrix

2.4 Image 
Acquisition 
and Analysis
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CAFs are aggregated as spheroids after being cultured for 18 h in 
hanging drops of 25 μL of medium containing 20% of the methyl 
cellulose solution.

 1. Trypsinize CAFs from a monolayer to a single cell suspension 
by adding trypsin EDTA-10× (0.5 mL for a 25 cm2 or 1 mL 
for a 75 cm2 flask). After incubation for 1 min at 37 °C, neu-
tralize trypsin with culture medium, and centrifuge cell sus-
pension at 244 × g for 5 min. Resuspend the pellet in culture 
medium and count cells.

 2. Calculate the needed number of CAF spheroids to be assayed 
for invasion in the 96-well plate, considering at least four rep-
licates per condition (see Note 1).

 3. Calculate the volume of cell suspension required to form the 
total number of CAF spheroids needed, considering that each 
spheroid will be formed in a final volume of 25 μL (e.g., 1 mL 
for 40 spheroids). To facilitate manipulation, it is recom-
mended to prepare a minimum volume of 500 μL (see Note 2).

 4. Prepare a cell suspension of 80,000 cells/mL (considering 
2000 cells/spheroid) in culture medium containing 20% of 
the methyl cellulose solution and 80% of culture medium. For 
1 mL solution, transfer 80,000 cells into a 1.5 mL Eppendorf 
tube, add culture medium to 800 μL, and homogenize by soft 

3.1 CAF Spheroid 
Formation

Fig. 1 Effect of the protease inhibitor GM6001 on CAF spheroid invasion into a 3D collagen I matrix. (a) 
Representative images of CAF spheroids treated for 20 h with FaDu-conditioned medium alone (control) or 
with vehicle (DMSO) or 10 μM GM6001. (b) Quantification of the spheroid area increase (invasive area) moni-
tored at different time points. Data were normalized to the initial time point area (t = 0). The graph represents 
the mean ± SD of quadruplicates from each condition

3D CAF-Spheroids Invasion Assay
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pipetting. Add 200 μL of methyl cellulose, and mix by inver-
sion six to eight times (see Notes 3 and 4).

 5. Pipette drops of 25 μL into the lid of the 100 mm tissue dish. 
Make sure that drops are placed sufficiently spaced to avoid 
fusion of spheroids. As estimation, it is possible to place at 
least 40 drops per dish. Fill the dish with 10 mL of sterile PBS 
and invert the lid very gently.

 6. Place the plate in a humidified atmosphere at 37 °C and 5% 
CO2 for 18 h (the cells in suspension will form hanging drops).

The 96-well plate used for invasion assay must be first coated with 
a layer of collagen I gel (40 μL/well) and after polymerization for 
1 h filled with another layer of collagen (70 μL/well). Then, one 
spheroid per well will be transferred on top, so that during the 
polymerization time of this second collagen layer, the spheroid will 
result completely embedded into the gel matrix. After solidifica-
tion, each well will be filled with culture medium with or without 
any drug of interest to be tested. Here we describe the preparation 
protocol for bovine collagen matrix; however, it could be replaced 
with other matrices following appropriate gel polymerization pro-
tocol (see Note 5).

All the components for gel mix preparation must be kept on 
ice. The table below summarizes the list of reagents for 1 mL of 
2.3 mg/mL collagen matrix, adapted from that described by 
VV. Artym et al. [13]. The total volume of gel needs to be scaled 
up according to the number of wells to be assayed. It is advisable 
to prepare an excess volume of 20% to account for pipetting diffi-
culties/losses due to the high viscosity of collagen.

2.3 mg/mL collagen matrix 1 mL

Collagen (3.1 mg/mL stock) 750 μL

10× MEM 100 μL

Reconstitution buffer 150 μL

NaOH (1 M) 25 μL

 1. Prechill all components for the gel mix preparation on ice.
 2. Pipette the required amount of stock collagen, 10× MEM, 

reconstitution buffer, and NaOH, and mix slowly and gently 
by pipetting to homogenize and neutralize the collagen 
solution.

 3. Incubate the neutralized collagen solution on ice for 3–5 min 
to allow the pH to equilibrate.

 4. Centrifuge at 12,000 × g for 5 min at 4 °C to get rid of air 
bubbles.

3.2 3D CAF Spheroid 
Invasion Assay into a 
Collagen I Matrix
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 5. Keep the tube with collagen solution on ice until use.
 6. Gently dispense 40 μL of collagen solution into each well from 

the 96-well plate kept on ice.
 7. Centrifuge the plate at 3000 × g for 30 s at 4 °C to ensure that 

the solution is uniformly distributed on the bottom of the 
well.

 8. Incubate the plate at 37 °C and 5% CO2 for 1 h.
 9. After collagen polymerization, cool and keep the plate on ice.
 10. Gently dispense 70 μL of collagen solution into each well and 

repeat step 7.
 11. Transfer one CAF spheroid per well. Use a 2–20 μL micropi-

pette setting the volume of liquid aspirated to 3 μL. Cut the 
tip to minimize disturbance of the spheroids, angle the tip 
toward the spheroid in each drop, and aspirate. Check that 
each spheroid is transferred and placed in the center of each 
well softly touching the collagen matrix with the tip and release 
the volume. Use a new tip when changing the cell type to 
avoid cross-contamination.

 12. Using a microscope, check visually that all the wells contain 
one spheroid, as sometimes it could be kept in the tip or placed 
near the wall. Mark the empty wells, and repeat CAF spheroid 
transfer to them.

 13. Use a sterile needle to remove the bubbles formed by spheroid 
transferring, if present.

 14. Incubate the plate at 37 °C and 5% CO2 to allow gel 
polymerization.

 15. After 90 min, gently add 100 μL/well of HNSCC-CM alone 
or with any drug of interest, at 2× of the final concentration 
desired (see Note 6).

 16. Fill with sterile PBS the empty wells to reduce evaporation.

 1. Switch on the time-lapse microscopy and set the incubation 
parameters, 37 °C and 5% of CO2. Allow to equilibrate for 1 h 
before placing the plate inside the stage incubation chamber 
(see Note 7).

 2. Under acquisition tab, select phase-contrast channel with 
automatic exposure and time series of 30 min for 24 h.

 3. Choose absolute fixed Z position as focus strategy.
 4. By using the 10× objective, center and focus the spheroid in 

the field of view and set the position. This will keep all the 
fixed positions (coordinates X, Y, Z) during the whole 
acquisition.

 5. After setting all the positions, click on “start scan.”

3.3 Image 
Acquisition

3D CAF-Spheroids Invasion Assay
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An ImageJ macro previously created [10] was adapted to be used 
with images acquired with the Zeiss Cell Observer Live Imaging 
microscope. This macro processes whole folders of images, records 
a file with spheroid measurements from each analyzed image (area, 
Ferret max, Ferret min, etc.), and draws a blue outline to delineate 
each spheroid area. First, the macro converts the images to black 
and white, by enhancing the contrast and then using the Otsu 
thresholding algorithm. Next, it proceeds to clean any artifacts 
from the image, fills gaps in the spheroid, removes debris, and 
determines the spheroid area.

The area increase (invasion) is calculated by dividing the area 
measured at each time point by the area measured at initial point. 
Results are represented as the mean area increase of four replicate 
spheroids plus the standard deviation.

4 Notes

 1. For time-lapse image acquisition is recommended to use only 
the 60 central wells due to the high level of plate evaporation 
observed at the edge during long incubation times. Therefore, 
it is possible to test a maximum of 15 different conditions 
performed in quadruplicate.

 2. Consider an excess volume of at least 25%, since sometimes 
when transferring the spheroids to the 96-well plate, they 
could be kept in the pipette or placed in the wall or well edge.

 3. When assaying different subpopulations of fibroblasts (CAFs 
or normal fibroblasts) or cancer cells (with different size), 
spheroid concentration may need to be adjusted up or down 
in the range 20,000–120,000 cells/mL (500–3000 cells/
spheroid) to ensure an adequate spheroid size. It should be 
visible to be transferred to the 96-well plate, although not too 
big to avoid that each spheroid exceeds the microscope field 
with 10× objective at the end point of the experiment.

 4. If volumes higher than 1 mL of cell suspension are required, 
use a 2 mL Eppendorf tube or 15 mL conical centrifuge tube 
to ensure a good homogenization by inversion after methyl 
cellulose addition.

 5. For preparing a basement membrane-like matrix, the growth 
factor-reduced Matrigel (BD Biosciences) may be used. 
Matrigel® is a viscous substance at 4 °C that solidifies at room 
temperature; hence, it must be always thawed and kept on ice 
and manipulated with prechilled tips. After thawing the 10 mL 
bottle, store in sterile 1 mL aliquots at −80 °C, and thaw the 

3.4 Image Analysis
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amount required for an experiment to avoid repeating freeze- 
thaw cycles. Note the concentration of each particular batch in 
order to calculate volumes for preparing gels always at the 
same concentration and to get reproducible results. Gel neu-
tralization is not necessary for basement membrane-like matrix 
solidification. Prechill the tubes and tips and dilute Matrigel in 
cold serum-free medium (DMEM) at a ratio 1:1. Afterward, 
proceed in the same way as described for a collagen matrix.

 6. Conditioned media obtained from other cancer cell lines 
might be used. Thus, we have previously described the effect 
of CM from the human breast cancer cell line MCF-7 on the 
invasive activity of mammary fibroblasts [14].

 7. If a time-lapse system is not available, take pictures of each 
spheroid both at the starting time point (t = 0) and at the end 
point of the invasion assay (e.g. 20 h), using a camera coupled 
to an inverted bright-field microscope (4–10× objective).
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Chapter 15

Beyond the Proteolytic Activity: Examining the Functional 
Relevance of the Ancillary Domains Using Tri-Dimensional 
(3D) Spheroid Invasion Assay

Erico Tosoni Costa and Anamaria Aranha Camargo

Abstract

In this chapter, we describe a straightforward protocol to generate multicellular tumor spheroids (MTSs) 
and evaluate the role of specific genes in regulating cell invasiveness in real-time and tridimensional (3D) 
matrices. This approach provides advantages over other conventional invasion assays by offering intimate 
cell–cell and cell–ECM contacts and by mimicking the pathophysiological characteristics observed in 
tumor microenvironments (e.g., microregional gradients in glucose and O2 concentrations and metabolic 
and proliferative tumor heterogeneity). We also provide an original and semiautomated approach to quan-
tify MTS invasion using the freely available ImageJ software and plugins.

Key words Tridimensional (3D) assay, Multicellular tumor spheroids, A Disintegrin And 
Metalloproteinase (ADAM) family, Hydrogel, Tumor cell invasion

1 Introduction

It has long been deliberated that tissue invasion and metastasis are 
not intrinsic abilities of malignant cells but are strongly dependent 
on how tumor cells interact and respond to the “context” in which 
they are inserted. Indeed, bidirectional communication between 
subpopulations of tumor cells within a primary tumor and their 
microenvironment establishes a “dynamic reciprocity” that is criti-
cal for tumor initiation and progression and can influence thera-
peutic response and patient prognosis [1–5].

In particular, molecules capable of remodeling the microenvi-
ronment, as well as of releasing biologically active molecules, are 
powerful modulators of this reciprocity and can exacerbate malig-
nant progression by altering the extracellular matrix (ECM) struc-
ture and composition [6].

The A Disintegrin And Metalloproteinase (ADAM) family 
members are good examples of this type of molecule. They belong 
to the metzincin superfamily of zinc-dependent endoproteases and 
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to the subfamily of adamalysins, which, in mammals, includes the 
ADAMs and the ADAMTSs (ADAMs with thrombospondin 
motifs) family members [7–9].

The ADAMs are multidomain proteins with a conserved and 
complex core structure containing pro-, metalloprotease-like, 
disintegrin- like, cysteine-rich, epidermal growth factor-like, trans-
membrane, and cytoplasmic domains [7]. The ADAMs are unique 
among type I transmembrane proteins in possessing both a disin-
tegrin and a metalloprotease domain adjacent to each other.

Phylogenetically, the ADAMs evolved from a common ances-
tor gene with snake venom metalloproteases (SVMPs) [8, 10]. 
Their protease domain contains a conserved zinc-binding motif 
(HEXXHXXGXXH) that is indispensable for the catalytic activity 
of the adamalysins [8, 10–13]. Proteolytically active ADAMs act as 
ectodomain sheddases, releasing extracellular regions of membrane- 
bound proteins (e.g., adhesion molecules, growth factors, cyto-
kines, chemokines, and receptors).

However, although all ADAM family members contain a 
metalloproteinase domain, nearly half of the 20 known human 
ADAM family members are predicted to be proteolytic inactive. 
Non-catalytic ADAMs present one or more amino acid substitu-
tions in the conserved zinc-binding motif within the active site of 
the metalloprotease domain. Despite lacking the hallmark catalytic 
activity, non-catalytic ADAMs exhibit important adhesive and reg-
ulatory functions associated with the disintegrin and cysteine-rich 
ancillary domains.

This is the case of the non-catalytically active ADAM23 family 
member (also known as MDC3), which lacks the conserved cata-
lytic motif within the metalloprotease-like domain [14] but exhib-
its important functions in normal brain development [15, 16] and 
cancer [4, 17, 18]. Through its disintegrin-like domain, ADAM23 
binds αvβ3-integrin and mediates cell adhesion in neuroblastoma 
and melanoma cell lines, controlling tumor progression through 
cell–cell-mediated interactions [17, 18].

In addition, our recent studies demonstrated a pleiotropic 
effect of ADAM23 during tumor progression by promoting tumor 
cell proliferation while restraining cell migration, invasion, and 
metastasis. Using a tridimensional (3D) spheroid invasion assay, we 
demonstrated that mosaic clusters of tumor cells expressing differ-
ent levels of ADAM23 act cooperatively during tissue invasion. In 
these mosaic clusters, ADAM23-negative cells promote tumor 
growth and metastasis by enhancing the proliferation and invasion 
of adjacent ADAM23-positive cells [4].

In this chapter, we provide a step-by-step description of the 
tridimensional (3D) spheroid invasion assay used to dissect the 
functional role of ADAM23 during tumor progression. The advan-
tages of this 3D assay over other conventional invasion assays 
include (1) the simplicity of the analysis allowing the visualization 
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of specific patterns of invasion (e.g., amoeboid or mesenchymal 
types) and monitoring individual invading cells in real time using 
an inverted microscope and (2) the particular spatial distribution 
of the cells within the spheroids which offers intimate cell–cell and 
cell–ECM contacts that better represent the pathophysiological 
characteristics observed in tumors (e.g., microregional gradients in 
glucose and O2 concentrations and metabolic and proliferative 
tumor heterogeneity). All of these features interfere with gene and 
protein expression as well as with cell functionalities (e.g., cell 
polarization, differentiation), recapitulating an in vivo-like avascu-
lar condition (for a more detailed characterization of 3D culture 
systems, see refs. 19–24). Finally, in more complex protocols, the 
use of spheroids and the 3D invasion assays allows the co-culture 
of two (or more) different cell populations to elucidate the role of 
intratumoral heterogeneity and tumor cell cooperation in deter-
mining the invasive tumor phenotype [4].

2 Materials

 1. Single-cell suspension of tumor cells in complete culture 
medium.

 2. 35-mm tissue culture dishes for protocol (A) or ultralow 
attachment (ULA) round bottom multi-well dishes (24-well, 
48-well, or 96-well formats) for protocol (B) (see Note 1).

 3. Sterile complete culture medium (CCM). The composition of 
the CCM depends on the cell type used in the assay (e.g., 
Leibovitz’s L-15 medium with 10% heat-inactivated fetal 
bovine serum [FBS], 0.01 mg/mL bovine insulin, and 1% 
l-glutamine for MDA-MB-435 cells).

 4. Sterile phosphate-buffered saline (PBS) solution.
 5. Trypsin/EDTA solution: sterile 0.05% w/v trypsin and 0.02% 

w/v ethylenediaminetetraacetic acid (EDTA) solution.
 6. 15 mL sterile conical tubes.
 7. Neubauer chamber or hemocytometer.
 8. 0.25% w/v trypan blue solution in PBS.

 1. Reconstituted extracellular matrix from Engelbreth-Holm- 
Swarm (EHS) sarcoma, commercially available as Matrigel.

 2. Acid collagen type I in 0.02 N hydrochloric acid.
 3. Sterile serum-free medium (SFM) and SFM concentrated ten-

fold (SFM 10×). The composition of the SFM and SFM 10× 
depends on the cell type used in the assay (e.g., Leibovitz’s 
L-15 medium or similar) (see Note 2).

2.1 Generation 
of Multicellular Tumor 
Spheroids (MTSs)

2.2 Preparation 
of 3D Matrices 
(Matrigel and Collagen 
Type I)

Tri-Dimensional (3D) Spheroid Invasion Assay
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 4. Sterile reconstitution buffer solution concentrated tenfold (RB 
10×): 2.2 g of NaHCO3 and 4.8 g of HEPES diluted in 
100 mL of distilled water (see Note 2).

 5. Ultralow attachment (ULA) round bottom multi-well dishes 
(48-well or 96-well formats).

 6. Sterile 3% w/v soft agar in PBS.
 7. Sterile scalpel.

 1. Inverted microscope equipped with a 10× objective, bright- 
field optics and high-resolution capture camera.

 2. ImageJ software v.1.50c or latter (Bethesda, MD, USA) and 
CLAHE (Contrast Limited Adaptive Histogram Equalization) 
plugin for enhancing the local contrast of MTSs automatically. 
ImageJ is freely available at https://imagej.nih.gov/ij/ and 
provides a wide range of analysis approaches via accessible 
plugins.

3 Methods

There are many different strategies to generate MTSs (e.g., 
rotating- wall vessel culture, magnetic cell levitation, hang-drop 
assay, etc.) [21, 25]. In this section we describe two simple, easy- 
handling, and efficient protocols that do not require additional 
equipment other than those usually available in a regular tissue 
culture room: (A) the hang-drop protocol and (B) the multi-well- 
mediated aggregation protocol. We use protocol A for small MTSs 
up to 500 μm in diameter and protocol B for larger MTSs between 
0.5 and 2 mm in diameter (see Note 3 and Fig. 1).

In both cases, start by washing and detaching confluent mono-
layers of cells from culture dishes with trypsin/EDTA solution and 
resuspend the cells in sterile CCM to have ~105 viable cells/mL 
(see Notes 4 and 5):

 1. Option (A): Hang-drop protocol. Plate 10 μL of cell suspen-
sion (i.e., 1000 cells) as a drop-like on the bottom of the lid of 
a 35-mm tissue culture dish. Make sure drops are placed suffi-
ciently apart to not touch each other. Place 5 mL of sterile PBS 
in the dish to reduce evaporation of the drops, and place the lid 
in the PBS-filled dish (Fig. 1a). Incubate dishes using standard 
culture conditions for 48–72 h.

 2. Option (B): Multi-well-based aggregation protocol. Plate 
100–200 mL of cell suspension (1–2 × 104 cells/well) in 
96-well ULA round bottom dish (see Note 1). Adjust the final 
volume to 0.5 mL/well with standard cell culture medium 
(Fig. 1b). Incubate dishes using standard culture conditions 
for 72–120 h.

2.3 Image Analysis

3.1 Generation 
of the Multicellular 
Tumor Spheroids 
(MTSs) by Cell 
Aggregation

Erico Tosoni Costa and Anamaria Aranha Camargo
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Monitor MTS formation daily for 4–7 days using an inverted 
microscopy.

The matrix should provide a semisolid scaffold in which tumor 
cells interact, invade, and spread out from the MTS. The exact 
composition and concentration of the matrix will determine the 
invasive behavior (i.e., invasive pattern, speed, and persistence of 
cell invasion and cell morphology) (see Note 6).

In this section we will describe the preparation of two natural 
hydrogel matrices commonly used to assess tumor cell invasion 
in vitro: purified type I collagen and Matrigel. Alternative types of 
matrices, such as the commercially available synthetic hydrogel- 
based matrices (e.g., polyethylene) or natural composite matrices 
(mixtures of naturally occurring polymers, like hyaluronan and 
heparin), can also be used as scaffolds to recreate essential features 
of specific tissues (for additional information, see a recent review 
on hydrogels in reference 26).

Matrigel is a preparation rich in ECM proteins, such as laminin 
and type IV collagen, in addition to growth factors and enzymes 
[27], and it is much simpler to handle in the laboratory than col-
lagen matrices. Once diluted to a working concentration (0.3–
1.2 mg/mL) in PBS or SFM, Matrigel will rapidly self-assemble 
into a hydrogel at 22–35 °C (see Note 6).

3.2 Preparation 
of 3D Hydrogel 
Matrices

Fig. 1 Generation of MTSs by cell aggregation. (a) In the “hanging drop” method, cell aggregation is promoted 
by gravity at the liquid–air interface. (b) In multi-well-mediated aggregation, larger MTSs can be obtained by 
cell clustering at the center of a round-bottom 96-well or agar-coated well. In both methods, one MTS is gen-
erated per drop or well. (c) Immunofluorescent image of a small (diameter ~350 μm) and dense U87MG 
glioblastoma spheroid stained with DAPI. (d) Diagram illustrating how MTSs should be handled and individually 
transferred to multi-well plates containing 3D hydrogel matrices. The P200 pipette cut tip must be held verti-
cally for 10–20 s to ensure that MTS move down into the tip and reach the first drop at the tip point

Tri-Dimensional (3D) Spheroid Invasion Assay
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Collagens have a pH-based gelling mechanism, so acid-soluble 
type I collagen must be reconstituted and the acidity neutralized to 
allow fibrillogenesis and gelification by adjusting the pH of the col-
lagen stock solution to 7.0–7.4 as described below (see Note 7):

 1. Before starting, prechill all dishes, sterile tips, pipettes, and 
conical centrifuge tubes at −20 °C for a few minutes.

 2. Defrost aliquots of 10× SFM and 10× RB on melting ice.
 3. Calculate the volume of the final collagen solution that is 

needed for the experiment, taking into account the desired 
final collagen concentration (e.g., 2–6 mg/mL) and well size 
(we recommend 300 μL for 48-well and 150 μL for 96-well). 
Prepare up to 30% more collagen solution than needed due to 
pipetting difficulties caused by collagen viscosity.

 4. Pipette the required amount of collagen stock solution into a 
prechilled tube (e.g., 0.7 mL of a 6 mg/mL stock solution).

 5. To neutralize the pH, add a seventh part of the volume of the 
collagen stock solution of SFM 10× (e.g., 0.1 mL), and mix 
slowly and gently by inverting the tube to avoid the introduc-
tion of air bubbles.

 6. Add a seventh part of the volume of collagen stock solution of 
RB 10× (e.g., 0.1 mL), and mix gently by inverting the tube to 
avoid the introduction of air bubbles.

 7. Dilute the reconstituted collagen to the desired final concen-
tration using CCM (e.g., 1.2 mL to a final concentration of 
2 mg/mL) (see Note 6).

 8. Incubate the reconstituted collagen for 5 min on melting ice 
and measure the pH of the neutralized collagen with a pH 
paper strip (pH must be in the range of 7.0–7.4).

 9. Spin collagen solution at 1600 × g in a prechilled microcentri-
fuge to eliminate air bubbles.

Once MTS formation is macroscopically confirmed, MTSs can be 
easily handled and individually transferred to 48-well (for larger 
MTSs) or 96-well (for smaller MTSs) plates containing 3D matri-
ces (Fig. 1d). Before embedding MTSs into 3D matrices, it is very 
important to keep all the components of the system (i.e., matrices, 
pipettes, multi-well plates, etc.) at 2–4 °C:

 1. Pre-coat all wells with a thin layer (1–2 mm, called layer 1) of 
reconstituted hydrogel (100 μL/48-well or 50 μL/96-well) to 
prevent MTS dish contact. After coating, allow layer 1 to 
polymerize at 37 °C for 20 min.

 2. Confirm layer 1 polymerization using a phase microscope (you 
should see an opaque matrix), and place the dish at room tem-
perature for 10 min.

3.3 Embedding MTSs 
on 3D Matrices
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 3. Add an additional layer of ice-cold reconstituted hydrogel on 
top of layer 1 (200 μL/48-well or 100 μL/96-well). This sec-
ond layer will support the MTS, while layer one will prevent 
undesirable MTS dish contact (see Note 8). Due to fast jellifi-
cation rates at room temperature, it is not recommended to 
prepare several secondary layers at the same time.

 4. MTSs must be carefully captured using a P200 cut pipette tip 
and transferred immediately to the center of well using a mini-
mum amount of culture medium (see Note 9, Fig. 1d).

 5. After transferring all MTSs to the coated wells, allow the 
hydrogel to polymerize at 37 °C for 20 min.

 6. Overlay layer 2 with standard culture medium. Capture and 
save images for each MTS using an inverted microscope 
(t = 0 days).

 7. Incubate dishes at 37 °C. MTSs cultures will require periodic 
medium changes. Intervals between medium changes and 
image captures will vary depending on the cell line used for the 
assays.

As mentioned before, one of the advantages of this 3D invasive 
assay is that the invasive cells can be easily visualized using an 
inverted microscope. When properly embedded in permissive and 
homogeneous matrices, invasive cells spread out from MTS in a 
“starburst” format. The evolution and dynamic of this spreading 
pattern is, however, strongly dependent on the invasive mode, 
MTS size, and matrix composition and concentration (Fig. 2).

Therefore, parameters for image acquisition, like time inter-
vals, magnification, and experimental endpoints, must be adjusted 
for each condition. For instance, 4× objectives are usually appro-
priated for whole MTS visualization (see Fig. 4a), while 10× or 20× 
objectives are needed for monitoring changes in cell morphology 
or invasive modes (see Fig. 4b). Acquired images must be of high 
quality, well focused, well contrasted, and captured in grayscale 
without any special preprocessing (see Note 10).

In this section we will describe a simple and original approach 
for MTS invasion analysis using the freely available ImageJ soft-
ware and plugins.

During the spreading process, invasive cells can remain linked 
(e.g., in groups or aligned in “Indian file”) or can detach from the 
MTS and spread as isolated cells (Fig. 2—in detail). In terms of 
image analysis, detached isolated cells can be visualized as non- 
contiguous pixels located within a defined range from the MTS. In 
order to better characterize MTS invasion, three concentric zones 
should be defined: two invasive zones, named leading edge (LE) 
and intermediate zone (I), and a noninvasive core (C). Detached 
isolated or small clusters of fast-invasive cells are usually detected at 

3.4 Image 
Acquisition 
and Analysis
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the “LE” zone, while the bulk of the invasive cells are detected in 
the “I” zone. The “C” zone is a noninvasive zone named spheroid 
core (Fig. 3).

The pipeline below describes the steps necessary to quantify inva-
sion, using representative images of the MDA-MB-435 spheroids, 
which we have previously used to address the functional impact of 
ADAM23 gene silencing in the tumor cell invasion phenotype [4]:

 1. Open the raw image obtained at t = 0 days of the invasive assay 
using ImageJ (version 1.50c). The image should be in gray-
scale (8-bit) and should be representative of the spheroid core 
(C). The MTS image at this time point should be very well 
contrasted (Fig. 4a).

 2. Before start working, it is important to calibrate the scale to 
allow reliable measurements. To set the scale go to Analyze > Set 
scale.

 3. Adjust brightness and contrast automatically.
 4. To improve image analysis go to Edit > Options > Profile Plot 

options > “check” sub-pixel resolution to activate subpixel 
accuracy.

 5. Select the Wand tool and click at the center of the MTS. Next, 
double-click on the wand tool icon to open the configuration 
dialog box. Select the “8-connected” mode and adjust toler-
ance value manually to visualize the borders of the MTS (e.g., 
Fig. 4a, t = 0 h for the core or t = 240 h for intermediate zone).

 6. Improve the quality of the selected image by using the Edit > 
Selection > Interpolate > “check” Smooth (we set interval to 2 
pixels).

 7. Open ROI (region of interest) manager (Analyze > tools > 
ROI manager) and save this selected area by clicking “add.” 
Rename it accordingly (e.g., “core area”).

Fig. 2 Effects of matrix composition on the invasive phenotype. Phase-contrast images at day 10 of MDA-
MB-435- derived melanoma spheroids embedded in 70% Matrigel (left) or 3 mg/mL type I collagen (right) 
(Courtesy of authors)

Erico Tosoni Costa and Anamaria Aranha Camargo



163

 8. Calculate area of the selected region using Plugins > Analyze > 
Measure and set label. Set area name accordingly and click “ok” 
(save image).

Next, open the raw image captured at the end of invasive 
assay (e.g., at day 10) (Fig. 3b). To calculate intermediate layer 
(I) repeat steps 1–8 as described above. At step 5, increase 
tolerance value manually to include the invasive zone in the 
selected area. Note that the “I” zone also includes the spher-
oid core (C) and that not all invasive cells can be selected due 
to non-contiguous pixels corresponding to detached invasive 
cells (Fig. 4a, center).

 9. To calculate the leading edge (LE) layer, reopen the image 
obtained at the end of the invasive assay and repeat steps 2–4 
as described above.

 10. To correct uneven illuminated background, apply subtract 
background: Processes > Subtract Background. We chose the 
sliding paraboloid and light background options with the roll-
ing ball radius set to 15 pixels.

Fig. 3 Image of invasive MDA-MB-435 spheroid embedded in type I collagen (3 mg/mL, t = 240 h) and their 
corresponding segmented images: a noninvasive core zone (core) and two invasive zones, Intermediate inva-
sive cells (yellow) and leading edge invasive cells (red) (Courtesy of authors)

Tri-Dimensional (3D) Spheroid Invasion Assay
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Fig. 4 Representative images of MDA-MB-435 cell line MTS embedded in type I collagen (3 mg/mL). MTSs can 
be imaged over time using bright-field microscopy to quantify the invasive behavior based on the distance 
traveled by invasive cells from the spheroid core. (a) Diagrams of MTS segmentation in three concentric zones 
using ImageJ software (4× objective); (b) invasive behavior and quantification of the invasive area of spheroids 
formed by MDA-MB-435 ADAM23-positive cells (left) versus their highly invasive ADAM23-negative cells 
(ADAM23-shRNA silenced cells, ( right) (10× objective) (for a full description of the role of ADAM23 gene in cell 
invasion, see Ref. 4) (Courtesy of authors)
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 11. In the ROI manager window, click on preselected area repre-
sentative “I” zone and fill it with white color: Edit > Fill.

 12. Enhance the local contrast of the image by running the 
CLAHE (Contrast Limited Adaptive Histogram Equalization) 
plugin. The plugin CLAHE uses three critical parameters, we 
recommend the following values: block size = 127, histogram 
bins = 256, and maximum slope = 3.

 13. Run the threshold command: Image > Adjust > Threshold. Set 
the threshold levels manually to include all remaining invasive 
cells. Here we used the default method (see Fig. 4a, right).

 14. To create the LE area: Edit > Selection > Create Selection. Store 
the LE selection to the list of ROI manager. Rename it as LE.

 15. Calculate area of the selected region in: 
Plugins > Analyze > Measure And Set Label

Finally, export measurements of different parameters (area, 
perimeter, diameter, etc.) to a worksheet. The invasive area can be 
calculated as: (I area + LE area) − C area (see comparative examples 
in the Fig. 4b).

4 Notes

 1. Alternatively to the use of non-adherent dishes in protocol 
(B), flat-bottom multi-well dishes coated with 1% soft agar can 
be used to prevent cell dish adhesion. Dishes can be coated 
with soft agar by pipetting 100–300 μL/96-well of 1% soft 
agar (1–2 mm coating) diluted in preheated SFM (55 °C) and 
allowing to solidify at room temperature. Take care to cover 
the surface completely, and respect the indicated temperature 
to fill the wells homogeneously. The use of multi-well dishes 
larger than 24-well format can result in the formation of mul-
tiple spheroids per well with variables diameters.

 2. All buffers should be filtered using 0.45 μm sterile filters 
before use.

 3. Depending on the cell line, MTS aggregation dynamics, sizes, 
and volumes may vary, so cell concentration and aggregations 
periods should be adjusted accordingly. MTSs may also aggre-
gate in non-spherical shapes due to different types of cell–cell 
interactions. In some models, the inability to aggregate may 
also be an intrinsic characteristic of the cell line. In terms of 
microregional heterogeneity, small spheroids are more homo-
geneous than larger spheroids. The latter ones can exhibit cen-
tral hypoxia and, eventually, develop a central necrosis.

Tri-Dimensional (3D) Spheroid Invasion Assay
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 4. Be careful not to over digest with trypsin to avoid cell damage. 
If possible, detach cells using PBS and EDTA plus mechanical 
scraping to preserve cell–cell adhesion molecules at cell sur-
face. Obtaining single-cell suspensions is not strictly necessary. 
If PBS and EDTA is used, cell suspension can still present cell 
clumps when examined microscopically, and as far as these 
clumps do not interfere with cell counting, they do not repre-
sent a significant problem.

 5. Optimal cell density needs to be determined for each cell line 
in order to obtain MTSs with desirable diameters. Usually 
4 days after seeding is sufficient to visually confirm MTS for-
mation. MTSs can be maintained in culture for several weeks 
upon adequate medium changes.

 6. Optimal hydrogel concentration should be empirically deter-
mined for each cell type: lower concentrations may not pro-
vide a significant impediment to segregate invasive from 
noninvasive cells, whereas higher concentrations may com-
pletely prevent cell invasion.

 7. Natural hydrogels usually start gelling when kept at room 
temperature. Use the indicated temperature (4–10 °C) for all 
solutions and materials to avoid heterogeneous jellification. 
Always pipette the hydrogel solutions slowly and gently to 
avoid introducing air bubbles. Harsh pipetting can cause pre-
cipitation and form clumps. Collagens must be reconstituted 
on ice immediately before use. Differently from reconstituted 
collagen keep at 4 °C, polymerized collagen forms a turbid 
and opaque matrix.

 8. It is important to note that invasive cells usually tend to take 
paths of least resistance in the surrounding matrix. Despite the 
relative homogeneity of 3D matrices, invasive cells also find 
preferable routes to spread in vitro. Easier migratory routes 
could be artificially generated by improper polymerization of 
the matrices, and this may represent a relevant experimental 
bias.

 9. To avoid diluting layer 2, after capturing the MTS, the cut 
P200 pipette tip must be held vertically for 10–20 s to ensure 
that the MTS move down the tip. Do not dispense the full 
volume of the pipette tip, only the first drop containing the 
MTS.

 10. To study invasion kinetics, time-lapse videos can be used. 
Invasive cells will gradually come in and out of focus when 
they enter or exit the optical.
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Chapter 16

Analyzing the Type II Transmembrane Serine Protease 
Hepsin-Dependent Basement Membrane Remodeling in 3D 
Cell Culture

Shishir M. Pant, Denis Belitskin, Hanna Ala-Hongisto, Juha Klefström, 
and Topi A. Tervonen

Abstract

Breakdown of the basement membrane is a key step that precedes tumor invasion, and accumulating 
 evidence suggests a key role for the type II transmembrane proteases (TTSPs) in that process. Overexpression 
of a TTSP hepsin characterizes many solid cancers, including prostate, breast, and ovarian cancer, and in 
experimental tumor models, the elevated proteolytic activity of hepsin simultaneously activates several 
growth factors and cleaves basement membrane protein laminin-332, which is an essential component of 
the cell-basement membrane junction hemidesmosome. These hepsin-dependent molecular events associ-
ate with dramatic loss of basement membrane integrity in mouse tumor models and in three-dimensional 
(3D) epithelial culture. In particular, the 3D culture systems offer unprecedented possibilities to clarify the 
mechanistic basis of destructive interactions between out-of-control serine protease activity and the base-
ment membrane structure. Here, we describe how to establish 3D mammary epithelial culture in an exog-
enous basement membrane-free egg white matrix and provide a protocol for quantitative analysis of the 
impact of hepsin on laminin-332 and its hemidesmosomal receptor α6-integrin by means of confocal 
microscopy imaging. These protocols were established to facilitate studies aiming to decipher the exact 
role of oncogenic proteases in tumor invasion processes and to identify novel therapeutic agents able to 
intervene these cancer critical processes.

Key words Hepsin, 3D culture, Basement membrane, Hemidesmosome, Laminin-332, α6-Integrin, 
Immunofluorescence confocal microscopy

1 Introduction

Type II transmembrane serine proteases (TTSPs) are a small family 
of proteases involved in diverse physiological functions such as tis-
sue homeostasis, iron metabolism, blood pressure regulation and 
blood coagulation, neural tube closure, hearing, and epithelial dif-
ferentiation [1, 2]. TTSPs are predominantly transported and inte-
grated into plasma membrane as inactive zymogens (proenzymes) 
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followed by irreversible activation by auto- or trans-proteolytic 
processing of the conserved activation domain [1, 3]. The enzy-
matic activity of processed TTSPs is thereafter dynamically con-
trolled by numerous cell surface and soluble cognate inhibitors 
[2].

In human cancers, many TTSPs show altered protein expres-
sion and activity [4, 5]. Specifically, hepsin is one of the most fre-
quently overexpressed TTSPs in prostate, ovarian, endometrial, 
and breast cancer [6–11]. The oncogenic role of hepsin in primary 
tumor growth, invasion, and metastasis has been demonstrated in 
several mouse models of prostate and breast cancer [7, 8, 11–13].

Accumulating evidence suggest that the oncogenic action of 
hepsin involves degradatory effects on the basement membrane 
(BM). BM is a specialized form of the extracellular matrix, which 
normally separates epithelial cells from the surrounding stroma. 
Interestingly, degradation of BM is a defining feature of all 
advanced solid cancers, which supports the notion that loss of BM 
components provides a permissive microenvironment for invasive-
ness phenotype of cancer [14, 15]. In the normal adult resting 
breast epithelial structures, the expression of hepsin is restricted to 
the mammary epithelial cells, and the strongest staining localizes 
to the basement membranes (BM) [8]. Further studies in three- 
dimensional epithelial organoid cultures have pinpointed the 
expression of hepsin to hemidesmosomal cell-BM and desmosomal 
cell-cell junctions [7, 8]. The first findings linking hepsin to degra-
dation or remodeling of BM were made by Klezovitch et al., dem-
onstrating that ectopic probasin promoter-driven hepsin 
overexpression alters the immunostaining pattern of laminin-332 
(formerly known as laminin-5) and β4-integrin in mouse prostate. 
When these components of BM are stained in normal prostate, 
they form continuous ringlike BM structures around the epithelial 
structures, but overexpression of hepsin resulted in discontinuities 
and gaps in the immunostaining. These changes suggested some 
level of degradation or remodeling of the BM structure [12]. The 
damaging interaction between overexpressed hepsin and the BM 
structure has been corroborated in breast cancer models harboring 
either endogenously or ectopically overexpressed hepsin. For 
example, in a transgenic mouse model of MYC-driven breast can-
cer, overexpression MYC together with loss of a tumor suppressor 
LKB1 in the mammary epithelial cells leads to overexpression of 
the endogenous hepsin and concomitant breakdown of BM. In the 
ex vivo explants, which were grown in three-dimensional (3D) BM 
gels and engineered to express the same oncogenic lesions, the 
observed BM defects were rescued by shRNA-mediated hepsin 
inhibition [7]. Furthermore, an acute doxycycline-induced hepsin 
overexpression in 3D cultures of human mammary epithelial cells 
leads to a loss of laminin-332 and α6-integrin immunofluorescent 
staining, which defects can be rescued with an investigational drug 
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targeting the cell surface serine protease activity [8]. It has been 
demonstrated that hepsin can proteolytically cleave the β3-chain of 
laminin-332. Such proteolytic event could compromise the ability 
of laminin-332 to bind its hemidesmosomal receptor β4-integrin, 
which together with α6-integrin forms a cellular part of the 
hemidesmosome junction [16, 17].

The mammary epithelial structures formed in reconstituted 
3D BM matrices closely resemble mammary alveolar (acinar) struc-
tures with hollow cavities (lumen) and sometimes with capacity to 
secrete milk proteins [18, 19]. The cells forming these structures 
are apicobasally polarized, enabling the formation of blanket-like 
BM on the basal surface of the cells and correctly localized apical 
cell-cell junctions. These fundamental functional and structural 
characters of organized epithelial structures are lacking in mono-
layer cell culture as the plastic-attached epithelial cells are typically 
not polarized. The correct biological context provided by polar-
ized 3D epithelial structures for a protein function is exemplified in 
the case of hepsin. In 2D cultures of mammary epithelial cells, 
hepsin localizes to desmosomal cell-cell junctions, which is likely 
not an artifact either as hepsin is basolaterally localized also in tis-
sue sections of human breast [8]. However, only in 3D cultures, 
hepsin colocalizes with BM and the hemidesmosomal components 
α6-integrin and laminin [7, 8]. Hence, 3D cultures offer unique 
possibilities to study interactions between tumorigenesis relevant 
cell surface proteases and BM components as well as the functional 
consequences of BM degradation or remodeling.

There are number of commercially available reconstituted 
basement membrane-based matrices which support formation of 
polarized 3D structures, for example, Engelbreth-Holm-Swarm 
(EHS) mouse sarcoma-derived Matrigel™ [20]. However, recon-
stituted BM matrices occasionally pose problems for experimental-
ists as they contain growth factors and exogenous BM proteins 
derived from the tumor. One way to circumvent these problems is 
to use synthetic or natural hydrogels [21]. In our laboratory, we 
have successfully adapted egg white hydrogels to culture various 
mammary epithelial cells and tumor breast tumor cell lines in 3D 
[22]. Non-transformed human mammary epithelial MCF10A cells 
form polarized and lumen-containing acinar structures in egg 
white with basement membrane forming on the basal side of the 
structures [8]. The egg white 3D cultures offer many unique pos-
sibilities to explore epithelial cell secreted BM components and the 
remodeling actions of hepsin on BM.

Here, we describe a method to culture human mammary epi-
thelial MCF10A cells in 3D egg white, fixation and immunostain-
ing procedures of the structures, digital imaging of the 
immunostained acinar structures with confocal microscope, and 
analysis of the basement membrane degradation by hepsin. The 
described methods are not only applicable to hepsin but can be 

Basement Membrane Remodeling by Hepsin
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adapted to study the role of different transmembrane serine prote-
ases on BM remodeling and degradation in various cancer relevant 
contexts.

2 Material

 1. MCF10A-hepsinIND20 cells as described in [8].
 2. Complete medium: mammary epithelial basal medium (MCDB 

170) supplemented with 70 μg/mL bovine pituitary extract 
(BPE), 5 ng/mL epithelial growth factor (EGF), 5 μg/mL 
transferrin, 10−5 M isoproterenol, 0.5 μg/mL hydrocortisone, 
5 μg/mL insulin, 50 μg/mL amphotericin B, and 50 μg/mL 
gentamicin.

 3. Polybrene.
 4. G418 disulfate salt solution.
 5. Phosphate-buffered saline (PBS).
 6. Lysis buffer (1% Triton X-100 in PBS supplemented with com-

plete Mini, EDTA-free Protease Inhibitor Cocktail and 
PhosSTOP both from Roche) 1 tablet each for 10 mL lysis 
buffer.

 7. Doxycycline hyclate.

 1. Organic eggs.
 2. Büchner funnel 2 mm.
 3. 8-chamber slides.
 4. Microscope coverslips.
 5. Trypsin–EDTA (10× solution).
 6. Paraformaldehyde phosphate buffer (PFA) (used as diluted to 

2% in PBS).
 7. Methanol.
 8. Immunofluorescence (IF) buffer (7.7 mM NaN3, 0.1% bovine 

serum albumin, 0.2% Triton X-100, and 0.5% Tween-20 in 
PBS).

 9. Blocking buffer—IF buffer supplemented with 10% normal 
goat serum.

 10. Hoechst 33258.
 11. Antibodies:
 (a) Hepsin (rabbit polyclonal antibody) (Cayman Chemicals).
 (b) α6-Integrin (mouse monoclonal antibody) (Millipore).
 (c) Alexa Fluor 546, goat anti-mouse IgG.
 (d) Alexa Fluor 488, goat anti-rabbit IgG.

2.1 Hepsin 
Expression Validation

2.2 3D Culture, 
Fixation, and Staining
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 (e) Microscope coverslips.
 (f) Immu-Mount reagent (Thermo Fisher Scientific).

 1. Confocal microscope Leica TCS SP8.
 2. Lasers: argon (488), helium-neon (543 and 633), and diode 

(405) lasers.
 3. Objective 40× DIC.
 4. Two descanned high sensitivity hybrid GaAsp detectors (HyD) 

and one photomultiplier tube (PMT) detector.

3 Methods

 1. Culture MCF10A-hepsinIND20 cells in complete medium at 
37 °C and 5% CO2, and add G418 disulfate salt solution 
(1:125) to select the positive cells.

 2. To check hepsin expression levels, seed approximately 
3–4 × 105 MCF10A-hepsinIND20 cells/well in a 6-well plate 
with 2 mL of complete medium.

 3. Once the cells are 80% confluent, add 100 ng/mL of doxycy-
cline to the cells to induce hepsin expression (see Note 1).

 4. After 48 h incubation, lyse the cells with 100 μL lysis buffer.
 5. Validate hepsin protein expression by Western blot analysis.

 1. Purchase organic eggs from grocery store and clean the egg 
shell with 70% ethanol. Separate the egg white from the yolk 
and filter it through Büchner funnel (see Note 2).

 2. Aliquot and store at −80 °C.
 3. Thaw egg white in room temperature before use (see Note 3).
 4. Coat each chamber of 8-chamber slide with 50 μL egg white. 

Spread the egg white in the chamber with a pipette to avoid 
monolayer cell growth (see Note 4).

 5. Add 20 μL egg white at the center of the slide to avoid any 
gaps, thus making the final volume of egg white 70 μL (see 
Note 5).

 6. Incubate the egg white-coated slides at 60 °C for 50–60 min, 
until egg white becomes semisolid (see Note 6).

 7. While the egg white is incubating, trypsinize MCF10A- 
hepsinIND20 cells with 1× trypsin–EDTA and resuspend in 
complete medium.

 8. Wash the chambers with 400 μL MCDB media, to wash out 
any loose egg white (see Note 7).

2.3 Imaging

3.1 Validation 
of Ectopic Hepsin 
Expression (2D Culture 
and Validation)

3.2 Setting Up 3D 
Egg White Culture
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 9. Seed 2,000 viable cells per chamber in 400 μL MCDB media 
on top of the egg white (see Note 8).

 10. Change media on the 4th day of culture after carefully aspirat-
ing the old media. Add 900 ng/mL doxycycline to the 
medium on the 4th day to induce hepsin expression, Milli-Q 
water was used as vehicle (see Note 9), culture the cells until 
day 7 (see Note 10).

 1. Remove the medium and wash the cells twice with 400 μL 
PBS, 20 min each wash (see Note 11).

 2. Fix the cells with 200 μL of 2% PFA at room temperature for 
20 min.

 3. After fixation, wash the cells twice with 400 μL PBS, 20 min 
each wash (see Note 12).

 1. Permeabilize the fixed 3D culture cells 200 μL of ice-cold 
100% methanol (see Note 13).

 2. Wash three times with PBS, 10 min each wash.
 3. Incubate the cells with 200 μL blocking buffer at room tem-

perature for 1.5 h.
 4. After blocking, incubate the cells in primary antibodies diluted 

in 150 μL of blocking buffer overnight at 4 °C (antibody con-
centration ranges from 1:250 to 1:500; see Note 14).

 5. Wash cells three times with 400 μL of IF buffer at room tem-
perature (20 min each wash on a rocker (see Note 15)).

 6. Incubate the cells with appropriate Alexa Fluor-conjugated 
secondary antibody diluted in 150 μL of blocking solution  
(see Note 16) (antibody concentration ranges from 1:300 to 
1:500; see Note 14) at room temperature for 45 min.

 7. Wash the 3D cultures twice with 400 μL of IF buffer at room 
temperature.

 8. Counterstain the nuclei with 150 μL of Hoechst 33258 
(1:10,000 in PBS) for 15 min at room temperature. Wash 
once with PBS.

 9. After the immunostaining, carefully detach the chamber from 
the slide, dip the slide into conical centrifuge tube with water, 
carefully dry the excess water from the slide, and mount the 
full-length coverslip using few drops of Immu-Mount reagent 
(see Note 17).

Images for the basement membrane integrity (α6-integrin) were 
acquired using confocal microscope Leica TCS SP8 equipped with 
argon (488), helium-neon (543 and 633), and diode (405) lasers 
and 40× DIC objective. Fluorescence signal was detected using 
two descanned high sensitivity hybrid GaAsp detectors (HyD) and 
one conventional PMT detectors.

3.3 Fixing 3D Culture

3.4 Immunostaining 
of the 3D Culture

3.5 Imaging
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Images were then analyzed manually using Photoshop software. 
The organoids were divided into four different categories based on 
the level of damage to the basement membrane which appear as 
discontinuous staining of the basement membrane (α6-integrin). 
The MCF10A organoids (without hepsin overexpression) with 
intact basement membrane were used as control and scored (0). 
Hepsin overexpressing organoids were further divided into low 
(score 1), moderate (score 2), and high (score 3) level of damage 
caused to the basement membrane (Fig. 1a and b). The results 
were derived by quantitating organoids from ten field of views per 
experiment, from three biological replicates.

4 Notes

 1. Hepsin induction should be tested with increasing concen-
tration of doxycycline both in monolayer and 3D culture 
 system. The concentrations provided may vary depending  
on the transduction efficacy and amount of viral transgene 
integrations.

 2. Egg white should be separated carefully without mixing the 
yolk and filtered through 2 mm Büchner funnel without using 

3.6 Analysis 
of the Basement 
Membrane 
Degradation

Fig. 1 Hepsin overexpression disrupts basement membrane in 3D culture. (a) Representative image of 
MCF10A-hepsinIND20 organoids cultured on egg white showing deterioration of basal α6-integrin immunore-
activity. MCF10A-hepsinIND20 organoids were grown for 4 days followed by addition of 900 ng/mL doxycy-
cline or carrier (H2O). The organoids were further grown for 3 more days before immunostaining. (b) Schematic 
representation of different categories of basement membrane degradation highlighting the loss of α6-integrin 
immunoreactivity upon hepsin induction. Scale bar = 25 μm

Basement Membrane Remodeling by Hepsin
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the filter paper. Since egg white is viscous, it might be desir-
able to cut the tip of the pipette tips. If the egg white forms 
clumps, it should be discarded.

 3. In case of stored egg white, it is necessary to check the consis-
tency after thawing as long-term storage may lead to increased 
clump formation and the egg white may not spread evenly 
around the chamber.

 4. While coating the 8-well chamber with egg white, it is neces-
sary to spread the egg white at the bottom of the chamber 
avoiding any gaps. Since the presence of small gap may lead to 
cell monolayer formation.

 5. After coating the chamber with 50 μL egg white, it is desirable 
to add 20 μL egg white at the center of the well, as the egg 
white in contact with the sidewalls of the chamber may stick 
and rise on the sidewalls because of the capillary actions. This 
may lead to uneven distribution of the egg white at the center 
of the well.

 6. After heating the egg white, it is important to check that the 
egg white is semisolid and has turned slightly opaque. 
However, it is important not to let the egg white dry out. The 
time period provided is a guideline and might need to be 
optimized.

 7. It is necessary to wash the egg white with the media before 
seeding the cells to get rid of any loose egg white at the top. 
The presence of loose egg white leads to loss of organoids dur-
ing the following washing steps.

 8. It is desirable to optimize the number of cells seeded on the 
egg white depending upon the readout. Higher number of 
cell or longer growth period might result in fusion of the 
organoids or formation of cell monolayer.

 9. An important consideration while optimizing hepsin induc-
tion in 3D culture is that it might require up to tenfold increase 
in doxycycline concentration compared to the monolayer 
culture.

 10. Depending on the hepsin expression levels and the desired 
readout, the time period for hepsin induction should be 
optimized.

 11. Special care should be given during the washes to avoid loss of 
egg white and the organoids. Wash steps can be shortened or 
even omitted to maximize the acinus yield. 

 12. If the immunofluorescent staining is not started on the same 
day, store the cells at 4 °C in the last PBS wash buffer.

 13. Methanol at −20 °C was used to permeabilize the cells.
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 14. Both primary and secondary antibody concentrations might 
require further optimization as the concentrations provided in 
this protocol are only guidelines.

 15. Wash time can be shorter (15 min) depending on the 
antibody.

 16. Antibody solution volume can be reduced to save antibody, 
however, the egg white should not dry out during the 
incubation.

 17. Excess water can be sucked out carefully by suction system 
mounted with pipette tip.
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Chapter 17

Evaluation of Tumor Vasculature Using a Syngeneic Tumor 
Model in Wild-Type and Genetically Modified Mice

Francisco Javier Rodríguez-Baena, Silvia Redondo-García,  
María del Carmen Plaza-Calonge, Rubén Fernández-Rodríguez, 
and Juan Carlos Rodríguez-Manzaneque

Abstract

The relevance of tumor vasculature has been extensively recognized, and it is still the focus of numer-
ous lines of research for basic, translational, and clinical scientists. Indeed, the knowledge of some of its 
regulatory mechanisms has provoked the generation of ongoing cancer therapies. Within the context of 
the tumor microenvironment, the information that the analysis of the vasculature provides is very valuable, 
and it might reveal not just its quality and the response against a specific therapy but also its close relation-
ship with neighboring stromal and tumor players.

Studies during last decades already supported the contribution of extracellular proteases in neovascu-
larization events, including ADAMTS. However, deeper analyses are still required to better understand the 
modulation of their proteolytic activity in the tumor microenvironment. Future studies will clearly benefit 
from existing and ongoing genetically modified mouse models.

Here we emphasize the use of syngeneic models to study the vasculature during tumor progression, 
supported by their intact immunocompetent capacities and also by the range of possibilities to play with 
engineered mice and with modified tumor cells. Although various high-tech and sophisticated approaches 
have already been reported to evaluate tumor neovascularization, here we describe a simple and easily 
reproduced methodology based in the immunofluorescence detection of vascular-specific molecules. 
A final in silico analysis guarantees an unbiased quantification of tumor vasculature under different 
conditions.

Key words Extracellular microenvironment, In silico analysis, Metalloproteinase, Tumor stroma, 
Vasculature

1 Introduction

A profound knowledge of tumor neovascularization has been pur-
sued since last decades of the twentieth century, and it is still a main 
topic of research for numerous laboratories. The understanding of 
the regulatory mechanisms of vascularization has already allowed 
the design of new and ongoing cancer therapies, so its continuous 
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evaluation appears as a requirement for basic and translational 
investigations [1]. More recent advances remarked the concept 
of tumor heterogeneity, supporting fundamental roles to distinct 
tumor subpopulations, like cancer stem and tumor- initiating cells, 
but also to non-tumor compartments such as the vascular niche, 
immune-related infiltrates, and cancer-associated fibroblasts [2]. 
Although a great body of techniques has been developed to study 
the tumor microenvironment, still the information that vascula-
ture provides is unique regarding its functional characteristics such 
as permeability and leakage, distribution throughout the tumor, 
association to supportive cells, and relationship with molecular and 
cell players within the tumor scenario. Importantly, the literature 
attributes to the vascular niche a main role for the appearance of 
resistance episodes to chemotherapy but also to antiangiogenic 
agents [3].

In this setting, the impact of the vasculature on the communi-
cation between cancer cells and stroma constituents during distinct 
stages of tumor progression has been an inspiring field of investiga-
tion during the last decades. Among the multitude of factors within 
this intricate scenario, some extracellular proteases have been 
already a target of interest as modifiers of the tumor microenviron-
ment. However, their inhibition with non-specific drugs was a total 
failure, unveiling at the same time their complexity [4]. The con-
tribution of extracellular proteases during vascularization has been 
outlined previously [5]. Their participation during the degradation 
of the vascular basement membrane has been reported, facilitating 
angiogenic sprouting but also tumor invasion through modified 
extracellular matrices [6]. Indeed, bioactive proteolytic fragments 
from ECM have shown both angioinhibitory and proangiogenic 
properties [7]. As regards to ADAMTS proteases, studies about 
their contribution during vascularization revealed a multifaceted 
scenario that requires a deeper understanding of the extracellular 
microenvironment [8]. For example, the angiostatic properties of 
the first member ADAMTS1 have been described in distinct mod-
els [9–11], but other studies support a pro-metastatic and tumori-
genic role [12–15]. In fact some of these reports suggest the 
necessity to discern if the protease is provided by tumor or stromal 
components, together with their overlapping with vascular-related 
substrates.

At this point, the tremendous importance of mouse models to 
study tumor biology does not require a thoughtful presentation. 
Their use forms part of a majority of studies in outstanding basic 
and clinical cancer research journals. Indeed the relevance of some 
of these models to investigate matrix metalloproteinases has been 
reviewed elsewhere [16]. Furthermore, the current development 
of new editing tools would expand the generation of genetically 
modified mice almost for unlimited purposes. The specific use of 
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syngeneic models still allows to study tumor progression in an 
immunocompetent setting and also permits the use of compatible 
tumor cells that could be alternatively modified, independent of 
the host mouse itself. Here we described the use of B16F1 mouse 
melanoma cells, first isolated from lung metastases from the origi-
nal B16F0 melanoma [17], and Lewis Lung Carcinoma (LLC) 
[18], both of them compatible with a C57BL/6 background and 
widely used to study tumor progression and metastasis. Significantly, 
while the overall or cell-specific expression levels of a protease, or 
any gene of interest, could be modified in a mouse model with 
consequences for the stroma constituents, the additional possibili-
ties are remarkable to modify such expression in the tumor com-
partment, represented by the injected cell line. In this line, a recent 
study has been reported for ADAMTS1 [15]. Furthermore, the 
use of these animal models to accomplish intricate molecular and 
cellular determinations is easily suitable, as noted in this chapter, 
including the therapeutic treatment with novel drugs or combina-
tions to translate to the clinic.

Finally, multiple assays have been developed to evalu-
ate angiogenesis and vascularization, including the use of 
mouse tumor models [19]. Indeed, very sophisticated nonin-
vasive and microscopy tools have been described [20, 21], but 
they are far from a routine basis. Here we described a simple 
immunofluorescence- based methodology that allows the visual-
ization of tumor vasculature and an easy unbiased quantification 
by an in silico approach.

2 Materials

 1. Tissue culture hood/biological safety cabinet.
 2. CO2 incubator with humid atmosphere.
 3. Light microscope.
 4. Liquid handling pipettes and disposable sterile tips.
 5. 1.5 mL conical tubes.
 6. Tissue-culture grade plates.
 7. Neubauer hemocytometer.
 8. Dulbecco’s Modified Eagle Medium (DMEM).
 9. Penicillin/streptomycin (P/S).
 10. Fetal bovine serum (FBS).
 11. Phosphate buffered saline (PBS).
 12. 0.05% trypsin.
 13. Trypan blue cell culture solution.

2.1 Equipment 
and Reagents for Cell 
Culture

Evaluation of Tumor Vasculature Using a Syngeneic Tumor Model
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 14. Mouse melanoma B16F1 (and derived) and Lewis lung carci-
noma (LLC) cells are suitable for these assays, according to 
their C57BL/6 strain background (see Note 1).

 1. 1 mL syringes with 25 G needle.
 2. Caliper.
 3. Anesthesia vaporizer and distributor.
 4. Sterile scissors.
 5. Sterile tweezers.
 6. Sterile surgical scalpel.
 7. Pins or small needles to fasten mice.
 8. Precision scale.
 9. 15 and 50 mL conical tubes.
 10. Rack holders.
 11. Digital camera.
 12. Parafilm M.
 13. Ruler.
 14. Dry ice.
 15. Isoflurane.
 16. Two- to three-month-old C57BL/6 mice are used (see Note 2). 

All mice were kept and maintained under standard 12 h light-
dark cycles, ad libitum, and with standard chow pellet diet.

 1. Embedding cassettes.
 2. Base molds.
 3. Steel forceps.
 4. Water bath.
 5. Superfrost microscope slides.
 6. Microtome.
 7. 4% paraformaldehyde (PFA) or 10% neutral buffered formalin 

(NBF) in 1× PBS for tumor fixation.
 8. Pure water (Elix® Millipore) (pH2O).
 9. Different ethanol solutions (100, 96, and 70% v/v pH2O).
 10. Xylene or substitute.
 11. Paraffin wax.
 12. PBS.

 1. TPX staining holders and tray (microwave proof).
 2. Histology staining set or nylon gaskets.
 3. Microwave.
 4. Epifluorescence microscope.

2.2 Equipment 
and Reagents 
for Tumor Induction, 
Monitoring, 
and Dissection

2.3 Equipment 
and Reagents 
for Tumor Fixation 
and Block Preparation 
for Sectioning

2.4 Equipment 
and Reagents for 
Immunofluorescence 
and Vasculature 
Detection

Francisco Javier Rodríguez-Baena et al.



183

 5. Humid chamber for antibody incubation.
 6. Glass coverslips.
 7. Xylene or substitute.
 8. Different ethanol solutions (100, 96, and 70% v/v pH2O).
 9. PBS.
 10. PAP pen (Cat. Z377821, Sigma).
 11. 0.05% Tween 20 in 1× PBS (PBST) for tissue permeabiliza-

tion and washes.
 12. Blocking solution: 3% bovine serum albumin (BSA), 1% don-

key serum, and 0.05% Tween 20, in 1× PBS.
 13. Antibody incubation solution: 1% BSA, 1% donkey serum, and 

0.05% Tween 20, in 1× PBS.
 14. Antigen retrieval solutions: 10 mM Tris–HCl pH 7 for CD31 

and endomucin antibodies. 10 mM sodium citrate pH 10 for 
endomucin antibody.

 15. Primary antibodies: rabbit polyclonal to CD31 and rat mono-
clonal to endomucin (Cat. 65495, SCBT).

 16. Secondary antibodies: For CD31, use anti-rabbit Alexa Fluor 
488 and Alexa Fluor 555. For endomucin, use anti-rat Alexa 
Fluor 488 and Alexa Fluor 555.

 17. 4′,6′-Diamino-2-phenylindole (DAPI).
 18. Mowiol reagent microscopy grade for immunofluorescence.
 19. 1,4-Diazabicyclo-[2.2.2]-octane (DABCO) as antifading 

agent to prevent photo bleaching. It needs to be previously 
prepared by adding it to warm Mowiol at a 2.5% final concen-
tration. This solution last up to 1 month at 4 °C.

 1. ImageJ or Fiji software (NIH, USA).
 2. Wimasis®, alternative non-free web-based software for the 

analysis of the vasculature (see Note 3).

3 Methods

Cell lines are maintained under optimal growth conditions at 
37 °C, 5% CO2, and 95% humidity atmosphere. Tumor cells should 
be in culture at least 1 week after thawing to achieve standard 
growth rates.

 1. Cells are passaged at least 24–48 h prior to cell suspension 
preparation (scheme in Fig. 1a).

 2. A confluence of 80–90% is optimal for cell suspension prepa-
ration. Overconfluent cell cultures might compromise cell 
growth rate, so it should be avoided.

2.5 Software 
Analysis Requirements

3.1 Preparation 
of Tumor Cell 
Suspension 
for Injection
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 3. Prior to trypsinization, the culture media is removed followed 
by two gentle washes with sterile PBS.

 4. For a 100 mm plate, add 1 mL of 0.05% trypsin. Place the 
plate for 5 min in the incubator, and check under a light 
microscope for cell detachment.

 5. Add 2–3 mL of complete growth medium (DMEM, 10% FBS 
and 1% P/S), and pipette gently up and down until a single-
cell suspension is obtained. Place the solution in a conical tube 
and spin the samples during 5 min, 300 × g at RT.

 6. Discard the supernatant, add sterile PBS, and pipette up and 
down to rinse cells from media and serum debris. Spin again 
during 5 min, 300 × g at RT. Repeat this process twice.

 7. Finally resuspend the cell pellet in sterile PBS, and check cell 
density and viability using trypan blue. Proper final dilutions 
are 1 × 106 cells/100 μL for B16F1 and 5 × 105/100 μL for 
LLC. For other cell lines, please follow recommendations 
 provided by the bibliography.

 8. Aliquot an excess of cells in 1.5 mL conical tubes, according to 
the number of mice to be injected (scheme in Fig. 1a). This 
excess is to prevent possible mistakes during the injection pro-
cess. Tubes should be sealed with parafilm in order to avoid 
unexpected leakage and variations in the volume.

 9. Proceed as soon as possible with the injection of the cell sus-
pension to avoid cell death. It is recommended to put back in 
a culture plate the remaining cells after the injection, in order 
to evaluate cell death during all the injection process. Under 
normal circumstances cells remain viable during 2 h at least.

 1. Mice are anesthetized in an isoflurane-based vaporizer cham-
ber at least 10 min prior to tumor cell injection.

 2. Prepare the syringe with the cell suspension, avoiding the 
presence of bubbles to inject the correct cell number. Do not 
forget to gently swirl the syringe right before the injection to 
avoid the deposition of cells.

 3. Pinching the animal skin, perform a subcutaneous injection 
with the desired amount of cell suspension (100 μL is 
 recommended) with a controlled release in the right flank of 
the animal (scheme in Fig. 1a) (see Note 4).

 4. Place the injected animal into the housing cages, and observe 
its full recovery from the anesthesia.

 5. Tumor growth is monitored every 2–3 days, up to day 21 or 
until the tumor reaches the desired or allowed volume (see 
Note 5). Use a caliper and take photographs for the record.

 6. All animals are sacrificed using the proper animal welfare ethi-
cal guidelines.

3.2 Tumor Induction 
and Monitorization

Francisco Javier Rodríguez-Baena et al.
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 1. Place the mice, recently sacrificed, over a proper surface for 
surgery procedures (e.g., cork surface with filter paper). This 
procedure needs to be fast, rigorous, and neat in order to pre-
vent tumor damaging and degradation of the biological mate-
rial. It is important to take all necessary measurements prior to 
the sample split for different purposes.

 2. Fasten the animal facing the tumor using laboratory pins or 
small needles in every limb.

 3. Spray the mouse surface with 70% EtOH.
 4. Using forceps and scissors, pinch the animal skin and make a 

small incision in the surrounding tumor area. Keep cutting the 
skin around the tumor until a pocket is open.

 5. Use a scalpel and a new blade to separate the skin from the 
tumor without altering the tumor structure (scheme in 
Fig. 1a).

 6. Remove the tumor, place it in a piece of parafilm, and proceed 
with the macroscopic examination. A cold surface could be 
used to maintain the integrity of the tumor.

3.3 Tumor Resection, 
Paraffin Embedding, 
and Sectioning

Fig. 1 (a) General scheme representing the procedures performed to obtain vasculature parameters from 
syngeneic tumors. (b) Main steps for in silico analysis of images

Evaluation of Tumor Vasculature Using a Syngeneic Tumor Model
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 7. Weight the tumor, and measure three different dimensions 
with the caliper to obtain the tumor volume. Take a photo-
graph of the tumor showing a ruler or scale (scheme in 
Fig. 1a).

 8. Cut the tumor into pieces with a clean scalpel in order to split 
the sample for different experimental purposes (scheme in 
Fig. 1a). For RNA and protein extraction, a small representa-
tive piece can be frozen in dry ice (less or more than 30 mg, 
respectively, is recommended).

 9. For fixation, a representative piece of the tumor is immersed 
in 10% NBF (or 4% PFA). The fixative volume should be 
about 20 times that of the tumor weight (e.g., 2 mL of fixa-
tive for 100 mg of tumor). Fixation should be carried for 
24–48 h at RT.

 10. If long storage of the fixed tissue is required, transfer the sam-
ple to a 70% EtOH solution after fixation (see Note 6).

 11. Proceed with a standard paraffin-embedding protocol.
 12. From paraffin tumor blocks, obtain the desired microtome 

sections (scheme in Fig. 1a). For vasculature analyses, section 
thickness should be between 5 and 10 μm.

 1. Preheat the sample slides in an oven to 65 °C during 1 h or 
until the wax has melted down. Wait 1–2 min to cool down 
the slides before proceeding with further steps. Place the slides 
into xylene or substitute solution three times during 5 min 
each (see Note 7).

 2. To rehydrate the sample, follow with two immersions into 
absolute EtOH during 5 min each.

 3. Place the slides in 96% EtOH during 5 min, twice.
 4. Place the slides in 70% EtOH during 5 min.
 5. Place the slides in fresh pH2O during 5 min.
 6. Place the slides in fresh sterile PBS during 5 min.
 7. For antigen retrieval, place the slides in a microwave-proof 

gasket immersed in the antigen retrieval solution, and incu-
bate them during 10 min at 800 W. Alternative antigen 
retrieval protocols could be approached according to the man-
ufacturer’s antibody guidelines.

 8. Let the samples cool down at least 20–30 min before continu-
ing the procedure.

 9. Wash twice the slides with PBST.
 10. With the PAP pen, draw a circle surrounding the tumor sam-

ple without touching its edges and avoiding the sample to dry.

3.4 Immunofluore-
scence of Vasculature 
with Specific 
Antibodies
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 11. Place the slides in a humid chamber, and add 50–100 μL of 
blocking solution. Incubate during 1 h in darkness.

 12. Wash twice with PBST.
 13. Primary antibody incubation is performed in a dark and humid 

chamber, with 50–100 μL of antibody incubation solution, 
including antibodies at the following dilutions: 1:50 for CD31 
antibody and 1:100 for endomucin antibody. Overnight incu-
bation at 4 °C is recommended, although alternative condi-
tions could be followed according to manufacturer’s 
guidelines.

 14. Wash twice with PBST.
 15. Secondary antibody incubation is performed during 1 h at RT 

in a dark and humid chamber, with 50–100 μL of antibody 
incubation solution, including antibodies at 1:100 dilution.

 16. Wash twice with PBST.
 17. Add DAPI (1 μg/mL final concentration) in 1× PBS and incu-

bate 5 min in darkness.
 18. Wash three times with PBST.
 19. Dry the slides using a soft tissue without damaging the tumor 

section. Then add 20–30 μL of Mowiol with antifading agent 
as mounting media.

 20. Place a glass coverslip and let the samples dry at RT in dark-
ness for 2 h and overnight at 4 °C. Then, samples are ready for 
analysis, or they can be stored at 4 °C.

 21. Assess immunofluorescence using an epifluorescence micro-
scope. In this case, an Axioimager A1 microscope (Zeiss) was 
used to obtain 10× magnification images of the samples 
(scheme in Fig. 1a).

 22. The whole tumor section is imaged for further in silico analy-
sis. Images obtained must be converted to 8-bit and should be 
stored as black and white and tiff extension (scheme in Fig. 1a).

The following steps refer to the use of ImageJ (version 1.48v) or 
Fiji (version 2.0.0-rc-48/1.50i). It is an open access and can be 
downloaded from NIH secure server (https://imagej.nih.gov/ij/ 
or https://imagej.net/Fiji/Downloads). As previously stated, 
images to be analyzed should meet particular requirements. For a 
specific set of samples, at least one of the images needs to be saved 
with the scale. This scale will allow to determine the area and to 
calculate the vessel perimeter and additional parameters.

3.5 In Silico Analysis 
of Tumor Vasculature

Evaluation of Tumor Vasculature Using a Syngeneic Tumor Model
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 1. The image with the scale needs to be opened first to calibrate 
the program (Fig. 1b).

 2. Using the “line tool,” draw a line coinciding with the length 
of the scale. Use the zoom option to enlarge the scale and ease 
the task.

 3. Select the known scale (100 μm generally) and calibrate: 
Analyse—Set Scale. Change “Known distance” to 100 μm and 
“Unit of length” to μm, and check “Global” to apply the same 
scale within the following images (see Note 8).

 4. Open the image of interest: File—Open—Select image. A new 
window will pop up. Uncheck “Disable Global Calibration” 
to maintain the same calibration for all images, and check 
“Disable these Messages” to avoid this window to appear 
every time that a new image is open.

 5. Delimitate area sample using rectangular, oval, polygon, or 
freehand selection tools, depending on area’s shape. Using the 
command Ctrl (or Cmd in Mac OS) + A, or Edit—Selection— 
Select All, the total area of the picture can be selected.

 6. Measure area using the command Ctrl (or Cmd in Mac 
OS) + M or Analyze—Measure. Copy area measurement in a 
spreadsheet.

 7. To segment the image and measure the blood vessel area is 
necessary to select a threshold by selecting Image—Adjust—
Threshold—Set—Ok. The threshold will be given depending 
on the images that have been taken (Fig. 1b). When users take 
different pictures, the threshold may change due to different 
microscopy settings (see Note 9).

 8. Select which results are required (the most commonly used are 
vessel count, total area, average size, % area and perimeter): 
Analyse—Set Measurements.

 9. To measure blood vessels, click Analyse—Analyse Particles. 
You need to select a particle size to discriminate from back-
ground signal or debris. For this, start selecting from 1 to 
infinity and also check the “display results” box and also 
“show” outlines. This would generate a new image in which 
every vessel is surrounded by a circle and numerated. Repeat 
this procedure changing the particle range until the user crite-
ria is met (Fig. 1b).

 10. In this section also check the boxes “Clear results” and 
“Summarize” to sum up the results and “Include holes” to 
count open blood vessels.

 11. Click “OK” and the analyzed results and image will appear in 
a new window. Copy the results into a new spreadsheet. Follow 
with the rest of the images (Fig. 1b) (see Note 10).

Francisco Javier Rodríguez-Baena et al.
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4 Notes

 1. Additional tumor cell lines can be used for this assay as long as 
they are compatible with the specific available mouse strain.

 2. A wide set of genetically modified mice could be used in a 
similar manner to the syngeneic model described here. In 
addition, tumor progression can be challenged with distinct 
therapeutic regimes (according to the field of interest of the 
reader). Therefore, the vasculature would be analyzed at dif-
ferent time points, drug concentrations, combinatory thera-
pies, etc. As an example, Fig. 2 shows a practical example of 
the evaluation of tumor vasculature in wild-type and Adamts1 
knockout mice [15].

 3. Wimasis (https://www.wimasis.com/en/) is a web-based 
software with multifunctional tools for cell and histology anal-
yses. The assessment of the vasculature is one of their func-
tions, and the outcome is complete and reliable.

 4. Depending on the tumor cell line or the experiment’s pur-
pose, the injection area can vary. For the procedures carried in 
this protocol, a subcutaneous right flank injection is preferred. 
Nevertheless, subcutaneous injections can be performed in the 
neck and other areas.

 5. Prior to the animal sacrifice, additional procedures could be 
performed to obtain more information about the tumor 
vasculature. For example, the injection of fluorescent-labeled 
lectins provides a fluorescent detection of tumor and tissue 
vessels without further antibody incubation [22, 23]. Also, 
the injection of pimonidazole (Hypoxyprobe, Inc.) provides 
a helpful insight about hypoxic areas to study tumor vessel 
functionality [15].

 6. The tumor size and volume should be measured prior to its fixa-
tion. If the piece is too large, the fixation would take a longer 
time. If the fixation is not enough, the tumor could shrink and 
crack the paraffin wax in the block. Regarding fixation reagent, 
NBF is preferred according to its longer lifespan.

 7. The deparaffinization process is recommended to be carried 
under a gentle agitation, helping to the removal of wax from 
undesired areas and also to the penetration and replacement of 
fixative solution by water.

 8. For test calibration, draw a line again in the known scale within 
the same first image. Click Analyze—Measure; the known line 
should be 100 μm. For every analysis, a single calibration with 
a single scale bar is necessary. Be aware that the scale calibra-
tion disappears when you close the program. Every analysis 
should be performed at once in order to obtain comparable 
results.

Evaluation of Tumor Vasculature Using a Syngeneic Tumor Model
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 9. To set a correct threshold, it is necessary to discriminate between 
real vessels and unspecific noise. Adjusting these parameters, the 
image would turn into binary and the number of pixels would 
be counted. For this, a strict parameter set could lose informa-
tion and non-well-adjusted could add wrong data to the results. 
Please note that the threshold may not be applied to all the 
images in the set; this depends on the user ability to obtain simi-
lar images from the fluorescence microscope.

 10. Given the time-consuming task of this kind of analyses, the 
creation of a macro that automatizes the work is suggested. 
Official macros and plugins are available in the software 
website. These tools are intended as a collaborative work 
that researchers can share with each other to facilitate these 
tasks. Macros can be easily created with low levels of program-
ming and software knowledge.
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Fig. 2 Characterization of vasculature in B16F1-derived tumors in wild-type and Adamts1 knockout mice. (a) 
Images of representative tumors obtained in wild-type and Adamts1 knockout mice at day 18 postinjection 
(white scale bar = 5 mm) (left column) and fluorescence microscopy of representative sections showing CD31 
and DAPI staining (yellow scale bar = 200 μm) (center and right columns). (b). Graphs representing results 
after in silico analyses of vasculature, including vessel density (vessels/mm2), average vessel area (μm2), total 
vessel area (μm2), and average vessel perimeter. Bars show mean values ± SEM. Statistical analyses show 
unpaired t test. (*, p < 0.05; **, p < 0.01) (adapted from [15])

Francisco Javier Rodríguez-Baena et al.



191

For data shown, all mice were kept in the Centro de 
Investigaciones Biomédicas-UGR Animal Facility under pathogen- 
free conditions and according to institutional guidelines.
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Chapter 18

3D Image Analysis of the Microvasculature in Healthy 
and Diseased Tissues

Álvaro Sahún-Español, Cristina Clemente, and Alicia G. Arroyo

Abstract

The vasculature ensures optimal delivery of nutrients and oxygen throughout the body. The ability to 
respond to changing tissue demands requires constant reshaping of the vascular network through modula-
tion of its density, diameter, or patterning. These processes are especially prominent after tissue damage or 
in tumors. The matrix metalloproteinase (MMP) family of endopeptidases are key contributors to vascular 
remodeling, able to cleave all extracellular matrix components and also soluble factors and membrane 
receptors. Observations recorded over several decades have established that the vasculature changes in 
pathological contexts, and this has formed the basis for developing angiotherapies as a novel approach to 
treating disease. For example, inhibition of angiogenesis or normalization of the vasculature has been 
proposed as treatment for cancer and chronic inflammatory diseases. In contrast, boosting angiogenesis 
may be helpful in ischemic conditions such as myocardial infarction and in regenerative medicine. Classical 
histological methods for the analysis of tissue vasculature have relied on thin sections that do not capture 
the complex 3D structure of the vascular network. Given the importance of understanding disease- 
associated vascular changes for the development of rational angiotherapeutic interventions, we present a 
protocol for thick section-based 3D image analysis of vasculature structure and function.

Key words Vasculature, Thick section, Volumetric, Three-dimensional, Mouse, Confocal microscope, 
Quantification

1 Introduction

The vasculature must continually adapt to tissue demands in order 
to ensure optimal delivery of nutrients and oxygen throughout the 
body, particularly after tissue damage or in tumors. This adaptation 
requires constant reshaping of the vascular network by modulating 
its density, diameter, and/or complexity. Being aware of the vascu-
lature changes in pathological contexts, researchers have proposed 
angiotherapies as a feasible treatment strategy.

When activated, the normally quiescent vasculature promotes 
the formation of new vessels from pre-existing ones in a process 
called angiogenesis. Angiogenic vascularization is a critical step in 
tumor growth, with tumors reportedly unable to grow in the 



194

absence of proper vascularization to more than 2–3 mm in diame-
ter [1]. In addition, vascularization not only provides the tumor 
with nutrients but is also necessary for metastasis to occur [2, 3]. 
Because of this, some therapies are focused on abrogating tumor 
angiogenesis by depriving the tumor of oxygen and nutrients, 
causing a reduction in tumor growth. This therapeutic approach is 
very common for some types of cancer, such as breast cancer [4]. 
However, vascular architecture in the tumor is chaotic and tortu-
ous, with vessels having irregular diameters and poor functionality 
due to improper lumen formation. Tumor vasculature also has 
defects in pericyte coverage and in endothelial cell junctions, mak-
ing it highly permeable to nutrients and metastatic cells [5]. This 
extremely complex and abnormal vasculature has raised questions 
about drug delivery and efficacy of anti-angiogenic therapies [6]. 
An alternative approach is to normalize the aberrant vasculature to 
make the tumor more accessible to drugs, which has proved suc-
cessful with some types of cancer [7]. In other cancers, such as 
pancreatic cancer, tumor growth and spread are reduced by strate-
gies to increase vascular development [8]. These examples demon-
strate the importance of a thorough understanding of the vascular 
plexus when deciding on the appropriate therapeutic approach.

Understanding the vascular architecture is essential not only 
for tumor angiotherapies but also for other pathological settings. A 
prominent example is regenerative medicine. An injured tissue 
needs to be revascularized in order to obtain oxygen and nutrients 
and to allow infiltration by effector immune cells for proper repair 
and regeneration [9]. Much of the attention in this area is focused 
on heart repair after myocardial infarction, and boosting angiogen-
esis after an ischemic event is considered one of the most promis-
ing approaches to improving cardiac repair and avoiding negative 
postinfarction effects [10, 11]. In the case of the injured heart, it is 
also important to understand the process of arteriogenesis, the 
growth of functional collateral arteries from pre-existing arterio- 
arteriolar anastomoses.

Angiotherapies are thus relevant to a broad spectrum of 
pathologies, including tumors and chronic inflammatory diseases 
that could benefit from angiogenesis inhibition or normalization 
of the aberrant vasculature. Ischemic disorders such as myocardial 
infarction by its part can benefit from boosting the vascularization 
as a promising strategy to promote tissue repair and regeneration. 
Angiotherapies have classically targeted angiogenic factors such as 
VEGFA and related receptors; however, other potential targets are 
the matrix metalloproteinases (MMPs), a family of proteolytic 
enzymes that make a varied contribution to angiogenesis and vas-
culature remodeling. MMPs are endopeptidases that play an 
important role in extracellular matrix (ECM) degradation and also 
modulate the bioactivity of soluble factors and membrane recep-
tors. There are currently 25 metalloproteinases characterized in 
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mammals [12–14]. MMPs such as MT1-MMP (MMP14) directly 
degrade the ECM, allowing ECs to migrate and form the vascular 
net in vitro and in vivo [15, 16]. In addition, the degradation of 
their substrates releases peptidic fragments that modulate angio-
genesis. Examples include the proangiogenic C-terminal non- 
collagenous 1 domains produced by the degradation of collagen 
[17] and the VEGFA inhibitor endostatin, generated by the activ-
ity of MMP3, MMP9, MMP12, MMP13, and MMP20 [18]. 
MMPs can also process other proteins related to angiogenesis. For 
example, MMP9 can release VEGFA from the ECM, allowing its 
binding to VEGFR and thus promoting the angiogenic switch in 
tumors [19]. In addition, MMP9 and MMP14 (MT1-MMP) can 
both release and activate TGF-β [19, 20].

Quantitative assessment of the structure and function of the 
vasculature is thus of key importance (1) to increase knowledge 
about the basic mechanisms by which the vasculature contributes 
to tissue damage and repair and (2) for the implementation of 
rational angiotherapies adapted to specific pathophysiological 
contexts.

When studying the vasculature under pathological conditions, 
it is important to address parameters related to the abundance, 
function, and pattern of the vasculature. This is achieved by quan-
titating endothelial cell (EC) content, vascular volume fraction or 
density, vessel number and length, and also other parameters such 
as pattern and order (tortuosity, thickness), maturation (perivascu-
lar coverage), and functionality (vascular perfusion, vascular stabil-
ity, and leakage). All these parameters are essential indicators of 
vasculature status [21], and a precise understanding should be 
considered together with the three-dimensional (3D) structure of 
the vascular network, a feature of the vascular architecture that has 
been often dismissed. Tissue vasculature is conventionally analyzed 
by histology and immunohistochemistry for specific markers on 
5–10 μm sections. These approaches have yielded crucial informa-
tion about the number and density of capillaries, EC content, and 
perivascular coverage. Moreover, analysis of sections from tissue 
perfused with antibodies or dextran has allowed partial functional 
analysis [22]. However, in recent years, the need to understand the 
vasculature as a connected network has prompted researchers to 
move from the use of thin sections that provide 2D information to 
thicker sections that allow 3D volumetric studies (Table 1). Some 
specific vascular plexus have a flattened structure, such as the super-
ficial vascular plexus of the postnatal retina [23, 24]; however, 
many other vascular nets develop in 3D, with vessels sprouting in 
all directions [25]. Because of this, 3D image acquisition and anal-
ysis is becoming an essential requirement for vascular biology 
researchers [26]. To reconstruct the vascular tree and enable reli-
able data quantification, we and others [26] specifically recom-
mend the use of 40- to 50-μm-thick sections or whole-mount 

3D Image Analysis of the Microvasculature
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Table 1 
Pros and cons of 2D vs 3D imaging

Method Advantages Limitations

2D Low sample requirements Loss of structural 
network

Quick (staining protocol, image 
acquisition, quantification)

Only able to quantify 
vascular area or 
endothelial 
cell number

Low tool requirements (standard 
fluorescence microscope, widely 
used analysis software)

Difficult to visualize 
rare events (tip cells 
or intussusception)

Loss of tissue integrity 
even in serial slicing, 
you can lose some 
material because of 
the cut

3D Visualization of structural 
network

More sample 
requirements

Visualization of rare events (tip 
cells or intussusception)

Time consuming 
(staining protocol, 
image acquisition, 
quantification)

Possibility to quantify parameters 
such as branching points or 
tortuosity

Specific tool 
requirements 
(mandatory use of 
confocal microscope 
and 3D analysis 
software)

Maintenance of tissue integrity Depth limitation for 
antibody 
penetration

Parameters with direct biological 
meaning (true vessel length)

samples of thin tissues (such as skin or gut); this task may be facili-
tated by new optimized clearing protocols [27].

New or improved protocols for the study of the vascular net-
work in tissues are of great interest to scientists working in fields 
from oncology to regenerative medicine. Here we present a proto-
col for 3D analysis of the vascular plexus architecture and its func-
tionality. This protocol can be used for the in-depth study of 
changes to the vasculature in pathologies such as cancer and myo-
cardial infarction among others as well as the impact of specific 
molecular pathways or angiotherapies.

Álvaro Sahún-Español et al.
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2 Materials

 1. Homemade restraining device. For IV injection, the mouse 
must be immobilized. This restraining accessory, made by 3D 
printing, allows the researcher to restrict mouse movement, 
leaving the tail exposed in the correct position for IV injec-
tion. Both ends of the device are open, one to allow the mouse 
to breathe and the other to leave the tail exposed. If this device 
is unavailable, a conical centrifuge tube open at both ends can 
be used instead.

 2. Warming chamber.
 3. 70% ethanol.
 4. 1 mL syringe.
 5. 25 G needles.
 6. Dextran tetramethylrhodamine 70,000 MW (dextran-TRITC).
 7. Griffonia simplicifolia lectin I/isolectin B4 (IB4).
 8. Anesthesia: Medeson 1 mL (medetomidine/Domtor), Zoletil 

100 mg (tiletamine + zolazepam).
 9. Dextran-TRITC preparation: Dissolve lyophilized dextran- 

TRITC in PBS at 71.5 μM (5 mg/mL), aliquot, and store at 
−20 °C in the dark.

 10. Anesthesia preparation: To prepare Zoletil, add 5 mL of sol-
vent liquid to the lyophilized reagent and mix, and then add 
20 mL of saline solution and mix. To prepare Domtor, add 
9 mL of saline solution to 1 mL of reagent and mix. For anes-
thesia, mix the Zoletil and Domtor preparations 1:1, prepare 
1 mL aliquots, and store at −20 °C until use.

 1. CO2 chamber.
 2. Dissection material: Forceps, scissors.
 3. Phosphate-buffered saline (PBS): Dissolve 8 g of NaCl (final 

137 mM), 1.78 g Na2HPO4 dihydrate (final 10 mM), 0.2 g 
KCl (final 2.7 mM), and 0.24 g KH2PO4 (final 1.8 mM) in 
500 mL Milli-Q water. Sterilize at 121 °C for 20 min and 
adjust to pH 7.4. Store at room temperature.

 4. 10 mL syringe.
 5. 30 G needles.
 6. Paraformaldehyde powder (PFA): Warm 400 mL PBS to 

60 °C. Next, add 16 g of PFA (highly toxic! Use a biohazard 
hood and prepare in the dark). When dissolved, filter with a 
0.22 μm filter and adjust to pH 7.4. Store in the dark at 4 °C 
for up to a week; for longer periods, store 10–13 mL aliquots 
at −20 °C.

2.1 Mouse Injection 
for Functional In Vivo 
Analysis

2.2 Tissue 
Dissection 
and Processing
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 7. Sucrose.
 8. Intermediate Cryomold.
 9. Optimal cutting temperature compound (OCT, Tissue-Tek 

O.C.T. Compound).
 10. Sucrose solution preparation: 0.44 and 0.88 M (15% and 30%, 

respectively) sucrose solutions are prepared by dissolving 1.5 
or 3 g of sucrose in 10 mL PBS. Stir until sucrose is totally 
dissolved. Solutions are best prepared fresh for every experi-
ment but can be stored for short periods at 4 °C.

 1. Cryostat.
 2. Cutting material: Blades, forceps.
 3. 48-well flat-bottom cell culture plates.

 1. Methanol.
 2. Hydrogen peroxide, 30% w/v.
 3. Triton X-100.
 4. Normal goat serum (NGS). Dissolve the vial in Milli-Q water, 

aliquot, and store at −20 °C.
 5. Rocker.
 6. Blocking solution: 0.3% Triton X-100 + 2% NGS in PBS. Store 

at 4 °C.
 7. Washing solution: 0.15% Triton X-100 in PBS.
 8. Primary antibodies: Anti-CD31, anti-Erg, and anti-smooth 

muscle actin (anti-SMA) (Table 2).
 9. Secondary antibodies: Alexa-647-conjugated goat anti- 

hamster, Alexa-488-conjugated goat anti-rabbit, Alexa- 488- 
conjugated streptavidin (Table 2).

 10. Hoechst 33342, trihydrochloride, trihydrate (Table 2).

 1. Paintbrush.
 2. Petri dish.
 3. Superfrost slides.
 4. Coverslips.
 5. Mounting medium (Fluoromount-G).

 1. Confocal microscopy: For reliable 3D image acquisition, con-
focal microscopy with an automatized plate should be avail-
able, as well as the possibility for intensity adjustment through 
Z stacks during acquisition. In addition, a set of at least four 
wavelength channels is required: an ultraviolet laser (excita-
tion ~352 nm, for Hoechst), a blue laser (excitation ~490 nm, 

2.3 Tissue Cutting

2.4 Staining

2.5 Mounting

2.6 Image 
Acquisition
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for FITC and Alexa-488), a green laser (excitation ~556 nm, 
for dextran- TRITC and Cy3), and an infrared laser (excitation 
~649 nm, for Alexa-647). We acquire images using a Nikon 
A1R confocal microscope with NIS-Elements software.

 1. Image analysis requires dedicated 3D software tools. Although 
3D data can be processed with standard programs such as 
ImageJ with the use of specific plugins, we recommend the 
use of specialized software. Most of these programs use the 
voxel as the basic unit instead of the pixel (the homologous 
basic unit in two-dimensional images). They are generally able 
to perform analyses such as delimitation of a volumetric 
region, masking fluorescence in order to generate an individ-
ual mask containing the specific fluorescent signal of the raw 
channel, and 3D co- localization assays to detect structures 
that share the same location or are in close apposition. Volocity, 
Amira, or Bioimage 3D are all examples. Vaa3D, although 
more suitable for larger volumes (SPIM data), may be another 
option. Furthermore, computer programming in MATLAB 
can be used to generate specific plugins for these programs for 
improved 3D analysis. Here, analysis and semiautomatic quan-
tifications are performed using Imaris 7.7.2 (Bitplane).

3 Methods

For in vivo staining, we use C57BL6 adult mice (15 weeks old):

 1. Warm the mice to 39 °C in a warming chamber for 5–10 min 
to dilate the tail vein and flush with 70% ethanol (see Note 1).

 2. Using a 25 G needle, inject 100 μL of 71.5 μM (5 mg/mL) of 
dextran-TRITC (70 kDa) intravenously 30 min previous to 
the sacrifice.

 3. Using a 25 G needle, intravenously inject 100 μL of IB4 
20 min before sacrifice (see Note 2).

 1. After dextran-TRITC and IB4 administration, mice were 
anesthetized by intraperitoneal injection with 200 μL of 
Zoletil/Domtor (Z/D).

 2. Check the anesthesia with the plantar reflex.
 3. Flush the animal with 70% ethanol and open the thoracic cav-

ity without cutting large vessels.
 4. Remove the lungs.
 5. Perfuse the animal with 20 mL of 1% PFA by direct injection 

through the aorta (see Note 3).
 6. Extract the tissue and place it in cold PBS.

2.7 Image 
Quantification

3.1 Mouse 
Procedures (Only 
for In Vivo Staining)

3.2 Sample 
Collection

3.2.1 For In Vivo Staining
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 7. Postfix the tissue with 4% PFA 2 h at 4 °C.
 8. Place the samples in 30% (w/v) sucrose in PBS at 4 °C over-

night (o/n).

 1. Sacrifice mice in a CO2 chamber.
 2. Using a 10 mL syringe with a 30 G needle, perfuse the mice 

through the aorta with cold PBS until all blood is washed out.
 3. Dissect the organ/tissue of interest and place it in 4% PFA 

o/n at 4 °C (see Note 4).
 4. Wash the organ three times with PBS for 10 min each (see 

Note 5).
 5. In order to preserve tissue structure when freezing, the sample 

must be embedded in sucrose. Place the sample in 15% (w/v) 
sucrose in PBS until it sinks at 4 °C. Then transfer it to 30% 
(w/v) sucrose in PBS again until it sinks at 4 °C.

 1. Put some drops of OCT in the Cryomold. Then, dry the sam-
ple gently with a piece of paper, and place it over the OCT 
drops in the correct orientation. Then fill the Cryomold with 
OCT and freeze and store the sample at −80 °C.

 2. Take the OCT block from the Cryomold, and use a drop of 
OCT to attach it to the cryostat adapter in the desired 
orientation.

 3. Take a 48-well plate and fill as many wells as staining panels 
you have with 300 μL PBS.

 4. For 3D analysis, cut sections at around 40–50 μm thick. At 
this thickness, cutting along the OCT block produces a roll of 
OCT. This roll contains the thick tissue section and so must be 
gently collected using tweezers and placed in the well contain-
ing PBS. We recommend adding two to three sections per well 
in order to have technical replicates for each staining.

 1. Replace the PBS, and agitate the samples for 5 min at room 
temperature (RT) to eliminate residual OCT (see Note 6).

 2. Add blocking solution to the wells and incubate for 1 h at RT 
(see Note 7).

 3. Prepare the primary antibodies in fresh blocking solution. 
Each well requires 100 μL final volume to cover the sections. 
We recommend the following dilutions, although antibodies 
should be correctly titrated: 1/200 for CD31 (used for in vivo 
and ex vivo staining) and 1/100 for Erg (used for ex vivo 
staining).

 4. Add the diluted primary antibodies to the sections and incu-
bate at 4 °C o/n with gentle agitation.

3.2.2 For Ex Vivo 
Staining

3.3 Tissue Freezing 
and Sectioning

3.4 Immunostaining

3D Image Analysis of the Microvasculature
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 5. The next day, wash the sections three times for 30 minutes in 
washing solution followed by a further wash for 1 h.

 6. To the washed sections, add directly labeled anti-SMA anti-
body (used in ex vivo staining) at 1/300 in blocking solution 
and also add the secondary-labeled antibodies diluted 1/500. 
We recommend goat anti-hamster 647 for CD31 and goat 
anti-rabbit 546 for Erg. For in vivo IB4 staining, add Alexa- 
488- conjugated streptavidin at 1/500. Finally, add also 
Hoechst for nuclear staining at 1/5000 (see Note 8).

 7. Incubate secondary antibodies o/n at 4 °C with gentle agita-
tion (see Note 9).

 8. The next day, wash the sections four times in washing solution 
for 30 min each. Finally, wash the sections for 1 h in PBS with-
out detergent.

 9. Mount the sections on slides. Remove the sections from the 
wells using a paintbrush, and place them in a PBS-filled petri 
dish. Using the paintbrush, pick sections up one at a time and 
place them on the slide.

 10. Once the sections are attached to the slide, remove the PBS 
and dry the surface thoroughly. Fluoromount-G or other 
mounting medium can then be added and a coverslip placed 
over the sections.

 1. Place the slide on the confocal microscope stage and use the 
10× objective to find the tissue section of interest. Change the 
objective depending on the requirements (for general 
 visualization of the vascular plexus, 10× should be enough; 
when studying cells, 20× is recommended). Finally, adjust the 
focus to examine the sample.

 2. Once a representative area for analysis has been located, 
acquire confocal sections every 1 μm through the entire sam-
ple depth. If possible, maintain a constant temperature in 
order to avoid loss of focus, and try to adjust the intensity 
along Z stack acquisition. If tile scanning, set up the overlay at 
10%. Laser parameters should be adjusted according to the 
staining performance; however, the intensity should be set at 
20–30% of the total laser intensity for all markers except for 
Hoechst (nuclear signal) and the anti-SMA and anti-CD31 
antibodies, whose bright signal will require 12–15% laser 
intensity. Offset should not exceed −15, and gain should be 
set at around 110–130, except for anti-SMA and anti-CD31, 
for which gain should be no more than 100. We recommend 
a resolution of 1024 × 1024. With these settings, a four laser 
3 × 3 tile scan with 45 stacks (45 images) will require approxi-
mately 1 h of acquisition (see Note 10).

3.5 Image 
Acquisition
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 3. A stack of sequential images will be obtained covering the full 
thickness of the sample. Maximal intensity projection (MIP) 
generates a consensus image to present the volumetric infor-
mation in 2D. Nevertheless, MIP may overestimate some 
parameters such as vessel density [21] (see Note 11). In the 
current protocol, we therefore propose analysis and quantifi-
cation of the 3D composition provided by the image stack 
without a preprocessing step that eliminates 3D properties.

As an example, we show representative images of CD31 stain-
ing obtained in thick sections (xenograft tumor) and whole mount 
(skin wound healing) (Fig. 1a). The same figure shows representa-
tive images of cardiac injury (neonatal cryoinjury and adult perma-
nent ligation of the left anterior descending [LAD] artery) obtained 
with different antibodies (Fig. 1b, ex vivo, and Fig. 1c, in vivo).

When the image contains healthy and injured areas (Figs. 1 and 2) 
or any regions of specific interest, these areas should be selected 
and isolated so that they can be analyzed separately. The first step 
is thus to extract 3D regions containing the information you want 
to quantify:

 1. To generate the volume of interest (VOI), a region of interest 
(ROI) is drawn in a section in the middle of the stack. The 
same ROI is then copied to the other images in the stack (see 
Note 12).

 2. The 3D software will connect these ROIs to create a 3D mask. 
This mask is a volumetric selection containing the whole 
 volume of interest. This volume can be analyzed indepen-
dently,  allowing injured and healthy regions to be analyzed 
separately.

The mask contains the fluorescence channels of every antibody 
used, enabling analysis of different parameters. For a first screen-
ing, the structural parameters of the vascular plexus can be ana-
lyzed, including the number of endothelial cells, perivascular 
coverage, general vascular density, and even volumetric parameters 
specifically related to capillary structure or to the presence of arte-
rioles. A functional analysis can then be used to calculate number 
of perfused (functional) vessels or dextran extravasation (vascular 
leakage). Other analysis options include calculation of arteriolar 
thickness or further analysis of the leakiness of the vascular net. We 
use cardiac injury (both cryoinjury and LAD ligation) as a model 
for all these analyses because it provides a vascular plexus contain-
ing capillary and arteriolar structures and showing impaired 
function.

3.6 Image 
Quantification

3.6.1 Generation of 
Volumes of Interest (VOI)
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Fig. 1 Examples of immunostaining in thick sections (50 μm). (a) CD31 staining 
in a thick section of a dermal xenograft tumor (left) and a whole mount of 
wounded skin on day 6 post wound (right). (b) Sections of neonatal heart cryoin-
jured (CI) at P1, dissected at 14 days post-CI and stained for Hoechst, Erg, CD31, 
and SMA. (c) Sections of adult heart infarcted by left anterior descending (LAD) 
artery ligation, dissected 3 days post-injury and stained for Hoechst, isolectin B4, 
CD31, and dextran (70 kDa). Dotted lines separate the healthy region (right) from 
the injured area (left). I injured, NI noninjured; Scale bar: 200 μm in a left and 
100 μm in a right, b and c
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Here we provide guidelines for analyzing vasculature-associated 
cellular components as well as the basic structural parameters 
related to volumetric quantitation of the vasculature and its cover-
age by SMA+ perivascular cells. As an example, we use the cryoin-
jury model in a P1 postnatal heart 14 days after cryoinjury.

 1. One of the most important components of the vascular plexus 
is the population of endothelial cells (ECs) forming the vascu-
lar net. Before extracting volumetric information about the 
vascular plexus, EC content can be measured by generating a 
mask from the Erg+ fluorescence channel. This mask identifies 
each of the Erg+ nuclei, and dedicated 3D software quantifies 
the number of Erg+ nuclei.

 2. A more precise measure of EC number requires a refining 
step. Since Erg is a nuclear marker, the Erg signal should co-
localize with Hoechst (nuclei). Therefore, after generating the 
Erg mask (step 1), a Hoechst co-localization assay should be 
performed and only cells doubly positive for Erg and Hoechst 

3.6.2 Structural 
Parameters (Fig. 2)

Fig. 2 3D image quantification workflow: vascular architecture quantification. From the masks for CD31, SMA, 
and Erg, we obtain volumetric three-dimensional information about the endothelial arteriolar and capillary 
structures as well as about SMA coverage and endothelial cell number. Scale bar: 100 μm
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considered as ECs. In the co-localization analysis, the 3D soft-
ware takes each positive Erg unit and checks if the associated 
voxels (volumetric information homologous to the pixels in 
2D images) are also positive for the Hoechst fluorescence sig-
nal. If voxels for a cell in the Erg mask also show an intense 
Hoechst signal, the software will mark the double-positive cell 
as a genuine EC.

 3. The 3D analysis software will provide an absolute number of 
ECs present in the tissue, and this number can be normalized 
to the total number of cells, determined as the total number of 
Hoechst-positive elements (Table 3).

 4. Another important parameter is the volume that the vascular 
net occupies within the tissue; and to obtain a precise picture 
of the state of the vascular plexus, information about EC num-
ber must be combined with volumetric data. General vascular 
volume is quantified by generating a volumetric mask from the 
fluorescence channel corresponding to the CD31+ vascular 
signal. This mask will be a volumetric net containing all CD31+ 
fluorescent signals. Dedicated 3D software quantifies the 
number of positive voxels inside the mask, thereby obtaining a 
volumetric measure of the CD31 signal. This CD31+ volume 
can then be normalized to the total region volume, thus yield-
ing the vascular volume density, which can also be expressed as 
a percentage (Table 3).

 5. Vascular smooth muscle cells (VSMCs) are perivascular cells 
that surround the endothelial layer, providing contractility to 
large arterioles and arteries and mechanical stability to some 
capillaries of the microvasculature. VSMC coverage of the 
endothelium provides crucial information about the arteriolar 
plexus. VSMCs can be specifically identified from the 
 expression of SMA. A mask of the SMA fluorescent signal pro-
vides volumetric information about VSMC coverage.

 6. Injured tissue can contain SMA-positive nonvascular elements 
(e.g., myofibroblasts within infarcted regions) [22], and this 
can lead to these structures being erroneously identified as 
VSMCs. Non-VSMC SMA+ cells can be eliminated from the 
mask by considering only SMA+ structures in close apposition 
to the CD31+ EC signal. The co-localization assay checks 
which SMA+ structures (step 5) are in close apposition to 
CD31+ voxels, and only these structures are retained as genu-
ine VSMCs (see Notes 13 and 14).

 7. The 3D software then calculates the number of voxels inside 
this refined SMA+ volumetric mask, providing the volume 
associated with the VSMC signal. Normalizing to the total 
region volume gives a measure of the presence of arterioles 
and the percentage of SMA+ volume (Table 3).
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 8. Phenotypic analysis may require separation of the capillary 
plexus from arterioles. Again, this is achieved by co-localiza-
tion analysis. In this case, from the CD31+ volumetric mask 
(step 4), you retain only those CD31+ structures in close 
apposition with the SMA+ fluorescence channel. The selected 
CD31+ vessels will correspond to VSMC-covered CD31+ 
endothelium, classified as arteriolar endothelium (see Note 
15). Again, using the 3D analysis software to quantify voxels 
inside the generated mask, we can provide volumetric infor-
mation about this specific endothelium. We recommend nor-
malization to the total CD31+ volume (step 4) to obtain the 
final percentage of arteriolar endothelium in the analyzed vas-
culature (Table 3).

 9. The same analysis will yield a mask of CD31+ structures that 
are not in close apposition to SMA, corresponding to the cap-
illary endothelium. The specific volumetric mask will give a 
3D measure that can be normalized to the total vascular 
CD31+ volume to determine the capillary plexus as a percent-
age of the total vasculature (Table 3).

Analyzing the performance of vascular structures in vivo is a crucial 
part of 3D vasculature analysis. Staining for functional parameters 
can provide information about the vasculature perfusion (identify-
ing lumenized vessels that are receiving blood flow) and also about 
the leakage of the vascular plexus (an index of the stability of the 
vascular net). For this analysis, we show an example of artery liga-
tion in adult mice at 3 days post infarction.

 1. First, generate a volumetric mask from the fluorescence chan-
nel for the IB4+ vascular signal. This mask will reveal the volu-
metric net of perfused vessels. These vessels, which have taken 

3.6.3 Functional 
Parameters (Fig. 3)

Table 3 
Quantification of vascular structural parameters in neonatal cryoinjured 
heart

Infarcted region
Non-infarcted 
region

CD31 volume (%) 7.3 13.8

SMA volume (%) 3.5  0.8

Arteriolar volume (%) 37.1 2.9

Capillary volume (%) 62.8 97.0

Number of ECs (%) 13.9 36.4

Images shown in Fig. 1b were quantified according to the protocol and pipeline 
described in Fig. 2

3D Image Analysis of the Microvasculature
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up the IV-injected IB4 and are thus competent for blood flow, 
should be considered functional.

 2. Select the CD31+ fluorescence signal from within the IB4 
mask (step 1). Rather than positively selecting that part of a 
fluorescence channel showing co-localization, as in previous 
examples (Subheading 3.6.2 step 2, 6, and 8), here the proce-
dure involves elimination of CD31+ fluorescence that is not 
inside the mask voxels, thus leaving only the fluorescent signal 
associated with the mask. In this specific case, CD31 fluores-
cence that does not co-localize with the voxels in the IB4 mask 
(step 2) is eliminated, yielding a CD31 fluorescence channel 
of double- positive (CD31+ and IB4+) vessels.

 3. Using the 3D software, a volumetric mask can then be gener-
ated over the IB4-co-localized CD31+ fluorescence signal, 
enabling determination of the volume of correctly perfused 
vasculature.

 4. The perfused vasculature (step 3) can be normalized to the 
whole vascular plexus, obtained from the general mask of the 
CD31+ vascular signal (Subheading 3.6.2 step 4) (see Table 4).

 5. Following the same principle, a volumetric mask can be gener-
ated of the dextran surface and normalized to the vascular 

Fig. 3 3D image quantification workflow: functional quantification. From the 
Isolectin B4, CD31, and dextran masks, we can obtain information about the 
perfusion and leakage of the vascular net. Scale bar: 100 μm
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plexus volume. This reveals the volume of extravasated dextran, 
giving a measure of the stability and leakage of the vascular 
plexus (Table 4).

These masking and co-localization functions are integral to all 
3D programs; however, individual programs can also include spe-
cific tools that allow a more detailed analysis. For example, Imaris 
7.7.2 includes the distance transformation map, which can substi-
tute the co-localization assays and determine structures by simply 
checking the distance between them. There are also customized 
algorithms (MATLAB programming) that allow quantification of 
other structural parameters such as number of segments, vessel 
radius, branching nodes, etc. (see Note 16).

4 Notes

 1. Tail vein dilatation is crucial when working with dark strains 
(such as C57BL6), in which the tail is darker and the vein 
 difficult to see. For white strains (such as BALB/c), this is less 
important because the vein is clearly visible.

 2. The first tail injection should be distal to the second. 
Alternatively inject each component in different veins.

 3. From here on, samples are maintained and manipulated in the 
dark to prevent loss of dextran fluorescence.

 4. Some antibodies may require a milder fixation, and PFA con-
centrations from 0.4% to 2% can be used.

 5. For whole-mount staining, go directly to the step 3.4 (immu-
nostaining). Whole-mount samples can be stored for up to a 
month in PBS at 4 °C.

 6. During staining, liquids should be removed with care, using a 
p200 pipette. Avoid suction to prevent sample damage.

Table 4 
Quantification of vascular functional parameters in adult infarcted heart

Infarcted region
Non-infarcted 
region

CD31 volume (%) 9.9 11.4

Perfused vessel volume (%) 11.2 47.6

Extravasated dextran volume 1.5 0.1

Images shown in Fig. 1c were quantified according to the protocol and pipeline 
described in Fig. 3

3D Image Analysis of the Microvasculature
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 7. Anti-CD16/CD32 antibodies should be included when stain-
ing samples with high numbers of inflammatory cells in order 
to avoid the possible non-specific reactions of their FcR 
receptors.

 8. DAPI (4′,6-diamidino-2-phenylindole, dihydrochloride) or 
Hoechst can be added for nuclear staining indistinctly.

 9. From here on, samples are maintained and manipulated in the 
dark to preserve the fluorescence signal.

 10. For the 3D acquisition of full structures, such as tumors or 
hearts, a 512 × 512 pixel resolution should be enough for 
quantification of vessel density, perfusion, and extravasation, 
making it possible to reduce microscopy acquisition time, 
obtain smaller files, and thus speed up analysis. Acquisition 
time can also be reduced by acquiring optical sections in the Z 
stacks at 1.5–2 μm intervals.

 11. Maximal intensity projections are useful for rapid visualization 
of the sample, giving an initial idea of the parameters that may 
be of interest for 3D quantification.

 12. The region of interest in damaged tissue can be delineated by 
selecting the aberrant CD31+ vasculature; however, other 
markers such as the macrophage marker CD68 can also be 
used.

 13. The endothelial cells and VSMC layers are closely apposed but 
do not coincide exactly. Co-localization analysis can be used to 
specifically select VSMCs because the endothelial and perivas-
cular cell fluorescence signals are superimposed. However, 
some 3D analysis programs (e.g., Imaris version 7.7.2) can 
perform distance transformation maps that examine the inter- 
signal distance instead of co-localization. This tool, although 
not included in every 3D software package, can be more spe-
cific, and we encourage its use when available.

 14. Any remaining anomalous SMA structure should be elimi-
nated manually.

 15. In the heart model, most SMA+-covered vessels correspond to 
arterioles. However, in other contexts such as tumors, SMA+-
covered vessels may not correspond to arterioles but to more 
mature or stabilized vessels; the immature vessels will be those 
with less or no SMA coverage.

 16. With this kind of 3D images, it is possible to analyze other 
structural parameters, such as tortuosity and number of branch 
points, providing information about how the vessel network is 
structured. This kind of analysis can be done with programs 
like Imaris (the one that we use here) and also with custom-
ized software implemented in MATLAB, for example [28].

Álvaro Sahún-Español et al.
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Chapter 19

Human Tumor Tissue-Based 3D In Vitro Invasion Assays

Pirjo Åström, Ritva Heljasvaara, Pia Nyberg, Ahmed Al-Samadi, 
and Tuula Salo

Abstract

Here we describe a protocol to utilize human benign leiomyoma tissue in in vitro 3D model that enables 
an assessment of cell invasion. The chapter also describes detailed instructions for image analysis to quan-
tify the results. Leiomyoma is a benign tumor of the uterus which mimics authentic components of the 
tumor microenvironment including fibroblasts, vessels, collagen fibers, and extracellular protein composi-
tion. The leiomyoma invasion model represents a superior 3D model for cell invasion studies compared to 
the other non-human organotypic models.

Key words 3D in vitro model, Invasion, Human tissue, Leiomyoma, Extracellular matrix, Tumor 
microenvironment, Immunohistochemistry, Image analysis, Cancer cells, Co-culture

1 Introduction

Extracellular matrix (ECM) protein mixtures of non-human origin, 
such as Matrigel from Engelbreth-Holm-Swarm (EHS) mouse sar-
coma cells, are the prevailing substrates in the majority of in vitro 
cell invasion studies [1]. We have recently described a novel protein 
extract made of human uterus leiomyoma tissue and demonstrated 
that it is superior to Matrigel in in vitro cancer and angiogenesis 
studies [2]. However, such protein mixtures lack the complex 3D 
architecture which also influences proteolytic actions during cell 
invasion [3]. The described organotypic leiomyoma 3D solid disc 
model utilizes human tissue material with authentic components of 
the tumor microenvironment (TME) such as fibroblasts, insoluble 
and soluble ECM components, and a complex tumor tissue archi-
tecture including nerves and vessels [3–5]. Although cells in the 
myoma discs are not viable, their presence is important as they sim-
ulate the in vitro tumor cellular environment [6]. Additionally, 
myoma discs are hypoxic providing natural surroundings for cancer 
cells in vitro [3]. Hence, in this human 3D organotypic model, 
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tumor progression and cell invasion can be investigated in vitro in 
an environment that closely mimics the in vivo situation.

2 Materials

Human uterine leiomyoma tissue can be obtained from routine 
surgical operations after the informed consent of the donors and 
kept frozen. Their use should be approved by ethical guidelines 
and regulations that follow international, national and institutional 
standards in each country, with the strictest legal and ethical 
standards.

Like all human tissues, the human leiomyoma specimens are 
potentially biohazardous material, and thus they should only be 
handled by trained personnel. Processing of the myoma samples 
must be performed in dedicated areas, in a laminar hood with 
biosafety level 2. A full risk assessment should be performed on 
all steps of the protocol. Human samples should be stored in 
designated areas, and their disposal should comply with institu-
tional guidelines.

This model is suitable for several malignant and stromal cell 
lines. Cell line-specific media and reagents used for growing the 
cells should be applied in this model. The procedure needs the fol-
lowing materials:

 1. Human uterine leiomyoma tissue.
 2. Cultured tumor and other stromal cells.
 3. Cell culture reagents (depending on the cell type).
 4. Transwell chambers (sterile 6.5 mm Transwell polycarbonate 

membrane inserts with an 8.0 μm pore size).
 5. Slicing device or a sterile knife.
 6. 8 mm biopsy punch.
 7. 24- and 12-well plates.
 8. Sterile tweezers (blunt and sharp).
 9. CryoTubes.
 10. Custom-made sterile metal grids.
 11. DMSO (dimethyl sulfoxide).
 12. Microscope equipped with camera.
 13. Standard histology reagents for embedding and staining [(a) 

4% formaldehyde in phosphate-buffered saline, (b) ethanol, 
(c) Tissue-Clear (xylene substitute), (d) paraffin blocks, (e) 
microtome, (f) slides, (g) hematoxylin-eosin, (h) xylene, (i) 
mounting medium].

Pirjo Åström et al.



215

3 Methods

The myoma invasion assay takes 10–14 days:

Day 0: Transfer myoma pieces to Transwell inserts, seed cells on 
top of the myoma.

Day 1: Transfer myomas onto the metal grids.
Days 3–13: Change the media according to the culture protocol of 

your cells.
Days 10–14: Collect the myomas for analyses, and continue to 

further sample processing and analyses.

 1. Cut the leiomyoma tissue into 4 mm thick slices using a slicing 
device or a large knife in a sterile fashion (Fig. 1a, b, see Note 1).

 2. In a cell culture laminar hood, make cylinder-shaped discs from 
the 4 mm leiomyoma slices using an 8 mm biopsy punch (Fig. 1c).

 3. Store the discs at −70 °C or in liquid nitrogen in CryoTubes 
filled with 1000 μL of the desired culture medium with 10% 
DMSO (see Note 2). Alternatively, the myoma discs can also 
be lyophilized (see Note 3).

 1. Remove myoma discs from the freezer or liquid nitrogen, thaw 
them, and immerse the discs into the desired culture medium 
in a 50 mL conical tube (eight discs in 30–40 mL of medium). 
Rinse overnight at room temperature (or if the tissue is bloody, 
for up to 3 days at 4 °C). Prepare at least three parallel myoma 
discs per experimental condition.

 2. Use sterile blunt tweezers to transfer myoma discs gently into 
Transwell inserts placed in a 24-well plate avoiding tissue dam-
age (Fig. 1d, see Note 4).

 3. Immediately after the transfer, add 0.5 mL of culture medium 
to the lower chamber. Put the plate into cell culture incubator 
while preparing the cells.

 4. Trypsinize the cells according to the protocol used for your cells.
 5. Resuspend the cells and count cell number. Suspend the cells 

in an appropriate volume of cell culture medium (e.g., for 
HSC-3 oral squamous cell carcinoma cells, approximately 
1.4 × 107 cells per mL is a good cell density). For co-culture 
experiments see Note 5.

 6. Add tumor cells on top of the myoma in 50 μL of their normal 
culture medium (see Note 6). The appropriate number of the 
cells depends on the cell line used, e.g., for HSC-3 cells, 
700,000 cells per myoma disc is recommended. Also include 
myomas without cancer cell seeding in the study (control).

 7. Culture at the appropriate conditions overnight.

3.1 Preparing 
the Myoma Discs 
for Organotypic 
Culture

3.2 Invasion Assay 
(Day 0)

Human Tissue Based 3D In Vitro Invasion Assays
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 1. Place sterile metal grids in the wells of a 12-well plate.
 2. Add 1 mL of culture medium (with or without test substance, 

e.g., cancer drugs) to the wells.
 3. Take myoma discs from the Transwell inserts and place them 

on the grids (Fig. 1e). Make sure that the cells are on the 
upper side of the myoma disc.

 4. Culture at suitable conditions for up to 2 weeks, changing the 
media (1 mL) at desired intervals depending on the cell line 
(Fig. 1f; see Note 7).

 1. Prepare the tissues for histology.
 (a)  Paraffin processing: Remove the myoma discs from the metal 

grids, and place them in plastic cassettes of a suitable size (see 
Note 8). Immerse tissues in 4% formaldehyde in phosphate-
buffered saline (pH 7.2–7.4) fixative for a maximum of 24 h; 
longer incubation can destroy antigens. Use gentle agitation, 
e.g., a small magnetic stirrer placed in a plastic cassette that 
will enhance penetration of fixative to tissues. The volume of 
the fixative solution should be approximately 50-fold the vol-
ume of the tissue.

 (b)  Frozen sample preparation: Slice the myomas into two 
halves and freeze the myoma tissue quickly in liquid  nitrogen 

3.3 Transfer 
the Myomas 
onto the Steel Grids 
(Day 1) and Culturing 
(Until Days 10–14)

3.4 Processing 
of the Discs 
for Analyses (Days 
10–14)

Fig. 1 Selected steps for preparation of the myoma disc for invasion assay. (a) Cut the myoma tissue into 4 mm 
slices using a slicing device. (b) Myoma slices after cutting. (c) Cut myoma discs using 8 mm biopsy punch. 
(d) Insert the disc inside the Transwell chamber. (e) Transfer the disc from the Transwell chamber onto a metal 
grid. (f) Culture the myoma discs on the grids in a 12-well plate

Pirjo Åström et al.
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or place the disc in a plastic Cryomold (in the correct 
 orientation for cutting) and cover with optimal cutting 
 temperature compound (OCT) and rapidly freeze on an 
aluminum plate on the dry ice.

 2. Place the cassettes under running tap water for 4 h. Dehydrate the 
tissue in stepwise ethanol concentration: (a) 40% for at least 4 h, 
(b) 50% for overnight, (c) 70% for 1 h, (d) 95% for 2 h, and (e) 
100% for 2 h. All steps should be done under gentle agitation.

 3. To remove all ethanol, immerse the tissue in Tissue-Clear for 
30 min under agitation.

 4. Cut the myoma disc in two halves, orientate each halve in the 
cassette, embed it in paraffin, and place the cassette on a cold 
plate to solidify.

 5. Cut 5–6 μm myoma sections and stain, for example, with 
 hematoxylin and eosin for tissue morphology (Fig. 2a). Immuno-
histochemical staining, e.g., anti-pan-cytokeratin antibody AEI/
AE3, can be used to stain the carcinoma cells (Fig. 2b).

The invasion area and invasion depth can be examined using 
image analysis software. Here we describe the use of Fiji  
software for analyzing the invasion area and depth. However, 
there are also several other ways to apply Fiji software in image 
analyses [7].

 1. Acquire three to five images of the whole invasion area (5× 
objective), or scan the area with a whole slide imaging scanner. 
Avoid the areas right next to the myoma edges during the 
image analysis (see Note 9).

3.5 Analyzing 
the Invasion

Fig. 2 Histological sections of myoma discs with carcinoma cells after 10 days in culture. (a) Hematoxylin and 
eosin staining. (b) Pan-cytokeratin AEI/AE3 immunohistochemical staining

Human Tissue Based 3D In Vitro Invasion Assays
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 2. Open the image and set the scale. Start by opening the 
Imagej.jar- file. Open the image from File ➔ Open menu, or 
take the picture from a folder, and drag it on the ImageJ 
symbol which will open the image. You can set the size of 
the image once you have opened it: Choose a tool for draw-
ing a straight line from the menu bar, and draw a line of 
known length. Select Analyze ➔ Set Scale, insert the known 
distance value and its unit, and select Global, so that the 
same scale will be used also in the following images that are 
opened (Fig. 3a).

 3. Prepare the image for measurements. Select Image ➔ Type ➔ 
8-bit, to change the picture into an 8-bit gray-shaded image. 
Select Image ➔ Adjust ➔ Threshold, and use the mouse to adjust 
the scroll bars so that the regions to be studied are colored red 
(Fig. 3b).

 4. Define the epithelium and invasive regions. Select the Wand 
(tracing) tool with which you can define a uniform area. Click 
on the epithelium to draw/create a yellow line around the 
selected region. Select Analyze ➔ Analyze Particles. You can 
select the minimum and maximum size of the particles to be 
measured on the part Size (μm*2). Select OK to measure the 
surface area of the selected regions (Fig. 3c). Select Edit ➔ 
Clear, to remove the already measured region from the image 
(Fig. 3d). Continue by drawing a line around the invasive 
region, or you can also select Edit ➔ Selection ➔ Select all, if 
the scale bar has been removed from the image. Select Analyze 
➔ Analyze Particles ➔ OK, to measure the surface area of the 
selected regions/particles. Now the surface areas and number 
of particles within the area are shown in the Summary window 
(Fig. 3e).

 5. Measuring the depth of invasion: Adjust the settings for the 
measurements Analyze ➔ Set Measurement; from here you 
only select Limit Threshold and Display Label. Select the 
Straight tool from the menu, and draw a vertical line start-
ing from the lower threshold of the epithelium and ending 
at the particle that invaded the deepest/furthest (Fig. 3f). 
Select Analyze ➔ Measure to obtain the result of the mea-
surement in the Results window. Measure the invasion 
depths for three separate invasive particles with the deepest/
furthest invasion.

 6. Handling the results: The results can be copied from the 
Summary and Results windows straight into an Excel file. The 
average of invasion depth is calculated based on the measure-
ments taken from three separate invasion particles.

Pirjo Åström et al.
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4 Notes

 1. In each individual experiment, use tissue discs from the same 
leiomyoma specimen. Special care should be taken when work-
ing with human tissues. All steps should be carried out in cell 
culture.

 2. You can put up to eight myoma discs in each CryoTube.
 3. To lyophilize the myoma discs, first put them onto 24- or 

48-well plates, one disc per well, cover with Parafilm, and freeze 
at −70 °C. Pierce the Parafilm and lyophilize the discs for 72 h 
using a Heto Drywinner DW3. After lyophilization, place the 
discs in an exicator. The discs are rehydrated by rinsing them at 
4 °C in the desired culture medium overnight. After rehydra-
tion, the discs can be used in the same manner as non-lyophi-
lized native discs.

 4. Myoma disc and the membrane should be packed tightly with-
out any empty space between them to allow capillary flow of 
media into the myoma. If the disc is too high, cut it carefully to 
fit into the insert.

Fig. 3 Selected steps for measuring the invasion area and invasion depth. (a) Open the desired image and set 
the scale. (b) Change the image to 8-bit depth, and then adjust the threshold to get the stained area red in color. 
(c) Use the tracing tool to select the area of non-invaded cancer cells. (d) Remove the non-invaded cancer cells 
and the scale bar from the image. (e) Summary of the results. (f) Measure the invasion depth by drawing a 
straight line from the bottom of the non-invaded cancer cells to the deepest point of the invaded cancer cells

Human Tissue Based 3D In Vitro Invasion Assays
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 5. The myoma in vitro 3D invasion model can be also used to 
co-culture cancer cells with other adherent and non-adherent 
cells within the tumor microenvironment:

 (a)  Adherent cells. Cancer cells can be co-cultured with 
fibroblasts, macrophages, stem cells, and other adher-
ent cells by mixing the cells before adding them onto 
the myoma discs. The ratio between different cell types 
can be decided depending on the aim of the experiment 
and type of the cells. If needed, cells can be transfected 
with green fluorescent protein (GFP) so they can be 
differentiated from non-vital cells which exist within 
the myoma disc.

 (b)  Non-adherent cells. Cancer cells can be also co-cultured 
with non-adherent cells such as peripheral blood mononu-
clear cells by adding these cells in the medium below the 
myoma disc. These cells can also be activated by adding dif-
ferent stimulants such as CD3 and CD28 antibodies, IL-2, 
ionomycin, phorbol 12-myristate 13-acetate, etc. to the 
medium. The number of the non-adherent cells can be 
decided depending on the aim of the study and the type of 
the cells.

 6. In some cases, the medium flows on top of the myoma discs. 
Before adding the cells, remove any culture medium on top of 
the myoma.

 7. When changing the media, conditioned media can be collected 
and stored at −20 °C for various analyses, e.g., for collagen 
degradation products during cancer cell invasion by radioim-
munoassay kit.

 8. Do not squeeze too big pieces of tissue into too small cassettes 
since this will result in poor penetration of fixative and possibly 
disturb the top cell layer.

 9. Treat the images as research results. Save the original picture 
in TIFF form; JPEG is not recommended. Making simple 
adjustments is allowed (adjusting brightness, contrast and 
gamma—distribution). The settings must be identical when 
comparing images. Filters that improve image quality weaken 
the quality of the data. Intensities can be measured, if images 
have been modified as an entity and they have been calibrated 
for a known standard. You may lose some data while enlarging 
the image. Changes in the size of the image (number of pixels 
in X and Y axis) may cause folding artifacts.

Pirjo Åström et al.
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Chapter 20

Ear Sponge Assay: A Method to Investigate Angiogenesis 
and Lymphangiogenesis in Mice

Maureen Van de Velde, Melissa García-Caballero, Tania Durré, 
Frédéric Kridelka, and Agnès Noël

Abstract

Angiogenesis and lymphangiogenesis have become important research areas in the biomedical field. The 
outgrowth of new blood (angiogenesis) and lymphatic (lymphangiogenesis) vessels from preexisting ones 
is involved in many pathologies including cancer. In-depth investigations of molecular determinants such 
as proteases in these complex processes require reliable in vivo models. Here we present the ear sponge 
assay as an easy, rapid, quantitative and reproducible model of angiogenesis and lymphangiogenesis. In this 
system, a gelatin sponge soaked with tumor cells, cell-conditioned medium, or a compound to be tested is 
implanted, for 2–4 weeks, between the two mouse ear skin layers. The two vascular networks are next 
examined through histological procedures.

Key words Angiogenesis, Lymphangiogenesis, Ear sponge assay, Proteases, In vivo model

1 Introduction

Angiogenesis and lymphangiogenesis are critical processes that 
enable tumor progression and the formation of metastases, which 
remains the primary cause of cancer patient death [1–4]. The for-
mation of new blood and lymphatic vessels closely correlate with 
metastasis and clinical outcome in various types of cancer [5–7]. 
Most researches are devoted to angiogenesis, and the lymphatic 
system remains often a somewhat forgotten part of the tumor vas-
culature. Although anti-angiogenic therapeutic drugs are currently 
used in clinic, no anti-lymphangiogenic compound is yet used. 
Nevertheless, encouraging data have been reported for the combi-
nation of anti-angiogenic and anti-lymphangiogenic treatments 
[8]. These complex biological processes are regulated by a large 
panel of molecules including at least growth factors, their cell 
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surface receptors, integrins, proteases, and their inhibitors. 
Although initially viewed as simple regulators of matrix degrada-
tion, matrix proteases (matrix metalloproteinases [MMPs], a disin-
tegrin and metalloproteinases [ADAM], and a disintegrin and 
metalloproteinases with thrombospondin motifs [ADAM-TS]) are 
now considered as key players with a growing list of substrates [9, 
10] and functions sometimes dual [11]. Reliable in vivo models are 
required to decipher the specific role played by all these molecular 
determinants during angiogenesis and lymphangiogenesis. For 
in vivo assessment of angiogenesis, the Matrigel plug assay was 
developed more than 20 years ago [12] and is still in wide use 
today because it is easy to set up [13]. Lymphangiogenesis is inves-
tigated by different in vivo assays: tumor transplantation, corneal 
assays [14, 15], spheroid-based human microvessel formation [16] 
and finally, genetic models of lymphatic vessel development [17, 
18]. However, the main drawback of those in vivo models is the 
difficult quantification and/or the high intra-experimental variabil-
ity. The ear sponge assay is an adaptation of Matrigel assays that has 
proved to be useful for studying these processes [13, 19]. The 
sponge assay takes advantage of the presence of dense blood and 
lymphatic vasculatures in the adult mice ear, allowing the concomi-
tant analysis of both vascular networks. In this model, after mice 
anesthetization, a small incision is made on the external and basal 
part of the mice ears, and a gelatin sponge, soaked with either 
(lymph)angiogenic factors, inhibitors, tumor cells, or their condi-
tioned medium, is implanted between the two ear skin layers. Two 
to four weeks later, sponges can be processed by different analyses 
including at least (1) histological examination of the neo-formed 
vascular networks, (2) flow cytometry to characterize infiltrated 
cells, or (3) evaluation of reporter gene activity through fluores-
cent or bioluminescent systems [20, 21] (Fig. 1). It is worth men-
tioning that the ear sponge model offers the possibility to perform 
a computerized quantification on 2D and 3D sponge images after 
specific stainings. This model is an ideal, rapid and reproducible 
approach for testing the in vivo potency of proteases or other mol-
ecules on tumor progression and metastatic events. Notably, this 
mouse- based assay can be applied to transgenic mice.

2 Materials

All soluble reagents are stored at 4 °C. Prepare all solutions using 
sterile buffers and under sterile conditions.

 1. A sterile compressed gelatin sponge (GELFOAM, Pfizer).
 2. Puncher to cut cylindrical pieces (5 mm).
 3. Interstitial collagen solution (this solution has to be prepared 

on ice): 7.5 volumes of interstitial type I collagen solution, 1 

2.1 Sponge 
Preparation

Maureen Van de Velde et al.



225

Control

Stimulator

LYVE-1
CD31

LYVE-1
CD31

Sp
on

ge
 

pr
ep

ar
at

io
n

Sp
on

ge
 

an
al

ys
is

Growth factors

Conditioned 
medium

Compounds

Sponge 
with factors

Sponge 
with tumor cells

Control

Sponge with 
tumor cells

Tyrosinase
LYVE-1

Visible stainings

Tyrosinase
LYVE-1

A

B

Fig. 1 Ear sponge assay applications and analysis. (a) Gelatin sponges are embedded with soluble compounds 
(growth factor as stimulator, drug, or cell-conditioned medium) (left part) or soaked with tumor cells (right part, 
in green). (b) Immunofluorescent (left) and visible (right) stainings of sponges resected 3 weeks post- 
implantation. Left: blood and lymphatic vessels are identified through CD31 and Lyve-1 stainings in sponges 
soaked with PBS (control) or with a growth factor used as a stimulator, respectively (left part). Angiogenesis 
and lymphangiogenesis. Cell nuclei appear in blue (DAPI). A zoom of the yellow square is represented. Scale 
bar = 1 mm. Right: illustrative visible staining of sponges soaked with tumor cells. The lymphatic vasculature 
is visualized by LYVE-1 staining (blue), and tumor cells appear in pink (tyrosinase is used as a marker of tumor 
cells). A zoom of the black square is presented. Scale bar = 1 mm
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volume of 10× Hanks’ balanced salt solution, 1.5 volume of 
186 mM NaHCO3. Adjust to pH 7.4 with a 1 M NaOH solu-
tion (see Note 1).

 1. Ketamine hydrochloride (100 mg/kg body weight).
 2. Xylazine (10 mg/kg body weight).
 3. Warming plate.
 4. Microdissection instruments.

 1. Mouse melanoma B16F10 cells or similar according to the 
purpose of the study (see Note 2).

 2. Dulbecco’s Modified Eagle Medium (DMEM) or adapted 
medium according to the cell line used and the purpose of the 
study.

 3. Medium conditioned by cells, growth factors, inhibitors, or 
any compound to be tested.

 4. Trypsin.
 5. Phosphate buffered saline (PBS).
 6. Adapted medium according cell line used.
 7. Glasstic slide with grids to count cells.
 8. Amicon Ultra centrifugal filter of 3 kDa NMWL.

It is necessary to perform chirurgical procedure under sterile con-
ditions and use sterile materials.

 1. Suture.
 2. Warming plate.

 1. Polyclonal goat anti-mouse LYVE-1 (R&D Systems, AF2125).
 2. Monoclonal rat anti-mouse CD31 (BD PharMingen, 557,355).
 3. Rabbit anti-goat/Alexa Fluor 488.
 4. Polyclonal goat anti-rat/Alexa Fluor 546.
 5. Vectashield/DAPI mounting medium.
 6. Medium for frozen section: Optimal Cutting Temperature 

(OCT).
 7. Phosphate buffered saline (PBS).
 8. Phosphate buffered saline (PBS)-1.5% milk.
 9. Citrate buffer.
 10. Protein block serum-free buffer.
 11. Dako diluent solution (Dako, S2022).
 12. Ferangi Blue chromogen kit (Biocare Medical FB8135).
 13. Target buffer (Dako, S1699).

2.2 Mouse and Ear 
Preparation

2.3 Cell Media 
and Cell Lines

2.4 Sponge 
Implantation

2.5 Immuno- 
histochemistry 
for Sample Processing
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 14. EnVision anti-rabbit/horseradish peroxidase (Dako K4003).
 15. EnVision + System-HRP (DAB, Dako: K3468).
 16. Entellan (Merck Millipore) or similar mounting medium.
 17. Acetone.
 18. Methanol.
 19. Formalin.
 20. Ethanol.
 21. Isopropanol.
 22. Xylene.
 23. Paraffin.
 24. H2O2.

 25. Hematoxylin/eosin.

3 Methods

Before any manipulations, sterilize all microdissection instruments 
and clean the work surface.

 1. Cut gelatin sponges in small cylindrical pieces (around 3 mm3) 
with a biopsia punch (see Note 3).

 2. Place sponges in a 96-well plate, one sponge per well.
 3. Prepare serum-free medium or phosphate buffered saline 

(PBS) for non-treated sponges and growth factor solutions, 
drug solutions, cell suspension, or cell-conditioned medium 
for treated sponges according to the experimental design.

 1. Defrost drugs and/or growth factors on ice.
 2. Dilute the compound to be tested in serum-free medium or 

PBS to obtain the requested concentration(s).
 3. Mix the final solution by pipetting and keep it on ice.

 1. Culture cells in complete medium until reaching 80% of 
confluency.

 2. Pre-warm at room temperature PBS, trypsin-EDTA (0.05% 
(wt/vol)) and the culture medium.

 3. Remove the medium from the dish containing cultured cells.
 4. Gently rinse 5 mL of pre-warmed PBS and aspirate PBS 

afterward.
 5. Add 1.5 mL of trypsin-EDTA, shake the dish to cover the 

whole dish surface with the trypsin solution, and incubate the 
plate at 37 °C during 2–4 min.

3.1 Sponge 
Preparation

3.1.1 For Drug 
and Growth Factor 
Solutions, the Procedure  
Is as Follows

3.1.2 For Cell 
Suspension Preparation, 
the Procedure Is 
as Follows

Ear Sponge Assay
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 6. Collect detached cells in medium supplemented with serum.
 7. Centrifuge cell suspension at 260 × g, at room temperature for 

10 min.
 8. Remove supernatant and add 10 mL of serum-free medium.
 9. Count cells and adjust their concentration.

 1. Culture cells in complete medium until reaching 50% of 
confluency.

 2. Pre-warm PBS and serum-free medium at room temperature 
before use.

 3. Remove the culture medium, wash the cell culture with 5 mL 
of PBS, and aspirate PBS.

 4. Incubate cells with 5 mL of serum-free medium for 10 min at 
37 °C.

 5. Remove the medium and repeat this step one more time.
 6. Add 10 mL of fresh serum-free medium and culture cells for 

48 h at 37 °C.
 7. Collect the cell-conditioned medium, and concentrate it with 

an Amicon Ultra centrifugal filter placed in a 15 mL centrifuge 
tube and centrifuge at 2200 × g, 4 °C for 1.5 h.

 8. Collect the concentrated medium from the filter and place it in 
a new tube.

 9. Use the conditioned medium immediately or freeze it until use 
at −20 °C.

 10. With a micropipette, add 20 μl of the solution to be tested as a 
drop on top of the sponge to allow a progressive diffusion of 
the solution into the sponge. Manipulate gently the plate in 
order to maintain the drop on the sponge (see Note 4).

 11. Incubate the plate containing sponges at 37 °C for 30 min. 
During this incubation period, it is crucial to turn upside down 
each sponge in the same well, at least once (see Note 5).

 12. Take each sponge with a forceps, embed it rapidly in a cold 
interstitial type I collagen solution, and place it immediately in 
a new well.

 13. Incubate sponges at 37 °C for 30 min to allow collagen polym-
erization. Wait until complete collagen polymerization to 
ensure that the tested compound/cells remain(s) inside the 
sponge (see Note 6).

Female mice of 6–8 weeks old are used (see Note 7).

 1. Anesthetize mice with ketamine hydrochloride (100 mg/kg 
body weight) and xylazine (10 mg/kg body weight) by intra-
peritoneal injection with appropriate doses.

3.1.3 For Cell- 
Conditioned Medium 
Preparation, the Procedure 
Is as Follows

3.2 Mouse and Ear 
Preparation
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 2. Wait for 4–6 min until the mouse is fully anesthetized.
 3. Annotate clearly the cages and experimental groups (see Note 8).
 4. A control group with sponges soaked with serum-free medium 

or PBS is applicable.
 5. Sterilize the ear skin surfaces with a gauze soaked with 70% 

ethanol (vol/vol).

 1. Place the body of the mouse straight on a sterile support.
 2. Make a little horizontal incision with a scissor in the basal, 

external, and central parts of the ear.
 3. Detach smoothly both ear skin layers with a thin forceps, and 

make a hole of 5 mm2. The ear skin layers are extremely thin, 
being possible to perforate them if this step is carried out too 
quickly. In case of perforation, exclude this ear (see Note 9).

 4. Introduce the sponge into the ear hole with the help of a spe-
cific forceps trying to drive it at the end of the aperture. During 
the sponge implantation, the operator should push gently the 
sponge to avoid liquid loss.

 5. Make two suture points in the incision part to join together 
the two ear edges.

 6. Repeat the same procedure with the other mouse ear (identical 
treatment has to be applied to both ear of the same mouse).

 7. After mouse operation, leave the animal on the warming plate 
(34 °C), and allow the mouse to recover from anesthesia.

 8. Replace the mice to their appropriate annotated cages.

 1. After mice sacrifice, in accordance with the guideline of the 
local animal ethical committee, sponges can be harvested by 
cutting the surrounding skin. To visualize angiogenesis and 
lymphangiogenesis, sponges are collected 2–4 weeks post- 
implantation (see Note 10).

 2. Sponges can be used for immunofluorescence and/or visible 
stainings according to the protocols detailed below (see Note 11).

 1. Sponges are embedded in OCT and frozen in liquid nitrogen. 
The blocks are kept at −80 °C until use.

 2. After cryosectioning in 10 μm sections, slides are kept at room 
temperature for 15 min.

 3. Tissues are fixed first in acetone for 2 min at −20 °C and then 
in 80% methanol (vol/vol) for 5 min at 4 °C.

 4. After washes in PBS (three times × 5 min), slides are incubated 
in PBS-1.5% milk for 30 min of blocking.

 5. After the blocking step, slides are incubated with the primary 
antibodies. Antibodies raised against mouse LYVE-1 (diluted 

3.3 Sponge 
Implantation

3.4 Sample 
Processing

3.4.1 For 
Immunofluorescent 
Stainings
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1/100 in PBS; for lymphatic vessel detection) and/or mouse 
CD31 (diluted 1/400 in PBS; for blood vessel detection) are 
incubated for 2 h at room temperature.

 6. Then, samples are washed in PBS (three times × 5 min) before 
the application of appropriate secondary antibodies conjugated 
to Alexa Fluor 488 (green) and/or Alexa Fluor 546 (red) 
(diluted 1/200 in PBS), for 30 and 45 min, respectively.

 7. For double immunofluorescence-labeling studies, sections are 
first incubated with the two primary antibodies and then with 
Alexa Fluor 488 followed by the Alexa Fluor 546-conjugated 
secondary antibodies.

 8. After three washes with PBS (each of 5 min), cell nuclei are 
counterstained with Vectashield/DAPI mounting medium.

 1. Sponges are fixed in 4% formalin overnight, followed by 70% 
ethanol (vol/vol), 96% ethanol (vol/vol), isopropanol, and 
xylene (two times × 1 h each step), and embedded into paraffin.

 (a) For lymphatic vasculature detection:
●● Sections of 5 μm are autoclaved for 11 min at 126 °C 

in citrate buffer.
●● Slides are washed with distilled water (two times × 

5 min) and then, incubated with a protein block 
serum-free buffer, during 10 min.

●● Following the blocking step, slides are incubated with 
LYVE-1 antibody for 2 h (dilution 1/100 in Dako 
diluent solution) at room temperature.

●● Sections are then washed and revealed with the Ferangi 
Blue chromogen kit.

 (b) For blood vasculature detection:
●● Sections are autoclaved for 11 min at 126 °C in target 

buffer.
●● Slides are washed with distilled water (two times × 

5 min) and incubated for 20 min at room temperature 
in H2O2 3% (diluted in distilled water) to block endo-
gen peroxidase.

●● After two washes with distilled water (two times × 
5 min), sections are incubated with the protein block 
serum-free buffer, during 10 min.

●● Following the blocking step, slides are incubated with 
CD31 antibody for 1 h (dilution 1/200 in Dako dilu-
ent solution) at room temperature.

●● Sections are then washed and revealed with the 
EnVision anti-rabbit/horseradish peroxidase and DAB.

3.4.2 For Visible 
Stainings

Maureen Van de Velde et al.
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 2. Finally, in both cases, the samples are counterstained with 
hematoxylin/eosin, washed in water, dehydrated in graded 
alcohols, and mounted with Entellan mounting medium.

4 Notes

 1. The use of color 10× HBSS is a color indicator to adjust the 
pH to 7.4. The addition of NaOH in collagen solution con-
taining 10× HBSS induces a modification of HBSS color from 
yellow to purple. At this point, the pH of the collagen solution 
is adapted.

 2. The ear sponge assay used with tumor cell expressing a reporter 
gene allows easily to follow tumor growth by the physical 
accessibility of the ear. For example, the bioluminescence of 
tumor cells luciferase positive is easily followed by luciferin 
intraperitoneal injection on mice.

 3. The puncher has to be applied while turning on the sterile 
compressed gelatin sponge, not pushing. This ensures the 
structure of the sponge.

 4. The addition of the drop at the top of the sponge is a crucial 
step of the ear sponge assay to allow a progressive diffusion of 
the solution into the sponge. It allows the precise amount of 
cells, conditioned medium, or compound used in the experi-
mental procedure.

 5. The sponge must be turned upside down to ensure the homo-
geneity of the cell suspension or compounds diffusion.

 6. The collagen coating is a crucial element of the ear sponge 
assay. It allows to push gently the sponge between the two ear 
skin layers without a loss of the liquid embedded inside.

 7. The ear sponge assay is applicable with female mice of 
6–8 weeks old. We indeed observed higher result variability 
with males.

 8. The implantation of sponge inside mice ear excludes the use of 
clip ear to identify animals. It is necessary to use well- annotated 
cages to follow experimental conditions.

 9. It is important to check macroscopically the ear integrity to 
discard any mouse with lesions or damage in the ear tissue. Any 
perforations of ears impact to exclude the ear of the experi-
ment. An alteration of the ear integrity could generate the loss 
of the implanted sponge.

 10. Another disadvantage could be the sponge degradation after 
4 weeks in the mouse ear. Although the (lymph)angiogenic 
tests to evaluate the effect of inhibitors/stimulators and to 
analyze the tumor cell proliferation/dissemination do not 
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need to keep sponges for more than 3–4 weeks, possible adap-
tations of this model for studies requiring more than 4 weeks 
cannot be performed.

 11. Notable limitations of this assay include the involvement of 
inflammatory cells limiting the application to pathological con-
ditions and not to the developmental context.
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Chapter 21

Cancer Susceptibility Models in Protease-Deficient Mice

Alicia R. Folgueras, Sandra Freitas-Rodríguez, Yaiza Español, 
and Gloria Velasco

Abstract

For decades, proteases have been associated with cancer progression due to the ability of some members 
of this large group of enzymes to degrade tumor cell surroundings, thereby facilitating cancer invasion and 
dissemination. However, the generation of mouse models deficient in proteases has revealed the existence 
of a great variety of functions among proteolytic enzymes in cancer biology, including important tumor- 
suppressive roles. Therefore, in this chapter, we describe methods to chemically induce different types of 
cancer (lung adenocarcinoma, hepatocellular carcinoma, oral and esophageal carcinoma, colorectal carci-
noma, skin cancer, and fibrosarcoma) in genetically modified mouse models to efficiently evaluate the 
specific pro- or antitumoral function of proteases in cancer.

Key words Protease, Cancer, Mouse models, Urethane, DEN, 4NQO, Azoxymethane, DMBA, 
MCA

1 Introduction

The annotation of human and mouse genomes at the beginning of 
this century allowed the first global view of the degradome, defined 
as the complete set of proteases that are produced at a specific 
moment by a cell, tissue, or organism [1, 2]. Since then, our under-
standing of the proteolytic systems has expanded enormously, 
mainly due to the valuable information provided by genetically 
engineered mouse models deficient in proteases. The generation of 
protease-deficient mice has demonstrated that these enzymes, ini-
tially considered as merely degradative agents, exert very complex 
and specific biological functions, as a consequence of the great 
diversity of bioactive substrates they can target through activating 
and inactivating proteolytic cleavages [3, 4]. Thus, proteases have 
emerged as key regulators of cellular behavior, being involved in 
cell proliferation, adhesion, differentiation, migration, and death, 
thereby influencing most biological processes. Accordingly, a 
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deregulation of the proteolytic activity unleashes a variety of path-
ological conditions, including cancer [5–8].

Although uncontrolled proteolytic activity has long been 
associated with cancer progression, the improvement of our 
understanding of protease function has unveiled new roles for 
these enzymes in tumor development. Thus, the generation of 
genetically modified mouse models of gain or loss of protease 
function has provided definitive evidence of protease involve-
ment in the earliest steps of malignant transformation, in addi-
tion to the classically attributed roles in invasion and metastatic 
dissemination [9–12]. Moreover, these animal models have been 
determinant to demonstrate for the first time the unexpected 
in vivo tumor- suppressive functions of certain extracellular pro-
teases [13, 14].

In this chapter, we describe several protocols used in our labo-
ratory to evaluate the specific pro- or antitumoral function of pro-
teolytic enzymes in cancer development [15–19]. Thus, the 
methods described herein are suitable to chemically induce carci-
nogenic processes in mice that mimic most of the molecular and 
pathological features found in human cancers. We detail the fol-
lowing protocols to induce six different types of cancer in geneti-
cally modified mouse models:

 1. The urethane model for induction of lung adenomas and ade-
nocarcinomas (only in the most susceptible mouse strains). 
The intraperitoneal administration of this carcinogen causes 
activating mutations in the oncogene KRAS [20], which is fre-
quently altered in non-small cell lung cancer [21].

 2. The DEN (diethylnitrosamine) model for induction of hepato-
carcinomas (HCC), which highly resembles the gene expres-
sion pattern of human HCCs with poor survival [22].

 3. The 4NQO (4-Nitroquinoline-N-oxide) model, which reca-
pitulates the pathogenic features of human oral and esophageal 
squamous cell carcinomas [23, 24].

 4. The AOM (azoxymethane)/DSS (dextran sodium sulfate) 
model for induction of colitis-associated colorectal cancer. 
This method combines the administration of a single dose of 
the carcinogenic agent azoxymethane, which causes mutations 
that stabilize β-catenin [25], with several cycles of DSS treat-
ment, which sustains a chronic inflammatory environment that 
promotes tumor progression [26, 27].

 5. The DMBA (9,10-dimethyl-1,2-benzanthracene)/TPA (phor-
bol 12-myristate 13-acetate) model for induction of precancer-
ous skin lesions (papillomas) and squamous cell carcinomas 
(SCC), which harbor the most frequent mutations in the RAS 
family found in human SCCs [28]. This two-step protocol 
combines the topical application of the carcinogen DMBA 
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with TPA, which enhances epidermal inflammation and 
proliferation.

 6. The MCA (3-methylcholanthrene) model for induction of 
fibrosarcomas.

2 Materials

The reagents used in these protocols are classified as carcinogens, 
meaning that all solutions should be prepared following adequate 
handling and waste disposal regulations. Additional plans for mice 
cage labeling and bedding disposal may be required.

 1. 100 mg/mL ethyl carbamate (also named urethane) solution 
in sterile saline (0.9% sodium chloride).

 2. 1-mL syringe, 25-G needle, 5/8 in.

 1. 2.5 mg/mL N-nitrosodiethylamine (also named diethylnitro-
samine, DEN) solution in sterile saline (0.9% sodium 
chloride).

 2. 1-mL syringe, 25-G needle, 5/8 in.

 1. 5 mg/mL 4-nitroquinoline-N-oxide (4NQO) stock solution 
in propylene glycol.

 2. Ultrasonic bath or probe-type sonicator.
 3. Drinking water.

 1. 1.25 mg/mL azoxymethane (AOM) solution in sterile saline 
(0.9% sodium chloride).

 2. 1.5% dextran sulfate sodium salt (DSS) solution in drinking 
water.

 3. 1-mL syringe, 25-G needle, 5/8 in.

 1. 0.125 mg/mL 7,12-dimethylbenz[a]anthracene (also named 
9,10-dimethyl-1,2-benzanthracene, DMBA) solution in 
acetone.

 2. 0.02 mg/mL phorbol 12-myristate 13-acetate (also named 
12-O-tetradecanoylphorbol-13-acetate, TPA) stock solution 
in acetone.

 3. Trimmer.
 4. 200 μL pipette.
 5. Filter tips.
 6. Inhalatory anesthetics (isoflurane).
 7. Caliper.

2.1 Lung 
Carcinogenesis Model

2.2 Liver 
Carcinogenesis Model

2.3 Oral 
and Esophageal 
Carcinogenesis Model

2.4 Colorectal 
Carcinogenesis Model

2.5 Skin 
Carcinogenesis Model

Chemically-Induced Mouse Models of Cancer
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 1. 1 mg/mL 3-methylcholanthrene (MCA) solution in corn oil.
 2. Ultrasonic bath or probe-type sonicator.
 3. Inhalatory anesthetics (isoflurane).
 4. 1-mL syringe, 25-G needle, 5/8 in.
 5. Trimmer.
 6. Caliper.

 1. Forceps and scissors.
 2. Caliper.
 3. Ruler.
 4. Phosphate-buffered saline (PBS).
 5. Petri dish.
 6. Liquid nitrogen or dry ice.
 7. 10% formalin solution, neutral buffered, or 4% w/v parafor-

maldehyde dissolved in PBS, pH 7.4.
 8. OCT (optimal cutting temperature compound) and cryomolds.
 9. Whatman paper (only for skin sample collection).

3 Methods

 1. Dissolve urethane in sterile saline solution (0.9% sodium chlo-
ride) to a concentration of 100 mg/mL.

 2. Inject 1 mg urethane/g body weight (b.w.) intraperitoneally 
into 8-week-old mice (see Note 1). For example, inject 100 μL 
of 100 mg/mL urethane solution (10 mg of urethane) into a 
10-g mouse.

 3. After 48 h, repeat step 2 (see Note 2).
 4. With the current protocol, tumors develop between 4 and 

8 months after urethane injection in wild-type mice of sensitive 
strains (A/J > FVB/N > 129 > hybrid 129/C57). As the time 
for tumor development may also vary when working with 
genetically modified mouse models, it is highly recommended 
to monitor tumor progression by noninvasive imaging 
approaches (micro-CT scan, MRI) in order to determine the 
best time point to euthanize the mice.

 5. When appropriate, weigh the experimental mouse, collect 
blood under anesthesia by cardiac puncture, and euthanize it 
to remove the lung.

 6. Put the lung into a petri dish containing cold PBS to rinse the 
tissue.

 7. Weigh the lung.

2.6 Fibrosarcoma 
Carcinogenesis Model

2.7 Necropsy 
and Sample Collection

3.1 Lung 
Carcinogenesis Model
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 8. Take photographs of the lung using a ruler as scale reference.
 9. Count the number of visible tumors and measure their size 

with a caliper.
 10. Separate one or two specific lobes, and put them into formalin 

fixative overnight at 4 °C for paraffin embedding. Make sure 
that same lobes are consistently processed in the same way for 
histological analysis (see Note 3). Another lobe can be col-
lected for cryo-embedding by placing the sample into a cryo-
mold filled with OCT and freezing it onto a piece of dry ice.

 11. Make separate aliquots of tumor-containing and tumor-free 
samples by dissecting the tissue from the remaining lobes using 
forceps and scissors. Snap freeze the aliquots in liquid nitro-
gen, and store them at −80 °C for further RNA and protein 
analysis.

 1. Dissolve DEN in sterile saline solution (0.9% sodium chloride) 
to a concentration of 2.5 mg/mL.

 2. Inject 25 mg DEN/kg b.w. intraperitoneally into 14-day-old 
mice. For example, inject 100 μL of 2.5 mg/mL DEN solu-
tion (0.25 mg of DEN) into a 10-g mouse (see Note 4).

 3. Monitor liver tumor development by noninvasive imaging 
approaches (micro-CT scan, MRI, ultrasound). Tumors will 
develop between 6 and 10 months after DEN injection in 
wild- type mice.

 4. When appropriate, euthanize the mice, and collect blood and 
liver samples following the procedures above-described in 
Subheading 3.1, steps 5–11.

 1. Dissolve 4NQO in propylene glycol to a concentration of 
5 mg/mL (see Note 5). 4NQO stock solution is then further 
diluted to a concentration of 100 μg/mL in drinking water.

 2. Provide 7–8-week-old mice with weekly prepared drinking 
water containing 100 μg/mL 4NQO ad libitum for 20 weeks 
(see Note 6).

 3. Monitor mouse weight regularly. If severe weight loss or any 
sign of discomfort is detected, mice should be euthanized.

 4. Keep the mice untreated for 2 additional weeks, and euthanize 
them after blood collection.

 5. Dissect the tongues and esophagi of mice.
 6. Take photographs of the tongue and esophagus using a ruler 

as scale reference.
 7. Count the number of visible tumors and measure their size 

with a caliper.

3.2 Liver 
Carcinogenesis Model

3.3 Oral and 
Esophageal 
Carcinogenesis Model

Chemically-Induced Mouse Models of Cancer
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 8. Separate one or two specific tumor-containing areas of the 
tongue and esophagus for cryo-embedding, as above-described 
in Subheading 3.1, step 10, and snap freezing (see Subheading 
3.1, step 11).

 9. Put the remaining tongue and esophagus into formalin fixative 
overnight at 4 °C for histological processing. Prior to paraffin 
embedding, cut each tissue in 4–5 mm transverse sections, and 
place the pieces oriented transversally into the same tissue cas-
sette. After paraffin embedding, cut serial sections (spaced 
100 μm) with a microtome for pathological evaluation. This 
protocol generates both precancerous and cancerous lesions, 
ranging from mild epithelial hyperplasia to invasive SCC, 
which can be further classified using established histopatho-
logical criteria.

 1. Dissolve AOM in sterile saline solution (0.9% sodium chloride) 
to a concentration of 1.25 mg/mL.

 2. Inject 12.5 mg AOM/kg b.w. intraperitoneally into 8-week- 
old mice. For example, inject 100 μL of 1.25 mg/mL azoxy-
methane solution (0.125 mg of AOM) into a 10-g mouse.

 3. Let the mice recover for 5 days after AOM injection.
 4. Provide mice with drinking water containing 1.5% DSS ad libi-

tum for 5 consecutive days (see Note 7).
 5. Provide mice with drinking water without DSS for 14 days.
 6. Repeat steps 4 and 5 two more times.
 7. After a total of 3 cycles alternating 1.5% DSS exposure with 

water without DSS (Fig. 1), euthanize the mice after blood 
collection.

 8. Dissect and unwrap the whole intestine, from stomach to anus. 
Remove the colon by cutting the intestine after the cecum. 
Remember the orientation of the colon (cecum end and rectal 
end).

 9. Flush out the fecal content of the colon by using a syringe with 
PBS.

 10. Measure the length of the colon.
 11. Take one or two colon samples for snap freezing and cryo- 

embedding. Make sure that same intestinal areas are consis-
tently processed in the same way.

 12. Put the remaining colon into formalin fixative overnight at 
4 °C, and follow the procedure above-described in Subheading 
3.3, step 9 for histological processing.

 1. Shave the back of 7- to 8-week-old mice (see Note 8).
 2. Let the mice rest 2 days after shaving.

3.4 Colorectal 
Carcinogenesis Model

3.5 Skin 
Carcinogenesis Model
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 3. Dissolve DMBA in acetone to a concentration of 0.125 mg/
mL. A 100× stock solution (12.5 mg/mL) may be stored at 
−20 °C. DMBA working solution should be made fresh on the 
day of the experiment and protected from light.

 4. Anesthetize the recipient mouse with isoflurane.
 5. Apply 200 μL of 0.125 mg/mL DMBA solution (25 μg of 

DMBA) onto the shaved back skin of the mice with a pipette 
(use filter tips), and wait a few min to allow acetone solution to 
evaporate. For the next 2 weeks, mice and bedding should be 
carefully handled following biohazard regulations.

 6. Let the mice rest for 1 week.
 7. Dissolve TPA in acetone to a concentration of 0.02 mg/mL. A 

100× stock solution (2 mg/mL) may be stored at −20 °C for 
a month. TPA working solution should be made fresh on the 
day of the experiment.

 8. Anesthetize the mice, apply 200 μL of 0.02 mg/mL TPA solu-
tion (4 μg of TPA) onto the dorsal skin of the mice with a 
pipette (use filter tips), and wait a few min to allow acetone 
solution to evaporate.

 9. Repeat step 8 twice weekly for 24 weeks (see Note 9).
 10. Approximately 6 weeks after first TPA administration, monitor 

tumor formation. Record the number of visible papillomas and 
measure their size with a caliper once weekly.

 11. Monitor the conversion of papillomas to SCCs, which acquire 
a more flattened appearance.

 12. Euthanize the mice 1 week after the last TPA application upon 
blood collection. If any wounds are detected in the course of 
the experiment, mice should be euthanized and removed from 
the experimental cohort since wounding may affect tumor 
progression.

 13. Take photographs of the back skin.
 14. Dissect tumor-containing and tumor-free skin areas, and take 

samples for paraffin embedding, cryo-embedding, and snap 
freezing (see Note 10).

Tumor
evaluation

DSS DSS DSS

5 days 5 days 5 days

5 days 14 days 14 days 14 days

AOM

Fig. 1 Time course of the AOM/DSS carcinogenesis model for induction of colitis-associated colorectal cancer 
in mice

Chemically-Induced Mouse Models of Cancer
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 1. Dissolve MCA in corn oil to a concentration of 1 mg/mL (see 
Note 5). MCA solution should be protected from light.

 2. Shave one dorsal flank of 7- to 8-week-old male mice. Female 
mice are highly resistant to MCA-induced fibrosarcomas [15].

 3. Anesthetize the recipient mouse with isoflurane.
 4. Inject 100 μL of MCA solution (100 μg of MCA) subcutane-

ously into the flank of the mouse (load the syringe without the 
needle since corn oil is quite thick).

 5. Record tumor initiation. Tumors will become palpable 
10–12 weeks after MCA treatment in wild-type mice. 
Nevertheless, genetically modified mouse models may be more 
susceptible to tumor development, and tumors may arise earlier.

 6. Monitor tumor growth with a caliper once weekly.
 7. When appropriate (on the basis of tumor size according to 

ethical regulations), euthanize the mice, and collect blood and 
tumor samples for paraffin embedding, cryo-embedding, and 
snap freezing.

4 Notes

 1. Urethane is an anesthetic. Provide mice with a heat source dur-
ing recovery upon urethane administration.

 2. The development of urethane-induced lung tumors depends 
on the susceptibility of the mouse strain used in the experi-
ment. Thus, some strains such as inbred C57BL/6 are highly 
resistant to tumor development and require an alternative car-
cinogenesis protocol consisting in ten weekly urethane doses 
(1 mg/g b.w.) to reach a nearly 100% lung tumor incidence in 
wild-type mice [29].

 3. Paraffin-embedded samples should be cut into serial sections 
(spaced 100 μm) with a microtome for pathological evalua-
tion. In addition to tumor grade, tumor size may also be esti-
mated on the basis of the number of cells present in the serial 
section showing the largest tumoral area.

 4. In addition to variations in susceptibility to liver tumor devel-
opment among mouse strains, being C3H the most susceptible 
and C57BL/6 the most resistant strain [30, 31], male mice 
develop more hepatic tumors than females [32].

 5. To aid the carcinogen going into solution, use an ultrasonic 
bath or a probe-type sonicator.

 6. Alternative methods consisting in 16 weeks of 4NQO admin-
istration and 12 weeks of observation after carcinogen treat-
ment also reach 100% incidence in C57BL/6 mice [23].

3.6 Fibrosarcoma 
Carcinogenesis Model
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 7. This protocol provides reproducible results in C57BL/6 mice. 
Nevertheless, depending on the susceptibility of the mouse strain 
to DSS, concentration and length of DSS treatment should be 
adjusted (from 1% to 2.5% and 4–7 days, respectively) [33, 34].

 8. Although standard protocols apply DMBA during the resting 
phase of the hair cycle (8-week-old mice), it has been described 
that proliferating cells are more susceptible to tumor initiation. 
Therefore, an alternative protocol based on the administration of 
DMBA onto anagen skin (4-week-old mice with a hair cycle in 
the proliferative phase) may be considered when working with 
mouse strains that are low sensitive to skin carcinogenesis [35].

 9. The duration of the tumor promotion stage with TPA may be 
extended to increase the percentage of papillomas that prog-
ress to SCCs. Also, this percentage will vary depending on the 
susceptibility of the mouse strain [36, 37]. Alternatively, a high 
frequency of SCCs is achieved with a single-step protocol 
based on the weekly administration of 10 μg of DMBA for up 
to 25 weeks in the absence of TPA [38, 39].

 10. Those skin biopsies that will undergo paraffin embedding or 
cryo-embedding should be cut into a rectangle following the 
anterior-posterior axis of the mouse. Additionally, it is impor-
tant to place those skin samples onto a Whatman paper (der-
mal side down) in order to prevent the skin from curling. 
Finally, at the time of embedding, the rectangular piece of skin 
should stand in a 90° angle to the bottom of the cassette or 
cryo-mold and follow the long side axis in order to guarantee 
the right hair follicle orientation when sectioning.
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Chapter 22

Imaging Proteolytic Activities in Mouse Models of Cancer

Anupama Pal and Alnawaz Rehemtulla

Abstract

Proteases are “protein-cleaving” enzymes, which, in addition to their non-specific degrading function, also 
catalyze the highly specific and regulated process of proteolytic processing, thus regulating multiple bio-
logical functions. Alterations in proteolytic activity occur during pathological conditions such as cancer. 
One of the major deregulated classes of proteases in cancer is caspases, the proteolytic initiators and media-
tors of the apoptotic machinery. The ability to image apoptosis noninvasively in living cells and animal 
models of cancer can not only provide new insight into the biological basis of the disease but can also be 
used as a quantitative tool to screen and evaluate novel therapeutic strategies. Optical molecular imaging 
such as bioluminescence-based genetically engineered biosensors has been developed in our laboratory 
and exploited to study protease activity in animal models with a high signal to noise. Using the circularly 
permuted form of firefly luciferase, we have developed a reporter for Caspase 3/7, referred to as Caspase 
3/7 GloSensor. Here, we discuss the use of the Caspase 3/7 GloSensor for imaging apoptotic activity in 
mouse xenografts and genetically engineered mouse models of cancer and present the potential of this 
powerful platform technology to image the proteolytic activity of numerous other proteases.

Key words Caspase 3/7, GloSensor, Firefly luciferase, Proteases, Mouse models, Cancer

1 Introduction

Proteases are enzymes that cleave the peptide bond between two 
amino acids and were originally identified as destructive enzymes 
essential for protein catabolism [1]. Subsequently, in addition to 
their non-specific degradative function, a role for proteases in cata-
lyzing a substrate-specific proteolytic cleavage resulting in the pro-
duction of new protein products has become appreciated [2]. 
There is hardly a signaling process in a living cell that is not associ-
ated with protease activity in one way or another. Besides regulat-
ing the localization and activity of proteins, proteases create new 
bioactive molecules as well as generate, transduce, and amplify cel-
lular signals through modulation of protein-protein interactions 
[3]. Thus proteases regulate multiple biological processes includ-
ing cell proliferation, differentiation and morphogenesis, DNA 
replication and transcription, tissue morphogenesis and  remodeling, 
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autophagy, apoptosis, etc. [4–11]. Considering the multitude of 
cellular functions performed by proteases, it is no surprise that 
alterations in proteolytic systems occur during several pathological 
conditions such as cancer, neurodegenerative disorders, inflamma-
tion, and cardiovascular diseases.

Apoptosis or programmed cell death is a genetically regulated 
process to self-destruct unwanted and damaged cells [12]. 
Apoptosis can be activated extrinsically through the activation of 
cell surface death receptors like TNF-α or intrinsically through 
mitochondria-mediated release of cytochrome c. Irrespective of 
extrinsically or intrinsically activated apoptosis, the two pathways 
converge on activation of terminal, effector caspases, culminating 
in cell death [12]. Caspases are a family of cysteine-aspartic prote-
ases that drive the process of apoptosis by cleaving essential pro-
teins and thus dismantling the unwanted or damaged cell [13]. 
Caspases 3 and 7 are effector caspases that are activated in response 
to initiator caspases, caspases 8 and 9, which are activated in 
response to an extrinsic or intrinsic signal, respectively [13, 14]. 
Caspase 3/7 activation is used as a surrogate marker for apoptosis 
[15, 16]. Activation of the proteolytic activity of Caspase 3/7 has 
been used to design assays to interrogate the initiation of apoptosis 
and its deregulation in cancer [17, 18].

Bioluminescence is the emission of light by a chemilumines-
cent reaction involving light-generating enzymes called luciferases, 
which are a large family of enzymes that catalyze the oxidation of a 
substrate, luciferin, into oxyluciferin, with the concomitant pro-
duction of light [19, 20]. At the cellular level, this light can be 
captured and detected using an extremely sensitive cooled charge- 
coupled device (CCD) camera or a photomultiplier. With the cur-
rent advancement of instrumentation, bioluminescence imaging 
can be used to carry out real-time functional imaging of biological 
processes like protein-protein interactions, kinase activities, cellular 
trafficking, disease progression and response to therapy, etc. [21]. 
This is achieved by using a reporter gene that is genetically engi-
neered and encodes the light-generating enzyme luciferase in a 
form such that its catalytic activity is modulated in context of a 
protein modifying activity (e.g., protease or a kinase). In the pres-
ence of a substrate, luciferase-expressing cells emit a blue to yellow- 
green light with an emission spectra peaking at a wavelength 
between 490 and 620 nm. This noninvasive imaging modality is 
extremely sensitive over a broad dynamic range with an exception-
ally large signal-to-noise ratio. Presently, more than 30 luciferase- 
luciferin systems are known, but the most frequently used luciferase 
for in vivo molecular imaging is the ATP-dependent firefly (Photinus 
pyralis) luciferase [19]. The main advantage of using firefly lucifer-
ase is the high signal-to-noise ratio as 30% of the light produced by 
firefly luciferase has an emission spectrum above 600 nm, a region 
with the least amount of signal attenuation due to absorbing and 
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scattering properties of live mammalian tissue [19]. More recently, 
a smaller but very bright luciferase NanoLuc from deep sea shrimp 
(Oplophorus gracilirostris) has been successfully engineered [22]. 
NanoLuc uses a new substrate to produce light which is 100-fold 
brighter than that of firefly luciferase [23].

In addition to studies wherein the luciferase reporter technol-
ogy is used to interrogate transcriptional activity of promoters, 
protein complementation assays are becoming a method of choice 
to detect the activity of an enzyme or protein in response to thera-
peutics. Conceptually, protein complementation technol-
ogy involves reporter gene manipulation, wherein a monomeric 
reporter is split into two inactive components, which when brought 
together can reconstitute a functionally active molecule. Split- 
luciferase reporters where the luciferase has been divided into two 
halves (N-Luc and C-Luc) have been developed to study protein- 
protein interactions. These split-luciferase reporters are based on 
either the intermolecular or intramolecular complementation of 
the luciferase fragments to generate signal in response to cellular 
cues [24, 25]. In our laboratory we have utilized the split- luciferase 
technology to develop reporters for the activities of several kinases 
including AKT [26, 27], GSK3β [28], CK1α [28], and ATM [29] 
and more recently proteases like Caspase 3/7 [30].

Previously, we have reported the generation of a hybrid poly-
peptide that noninvasively reports on Caspase-3 activity in living 
cells and animals [31]. This reporter, called as ANLucBCLuc, 
comprised of a fusion of two small interacting peptides, peptide A 
and peptide B, with NLuc and CLuc fragments of luciferase on 
their N terminals, respectively, with an intervening Caspase-3 
cleavage site (DEVD) between pepANLuc (ANLuc) and pepB-
CLuc (BCLuc) [31]. In response to apoptosis, activated Caspase 3 
cleaves the engineered reporter, enabling dissociation of ANLuc 
from BCLuc and thus facilitating the high-affinity interaction 
between peptide A and peptide B. This interaction restores lucifer-
ase enzymatic activity by NLuc and CLuc complementation result-
ing in the generation of light in the presence of substrate, luciferin 
[31]. The reporter was found to be very useful in vivo but had 
limitations in high-throughput screens in vitro due to its signifi-
cant background signal. Continuing our efforts to develop an 
effective and highly sensitive imaging reporter for Caspase 3/7 
activity, we utilized recent advances in biosensor research including 
circularly permuted forms of firefly luciferase and thermostable 
Photinus pyralis luciferases [32–34]. In collaboration with Promega 
Corporation, we screened a library of randomly mutated thermally 
stable luciferase constructs permuted at residue 358 and found a 
reporter with >50-fold induction of bioluminescence activity fol-
lowing stimulation. The reporter has been further engineered such 
that the magnitude of the luminescence increase is directly propor-
tional to the amount of analyte or protease activity present and has 

Imaging Proteolytic Activity



250

been made commercially available as GloSensor™ luciferase [35]. 
This reporter has been used by several investigators to generate 
biosensors for the activity of various other proteases. Li et al. used 
the GloSensor technology to develop biosensors for the proteo-
lytic activity of granzyme B/Caspase 8 and used it in combination 
with the Caspase 3/7 reporter to examine the distinct pattern of 
caspase activation cascade induced by granzyme B vs Fas [36]. 
Kilianski et al. utilized the GloSensor reporter to develop reporters 
for imaging the activity of papain-like protease and chymotrypsin- 
like protease [37]. These reporters were then used to identify 
potential inhibitors of Middle East respiratory syndrome coronavi-
rus (MERS-CoV) [37]. These studies exemplify a wide applicabil-
ity of this powerful technology to image the activity of many 
specific and regulated proteases.

In this chapter we discuss the generation of GloSensor Caspase 
3/7, its validation in vitro in cell culture and in high-throughput 
screens and its application in imaging proteolytic activity in mouse 
models.

2 Materials

 1. pGloSensor plasmid pGlo-30F (Promega, WI).
 2. Oligonucleotides corresponding to the amino sequence DEVD 

for Caspase 3/7, IETD for granzyme b/Caspase 8, etc.
 3. Restriction enzymes BamHI and HindIII.
 4. Expression vectors and packaging plasmids for generating len-

tiviral particles (optional).
 5. High-fidelity polymerases (Pfu), dNTP, primers for cloning 

and sequencing, buffers, thermocycler, restriction endonucle-
ase, DNA ligase, pipettes, filter tips, etc.

 6. High-efficiency competent cells, antibiotic, bacterial growth 
media (LB, SOC), agar plates, plasmid DNA extraction kits, 
DNA gel purification and sequencing kits, etc.

 1. RPMI 1640.
 2. Fetal bovine serum (FBS).
 3. Trypsin-EDTA.
 4. D54-MG and MDA-MB-231-1833 cells maintained in 10% 

FBS- RPMI 1640.
 5. Antibiotic G418 for selection of stable clones.
 6. FuGENE 6 for transfection.
 7. Flat bottom 96-well culture plates.
 8. 10 cm culture dishes.
 9. Tissue culture supplies.

2.1 Vector 
Construction

2.2 Cell Culture
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 1. Translucent black- or white-walled 96-well clear bottom plates.
 2. GloSensor c-AMP reagent at 40 mg/mL stock concentration 

in 1× PBS, stored in dark-colored vials at −80 °C.
 3. Drugs for treating cells: TRAIL, CV3988, docetaxel, anti-Fas 

antibody, and pan-Caspase inhibitor Z-VAD-FMK.
 4. DMSO for control.
 5. Luminometer to image bioluminescence.
 6. Liquid handling instrument, plate handling robot, and a cell 

culture incubator compatible with high-throughput instru-
ments for high-throughput assays (optional).

 1. Immunocompromised mice (athymic nude or NOD/SCID) 
for human tumor xenografts.

 2. Calipers for tumor measurement. Calculate the tumor volume 
using the formula V = (W(2) × L)/2, where V is tumor vol-
ume, W is tumor width, and L is tumor length.

 3. pCLEX vector with CAG and floxed GFP/stop cassette.
 4. FVB/N females.
 5. Tissue-specific Cre-recombinase mouse (CMV-Cre or 

p48-Cre).
 6. Primers for CMV-Cre.

Forward oIMR1084 5′-GCGGTCTGGCAGTAAAAACTA 
TC-3′.

Reverse oIMR1085 5′-GTGAAACAGCATTGCTGTCA 
CTT-3′.

 7. Primers for p48Cre.
Forward p48 GT-Cre 5′-CATGCTTCATCGTCGGTCC-3′.
Reverse p48 GT-Cre 5′-GATCATCAGCTACACCAGAG-3′.

 8. Primers for reporter mouse.
Forward 358 F 5′-AGTTTCAACAGCCAAATGG-3′.
Reverse 358 R 5′-CCGGAATAGCTGCATAACGAGAT-3′.

 9. Cerulein for inducing pancreatitis.
 10. Luciferin (VivoGlo Luciferin) at 4 mg/mL in sterile 1× PBS as 

stock concentration. The stock can be stored in dark tubes at 
−20 or −80 °C.

 11. 1 mL insulin syringes for intraperitoneal (i.p.) luciferin injec-
tion in mice.

 12. IVIS imaging system with temperature-controlled platform 
and isoflurane anesthesia injection and controller system.

2.3 Cell Imaging

2.4 Animal Imaging
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3 Methods

 1. The GloSensor Caspase 3/7 biosensor is encoded by the 
pGLS- 30F construct and is also commercially available (GLS 
Caspase 3/7, Promega). The GLS.DEVD version is based in a 
thermal stable variant of Photuris pennsylvanica luciferase that 
has been evolved for enhanced detection of Caspase 3/7 
activity.

 2. To construct plasmids for Caspase 3/7 or any other desired 
proteolytic activity, anneal and ligate the oligonucleotides cor-
responding to the amino sequence of the protease of interest, 
e.g., DEVD for Caspase 3/7, IETD for granzyme B/Caspase 
8, RLKGG for papain-like protease, or VRLQS for 
chymotrypsin- like protease into the BamHI/HindIII sites of 
pGLC-30F plasmid (see Note 1).

 1. Transfect Caspase 3/7 reporter into desired cell lines like 
D54-MG and MDA-MB-231/1833 using FuGENE reagent 
following manufacturer’s protocol (see Note 2).

 2. Selection can be started after 48 h by placing the cells in selec-
tion media (400 μg/mL G418 in 10% FBS-RPMI 1640).

 3. Single-cell clones can be selected by limited dilution method 
by plating the transfected cell population at a density of 0.3 
cells/well using 96-well culture plates (see Note 3).

 4. Once single-cell clones are selected, they can be tested for 
reporter expression by Western blotting with luciferase anti-
body and for bioluminescence. In response to apoptosis, 
Caspase 3/7 activation will lead to an increase in biolumines-
cence as compared to untreated control cells (Figs. 1 and 2). 
Clones with similar reporter expression and bioluminescence 
activity can be selected for further experiments.

 5. Expand and freeze 3–4 best reporter expressing stable clones 
at low passage for future use.

 6. Revive and maintain cells in 10 cm dishes in 10% FBS-RPMI 
1640 with appropriate amount of G418 (see Note 4).

 1. It is important to carry out cell-based and in vivo biolumines-
cence assays using the reporter expressing stable cell lines.

 2. Select the cell lines which represent appropriate cellular and 
biological context as desired.

 3. Stable cell lines expressing Caspase 3/7 reporter are plated 
overnight in black-walled or white-walled, clear bottom 
96-well plates for live cell assays at a density of 1–2 × 104 cells/
well 24 h prior to treatment.

3.1 Construction 
of Biosensor 
Expression Plasmid

3.2 Generation 
of Stable 
Transfectants 
Expressing Caspase 
3/7 Reporter

3.3 Cell-Based 
Bioluminescence 
Assay
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 4. Treat the cells with the drug of interest like 100–200 ng/mL 
TRAIL, 12.5 μM CV3988, 50 μM docetaxel, or 25–100 ng/
mL anti-Fas antibody in fresh media.

 5. For studies evaluating the specificity of the reporter, protease 
inhibitors such as the pan-Caspase inhibitor Z-VAD-FMK can 
be utilized. Cells should be preincubated with 20 μM Z-VAD- 
FMK or DMSO (vehicle control) 1 h prior to treatment.

 6. Add 100 μg/mL GloSensor cAMP reagent to the assay media, 
and perform live cell imaging at desired time points.

 7. If cells are to be imaged at multiple time points, cells can be 
incubated with 100 mL of CO2-independent media containing 
300 μg/mL of GloSensor cAMP reagent for 2 h prior to the 
beginning of the treatment. Photon counts can be acquired 
over time pre- and posttreatment using the EnVision 
Luminometer (see Notes 5–7).

 8. Image the black-walled 96-well plates on the live cell imaging 
system (such as Xenogen IVIS) immediately after adding the 

Fig. 1 Schematic representation of the GloSensor Caspase 3/7 reporter. The reporter comprises of an N-terminal 
domain coding for the C terminus (358–544) of luciferase and C-terminal domain coding for the N terminus 
(4–354) of firefly luciferase with an intervening Caspase 3/7 recognition sequence DEVD

Fig. 2 Schematic diagram showing the mechanistic basis for the GloSensor Caspase 3/7 reporter. In response 
to apoptosis, activation of Caspase 3/7 leads to cleavage of the intervening peptide DEVD in the GloSensor 
Caspase 3/7 reporter. This caspase-mediated cleavage of the DEVD sequence results in the reconstitution of 
the enzymatic activity and a resultant increase in bioluminescence in the presence of luciferin substrate 
(shown in purple)
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substrate at medium binning for 30–60 s. For a time course 
measurement, image every 3–10 min.

 9. The white-walled plates can be read on the live cell plate reader 
(such as EnVision) right after addition of the substrate. 
Typically each well of the plate is read for 0.01–1.0 s. For a 
time course activity measurement, the images can be acquired 
with a delay of 15–60 min between each read. If using high 
throughput system, for each read the robot takes the plate out 
from the incubator, loads it on the reader where the plate is 
read, and transfers it back to the incubator until the next time 
point.

 10. Quantify bioluminescence acquired on the IVIS imaging sys-
tem by region-of-interest (ROI) analysis using Living Image 
software. The bioluminescence data from the live cell plate 
reader is automatically saved in quantitative form in tab- 
delimited file format.

 11. Validate the bioluminescence measurements in parallel experi-
ments by immunoblot analysis of the cleavage products. This 
can include cleavage of the reporter or cleavage of cellular sub-
strates of the protease (e.g., PARP).

 1. For flank xenografts, expand low-passage D54-MG cells express-
ing Caspase 3/7. Trypsinize and resuspend in RPMI 1640 
media at 40 × 106 cells/mL. Inject 50 μL of this suspension 
subcutaneously into each flank (2 × 106 cells) of NOD/SCID 
mice. Monitor tumor size by caliper measurements, and start 
the treatment once the tumor size reaches around 100 mm3.

 2. For breast cancer bone metastasis model, implant 
MDA-MB-231/1833 cells stably expressing the Caspase 3/7 
GloSensor into the tibia of SCID mice. Follow tumor growth 
by MRI, and start the treatment when tumor reaches size 
5–15 mm3.

 3. For in vivo bioluminescence imaging, anesthetize the mice 
using 2% isoflurane/air mixture, and inject with a single i.p. 
dose of 150 mg/kg VivoGlo Luciferin (see Note 8).

 4. Acquire baseline bioluminescence measurements 6 h before 
starting the treatment.

 5. Transfer mice to the bioluminescence instrument while main-
taining under anesthesia. A maximum of five mice can be 
imaged at once isolated by a plastic separator. Acquire biolumi-
nescence images using a 15–30 s acquisition time at medium 
sensitivity to begin with. Adjust the settings depending on the 
signal. To account for the variation in signal intensity between 
tumors and in order to be able to acquire bioluminescence at its 
peak signal, it is helpful to do sequential acquisition of 10–20 
reads with a 1–2 min delay between the reads (see Note 9).

3.4 In Vivo Imaging 
of Caspase 3 Activity
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 6. Remove mice from the imaging instrument, and monitor for 
complete recovery from anesthesia.

 7. Treat the mice with appropriate inhibitors or activators, and 
again monitor bioluminescence over time (see Note 10).

 8. Acquire images posttreatment at required time points. It is 
important to give a 4–6 h gap between consecutive imaging so 
that the bioluminescence signal from the previous substrate 
injection has dissipated.

 9. Quantify imaging data by ROI analysis of bioluminescence 
produced by the tumor using units of photon flux (see Notes 
11–14).

 10. Fold induction of bioluminescence activation can be calculated 
by normalizing posttreatment values to pretreatment values of 
each individual animal.

 1. Caspase 3/7 reporter can be conditionally activated in a tissue- 
specific manner in mice to visualize apoptosis in real time but 
noninvasively.

 2. A transgenic construct for Caspase 3/7 reporter can be gener-
ated by cloning the Caspase 3/7 reporter in pCLEX vector 
with CAG and floxed GFP/stop cassette. Constitutively active 
CAG promoter drives the expression of green fluorescent pro-
tein EGFP to determine the expression of transgene in various 
tissues. The EGFP coding sequence is flanked by loxP sites and 
a polyA signal with a strong termination sequence preventing 
the transcription of the downstream-located bioluminescent 
reporter construct (Fig. 3).

 3. The transgenic Caspase 3/7 reporter mice can be generated by 
pronuclear microinjection of the transgene containing the 
apoptosis reporter into fertilized eggs obtained from FVB/N 
females.

 4. Intercross the transgene reporter mice with a tissue-specific 
Cre-recombinase mouse (CMV-Cre or p48-Cre). Upon Cre- 
mediated recombination driven by CMV or p48 Cre expres-
sion, the EGFP lox-stop-lox cassette will be excised thus 
allowing for transcription of the reporter in Cre-expressing 
cells (Fig. 3).

 5. Genotyping can be done using the primers specified above (in 
Subheading 2.4) for CMV-Cre, p48Cre, and apoptosis reporter 
mice.

 6. To evaluate reporter activity, treat the mice with an agent that 
initiates the activation of apoptosis. In mice wherein the reporter 
is expressed within the pancreas (due to pancreatic expression 
of the Cre-recombinase in the P48-Cre animals), two series of 
6 hourly intraperitoneal injections of cerulein can induce pan-
creatitis (75 μg/kg, total 12 injections in 48 h) [30].

3.5 Generation 
of Caspase 
Bioluminescence 
Transgenic Reporter 
Mouse
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 7. Perform bioluminescence imaging prior to treatment and 30 h 
posttreatment using the methodology described as above for 
imaging the xenografts [30] (see Note 15).

4 Notes

 1. Substrate sequence for the construction of the reporter for any 
protease should be determined considering the specificity of 
the substrate and based on published literature.

 2. The selection of a specific cell line for creating a reporter- 
expressing stable line should be based on the specific biological 
question being interrogated and the intrinsic activity and 
detectability of the proteases and the substrates in the cell line. 
The cell lines should be selected based on literature search and 
experimentally.

 3. Clonal selection can be done by limited dilution method in 
96-well plates. Alternately for picking up the clones, complete 
growth media with antibiotic is aspirated from the tissue cul-
ture dishes containing single-cell clones. Transfer sterilized fil-
ter paper discs pre-wetted in trypsin to the clones using 
sterilized forceps in a laminar flow hood. After 4–5 min, using 

Fig. 3 Development of transgenic mice conditional for the Caspase 3/7 GloSensor 
reporter. A genetically engineered transgenic mouse was generated using an 
expression cassette wherein the GloSensor Caspase 3/7 reporter was preceded 
by a floxable GFP/stop cassette in pCLEX vector driven by CAG promoter. Reporter 
expression is achieved in a Cre-dependent manner which can simultaneously be 
detected by the loss of EGFP expression
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sterilized forceps transfer the discs from the tissue culture plate 
to 24-well plate containing complete growth media with half 
the concentration of antibiotic used for clonal selection. 
Generally 12–24 single-cell clones are picked. Forceps can be 
sterilized by ethanol or by heating. Wait for the ethanol to 
evaporate before using the forceps to pick up the clones.

 4. The G418 concentration for stable clone selection should be 
empirically decided. For maintaining the stable cell lines, it is 
preferable to use half the concentration of G418 than that is 
used for selection.

 5. Perform all the bioluminescence acquisitions at 37 °C as the 
N-Luc and C-Luc fragments used in the construction of the 
complementation-based reporters have been optimized in 
mammalian cells at the physiological temperature (37 °C).

 6. The reporter is based on the complementation of the light- 
generating enzyme luciferase, and it works only in live cells 
under physiological conditions. Methods wherein cell lysates 
are used to measure the bioluminescence signal may be incom-
patible with this reporter system and may not be able to yield 
a desired signal to background (under different treatment 
conditions).

 7. The EnVision system is built with ultrasensitive luminescence 
detection technology. Even 0.01–0.1 s measurements for each 
well are usually sufficient. Also, the bioluminescence signal 
from GloSensor cAMP reagent is stable for a prolonged period 
of time and facilitates measurement of the protease activity for 
long-term studies.

 8. We have found that 400 μg luciferin/mouse gives the best 
signal-to-background bioluminescence readings for split firefly 
luciferase-based reporters. However amount of luciferin can be 
increased to 150 mg/kg body weight (i.e., 3.5–4 mg/mouse 
with 20–25 g average mouse weight) in case of smaller tumors 
or tumors generated from cell lines expressing very low levels 
of reporter.

 9. Generally 4–5 mice can be used in an experimental group for 
bioluminescence data acquisition on the IVIS imaging system. 
A stage level, i.e., the distance of the CCD camera from the 
subject, is selected and kept consistent for the entire experi-
ment. Changing the stage level would lead to variations in 
photon counts, making it hard to analyze the data.

 10. It is important to test 2–3 different concentrations of the drug 
in the mouse tumor xenograft model to find the optimal con-
centration which gives highest-fold change over vehicle con-
trol without being toxic to animals.

 11. For analyzing the bioluminescence data, it is advisable to cre-
ate similar ROIs for each tumor. The same ROI can be copied 
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and pasted for each tumor for counting total photon flux for all 
the time points. However, the positioning of the ROI can be 
adjusted so that it covers the tumor without overlapping with 
the ROI of any adjacent tumor.

 12. The photon flux should be acquired without any saturated pix-
els. Data from saturated pixels cannot be accurately analyzed.

 13. Since luciferin bioavailability and peak intra-tumoral concen-
tration vary from mouse to mouse, we consider only the maxi-
mum photon flux emitted from each tumor for analysis. Since 
each tumor may show the maximum emittance at different 
time points, it is helpful to perform sequential reads with a 
delay between each read.

 14. As a limitation of sensitivity of the imaging system, a minimal 
background signal is always observed in nude and SCID mice. 
If using a mouse strain with hair, the optical scatter can be 
minimized by shaving off the hair which will reduce the 
background.

 15. Any data obtained using bioluminescence images acquired in a 
mouse xenograft model should be independently validated by 
biochemical methods such as Western blotting or immunohis-
tochemistry (IHC). For validation of the bioluminescence data 
for Caspase 3/7, tumor tissue should be analyzed using anti-
bodies specific for activated Caspase 3 or PARP antibodies.
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Chapter 23

Protease Silencing to Explore the Molecular Mechanisms 
of Cancer and Aging

Julia M. Fraile, Diana Campos-Iglesias, and José M.P. Freije

Abstract

Proteases play key roles in the execution and regulation of most if not all biological functions, and altera-
tions in their activity, expression, or location are associated with multiple pathological conditions, includ-
ing cancer and aging. In this regard, the use of RNA interference-based approaches to specifically target 
the expression of individual proteases constitutes an invaluable tool to identify enzymes involved in central 
aspects of these processes and to explore their potential as targets of therapeutic interventions. Here we 
describe simple protocols to optimize and monitor the specific silencing of cancer- and aging-related 
proteases.

Key words Degradome, Proteases, shRNA, siRNA, Lentiviral vectors, ZMPSTE24, Nuclear lamina, 
Deubiquitinases, USP39, qRT-PCR, Immunofluorescence

1 Introduction

Cancer and aging constitute two biological problems of paramount 
biomedical importance. Both processes seem to be inevitable con-
sequences of the eventual malfunction of the genetic, epigenetic, 
and metabolic circuitries of multicellular organisms and involve a 
complex and diverse set of molecular and cellular alterations that 
can provide opportunities of intervention to prevent or control 
cancer and to alleviate or delay the manifestations of old age [1, 2]. 
Like most biological processes, cancer and aging involve multiple 
changes in the cellular proteome, resulting from transcriptional or 
translational reprogramming as well as from the action of the cel-
lular machinery involved in posttranslational modification of pro-
teins [3]. In this regard, protease-mediated hydrolysis of the 
peptide bond is one of the most common posttranslational modifi-
cations undergone by cellular proteins, with consequences ranging 
from their activation or subcellular relocation to their final destruc-
tion and recycling. Mammalian degradomes, the repertoire of 
 proteases encoded in their genomes, comprise more than 500 
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different proteolytic enzymes, many of which play causal roles in 
aging and in an overwhelming variety of human diseases, including 
cancer and more than 120 hereditary diseases [4–6].

The elucidation of the importance of particular proteases in 
different processes usually involves the experimental manipulation 
of their levels in cellular or animal models. RNA interference 
(RNAi) allows to specifically downregulate the expression of genes 
of interest with double-stranded RNA molecules, which guide the 
cellular RNA-induced silencing complex (RISC) to cleave the cor-
responding mRNAs or inhibit their translation [7, 8]. RNAi can be 
achieved with two different approaches: by administering synthetic 
double-stranded small interfering RNA (siRNA) or by using plas-
mid constructs encoding short hairpin RNAs (shRNA), under the 
control of RNA polymerase II or III promoters [9]. In the latter 
case, inserting the shRNA sequences into an endogenous miRNA 
backbone leads to the production of RNAs that are recognized as 
natural substrates of the RNAi pathway, with optimal efficacy and 
reduced toxicity [10]. The power and specificity of RNAi and the 
development of efficient delivery systems based on lentiviral vec-
tors [11] have enabled the implementation of genome-wide RNAi 
screens for the functional annotation of mammalian genomes [12] 
and the identification of specific vulnerabilities of cancer cells [13–
15]. Here we describe detailed protocols to optimize the knock-
down of genes encoding proteases involved in aging, ZMPSTE24, 
also known as FACE-1 [16, 17], and cancer, USP39 [15], using 
siRNA- and shRNA-based approaches, respectively. We also 
describe the procedures for monitoring silencing efficiency, based 
on the quantitation of the protease transcript by qRT-PCR or the 
detection of substrate accumulation at the cell level by 
immunofluorescence.

2 Materials

 1. Cells: Human cancer cell lines, such as HCT116, T47D, and 
Hs578T, purchased from the American Type Culture 
Collection (ATCC).

 2. Lentiviral packaging cells, such as human embryo kidney cell 
line HEK 293T, obtained from the ATCC.

 3. Dulbecco’s modified Eagle’s medium (DMEM). Store at 4 °C.
 4. Growth medium: DMEM, 10% fetal bovine serum (FBS), 

100 U/mL penicillin, and 100 μg/mL streptomycin. Store at 
4 °C.

 5. Selection medium: growth medium and 1 μg/mL of 
puromycin.

 6. Opti-MEM reduced-serum medium.

2.1 Reagents 
and Solutions

Julia M. Fraile et al.
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 7. 1× Dulbecco’s phosphate-buffered saline (DPBS) without 
Ca2+ and Mg2+. Store at room temperature (RT).

 8. VSVG-based package system (kindly provided by Dr. J. M. 
Silva, Columbia University, New York, USA).

 9. USP39-specific shRNA and empty (pLKO.1) vectors obtained 
from Open Biosystems, Thermo Scientific.

 10. ZMPSTE24-specific stealth RNAi™ siRNA (Invitrogen, 
HSS115697) and silencer negative control siRNA (Ambion, 
AM4611).

 11. Lipofectamine and PLUS reagent (Invitrogen).
 12. Lipofectamine™ RNAiMAX (Invitrogen).
 13. Polybrene.
 14. Fixation solution: 4% paraformaldehyde solution (PFA) (v/v) 

prepared in DPBS. Store at RT.
 15. Permeabilization solution: 0.5% Triton X-100 (v/v) prepared 

in DPBS. Store at RT.
 16. Blocking solution: 15% goat serum solution (v/v) prepared in 

DPBS.
 17. Primary antibody solution: 1% goat polyclonal anti-prelamin A 

antibody (C-20, sc-6214, Santa Cruz Biotechnology) in block-
ing solution.

 18. Secondary antibody solution: 0.2% Alexa Fluor-594 donkey 
anti-goat IgG (Invitrogen) in blocking solution.

 19. TBS-T buffer: 20 mM Tris–HCl pH 7.4, 150 mM NaCl, 
0.05% Tween 20.

 20. DAPI-mounting media: 1 μg/mL DAPI (4,6′ diamidino- 2- 
phenylindole dihydrochloride) in mounting media. Store at 
4 °C.

 21. TRIzol reagent (Life Technologies).
 22. Chloroform.
 23. 2-Propanol.
 24. ThermoScript RT-PCR System (Life Technologies), including 

10 mM dNTP mix, random hexamers (50 ng/μL), 0.1 M 
dithiothreitol (DTT), RNaseOUT (40 units/μL), 
ThermoScript™ RT (15 units/μL), and 5× cDNA synthesis 
buffer.

 25. RT-Master reaction mix: 1 μL diethyl pyrocarbonate-treated 
(DEPC) water, 1 μL DTT, 1 μL RNaseOUT, 1 μL 
ThermoScript™ RT, and 4 μL of 5× cDNA synthesis buffer per 
sample. Remember to vortex 5× cDNA synthesis buffer before 
use.

 26. Power SYBR Green PCR Master Mix (Life Technologies).

Protease Silencing
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 27. USP39-specific primers: 5′-GCTCTGCACTCAGCTCT-GG 
GG-3′ and 5′-TGCTGGCAGATCAGGATGGGGA-3′.

 28. β-actin-specific primers: 5′-CACAGAGCCTCGCCTTTGCC-
GAT-3′ and 5′-CGAGCGCGGCGATATCATCATCC-3′.

 29. Ethanol.
 30. RNase-free water.
 31. Distilled water.

 1. Cell culture incubator (37 °C and 5% CO2).
 2. Tissue culture 6- and 12-well plates (polystyrene flat bottom).
 3. Eppendorf tubes: 1.5 and 2 mL.
 4. 0.45 μm sterile filters.
 5. Microscope slide glass.
 6. Cover glasses (18 mm × 18 mm).
 7. Hemocytometer.
 8. Tweezers.
 9. Absorbent paper.
 10. Nail varnish.
 11. Confocal or fluorescent microscope.
 12. NanoDrop ND-1000 spectrophotometer.
 13. Thermal cycler.
 14. Applied Biosystems 7300HT Real-Time PCR System or 

similar.

3 Methods

 1. Place sterilized 18 mm × 18 mm cover glasses in the corre-
sponding wells of a 12-well plate.

 2. Seed T47D and Hs578 cells with growth medium without 
antibiotic to be 50–60% confluent at transfection.

 3. Next day, dilute 2.5–7.5 μL Lipofectamine RNAiMAX reagent 
in 250 μL of Opti-MEM reduced-serum medium (see Note 1).

 4. Dilute 3–150 pmol ZMPSTE24-specific stealth RNAi™ siRNA 
or silencer negative control siRNA in 250 μL of Opti-MEM 
reduced-serum medium.

 5. After 5 min, add diluted siRNA to diluted Lipofectamine 
RNAiMAX reagent (1:1 ratio).

 6. Incubate for 15 min at RT.
 7. Add 500 μL of siRNA-lipid complex to cells.
 8. Remove transfection medium and add fresh growth medium 

6 h after transfection.

2.2 Equipment

3.1 Validation of 
FACE-1 Silencing 
Through Immunofluore- 
scence

3.1.1 Cell Growth and 
Transfection

Julia M. Fraile et al.
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 1. After 72 h, remove growth medium, wash cells twice with 
DPBS, and fix them with fixation solution for 10 min at RT.

 2. Wash twice with DPBS and incubate with permeabilization 
solution for 5 min at RT.

 3. Discard the permeabilization solution, wash twice with DPBS, 
and incubate with blocking solution for 1 h at 37 °C.

 4. Aspirate blocking solution and incubate cells with primary 
antibody solution for 1 h at RT.

 5. Wash cells twice with TBS-T.
 6. Incubate cells with secondary antibody solution for 1 h in the 

dark.
 7. Aspirate the secondary antibody solution and wash twice with 

TBS-T.

 1. Add 10 μL of DAPI-mounting media on the slide glass.
 2. Hold carefully the cover glasses with tweezers, wash with dis-

tilled water, and place it on the correspondent slide with DAPI- 
mounting media.

 3. Eliminate the excess of DAPI-mounting media by pressing 
gently but firmly the cover glass against the slide over a piece 
of absorbent paper. Then, seal the edges with varnish or simi-
lar, and keep the slides in the dark at 4 °C until observation (see 
Note 2).

 4. Analyze the preparation using a confocal or fluorescent micro-
scope to verify prelamin A accumulation as a consequence of 
ZMPSTE24 downregulation (Fig. 1). Slides can be stored in a 
dark place at 4 °C for up to 1 year.

 1. Seed HEK 293T cells to be 90% confluent at transfection in 
6- well plates.

 2. Next day, dilute 4 μL of Lipofectamine reagent in 100 μL 
of DMEM (without FBS) per condition (see Note 3).

 3. Dilute 1 μg of USP39-specific shRNA or pLKO.1 and 1 μg of 
VSVG-based package system in 100 μL of DMEM (without 
FBS). Then, add 6 μL of PLUS reagent and incubate for 
15 min at RT (see Note 4).

 4. Add diluted DNA to diluted Lipofectamine reagent (1:1 ratio) 
and incubate for 15 min at RT.

 5. Add DNA-lipid complex to cells and incubate for 3 h at 37 °C 
and 5% CO2.

 6. Remove transfection medium and add fresh growth medium.
 7. After 24 h and 48 h, collect the viral supernatant and filter it 

through a 0.45 μm sterile filter.

3.1.2 Prelamin A 
Immunofluorescence

3.1.3 DAPI Staining, 
Mounting of Fluorescence 
Preparations, 
and Microscope Analysis

3.2 USP39-Specific 
shRNA Efficiency 
by qRT-PCR

3.2.1 Lentiviral 
Production

Protease Silencing
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 1. Seed human cancer cells, such as HCT116, in 6-well plates at 
20–30% confluence 24 h before infection (2 mL per well).

 2. Next day, add 1 mL of viral supernatant to each well supple-
mented with 5 mg/mL of polybrene, and incubate for 24 h at 
37 °C and 5% CO2.

 3. Remove viral supernatant, add 2 mL of growth medium and 
1 mL of viral supernatant to each well supplemented with 
5 mg/mL of polybrene, and incubate for 24 h at 37 °C and 5% 
CO2.

 4. Remove viral supernatant and leave the cells recovering for 
24 h in growth medium (see Note 5).

 5. Add selection medium and incubate for 24 h at 37 °C and 
5% CO2.

 6. Repeat the step with fresh selection medium.

3.2.2 Cell Infection 
and Antibiotic Selection

Fig. 1 Prelamin A immunofluorescence demonstrates ZMPSTE24 downregulation in human breast cancer 
cells. ZMPSTE24 siRNA efficiency is evaluated at the cell level by analyzing the accumulation of its substrate 
prelamin A through immunofluorescence (red color). Nuclei are visualized with DAPI staining (blue color). 
Prelamin A is specifically accumulated in T47D and Hs578T cells transfected with ZMPSTE24-specific siRNA, 
compared to the same cells transfected with a negative control

Julia M. Fraile et al.
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 1. After puromycin selection, remove growth medium, wash the 
cells twice with DPBS, and add 1 mL of TRIzol reagent to lyse 
the cells. Put the solution in an Eppendorf tube (2 mL). 
Incubate for 5 min at RT.

 2. Add 200 μL of chloroform and mix. Incubate for 3 min at RT.
 3. Centrifuge samples for 15 min at 12,000 × g at 4 °C. The mix-

ture separates into a lower red phenol-chloroform, an inter-
phase and an upper aqueous phase.

 4. Collect the aqueous phase containing the RNA in a new 
Eppendorf tube (1.5 mL).

 5. Add 500 μL of 2-propanol and mix carefully. Store at −80 °C 
overnight.

 6. Centrifuge samples for 10 min at 12,000 × g at 4 °C.
 7. Total RNA is precipitated in a pellet at the bottom of the tube. 

Discard the supernatant and wash with ethanol 70%.
 8. Centrifuge samples for 5 min at 7500 × g at 4 °C.
 9. Discard the supernatant and air-dry the RNA pellet for 5 min.
 10. Resuspend the pellet in 20–50 μL of RNase-free water, and 

incubate for 10 min at 55 °C. Store at −80 °C.

 1. Quantify RNA samples and evaluate their purity (260/280 nm 
ratio) with a NanoDrop ND-1000 spectrophotometer. Then, 
mix 10 pg to 5 μg of RNA with 1 μL of random hexamers and 
2 μL of dNTP mix (final volume = 12 μL) (see Note 6).

 2. Denaturalize RNA and primers by incubating for 5 min at 
65 °C. Then, place the samples on ice.

 3. Add 8 μL of RT-Master reaction mix into each reaction tube 
on ice.

 4. Transfer the samples to a thermal cycler and incubate for 
10 min at 25 °C, followed by 50 min at 50 °C, and a final step 
of 5 min at 85 °C. Samples can be stored at −20 °C.

 5. Dilute cDNA 1:10 and add 4 μL of each cDNA to PCR tubes 
by triplicate. Add 5 μL of Power SYBR Green PCR Master 
Mix and 0.5 μL of each USP39-specific primer at 10 μM  
(final volume = 10 μL).

 6. Add 4 μL of the same cDNA by triplicate, and mix them with 
5 μL of Power SYBR Green PCR Master Mix and 0.5 μL of 
each β-actin-specific primers (final volume = 10 μL).

 7. Transfer the samples to an Applied Biosystems 7300HT  
Real- Time PCR System or similar.

 8. Analyze USP39 gene expression normalized to the β-actin 
gene, and represent relative expression using RQ value: 
RQ = 2−(ΔCt shRNA-ΔCt pLKO.1), where ΔCt = Ct sample – Ct β-actin 
(Fig. 2).

3.2.3 RNA Preparation

3.2.4 Real-Time 
Quantitative PCR 
(qRT-PCR) Analysis

Protease Silencing
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4 Notes

 1. Cells can be transfected in different tissue culture formats, and 
consequently, the amounts of Lipofectamine™ RNAiMAX, 
RNAi duplex, and medium used must vary in proportion to 
the relative surface area.

 2. This protocol can be performed in other types of adherent 
cells, although some aspects, such as the number of seeded 
cells, could be variable depending on each cell line.

 3. As explained before with Lipofectamine™ RNAiMAX, the 
amounts of reagents must be modified depending on tissue 
culture formats.

 4. It is extremely important to add PLUS reagent after DNA is 
resuspended to avoid precipitation.

 5. Puromycin action requires cells to be proliferating. Therefore, 
if cells are confluent at this point, trypsinize and seed them on 
a larger surface.

 6. Note that different types of primers can be used in this proto-
col: Random Hexamers (total RNA), oligo(dT) primers 
(poly(A)+−selected RNA), or a gene-specific primer. Each con-
dition requires different parameters at the thermal cycler.

Fig. 2 shRNA-mediated USP39 silencing is confirmed through qRT-PCR. USP39 
gene expression of USP39 wild-type and USP39-silenced HCT116 cells is ana-
lyzed by qRT-PCR in order to evaluate the efficiency of each shRNA. In this case, 
shUSP39.1152 and shUSP39.1153 are the best shRNAs from the set

Julia M. Fraile et al.
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Chapter 24

Analysis of Somatic DNA Methylation Alterations of Genes 
Encoding Cell Surface Metallopeptidases in Colorectal 
Cancer

Sergio Alonso, Beatriz González, Andreu Alibés, and Manuel Perucho

Abstract

The genome of cancer cells accumulates numerous genetic and epigenetic somatic alterations ultimately 
conferring capabilities for unrestrained growth, invasion of local tissues, migration, and colonization of 
distant organs. Many of these new capabilities require the disruption of the cell-to-cell interactions between 
the cancer cell and its microenvironment. These interactions are mediated, among other factors, by the 
activity of extracellular enzymes that reshape not only the extracellular compartment of the cancer cells but 
also that of the neighboring non-cancerous stroma cells. Cell surface metallopeptidases play a crucial role 
in this process, by cleaving and modifying fundamental components of the extracellular compartment. The 
transcriptional profile of cell surface metallopeptidases becomes deregulated in several human cancers by 
genetic and epigenetic alterations, contributing to the tumor phenotype. In this article, we describe two 
common strategies to analyze somatic epigenetic alterations of cell surface metallopeptidases, i.e., high- 
resolution single locus analysis and high-throughput multi-loci analysis, presenting several illustrative anal-
yses performed on our CRC collection. These analyses demonstrate that cell surface metallopeptidases, 
particularly those belonging to the ADAMTS gene family, frequently undergo somatic DNA hypermeth-
ylation in CRC suggesting the existence of an underlying mechanism or a strong selection process favoring 
the transcriptional silencing of these genes.

Key words Extracellular metallopeptidases, Colorectal cancer, Epigenetic alterations, Genetic 
alterations

1 Introduction

Metallopeptidases (MPs) are enzymes that catalyze the cleavage of 
peptide bonds in a single-step reaction, without the formation of 
covalent bonds, mediated by a catalytic metal site in their active 
center. The majority of the human metallopeptidases require zinc 
or, less frequently, cobalt atoms in their catalytic domain. Most of 
the MPs exert their functions at the cell membrane or the extracel-
lular matrix (ECM) compartment, playing a key role in the 
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 interactions between cells and their microenviroment [1, 2]. These 
tightly regulated interactions become disrupted in cancer cells, 
conferring them the ability to reshape their microenvironment and 
facilitating invasion of local organs, migration to distant organs, 
and adaptation to grow in those new niches. Remodeling of the 
ECM is thus an essential process in tumor progression that directly 
contributes to primary and secondary tumor development [3]. 
Improving our understanding of the different mechanisms that 
participate in the deregulation of the ECM may open interesting 
avenues for cancer patient stratification, prognosis, and treatment.

The human genome encodes more than 600 known or puta-
tive peptidases [4]. Of these, 186 encode proteins classified as 
MPs, subclassified into 26 subfamilies. A number of these MPs 
have been found to undergo somatic alterations that affect their 
expression or functionality in human cancer, frequently involving 
DNA hypermethylation of their promoter sequences [5–9].

As a rule of thumb, hypermethylated gene promoters associate 
to a closed chromatin state and transcriptional silencing, while 
unmethylated promoters are accessible to the transcriptional 
machinery and their expression is modulated by transcriptional fac-
tors. Given the direct effect that loss of ECM homeostasis exerts in 
the interaction between cancer cells and their microenvironment, 
the analysis of DNA methylation alterations affecting cell surface 
metallopeptidases, mainly comprising matrix metallopeptidases 
(MMPs), is important for a comprehensive characterization of the 
molecular profile that ultimately dictates essential malignant capa-
bilities of the cancer cell.

In the last decades, a wide range of technical approaches to 
detect and quantify DNA methylation changes have been devised, 
producing very detailed profiles of epigenetic alterations in cancer 
[10–12]. Most of the current methods rely on the conversion of 
DNA with sodium bisulfite. This treatment deaminates non- 
methylated cytosine, transforming it into uracil [13, 14]. On the 
other hand, 5-methylcytosine is more resistant to deamination and 
remains mostly unaltered [15–17]. The uracil residues can be sub-
sequently detected by PCR amplification and sequencing [18, 19]. 
A wide variety of bisulfite-based protocols have been designed [12, 
20], capable to interrogate from just one single CpG site or short 
sequences with several in cis CpG sites by PCR [18, 19, 21–23], up 
to hundreds of thousands of CpG sites using microarray platforms 
[24–26], and even genome-wide single-nucleotide resolution CpG 
methylation profiles by using next-generation sequencing plat-
forms [27–29].

In this article, we describe two of the most common tech-
niques to analyze DNA methylation changes. The first one, bisul-
fite sequencing, was first introduced in the early 1990s [18, 19]. 
This technique interrogates a single locus, typically a sequence 
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shorter than 250 bp containing several CpG sites in cis. Despite its 
limited throughput, bisulfite sequencing provides a good resolu-
tion vs cost balance, thus being suitable for the analysis of a limited 
number of genes in a large number of samples. Bisulfite sequencing 
is a very informative strategy providing single-nucleotide resolu-
tion of the methylation pattern in individual DNA segments. 
Essentially, the locus of interest is amplified by PCR after bisulfite 
conversion. The PCR amplification product is subsequently cloned 
into a plasmid vector and sequenced. The methylation of the CpG 
sites can be inferred from the PCR-amplified sequence. If they 
remain unaltered, it is considered that they were originally methyl-
ated and therefore protected from the bisulfite transformation. 
The unmethylated cytosine will be transformed to uracil and will 
appear as thymine in the amplification products [18, 19]. Since 
methylation outside of CpG sites is extremely uncommon (although 
not completely absent) in somatic human cells, it can be assumed 
that all the cytosines outside CpG sites should have been trans-
formed to thymines, providing an internal control of the conver-
sion efficiency of the bisulfite treatment. Other routinely used 
PCR-based methods, such as methylation-sensitive PCR (MSP) 
[22] and combined bisulfite and restriction analysis (COBRA) 
[23], will be also briefly discussed.

The second technique is the Illumina HM450K BeadChip 
[25], arguably the most prevalent commercial genome-wide meth-
ylation analysis platform, used in several large studies of the 
International Cancer Genome Consortium (ICGC) [30]. In con-
trast with bisulfite sequencing, microarray platforms provide a 
much larger coverage of the genome albeit with lower resolution 
per locus, making them ideal for exploratory analyses. The HM450K 
array interrogates more than 450,000 individual CpG sites in the 
human genome. The latest release of the Illumina Methylation 
BeadChip, i.e., the MethylationEPIC array, has increased that res-
olution up to over 850,000 CpG sites [26]. The higher through-
put, however, is accompanied by a significantly higher cost that can 
become a limiting factor to analyze a large number of samples.

2 Materials

 1. DNA extraction kit: Qiagen DNAeasy Blood and Tissue Kit or 
similar.

 2. DNA bisulfite treatment kit: Zymo Research EZ DNA 
Methylation™ Kit or similar.

 3. PCR Amplification Kit: Qiagen Taq PCR Master Mix Kit 
(250 U) or similar.

Methylation Alterations of Metallopeptidases in Cancer
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 4. Thermocycler, preferentially equipped with a gradient-enabled 
thermoblock.

 5. Restriction enzymes: BstUI, TaqI, MaeII/HpyCH4IV, and 
Bsh1236I.

 6. DNA restoration kit: Illumina Infinium HD FFPE DNA 
Restore Kit (24 samples) or similar.

 7. DNA quality control kit: Illumina FFPE QC Kit or similar.
 8. Methylation array: Illumina HumanMethylation450 DNA 

Analysis BeadChip Kit (24 samples) or similar.
 9. Tris-EDTA (TE) 0.1× Buffer: 1 mM Tris–HCl, 0.1 mM 

EDTA, pH 8.0.
 10. Computational requirements: personal computer with 

Windows, MacOS, or Linux operating system. RnBeads (mul-
tiplatform, freeware, available at http://rnbeads.mpi-inf.mpg.
de/). RStudio (multiplatform, freeware, available at https://
www.rstudio.com/).

3 Methods

 1. DNA quality is extremely important for the subsequent proce-
dures. We regularly employ DNA extraction kits from Qiagen 
following the protocol provided with the kit, but many differ-
ent methods and commercial kits are available. Describing all 
suitable protocols would exceed the scope of this article, but 
regardless of the method employed, we strongly encourage to 
quantify the concentration and quality of the purified DNA by 
spectrophotometry before proceeding with the bisulfite 
treatment.

 1. For formalin-fixed paraffin-embedded (FFPE) samples, spe-
cific procedures should be performed prior to bisulfite treat-
ment, particularly if the DNA is going to be employed for 
microarray analysis. Specific protocols for DNA restoration 
can be found at Illumina’s website [31].

Both methods presented in this article are based on the bisulfite 
transformation of DNA. Several protocols are available. In our 
laboratory, we regularly employ the EZ Bisulfite Conversion Kit 
(D5001, Zymo Research), with excellent results for genomic DNA 
obtained from in vitro cultured cell lines and freshly frozen tissues. 
The complete protocol is available at Zymo Research website [32]. 
We transcribe it in here to include several modifications and notes, 
some already suggested by the manufacturer and some that we 
have found to improve the DNA recovery yield.

3.1 DNA Extraction

3.2 DNA Restoration 
of FFPE Samples

3.3 Bisulfite 
Treatment of DNA
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The CT Conversion Reagent supplied within the Zymo Research 
EZ Methylation kit is a solid mixture and must be prepared prior 
to first use. Prepare as follows:

 1. Add 750 μL water and 210 μL of M-Dilution Buffer to a tube 
of CT Conversion Reagent.

 2. Mix at room temperature with frequent vortexing or shaking 
for 10 min.
It is normal to see trace amounts of undissolved reagent in the 

CT Conversion Reagent. Each tube of CT Conversion Reagent is 
designed for ten separate DNA treatments.

The CT Conversion Reagent is light sensitive, so minimize its 
exposure to light. For best results, the CT Conversion Reagent 
should be used immediately following preparation. If not used 
immediately, the CT Conversion Reagent solution can be stored 
overnight at room temperature, 1 week at 4 °C or up to 1 month 
at −20 °C. Stored CT Conversion Reagent solution must be 
warmed to 37 °C and then mixed by vortexing prior to use.

 1. Add 24 mL of 100% ethanol to the 6 mL M-Wash Buffer con-
centrate or 96 mL of 100% ethanol to the 24 mL M-Wash 
Buffer concentrate before use.

 1. Add 5 μL of M-Dilution Buffer to the DNA sample (500 pg 
to 2 μg), and adjust the total volume to 50 μL with water. Mix 
the sample by flicking or pipetting up and down.

 2. Incubate the sample at 37 °C for 15 min.
 3. After the above incubation, add 100 μL of the prepared CT 

Conversion Reagent to each sample and mix.
 4. Incubate the sample in the dark at 50 °C for 12–16 h (see 

Note 1).
 5. Incubate the sample at 0–4 °C (e.g., on ice) for 10 min.
 6. Add 400 μL of M-Binding Buffer to a Zymo-Spin™ IC 

Column, and place the column into a provided collection 
tube.

 7. Load the sample (from step 5) into the Zymo-Spin™ IC 
Column containing the M-Binding Buffer. Close the cap and 
mix it by inverting the column several times.

 8. Centrifuge at full speed (>10,000 × g) for 30 s. Discard the 
flow-through.

 9. Add 100 μL of M-Wash Buffer to the column. Centrifuge at 
full speed for 30 s.

 10. Add 200 μL of M-Desulphonation Buffer to the column, and 
let it stand at room temperature (20–30 °C) for 15–20 min. 
After the incubation, centrifuge at full speed for 30 s.

3.3.1 Preparation of CT 
Conversion Reagent

3.3.2 Preparation 
of M-Wash Buffer

3.3.3 Bisulfite 
Transformation

Methylation Alterations of Metallopeptidases in Cancer
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 11. Add 200 μL of M-Wash Buffer to the column. Centrifuge at 
full speed for 30 s. Add another 200 μL of M-Wash Buffer, 
and centrifuge for an additional 30 s.

 12. Place the column into a 1.5 mL microcentrifuge tube. Add 
10–20 μL of M-Elution Buffer (pre-warmed at 60 °C) directly 
to the column matrix. Incubate for 5 min and centrifuge for 
30 s at full speed to elute the DNA.

 13. For maximum DNA recovery, repeat step 12 on a second 
1.5 mL microcentrifuge tube. This second elution will have 
substantially lower DNA concentration than the first elution 
but still high enough for most PCR-based analytical 
methods.

 14. The treated DNA is ready for immediate analysis or can be 
stored at or below −20 °C for later use. For long-term storage, 
store at or below −70 °C.

There are many bisulfite-based methods commonly used to ana-
lyze the methylation of a single locus. In here, we describe bisulfite 
sequencing, which interrogates the methylation status of a short 
sequence at single-nucleotide resolution [18, 19]. Essentially, the 
method employs a pair of PCR primers that amplify the locus of 
interest irrespective of its methylation status. The PCR amplicons 
are then cloned into plasmid vectors, transformed into E. coli cells, 
isolated, and individually sequenced. In contrast with other very 
common single-locus analysis methods based on PCR-amplification 
of bisulfite-transformed DNA, such as methylation-sensitive PCR 
(MSP) [22], combined restriction and methylation analysis 
(COBRA) [23], MethyLight [33], or pyrosequencing [34], bisul-
fite sequencing provides a single-nucleotide analysis of every CpG 
site within the amplified region while maintaining at the same time 
the intramolecular methylation information. This method is also 
semiquantitative, providing an estimation of the proportion of 
methylated vs unmethylated molecules, albeit one must be aware 
of biases that might occur during PCR amplification and/or clon-
ing efficiency that can affect the accuracy of the quantification. In 
comparison with the aforementioned single-locus methods, how-
ever, bisulfite sequencing is considerably more laborious and 
expensive, because in order to obtain a reliable view of the meth-
ylation status of the studied locus, a minimum of ten sequences per 
sample, often even more, are generally required.

In any case, bisulfite sequencing is a sensible first approach to 
investigate the pattern of the methylation changes in a particular 
locus in a reduced number of samples that can be later  complemented 
with other less laborious, faster, and more economical techniques 
to extend the study to a larger number of samples. In this regard, 
the same PCR amplicons obtained for bisulfite sequencing can be  

3.4 Bisulfite 
Sequencing and 
Related Techniques
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readily employed for combined restriction and methylation analysis 
(COBRA), if the internal sequence includes CpG-containing 
restriction sites susceptible to the bisulfite conversion (see below).

Bisulfite-sequencing PCR primers must anneal onto sequences 
devoid of CpG sites and surrounding the CpG sites to be interro-
gated [35].

The first step of primer design is the in silico transformation of 
the original sequence mimicking the effect of the bisulfite conver-
sion. This process can be done using free web tools, e.g. http://
www.zymoresearch.com/tools/bisulfite-primer-seeker, or any 
word processor by simply substituting all CG dinucleotides in the 
original sequence by NG and then substituting the remaining C by 
T. One particular consideration is that the in silico transformation 
must be performed separately on the two strands of the locus of 
interest, because after bisulfite conversion they are no longer com-
plementary, and very often primer design is easier to achieve in one 
of the strands than in the other.

Primer design might be particularly challenging due to the 
extreme DNA sequence composition after bisulfite modification 
and the constraints on the primers and their location on the tem-
plate. In addition, PCR amplification of bisulfite-treated DNA very 
often generates unspecific products due to the sequence complex-
ity reduction of the bisulfite-treated genome, which allows the 
primers to anneal at unexpected locations.

Our group has routinely and successfully relied on the free web 
tool Primer3 [36, 37] to design all of our primers, but there is 
specific software to facilitate the design of primers for bisulfite- 
sequencing and methylation-specific PCR, such as MethPrimer 
[38]. Essentially we aim for a primer length larger than 22 mer, 
with a GC content over 40%, and targeting a sequence of 100–
250 bp. Amplification of longer sequences is possible but not rec-
ommended, because the bisulfite treatment degrades the DNA 
hampering the amplification of very large DNA molecules.

To achieve methylation-independent amplification, bisulfite- 
sequencing primers must avoid CpG sites within their annealing 
sequences, especially at their 3′ end. If completely unavoidable, 
some CpG sites at the 5′ end of bisulfite sequencing might be tol-
erated (coded as YG or CR in the primer sequence, depending on 
the target strand, being Y and R the IUPAC codes for pyrimidine 
or purine, respectively). The internal part of the amplified sequence 
should contain the CpG sites to be interrogated (we suggest to 
include as many as possible). If the product is going to be later 
analyzed by enzymatic restriction by COBRA, it must contain the 
restriction sites to be interrogated, most typically BstUI (CGCG), 
TaqI (TCGA), or MaeII (ACGT). Restriction enzymes with lon-
ger target sequences can also be employed, taking into account 

3.5 Bisulfite 
Sequencing: Primer 
Design

Methylation Alterations of Metallopeptidases in Cancer
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that any unmethylated cytosine will be transformed to thymine 
after bisulfite treatment and PCR amplification.

To overcome the typical challenges of bisulfite-sequencing 
PCRs, we routinely design two forward (F1 and F2) and two 
reversal (R1 and R2) primers for every region to be analyzed. This 
set of primers allows testing four different combinations, i.e., 
F1-R1, F2-R2, F1-R2, and F2-R1, as well as nested or semi-nested 
strategies for the PCR amplification (see below).

Primers and conditions for DNA bisulfite sequencing are valid 
for several types of downstream analysis (see below). In contrast, 
the also popular methylation-sensitive PCR (MSP) and its 
quantitative- derived variants employ primers purposely targeting 
CpG sites. It is imperative that the 3′ end of the MSP primers 
anneals directly on the interrogated CpGs. Therefore, for MSP 
two different set of primers must be designed: one to amplify the 
methylated molecules and the other to amplify the unmethylated 
molecules, and the methylation status is determined by the PCR 
amplification itself rather than by the analysis of the amplified 
product composition.

PCR setup might be notably difficult and must be empirically 
determined for each analyzed locus [39]. As an initial attempt, we 
regularly test the abovementioned four primer combinations at 
different annealing temperatures within the ±5 °C range of their 
predicted annealing temperature, using a gradient-enabled ther-
mocycler. We routinely perform all PCR reactions with Qiagen 
HotStart Kit, in 25 μL of 1× buffer, 0.5× Q-Solution, 0.125 mM 
dNTPs, 0.4 μM of each primer, 100 ng of bisulfite-treated genomic 
DNA (see Note 2), and 1 unit of polymerase. Other thermostable 
polymerases, primer, or dNTP concentrations might be used [39]. 
The amplification of a unique and specific PCR product must be 
verified by agarose gel electrophoresis.

If complete specificity is not achieved by any of the four primer 
combinations in the tested annealing temperature range, we gener-
ally attempt a touchdown program in which the annealing tem-
perature starts at 70 °C and progressively decreases to 55 °C in the 
first ten cycles, to continue at 55 °C for the rest of the amplification 
cycles (again 25–35, depending on the target sequence), with the 
abovementioned template, buffer, dNTPs, and primer concentra-
tions. If complete specificity is still not achieved by the touchdown 
program, we resort to nested or semi-nested PCR strategy, in 
which the bisulfite-treated DNA is first subjected to PCR with the 
most external primers pair for a limited number of cycles (ideally 
less than 15), and one tenth of this reaction is used as template for 
a second PCR. This strategy, however, increases the total number 
of amplification cycles and might introduce undesirable bias toward 
the methylated or unmethylated molecules.

3.6 PCR 
Amplification Strategy
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Once the PCR conditions are set and the amplification of a unique 
and specific product is verified, several options are available for the 
analysis. The traditional option, which we suggest as a first choice 
since it provides the most comprehensive information, is to clone 
the PCR product into a plasmid vector, transform it into E. coli cells, 
select a number (between 10 and 20) of colonies harboring recom-
binant plasmids, and sequence the cloned inserts (Fig. 1a–c). We 
regularly employed pCDNA3.2 TOPO-TA cloning kit (Qiagen) or 
the StrataClone PCR cloning kit (Agilent Technologies), following 
manufacturer’s instructions. Albeit the same primers employed for 
the bisulfite PCR might be used for the sequencing of the insert, 
it is advisable to use external primers annealing onto the vector, 
such as the M13, T7, or T3 primers (depending on the vector), for 
longer and better quality sequencing results.

Alternatively, the PCR product can be purified and directly 
sequenced using one of the amplification primers (Fig. 1d). This 
option, albeit faster and more economical than sequencing of indi-
vidual clones, has some disadvantages. First, while still providing 
single-nucleotide resolution information, the within-molecule 
information is disregarded, i.e., direct sequencing cannot discern 
whether the methylation is heterogeneous within every molecule 
or there is a mixture of methylated and unmethylated molecules. 
In addition, the conversion of unmethylated cytosine into thymine 
often results in long stretches of mononucleotides, prone to 
undergo random deletions and insertions during the PCR amplifi-
cation due to the slippage of the Taq polymerase. These deletions 
and insertions generally result in poor-quality sequencing results 
downstream the mononucleotide tracts. To overcome the presence 
of mononucleotide tracts, the PCR product might be sequenced 
from both ends, although this not always solves the issue if two (or 
more) mononucleotide tracts are present surrounding the CpGs of 
interest. Moreover, the amplification primers might not be very 
efficient for sequencing, increasing the probability of poor-quality 
results. Finally, although the height of the Sanger sequencing elec-
tropherogram profile peaks is often used to estimate the propor-
tion of methylated vs unmethylated molecules, it has to be noted 
that Sanger sequencing is not truly quantitative and therefore it 
does not accurately reflect this proportion.

A more quantitative approach for the direct sequencing strat-
egy, which at the same time overcomes the problem caused by the 
mononucleotide tracts, is employing pyrosequencing to estimate 
the proportion of methylated vs unmethylated cytosines at every 
CpG site within the amplified sequence [40]. Pyrosequencing, 
however, requires specialized equipment, is slightly more expen-
sive, and generates shorter sequences than Sanger sequencing.

3.7 Bisulfite-PCR 
Product Analysis: 
Cloning, Direct 
Sequencing, Enzymatic 
Restriction, and Melting 
Temperature Profiling

3.7.1 Cloning

3.7.2 PCR Direct 
Sequencing

Methylation Alterations of Metallopeptidases in Cancer
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Fig. 1 Bisulfite-sequencing analysis of ADAMTS14 and ADAMTS19 genes. (a) In black font a 71-bp sequence 
within the ADAMTS19 promoter containing eight CpG sites (shaded in orange). Below, the sequences and electro-
pherogram profiles obtained after bisulfite sequencing of an unmethylated molecule from a normal sample (green) 
and a methylated molecule from a tumor sample (red). Note that all cytosines outside CpG sites have been con-
verted to thymine in the transformed sequences. (b) Graphical representation of the methylation status of a 280 bp 
sequence containing 28 CpG sites within the ADAMTS19 promoter in ten clones from a normal sample (green-
shaded area) and ten clones from a tumor sample (purple-shaded area). White circles represent unmethylated 
CpG sites. Black circles represent methylated CpG sites. (c) Average methylation levels per CpG site in the same 
sequence presented in panel b. The clones derived from the tumor sample exhibited much higher levels of meth-
ylation than those derived from the normal sample, in all the interrogated CpG sites (P < 0.05, Mann–Whitney test).
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Hence, direct PCR sequencing is a valid option for rapid scan-
ning of samples that are not expected to exhibit excessively hetero-
geneous methylation and do not have long mononucleotide tracts 
that might complicate the reading of the sequence.

A very fast and economical alternative is treating the bisulfite PCR 
product with restriction enzymes [23]. Restriction sites containing 
CG dinucleotides will be transformed by the bisulfite treatment if 
they were originally unmethylated, but not if methylated. Thus, 
the incubation with an appropriate restriction enzyme will gener-
ate different restriction fragments depending on the original meth-
ylation status of the molecule. These restriction fragments are 
subsequently resolved by agarose gel electrophoresis (Fig. 1e). 
Generally, the selected enzymes will cut the originally methylated 
sites that retained the CG dinucleotide within their recognition 
sequence, but not the originally unmethylated sites, which after 
bisulfite conversion contain TG instead of CG. This strategy, how-
ever, does not provide single-nucleotide information because it is 
restricted to the interrogated restrictions sites.

Lastly, if a real-time thermocycler is available, methylation status 
can be inferred by the different melting temperature exhibited by 
the PCR products from originally methylated molecules, with 
higher proportion of GC base pairs, vs those from originally 
unmethylated molecules, where the GC base pairs have been sub-
stituted by AT [41]. This approach does not provide single- 
nucleotide resolution but rather estimates the global content of 
methylated cytosines within the studied sequence. The  amplification 
product of originally methylated molecules would contain a larger 
proportion of GC pairs and would typically exhibit higher melting 
temperature. Although this is a fast and very capable approach to 
distinguish between methylated vs unmethylated samples if they 
are homogeneous, in our experience the analysis of heterogeneous 
samples, such as those from tumor biopsies where there is frequent 
and unavoidable contaminantion with non- tumoral cells, might 
generate complex melting curves that make their interpretation 
more challenging. This is due to the inherent differences in the 

3.7.3 Combined Bisulfite 
and Restriction Analysis 
(COBRA)

3.7.4 Melting 
Temperature Analysis

Fig. 1 (continued) (d) Bisulfite PCR direct sequencing of a 80 bp sequence within the ADAMTS14 promoter 
containing ten CpG sites (shaded in orange). The PCR product derived from the normal sample showed no 
traces of methylation in any of the interrogated CpG sites, while the product derived from the tumor sample 
exhibited a mix of methylated and unmethylated molecules (a mix of T and C peaks in the electropherogram). 
As in panel a, note that all cytosines outside CpG sites have been converted to thymine in the transformed 
sequences. (e) COBRA results of a 214 bp PCR product from the ADAMTS14 promoter region derived from two 
CRC cell lines: LoVo, highly methylated, and LS180, with low levels of methylation. The original PCR products 
(lanes u) became completely digested by BstUI (lanes d) in LoVo but only partially digested in LS180

Methylation Alterations of Metallopeptidases in Cancer
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melting profiles in the mixture of amplification products derived 
from both methylated and unmethylated molecules, as well as the 
generation of heteroduplex molecules in the last cycles of the PCR 
that exhibit yet a different melting profile [42].

For bisulfite sequencing data representation, we suggest using the 
Methylation Plotter web server (http://maplab.imppc.org/meth-
ylation_plotter/), a platform-independent tool to visualize con-
tinuous methylation data generating lollipop or grid graphics [43]. 
This user-friendly web tool provides very comprehensive and 
detailed visual information required by most of wet lab researchers 
analyzing the methylation of single (or a limited number) of loci 
(Fig. 2).

As examples of the typical results, we present the analyses of two 
ADAMTS genes, i.e., ADAMTS14 and ADAMTS19 (Fig. 1). The 
amplification of ADAMTS14 was achieved with a simple PCR pro-
gram that consisted of 15 min at 95 °C to activate the polymerase; 
35 cycles of 30 s at 95 °C, 30 s at 55 °C, and 30 s at 72 °C; and a 

3.7.5 Bisulfite 
Sequencing Data 
Representation

3.7.6 Typical Results

Fig. 2 Methylation profile of extracellular metallopeptidase-encoding genes in normal and tumor samples from 
35 CRC patients. Methylation is shown from blue to yellow gradient. Normal samples on top, tumor samples 
below. In the x-axis genes and in the y-axis samples, both ordered according to their somatic methylation 
change (difference between tumor and normal). The CGI row between the two upper heatmaps indicates 
genes with (in orange) or without (in yellow) promoter-associated CGI. The bottom row indicates the gene fam-
ily according to the color scheme shown in the legend. Note the overrepresentation of ADAMTS genes (red) 
among the frequently hypermethylated genes

Sergio Alonso et al.
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final extension of 10 min at 72 °C, using primers 5′-GTTTTTAGTTT 
GGGATTTGG-3′ and 5′-AACAACCTTAAACCACCCTAAC-3′. 
The PCR conditions for amplification of ADAMTS14 promoter 
region were very robust, so much in fact that this PCR is regularly 
employed in our laboratory as a control test to verify the efficiency 
of bisulfite transformation on newly treated samples.

ADAMTS19 required a two-step nested amplification strategy. 
The first PCR program consisted of 1 cycle at 95 °C for 15 min to 
activate the enzyme, followed by 20 cycles of denaturation at 95 °C 
for 30 s, annealing at 55 °C for 30 s, and extension at 72 °C for 
60 s, ending at 72 °C for 5 min to complete extension, using the 
primers 5′-TTGGTTGTGGGTTTGTTTTG-3′ and 5′-CCCC 
TTAACCTACACCTCAAAC-3′. The product of the first amplifi-
cation was diluted 1:20 (v/v) in TE 0.1×. One microliter of the 
dilution was used as template for a second reaction with the same 
conditions than the previous one but using primers 5′-GGTAGA 
TAAAGGGTTTGGGTAAAT-3′ and 5′-CCCACTAAACCCTAC 
TCTCCAC-3′ and 25 cycles.

Both ADAMTS14 and ADAMTS19 were first analyzed by 
bisulfite sequencing in a limited number of samples, and when the 
methylation pattern of the samples was clearly determined to be 
bimodal, i.e., a mix of molecules harboring almost every CpG site 
methylated and molecules almost completely unmethylated, we 
continued the analyses by the much faster and cheaper COBRA 
strategy, using BstUI (NEB, cuts at 60 °C) or its isoschizomer 
Bsh1236I (ThermoFisher, cuts at 37 °C), in a larger number of 
samples (Fig. 1).

There are several commercial options to analyze the methylation of 
hundreds of thousands of CpG sites in the human genome. As 
abovementioned, Illumina methylation chips are arguably the most 
common microarray platform nowadays, offering a reasonable bal-
ance between cost and throughput. These arrays are based on the 
Illumina’s proprietary Infinium technology. A very detailed infor-
mation about these arrays is available on the Illumina website [44]. 
Sample processing in these arrays requires very specific equipment, 
software, and technical knowledge, generally restricted to support 
units and commercial service providers, well above the typical 
capabilities of a basic research laboratory. We recommend these 
steps to be performed by a facility with the required equipment 
and ample experience. Thus, this article will not discuss the sample 
preparation, scanning, and initial data processing for the analysis of 
Illumina HM450K arrays.

In our laboratory, Illumina HM450K array secondary processing is 
performed using the freeware software RnBeads [45]. This soft-
ware performs essential normalization and filtering steps and gen-
erates very comprehensive reports including some basic analyses, 
such as sample group comparison, chromosome-by-chromosome 

3.7.7 Genome-Wide 
Methylation Analysis

3.7.8 Computational 
Analysis

Methylation Alterations of Metallopeptidases in Cancer
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analysis, clustering, and gene-centered analysis. Subsequent, ad hoc 
computational analyses can be performed using free software: R, 
Rstudio, and Bioconductor [46, 47]. Substantial knowledge in 
bioinformatics is required to implement the typical HM450K 
methylation post-analysis. In here we succinctly describe the pro-
cedures that we have performed to analyze somatic methylation 
changes of extracellular metallopeptidases in 35 CRC patients. A 
complete set of R-scripts to replicate the analysis is available upon 
request.

A list of 649 peptidase-encoding human genes is available from the 
MEROPS database [4]. Of these, 187 encode proteins classified as 
metallopeptidases, subclassified into 26 families. Querying the 
ENSEMBL [48] using the BiomaRt R package [49] for the gene 
ontology term “metallopeptidase activity” (GO:0008237) retrieves 
169 unique genes. The list of these 169 genes contains 19 genes 
not present in the MEROPS database. To be as inclusive as possi-
ble, these 19 genes were considered in our analyses, yielding a total 
of 206 metallopeptidase-encoding genes. This list was further 
refined by selecting the 128 genes that had any of the following 
gene ontology annotations regarding their cellular compartment 
location: extracellular matrix (GO:0031012), extracellular region 
(GO:0005576), plasma membrane (G:0005886), cell adhesion 
(GO:0007155), or cell junction (GO:0030054) (Table 1).

We classified the genes into five groups: ADAMTS, comprising 
the ADAMTS, ADAMTSL, and PAPLN genes (panther family 
PTHR13723); ADAM, comprising the ADAM and ADAMDEC 
genes (panther family PTHR11905); M14, comprising primarily 
carboxypeptidase-encoding genes (panther families PTHR11532, 
PTHR11705, and PTHR12756); MMP, comprising the MMP 
genes (panther family PTHR10201); and OTHER, comprising 
the rest of extracellular metallopeptidases not included in any of 
the previous families.

A numerical matrix with the methylation values of all the HM450K 
probes for 35 colorectal cancers and their matching normal 
 mucosas was obtained from the HTML report generated by 
RnBeads [45].

For every one of the 128 extracellular metallopeptidase- 
encoding genes, we calculated the average methylation of HM450K 
probes within the ±1.5 kb sequence surrounding the transcriptional 
start site (TSS) of their canonical transcripts. If a CGI overlapped 
that region, i.e., a TSS-associated CGI, the average methylation of 
probes within that CGI was used to represent the average methyla-
tion of the gene promoter. For genes with two TSS-associated CGIs 
(ADAM11, ADAMTS1, ADAMTS3, ADAMTS10, MMP15, and 

3.7.9 Selection 
of Extracellular 
Metallopeptidase-Encoding 
Genes

3.7.10 Selection 
of HM450K Probes 
Interrogating Genes 
Encoding Extracellular 
Metallopeptidases

Sergio Alonso et al.
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MMP21), both CGIs were examined separately. To avoid 
 confounding results due to gain or loss of imprinted genes, those 
encoded in the chromosome X (ACE2, PHEX, and XPNPEP2) 
were excluded. ADAM20, ADAM21, CPB1, and DPEP1 were also 
excluded because no CGI or probes were located within the TSS 
±1.5 kb region. For every locus, the methylation value of the selected 
probes was averaged after M-value transformation [50] to yield a 
single methylation value (see Note 3).

DNA methylation is generally represented in the form of a heat-
map showing the β-values in a color scale (see Note 3). There are 
no formal guidelines regarding the color code to represent the 
level of methylation. However, the current consensus is to use a 
blue (unmethylated) to yellow (methylated) gradient (Fig. 2). In 
R, heatmaps can be generated very easily and efficiently using the 
command heatmap.2 from the package gplots [51], providing also 
the option of clustering and representation of dendrograms.

As an example, we show two heatmaps summarizing the meth-
ylation information of extracellular metallopeptidase-encoding 
genes in normal and tumor tissues from 35 CRC patients (Fig. 2). 
In agreement with the general model, genes without promoter- 
associated CGI tend to be methylated in normal tissues and loss 
methylation in tumors. In contrast, genes with promoter- associated 
CGI are generally unmethylated in normal tissues and, in some 
cases, become hypermethylated in tumors. Ordering the genes 
according to their somatic change value, i.e., the difference in 
methylation between tumors and normal tissues, reveals that 
ADAMTS genes tend to undergo somatic hypermethylation, while 
MMP genes tend to undergo somatic hypomethylation. Of note, 
hypermethylation of ADAMTS genes did not associate with the 
highly methylated cancers of the right colon (which in turn associ-
ate with microsatellite instability due to hypermethylation of 
hMLH1). Therefore the observed DNA hypermethylation cannot 
be a consequence of the so-called CpG island methylator pheno-
type previously proposed [52] that we challenged [53]. Whether 
the observed hypermethylation reflects an inconsequential higher 
tendency of ADAMTS genes to become epigenetically silenced or 
responds to a selection pressure preceding or accompanying tumor 
progression remains to be elucidated. However, there is a substan-
tial body of evidence suggesting that these genes are not merely 
passive actors in the tumorigenesis and tumor progression pro-
cesses but important contributors to the tumor development and 
final phenotype [7].

3.7.11 HM450K 
Methylation Data 
Representation

Methylation Alterations of Metallopeptidases in Cancer
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4 Notes

 1. Transformation efficiency can be improved by incubating the 
sample(s) in a thermocycler during 16 cycles of 95 °C for 30 s 
and 50 °C for 60 min and then holding the temperature at 
4 °C. This is strongly recommended when using Illumina 
Infinium® Methylation arrays.

 2. The original Zymo Research protocol recommends using 
1–4 μL of eluted DNA for each PCR and even up to 10 μL if 
necessary. In our hands, however, most of the PCRs impecca-
bly worked with a much lower amount. Hence, we routinely 
dilute the bisulfite-treated DNA 1:10 or even 1:20 and employ 
1.5–2 μL of the diluted sample as template for PCR 
amplification.

 3. The results generated by Illumina Methylation arrays are gen-
erally represented as β-values, i.e., a continuous value repre-
senting the proportion of methylated molecules at the studied 
locus, ranging between 0 (complete demethylation) and 1 
(complete methylation). β-values are very intuitive and there-
fore preferred for graphical representation of methylation. 
However, for statistical analysis it is advisable to transform it 
into M-values, which are more appropriate for parametric tests 
than β-values due to their reduced heteroscedasticity [50]. 
Transformation between β- and M-values is straightforward 
using the following equations:

M

M

M

=
−











=
+

log2 1

2
1 2

β
β

β
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Chapter 25

Targeting Deubiquitinases in Cancer

Joseph S. Bednash and Rama K. Mallampalli

Abstract

The ubiquitin-proteasome system (UPS) is a complex and robust metabolic pathway that contributes to 
the regulation of many key cellular processes including the cell cycle, cell division, and response to external 
stimuli. Ubiquitin ligases, which tag proteins with ubiquitin, are opposed by deubiquitinase enzymes 
(DUBs). The relative activity of these enzymes allows for a dynamic balance that determines the abun-
dance and activity of cellular proteins. Targeting the UPS in cancer has proven successful, as evidenced by 
use of bortezomib, a proteasome inhibitor, in multiple myeloma. However, no pharmacologic inhibitor of 
the upstream enzymes has yet to reach clinical trials for the treatment of malignancy. Here we present an 
in vitro DUB assay for use in drug discovery and development that provides a biologically relevant plat-
form for screening and developing lead or tool compounds targeting DUBs.

Key words Ubiquitin, Deubiquitinase, DUB, Cancer

1 Introduction

In 2003, the FDA approved bortezomib (marketed as Velcade by 
Millennium Pharmaceuticals) for the treatment of multiple myeloma 
(MM). A hematologic malignancy, MM is characterized by clonal pro-
liferation of B cell-derived plasma cells that produce monoclonal anti-
bodies. Clinically, patients with MM experience bone pain, increased 
susceptibility to infection, anemia, renal failure, and blood hyperviscos-
ity. Prior to bortezomib, treatment options were few; MM was a dev-
astating, aggressive, and fatal diagnosis. Treatment with bortezomib 
provided a new life-prolonging therapy in patients with refractory MM 
[1]. Induction therapy with bortezomib proved superior to conven-
tional therapies in achieving remissions [2]. Through inhibition of the 
proteolytic activity of the 26S proteasome, bortezomib targets the 
ubiquitin-proteasome system (UPS) to change the balance of pro- and 
antiapoptotic proteins in cancer [3]. Further research has led to two 
more FDA-approved proteasome inhibitors (carfilzomib [4, 5] and 
ixazomib [6]) for use in MM. In a broader sense, these proteasome 
inhibitors provide proof of concept for further development of phar-
maceuticals targeting the UPS in cancer and other diseases.
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The ubiquitin-proteasome system (UPS) is a hierarchical and 
elaborate cellular system that impacts cell physiology by regulating 
the abundance of cellular proteins. Conjugation of the 76-amino 
acid protein, ubiquitin (Ub), onto a substrate protein directs the 
substrate for trafficking or degradation at the proteasome or lyso-
some. This process is enacted by several enzymes and enzyme com-
plexes, including the E1, E2, and E3 Ub ligases and the 
deubiquitinase enzymes (DUBs). Ub monomers are covalently 
attached to a lysine residue within the substrate protein through 
the activity of the Ub ligases. Containing eight conjugation sites 
itself, Ub can bind to a substrate as a monomer, linear chain, or 
branched chain. The configuration of the ubiquitin chain marks 
substrate proteins for destruction, either at the proteasome or lyso-
some, or for intracellular trafficking [7]. For example, Ub chains 
linked at the lysine 48 residue (K48) are often directed to the pro-
teasome for degradation, whereas K63-linked Ub chains sort to 
the endo-lysosomal pathway. Opposing the Ub ligases, DUBs 
remove or modify bound ubiquitin [8]. The dynamic balance 
between E3 ligase and DUB activity within a cell regulates key cel-
lular activities including apoptosis, cell division, and cell signaling 
(Fig. 1). As such, both E3 ligases and DUBs are attractive targets 
for therapeutic intervention.

Emerging literature highlighting the role of DUBs in human 
disease and specifically cancer [9] continues to support the ratio-
nale behind their therapeutic targeting. The human genome 
encodes more than 90 distinct DUB enzymes grouped into five 
families. Four families function as cysteine isopeptidases, and mem-
bers of the fifth family are metalloproteases [8]. Through DUB 
inhibition, certain proteins should favor degradation, allowing 
manipulation of cellular proteostasis, in a similar fashion to the 
proteasome inhibitors. As roughly 90 DUBs regulate most cellular 
proteins, it serves that DUBs are somewhat promiscuous in their 

Fig. 1 Ubiquitin conjugation reversibly directs substrate protein trafficking and function. Substrate proteins are 
ubiquitinated by Ub ligase enzymes. The characteristics of the ubiquitin chain modification direct proteins to 
different cellular compartments, often for degradation. The process of ubiquitination is opposed by DUB 
enzymes. This dynamic balance determines protein abundance, affecting all vital cellular metabolic functions
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activity but still function more specifically and discriminately than 
the proteasome [10]. While numerous DUB inhibitors are used in 
research and preclinical trials, none have advanced to clinical test-
ing. Many of the published DUB inhibitors are poorly character-
ized [11]. Follow-up studies demonstrate that inhibitors lack 
specificity for published targets [10].

Activity-based assays are a useful tool to study DUB activity with 
the goal of drug discovery. Current commercially available high-
throughput screening tools are less than ideal for multiple reasons: (1) 
these screens utilize a generic ubiquitin substrate with questionable 
generalizability to cell biology, (2) metalloprotease family DUBs are 
poorly represented, and (3) ideal buffer conditions can vary among 
enzymes, affecting their optimal activity. While we discuss a method 
for appropriate activity screening for DUB inhibitors, which is also 
adaptable for off-target DUB screening, this only begins the work of 
proper lead or tool compound development. Further characterization 
including biophysical testing, pharmacokinetic testing, and optimiza-
tion using medicinal chemistry techniques is necessary, but beyond 
the scope of this work [11].

Here we present a protocol adapted from multiple published 
studies and methods regarding in vitro DUB assays [12–14]. This 
protocol provides a general framework to create a robust and 
adaptable assay for screening and optimization of novel com-
pounds with proposed DUB inhibitory activity. The following pro-
tocol aims to (1) choose and/or create a biologically relevant 
substrate for DUB testing, (2) outline methods and troubleshoot-
ing to optimize in vitro DUB activity testing, and (3) describe 
methods for analysis with the goal of streamlining workflow.

2 Materials

 1. DUB reaction buffer (generic): 50 mM Tris–HCl, pH 7.5, 
150 mM sodium chloride, 0.25% Triton X-100, 25 mM potas-
sium chloride, 5 mM magnesium chloride, and 0.1 mM tris(2-
carboxyethyl)phosphine (TCEP).

 2. DUB reaction buffer (cysteine isopeptidases): 50 mM Tris–
HCl, pH 7.5, 150 mM sodium chloride, 0.25% Triton X-100, 
25 mM potassium chloride, and 1 mM dithiothreitol (DTT).

 3. DUB reaction buffer (metalloproteases): 50 mM Tris–HCl, 
pH 7.5, 150 mM sodium chloride, 0.25% Triton X-100, 
25 mM potassium chloride, and 5 mM magnesium chloride.

 4. K6, K11, K27, K29, K33, K48, K63, and linear di-ubiquitin 
chains.

 5. 96-well plates.
 6. Gel electrophoresis apparatus.

Targeting DUBs in Cancer
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 7. 12% SDS-PAGE gels.
 8. Low molecular weight ladder.
 9. 4× SDS or LDS protein sample buffer.
 10. Silver stain kit.
 11. Ubiquitin antibody that detects free ubiquitin chains and free 

ubiquitin monomers (i.e., VU-1 ubiquitin mouse monoclonal 
antibody from LifeSensors).

 12. Dimethyl sulfoxide (DMSO).
 13. Purified, recombinant DUB enzymes.
 14. Denaturing buffer: 50 mM Tris–HCl, pH 7.5, 150 mM 

sodium chloride, 1% SDS, and 0.25% Triton X-100, supple-
mented with phosphatase and protease inhibitors (50 mM 
sodium fluoride, 2 mM sodium orthovanadate, 10 mM 
sodium pyrophosphate, 1 mM PMSF, and 2 μM leupeptin), 
including DUB-specific inhibitors (20 μM PR-619 and 5 mM 
N-ethylmaleimide).

 15. Lysate dilution buffer: 50 mM Tris–HCl, pH 7.5, 150 mM 
sodium chloride, 0.25% Triton X-100, and 2 mM EDTA, sup-
plemented with phosphatase and protease inhibitors (50 mM 
sodium fluoride, 2 mM sodium orthovanadate, 10 mM 
sodium pyrophosphate, 1 mM PMSF, and 2 μM leupeptin), 
including DUB-specific inhibitors (20 μM PR-619 and 5 mM 
N-ethylmaleimide).

3 Methods

Below we provide a protocol for the development of an in vitro 
DUB assay with the goal of drug discovery. As opposed to a high-
throughput screen involving a generic ubiquitin-rhodamine sub-
strate, these assays use a more biologically relevant substrate, 
specific to the tested DUB. The general concept presented here 
includes three major steps. First, characterize the proteolytic activ-
ity of a DUB for specific Ub linkages. Then, utilize the optimum 
Ub substrate to perform inhibitor efficacy screening and off-target 
screening. Finally, analyze the cleavage activity by silver staining or 
Western blotting in a medium-throughput assay (see Note 1).

Currently, there are >40 commercially available purified, recombi-
nant DUB enzymes. In addition, the cDNA of all known DUBs 
encoded by the human genome is available. The linkage specificity 
and ideal enzyme concentrations for activities are known for many 
DUBs [10]. Prior to testing novel DUB inhibitors, it is important 
to first optimize reaction conditions, especially with a novel 
DUB. Furthermore, small differences in enzyme preparation and 

3.1 In Vitro DUB 
Assay
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storage can affect results, making reaction optimization necessary 
in most cases. The optimization process can take several rounds of 
testing to determine ideal reaction conditions. While some DUBs 
are highly specific to a lysine linkage type at all concentrations, oth-
ers become more promiscuous at higher concentrations. 
Furthermore, DUBs that show a preference to a Ub linkage type 
may also cleave other linkage types at a slower rate [10].

 1. Dilute the DUB or DUBs of interest to 20 μM (twice the final 
reaction concentrations) in DUB reaction buffer (see Note 3).

 2. Also, dilute USP2 to 2 μM and/or AMSH to 20 μM in DUB 
reaction buffer (see Note 3).

 3. Incubate at room temperature for 10 min (see Note 4).
 4. Dilute an adequate volume of di-Ub chains of each linkage 

type (linear, K6-, K11-, K27-, K29-, K33-, K48-, and K63-
linked di-ubiquitin).

 5. Plate reactions in a 96-well plate.
 6. Add 10 μL di-Ub mixture to 10 μL enzyme mixture to start 

the reactions.
 7. Incubate at 37 °C.
 8. Stop the reactions at appropriate time points (30 and 60 min) by 

removing 8 μL aliquots and immediately mixing with an equal 
amount of 4× protein sample buffer. As a negative control, DUB 
reaction buffer and di-Ub mixtures (4 μL of each) can be mixed 
directly into 4× sample buffer during reaction setup.

 9. Resolve samples using SDS-PAGE gel electrophoresis. 
Recommend loading 10 μL of each sample on a 4–12% gradient 
Bis/Tris buffered polyacrylamide gel using a low molecular 
weight ladder.

3.1.1 Determining 
Linkage Specificity 
of a Novel DUB (See  
Note 2, Fig. 2a)

Fig. 2 DUBs break ubiquitin chains. (a) K63-linked di-Ub chains are cleaved by USP2, USP7, and AMSH in a 
DUB reaction buffer containing TCEP (0.1 mM) as the reducing agent. AMSH DUB activity is inhibited by higher 
concentrations of DTT (1.0 mM) in the buffer as a reducing agent. (b) AMSH DUB activity is inhibited by chela-
tors of divalent cations (1,10-phenanthroline and EDTA) but retains DUB activity in the presence of cysteine 
isopeptidase inhibitor PR-619
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 10. Stain gels by silver staining according to the manufacturer’s 
protocol or proceed to Western blotting (see Note 5).

 11. Analyze results to determine need for further characterization 
of cleavage specificity.

In this assay, USP2 functions as a positive control and should 
cleave all linkage types at 2 μM. Cleavage activity in the negative 
control conditions (lacking DUB enzyme) indicates contamination 
of some reaction component or improper handling resulting in 
auto-deubiquitination of the di-Ub substrate. At higher DUB con-
centration, the enzyme may be more promiscuous compared to 
lower enzyme concentrations. Ideally, there is partial cleavage at 
the 30-min time point and complete cleavage at 60-min time 
points for compatible linkages. If the DUB cleaves all linkage types, 
a repeat assay at lower concentrations may be warranted. 
Alternatively, K48 and K63 linkages are the best-characterized 
linkages regarding biological activity. Further assay development 
with one of these linkage types may be appropriate.

 1. Dilute the DUB of interest to 1, 2, 10, and 20 μM (twice the 
final reaction concentrations) in DUB reaction buffer.

 2. Incubate at room temperature for 10 min.
 3. Dilute di-Ub chains to 2 μM in DUB reaction buffer.
 4. Add 10 μL di-Ub mixture to 10 μL enzyme mixture to start 

the reactions. Also, add 10 μL of di-Ub mixture to 10 μL of 
DUB reaction buffer as control.

 5. Incubate at 37 °C for 30 and 60 min.
 6. Stop the reactions at appropriate time points (30 and 60 min) 

by removing 8 μL aliquots and immediately mixing with an 
equal amount of 4× protein sample buffer. As a negative con-
trol, DUB reaction buffer and di-Ub mixtures (4 μL of each) 
can be mixed directly into 4× sample buffer during reaction 
setup.

 7. Resolve samples using SDS-PAGE gel electrophoresis. Recom-
mend loading 10 μL of each sample on a 4–12% gradient Bis/
Tris buffered polyacrylamide gel using a low molecular weight 
ladder.

 8. Stain gels by silver staining according to the manufacturer’s 
protocol or proceed to Western blotting.

 1. Prepare 20× stocks of experimental inhibitors at desired con-
centrations (i.e., 0.2, 2, 20, and 200 μM) in DUB reaction 
buffer. Be sure to control for DMSO.

 2. Prepare 5× stocks of control inhibitors, PR-619 (20 μM and 
100 μM) and 1,10-phenanthroline (20 μM). Control for DMSO.

3.1.2 Optimizing 
Reaction Conditions

3.1.3 Screening DUB 
Inhibitors for Activity
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 3. Dilute DUB of interest at ideal concentration, as determined 
in Subheading 3.2.1, in 10 μL DUB reaction buffer in a 
96-well plate.

 4. Add 1 μL of the 20× inhibitors to the DUB mixtures. Again, 
be sure to add DMSO to the control conditions to account for 
the vehicle for the inhibitors (see Note 6).

 5. Incubate at room temperature for 20 min.
 6. Dilute di-Ub chains to 2 μM in DUB reaction buffer.
 7. Add 9 μL of di-Ub mixture to enzyme mixture with 

inhibitors.
 8. Incubate at 37 °C for 60 min.
 9. Stop the reactions at appropriate time points (30 and 60 min) by 

removing 8 μL aliquots and immediately mixing with an equal 
amount of 4× protein sample buffer. As a negative control, DUB 
reaction buffer and di-Ub mixtures (4 μL of each) can be mixed 
directly into 4× sample buffer during reaction setup.

 10. Resolve samples using SDS-PAGE gel electrophoresis. 
Recommend loading 10 μL of each sample on a 4–12% gradi-
ent Bis/Tris buffered polyacrylamide gel using a low molecu-
lar weight ladder.

 11. Stain gels by silver staining according to the manufacturer’s 
protocol or proceed to Western blotting (Fig. 2b).

 1. Prepare DUB enzymes in triplicate in a 96-well plate. Dilute 
each enzyme to 2 μM in 10 μL of DUB reaction buffer. There 
are roughly 40 commercially available recombinant DUB 
enzymes that span all five families. JAMM family enzymes 
require a different buffer.

 2. Dilute experimental inhibitor to 20× stock in DUB reaction 
buffer.

 3. Dilute PR-619 to 100 μM (20×) and 1,10-phenanthroline to 
20 μM (20×).

 4. For each enzyme, add 1 μL DUB reaction buffer to the first 
well, 1 μL of the 20× experimental inhibitor to the second 
well, and 1 μL of the 20× known inhibitor to the third well 
(PR-619 for all cysteine isopeptidases and 1,10-phenanthro-
line for the metalloprotease DUBs).

 5. Incubate at room temperature for 20 min.
 6. Dilute di-Ub chains, specific to each enzyme, to 2 μM in DUB 

reaction buffer.
 7. Add 9 μL of di-Ub mixture to enzyme mixture with 

inhibitors.
 8. Incubate at 37 °C for 60 min.

3.1.4 A Moderate-
Throughput Off-Target 
Screen
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 9. Stop the reactions at appropriate time points (30 and 60 min) by 
removing 8 μL aliquots and immediately mixing with an equal 
amount of 4× protein sample buffer. As a negative control, DUB 
reaction buffer and di-Ub mixtures (4 μL of each) can be mixed 
directly into 4× sample buffer during reaction setup.

 10. Resolve samples using SDS-PAGE gel electrophoresis. 
Recommend loading 10 μL of each sample on a 4–12% gradi-
ent Bis/Tris buffered polyacrylamide gel using a low molecu-
lar weight ladder.

 11. Stain gels by silver staining according to the manufacturer’s 
protocol or proceed to Western blotting.

Many DUBs preferentially recognize and cleave certain ubiquitin 
linkages and have minimal activity against other linkage types. 
Others, such as USP2, cleave all ubiquitin linkages. When testing 
and developing novel DUB inhibitors, it follows that ubiquitin 
substrates should be appropriate for the DUB of interest. For 
example, AMSH is a DUB that cleaves only K63-linked polyubiq-
uitin chains and has no known activity against a generic ubiquitin-
rhodamine substrate. Appropriate substrates fall into two major 
categories. First, ubiquitin chains of varying length and linkage are 
commercially available for purchase. Native, untagged ubiquitin 
chains are detectable by Western blotting or silver staining. Others 
are available with a fluorescent probe that emits light after a cleav-
age event. Substrate preparation in this case mainly involves pur-
chase and proper handling of the ubiquitin chains. The second 
option is to create a ubiquitinated substrate in a cellular system for 
use in the in vitro DUB assay. This allows for the demonstration of 
sufficiency of a certain DUB to deubiquitinate a target protein, 
which may be a novel association. The greater advantage to this 
approach lies in its obvious relevancy to cell biology, as the novel 
inhibitors are being tested against a known biological substrate of 
a given DUB. Below we describe our approach to creating a ubiq-
uitinated substrate in a cell-based system.

 1. Choose an appropriate mammalian model cell line for trans-
fection. HEK 293 cells are useful due to their high transfec-
tion efficiency. The protein of interest will be ubiquitinated by 
the cell’s native machinery. Depending on the protein of inter-
est, variance in ubiquitination patterns may exist between cell 
lines.

 2. Transfect cells with a mammalian expression vector encoding 
the protein of interest with a V5 tag.

 3. Incubate for 24–48 h under standard conditions.

3.2 Preparation 
of a Biologically 
Relevant Substrate
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 4. On the day of harvest, treat cells with MG-132 (20 μM) and 
leupeptin (50 μM) for 2 h to accumulate ubiquitinated 
proteins.

 5. Wash cells with cold PBS using standard techniques.
 6. Harvest in denaturing buffer.
 7. Heat lysates to 95 °C for 5 min. Place back on ice for 5 min.
 8. Sonicate lysates.
 9. Lysates were then diluted 1:4 in lysate dilution buffer supple-

mented with the above mentioned phosphatase, protease, and 
DUB-specific inhibitors.

 10. Lysates were clarified, and protein concentrations were 
determined.

 11. Lysates were further diluted with dilution buffer to decrease 
the final SDS concentration to 0.1% or less.

 12. Immunoprecipitation was performed by adding 1 μL of V5 
antibody per 1 mg of lysate and rocking for 1 h at 4 °C. 12 μL 
of a 50% slurry of protein A/G resin was added per 1 mg of 
lysate and rocked for 1 h at 4 °C.

 13. Lysates and resin were washed twice with lysate dilution buffer 
and then thrice with DUB reaction buffer (see Note 3).

 14. Finally, resin was resuspended as a 30% slurry in reaction buf-
fer and ready to proceed to in vitro DUB assay.

 15. Add enzymes diluted in DUB reaction buffer and perform 
reactions as described above.

 16. After stopping reactions with protein samples buffer and prior 
to analysis by Western blotting or silver staining, heat the sam-
ples to 95 °C to elute proteins from the beads. Load the super-
natant into a gel apparatus and proceed as per above protocols 
for analysis.

4 Notes

 1. There are commercially available di-Ub chains with fluorescent 
probes that can be used for higher-throughput assays to identify 
novel DUB inhibitors. Unfortunately, we observed that many 
of the inhibitors created problems with the assay, such as auto-
fluorescence of the inhibitor. Also, the buffers suggested by the 
kits were not always optimal for the DUBs being tested. In 
some cases, fluorescent di-Ub probes are a useful tool.

 2. As DUBs seem to recognize ubiquitin linkage types as opposed 
to specific substrate proteins, it is important to first characterize 
the spectrum of activity of a given DUB. Ub dimers, joined by 
each of the eight linkage possibilities, are commercially available 
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for purchase. Some DUBs preferentially cleave shorter ubiqui-
tin chains. This preference coupled with relative ease of analysis 
makes di-Ub an attractive substrate for these assays.

 3. In general, the cysteine isopeptidases require a reducing environ-
ment for DUB activity, whereas metalloproteases are inhibited by 
strong reductants. A generic buffer is presented that includes 
TCEP, which effectively reduces cysteine isopeptidases but does 
not reduce metals [15]. The subsequent incubation step at room 
temperature allows for reduction of the enzyme prior to initiation 
of the DUB assay. Alternatively, we provide buffers used success-
fully for reactions with only cysteine isopeptidases and another 
only for metalloprotease DUBs. Metalloprotease DUBs are zinc 
metalloproteases in the cell, but any divalent cation (Mg2+ in this 
protocol) is adequate. USP2 and AMSH controls are recom-
mended for inclusion mainly to ensure proper buffer conditions. 
USP2 will cleave any Ub linkage type [10]. AMSH is K63 specific 
[10, 12] but is included at a metalloprotease control. Failure of 
USP2 or AMSH to cleave appropriate substrates likely indicates a 
problem with buffer composition that globally affects the assay.

 4. Cysteine isopeptidases have higher activity levels in a reduced 
state. This benchtop incubation allows time for the reducing 
agents in the buffer to reduce the enzyme.

 5. Western blotting is an alternative method of analysis. The ubiq-
uitin antibody must detect ubiquitin chains of appropriate link-
age types and also detect free ubiquitin.

 6. The solvent that the inhibitors are dissolved in can greatly affect 
the enzyme kinetics. While important in all experiments, it is 
paramount to control for the DMSO, ethanol, or other solu-
tions in which the inhibitors are dissolved.
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Chapter 26

Generation of Highly Selective MMP Antibody Inhibitors

Dong Hyun Nam and Xin Ge

Abstract

Inhibiting individual MMPs of biomedical importance with high selectivity is critical for both fundamental 
research and therapy development. Here we describe the methods for discovery of inhibitory monoclonal 
antibodies from synthetic human antibody phage display libraries carrying convex paratopes encoded by 
long complementarity-determining region (CDR)-H3 segments. We demonstrate the application of this 
technique for isolation of highly specific and potent antibody inhibitors of human MMP-14.

Key words Inhibitory antibody, Long CDR, Synthetic library, Convex paratope

1 Introduction

Inhibition of MMPs using zinc-chelating compounds (e.g., 
hydroxamates) has been extensively studied as a therapeutic strat-
egy to treat cancer [1]. Although preclinical results were encourag-
ing, all these small-molecule inhibitors toward broad-spectrum 
MMPs failed in clinical trials due to severe side effects such as mus-
culoskeletal pain and inflammation caused by the poor selectivity 
[2, 3]. It is now known that metalloproteinases play more complex 
and paradoxical roles in tumor progression beyond simple ECM 
degradation [4]. While many facets of proteolytic action are pro- 
tumorigenic, some metalloproteinases indeed exhibit tumor- 
suppressing effects in certain circumstances [5]. For example, 
MMP-8 favors host defense instead of stimulating tumor prolifera-
tion, suggesting its protective role in cancer processes [6]. In addi-
tion, metalloproteinases exert different roles at different steps of 
cancer progression, e.g., the opposing roles of MMP-9 at different 
microenvironments [7]. For these reasons, selectively blocking 
individual tumorigenesis-promoting metalloproteinase(s) at appro-
priate timeframe is highly desired for a successful therapy.

However, achieving target specificity and selectivity in small- 
molecule MMP inhibitors is remarkably challenging [8, 9]. 
Because the catalytic mechanism and catalytic domain fold are 
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conserved among the MMP/ADAM/ADAMTS superfamily 
members, the available small-molecule inhibitors target multiple 
proteinases, resulting in off-target side effects [2, 3, 9, 10]. In this 
respect, antibody-based metalloproteinase inhibitors are emerging 
as both research tools and potential therapeutic agents [11–16] 
because of (a) high affinity and high specificity due to the large 
antigen- antibody interaction areas provided by multiple 
complementarity- determining regions (CDRs), (b) long half-life 
and the well-known mechanisms of antibody action, (c) low 
immunogenicity and low toxicity, and (d) multiple MMPs poten-
tially targetable by antibodies [17].

Natural protease inhibitors exhibit a convex-shaped conforma-
tion that inserts into the enzyme active site and blocks the sub-
strate access and/or catalytic function [18]. However, there is a 
low probability of generating antibodies with the convex antigen- 
binding sites (paratopes) from naive or immunized human or 
murine antibody libraries. The proteolytic pocket is often buried 
inside a major cleft or concave enzyme structure, and, as such, it is 
normally inaccessible by the cave-like, grooved, or flat antigen- 
binding surface in human and murine antibodies [19]. In contrast, 
dromedary antibodies are enriched in the long CDR-H3s encod-
ing the extended convex-shaped paratopes, and, intriguingly, a 
large proportion of antibodies isolated from camels and llamas, 
compared with human and murine antibodies, bind the active-site 
pockets and inhibit enzymatic reactions [20–22]. However, the 
camelid antibodies would evoke an immune response in humans, 
and the availability of these animals is limited.

Here we describe the design and construction of human Fab 
libraries in which the long, convex-shaped, camelid-like para-
topes are incorporated into the human antibody scaffold [23, 24] 
(Fig. 1). We demonstrate the application of these libraries to screen 
for inhibitors of MMP-14, a proinvasive and prometastatic human 
proteinase [25, 26], by phage panning. As results of screen, a panel 
of selective Fabs with a high inhibitory potency against MMP-14 
was isolated. The methods described here should be generally 
applicable to other MMPs and proteases of biomedical importance.

2 Materials

 1. Oligonucleotides (Table 1, Integrated DNA Technologies).
 2. T4 DNA polymerase and dNTP mix.
 3. T4 DNA ligase and buffer.
 4. 10× annealing buffer: 10 mM Tris–HCl, pH 8.0, 500 mM 

NaCl, 10 mM EDTA.
 5. TAE buffer: 40 mM Tris–acetate, 1.0 mM EDTA, pH 8.0.

2.1 Library 
Construction

2.1.1 Long CDR-H3 
Assembly
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Fig. 1 Scheme that convex antibody paratope formed by an extended CDR-H3 
mediates enzyme inhibition (reprinted from ref. 24)

Table 1 
List of oligonucleotides for long CDR-H3 assembly

Name Oligonucleotide sequences

VH1 Ggccgtttcactataagcgcagacacatccaaaaacacagcctacctgcagatgaacagc

VH2_23 P-ccgtgtattattgcgcgcgt(XYZ)18(TAT)(GBN)atggactactggggtcaggg

VH2_25 P-ccgtgtattattgcgcgcgt(NNS)20(TAT)(GBN)atggactactggggtcaggg

VH2_27 P-ccgtgtattattgcgcgcgt(NNS)22(TAT)(GBN)atggactactggggtcaggg

VH3 P-acgcgcgcaataatacacggcagtgtcctcagctcttaagctgttcatctgcaggtaggc

VH4 Tggatgaccgaagcttgccgaggagacggtgaccagggttccctgaccccagtagtccat

Notes: (1) Overlapping regions are underlined with annealing temperatures of ~58 °C. (2) VH2 and VH3 are 5′-phos-
phorylated. (3) For CDR-H3 with 23 aa, XYZ codons were used, which contain unequal nucleotide ratios at each 
position of the codon triplet (X = 38% G, 19% A, 26% T, and 17% C; Y = 31% G, 34% A, 17% T, and 18% C; and Z = 24% 
G and 76% C). For CDR-H3 with 25 or 27 aa, NNS codon was used.

MMP Antibody Inhibitors



310

 6. TAE/agarose gel: TAE buffer, 1.0% (w/v) agarose, 1:5000 
(v/v) 10% ethidium bromide.

 7. DNA Clean & Concentrator-5 kit (Zymo Research).

 1. E. coli XL-Blue.
 2. E. coli Jude-I (DH10B F′[proAB lacIQ lacZ ΔM15 Tn10(TetR)]) 

[27].
 3. LB/Tet agar: LB (BD Difco), 1.5 g/L agar, 10 μg/mL 

tetracycline.
 4. SOB/Tet: SOB (BD Difco), 10 μg/mL tetracycline.

 1. Plasmid pVH-bla [28].
 2. Restriction enzymes AflII and HindIII with buffers.
 3. Plasmid DNA miniprep kit.
 4. DNA gel extraction kit (Zymo Research).
 5. 0.2 mm gap electroporation cuvettes.
 6. 2×YT/Amp/IPTG agar: 2×YT (BD Difco), 1.5 g/L agar, 

50 μg/mL ampicillin, 0.5 mM isopropyl β-d-1- 
thiogalactopyranoside (IPTG).

 7. 2×YT/Chlor: 2×YT, 34 μg/mL chloramphenicol.
 8. 245 mm square bioassay dishes (Corning).
 9. 80% glycerol, autoclaved.
 10. Cell scrapper.

 1. Plasmid pFab-pIII [29].
 2. Fab phage F library [29].
 3. Restriction enzyme BsmBI with buffer.
 4. 2×YT/Amp: 2×YT, 100 μg/mL ampicillin.
 5. 2×YT/Amp agar: 2×YT, 1.5 g/L agar, 100 μg/mL ampicillin.

 1. 250 mL autoclavable polypropylene centrifuge bottles (see 
Note 1).

 2. 2 L culture flasks (see Note 1).
 3. M13KO7 helper phage (New England Biolabs).
 4. 35 mg/mL kanamycin stock.
 5. 5× PEG/NaCl: 20% PEG-8000 (w/v), 2.5 M NaCl.
 6. Phage resuspension buffer: 50 mM Tris–HCl, pH 7.5, 150 mM 

NaCl, 5 mM CaCl2, 0.1 mM ZnCl2.
 7. 0.22 μm sterile syringe filters.

2.1.2 Preparation 
of Electrocompetent E. coli

2.1.3 In-Frame Selection 
of CDR-H3 Fragments

2.1.4 Cloning Functional 
CDR-H3 into Fab 
Phagemids

2.2 Isolation of 
MMP-14-Specific Fab 
Clones by Phage 
Panning

2.2.1 Preparation of Fab 
Phage Libraries
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 1. Human MMP-14 catalytic domain [30, 31] (also see Chapter 7).
 2. Human TIMP-2 N-terminal domain (n-TIMP2) [32].
 3. Phosphate-buffered saline (PBS): 137 mM NaCl, 3 mM KCl, 

8 mM Na2HPO4, 1.5 mM KH2PO4. Adjust pH to 7.2 with 
HCl and autoclave.

 4. Streptavidin, 1 mg/mL (New England Biolabs).
 5. Maxisorp 96-well immunoplates (Nunc).
 6. Assay buffer: 50 mM Tris–HCl, pH 7.5, 150 mM NaCl, 5 mM 

CaCl2, 0.1 mM ZnCl2.
 7. Blocking buffer: assay buffer, 0.5% (w/v) gelatin from porcine 

skin. Incubate on 45 °C in water bath with occasional shaking 
until completely dissolved.

 8. Washing buffer: assay buffer, 0.05% (v/v) Tween 20.
 9. 100 mM trimethylamine.

 1. 2×YT/Amp/KO7: 2×YT, 100 μg/mL ampicillin, 1010 phage/
mL of M13KO7.

 2. Polystyrene 96-well round-bottom microplates.
 3. Horseradish peroxidase/anti-M13 antibody conjugate (GE 

health).
 4. TMB (3,3′,5,5′-tetramethylbenzidine) ELISA substrate solu-

tion (Pierce). 

 1. Ni-NTA resin (Qiagen).
 2. Restriction enzymes BglII and SalI-HF with buffers.
 3. Ultrafiltration centrifugal units, 10 K MWCO (Millipore).
 4. 15% SDS-PAGE gels.

 1. Catalytic domains of human MMP-2 [30, 31] and MMP-9 (see 
Chapter 7).

 2. Goat anti-human IgG (Fab specific) peroxidase (Sigma-Adrich).

 1. Peptide M-2359: Mca-Lys-Pro-Leu-Gly-Leu-Dap(Dnp)-Ala- 
Arg- NH2 (Bachem).

 2. Black flat-bottom polystyrene NBS 96-well microplate (Corning).
 3. 20% dimethyl sulfoxide (DMSO).

3 Methods

The construction of Fab library incorporated with long CDR-H3 
segments consists of four steps (Fig. 2): step 1, oligonucleotide 
hybridization; step 2, synthesis of long CDR-H3 fragments; step 

2.2.2 Phage Panning 
on Immobilized MMP-14

2.2.3 Monoclonal 
Phage ELISA

2.3 Antibody 
Characterizations

2.3.1 Fab Cloning, 
Expression, 
and Purification

2.3.2 Binding Affinity 
Measurements 
and Selectivity Tests

2.3.3 Inhibition Potency 
Measurement 
and Inhibition Mode 
Determination

3.1 Library 
Construction
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3, selection of in-frame and full-length CDR-H3 fragments by 
cloning to the N-terminal of β-lactamase to remove truncated and 
reading frame shifted segments introduced by degenerated codons 
or mismatched assembly; and step 4, cloning of functional CDR- 
H3 fragments into Fab library phagemids.

 1. Dissolve oligonucleotides (Table 1) with double-distilled water 
(DDW) to be 100 μM.

 2. For oligo annealing, in PCR tubes add 84.5 μL DDW, 10 μL 
of 10× annealing buffer, 1.5 μL (150 pmol) VH1, 1.5 μL 
VH3, 1.5 μL VH4, and 1 μL (100 pmol) VH2_23 or VH2_25 
or VH2_27 for different CDR-H3 length, respectively (see 
Note 2).

 3. Place the tubes in a thermal cycler for annealing reaction: 
95 °C 2 min; cooling from 95 to 25 °C over a period of 45 min; 
and holding at 4 °C. After reaction, briefly spin the tubes and 
store on ice or 4 °C until use.

 4. For gap fill-in reaction, to 30 μL DDW add 50 μL annealed 
oligonucleotides, 5 μL 10 mM dNTP mixture, 10 μL T4 DNA 
ligase buffer, 2.5 μL (1000 units) T4 DNA ligase, and 2.5 μL 
(7.5 units) T4 DNA polymerase into PCR tubes.

3.1.1 Long CDR-H3 
Assembly

Fig. 2 Construction of synthetic antibody libraries with long CDR-H3s. (Step 1) Hybridization of degenerate 
oligonucleotides (Table 1) encoding long CDR-H3s with 23, 25, and 27 aa. (Step 2) CDR-H3 fragment assembly 
by T4 DNA polymerase and T4 DNA ligase. (Step 3) Assembled long CDR-H3 genes were subjected for full- 
length in-frame selection by fusing with β-lactamase (pVH-bla). (Step 4) Cloning the in-frame CDR-H3s into an 
existing Fab library to construct synthetic antibody library carrying long CDR-H3s with 23, 25, and 27 aa
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 5. Place the tubes in a thermal cycler for gap fill-in reaction: 37 °C 
1 h; 75 °C 25 min to inactivate enzymes; holding at 4 °C 
until use.

 6. Purify assembled DNA samples by electrophorese using 1% 
TAE/agarose gel with ethidium bromide for DNA visualiza-
tion (typical results shown as Fig. 2 inset). Cut the target bands 
and recover the DNAs. These fragments are now ready for 
cloning into in-frame selection vector described in Subheading 
3.1.3.

 1. Streak Jude-I or XL1-Blue stock on LB/Tet agar plates to 
grow fresh colonies overnight at 37 °C.

 2. Seed a single colony in 5 mL SOB/Tet and grow overnight at 
37 °C with shaking at 250 rpm.

 3. Inoculate 2.5 mL overnight culture to 250 mL pre-warmed 
SOB/Tet and culture at 37 °C with shaking at 250 rpm until 
OD600 reaches to 0.8–1.0 (typically 2–3 h for Jude-I and 3–4 h 
for XL-1Blue).

 4. Incubate the culture flasks on ice for 30 min.
 5. Collect cells by centrifugation at 8500 × g at 4 °C for 5 min 

using two autoclaved prechilled 250 mL centrifuge bottles, 
and decant the supernatants.

 6. Add 5 mL autoclaved cold DDW to each centrifuge bottle, 
and slowly shake the bottles in their standing position at 
90 rpm 4 °C until cells are fully resuspended. Add 125 mL 
DDW to each bottle and slowly rotate to mix.

 7. Centrifuge the cells at 8500 × g 4 °C for 5 min and decant 
supernatant.

 8. Repeat steps 5–7 twice to completely remove culture medium. 
Reduce DDW usages to 125 mL (62.5 mL each bottle) and 
25 mL (12.5 mL each bottle) in the second and third washes.

 9. Suspend cells in 1 mL DDW by shaking at 90 rpm 
4 °C. Competent cells are ready for electroporation 
(Subheadings 3.1.3 and 3.1.4) and should be used in the same 
day to avoid loss of competency (see Note 3).

 1. Prepare 2×YT/agar with 50 μg/mL ampicillin and 0.5 mM 
IPTG (see Note 4).

 2. Digest 15 μg plasmid pVH-bla and 1.5 μg assembled CDR- H3 
fragments with AflII and HindIII, and gel purify the 4.8 kb 
and ~220 bp fragments, respectively.

 3. Ligate 5 μg digested pVH-bla with 0.5 μg digested CDR-H3 
fragments (at a molar ratio of vector to insert = 1:2) at room 
temperature for 6 h using T4 DNA ligase.

3.1.2 Preparation 
of Electrocompetent E. coli

3.1.3 In-Frame Selection 
of CDR-H3 Fragments
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 4. Desalt ligation product using DNA Clean & Concentrator-5 
kit. Typically, 3 μg ligased DNA in 100 μL is obtained.

 5. Mix 1.0 mL prepared electrocompetent cells with 3 μg desalted 
ligation product, and incubate on ice for 2 min.

 6. Place ten 0.2 mm gap electroporation cuvettes on ice, and 
transfer 100 μL cell-DNA mixture to each cuvette (see Note 5).

 7. Electroporate using MicroPulser (Bio-Rad) with voltage set at 
2.5 kV (see Note 6).

 8. Immediately add 1 mL SOB to cuvette, and mix with electro-
porated cells by gentle pipetting. Transfer the liquid to a 50 mL 
conical tube. Wash the cuvette with 1 mL SOB twice. Collect 
all electroporated cells.

 9. Repeat electroporations for all cuvettes. Culture collected cells 
(~30 mL) at 37 °C for 1 h with shaking at 250 rpm.

 10. Spread cultured cells on ten square dishes of 2×YT/Amp/
IPTG agar. Allow the moisture completely adsorbed then 
incubate at 30 °C overnight. Save 30 μL transformed cell cul-
ture for library size determination by tittering (see Note 7).

 11. In the following day, collect cells from the dishes with cell 
scrappers. Suspend library cells in 20% glycerol for storage at 
−80 °C.

 12. When necessary, repeat steps 2–11 until achieving desired 
library size.

 13. To prepare pVH-bla library carrying in-frame long CDR-H3s, 
inoculate appropriate OD of library cells (>10-fold coverage of 
diversity) in LB/Amp and culture at 37 °C for 6 h. Extract 
plasmid DNA by miniprep.

 1. Add >5 × 1010 phage particles of F library [29] to 200 mL 
exponentially growing E. coli XL1-Blue (OD600 = 0.4–0.5) in 
2×YT/Tet (see Note 8).

 2. Incubate 20 min at 37 °C without shaking.
 3. Add ampicillin to be 100 μg/mL. Culture at 37 °C for 5–6 h 

with shaking at 250 rpm.
 4. Extract F library plasmids pFab-pIII from 20 mL cell culture 

by miniprep (Fig. 3).
 5. Digest 15 μg prepared F library pFab-pIII and 40 μg in-frame 

selected pVH-bla with AflII and BsmBI. Gel purify the 4.9 kb 
and 129–141 bp bands, respectively (see Note 9).

 6. Ligate 5 μg purified pFab-pIII fragments with 0.5 μg prepared 
long CDR-H3 segments (at a molar ratio of vector to 
insert = 1:2) with T4 DNA ligase at room temperature for 6 h.

3.1.4 Cloning Functional 
CDR-H3 into Fab 
Phagemids

Dong Hyun Nam and Xin Ge



315

 7. Desalt ligated mixture using DNA Clean & Concentrator-5 kit.
 8. Transform 3 μg ligated DNA to 1.0 mL freshly prepared XL1- 

Blue component cells by electroporation as details described in 
Subheading 3.1.3. Incubate the cells at 37 °C for 1 h.

 9. Spread the culture on ten 245 mm square dishes of 2×YT/
Amp agar and incubate at 30 °C overnight. Save 30 μL trans-
formed cell culture for library size determination by tittering 
and quality check by DNA sequencing (see Note 7).

 10. In the following day, scrape the cells from the dishes. Suspend 
library cells in 20% glycerol for storage at −80 °C.

 11. If necessary, repeat steps 5–10 until desired library size and 
quality are achieved.

 1. Inoculate 30 OD cells carrying constructed long CDR-H3 
Fab library to 600 mL 2×YT/Amp (see Note 10).

 2. Culture at 37 °C with shaking at 250 rpm to OD600 of 0.4–0.5 
(approximately, 1.5–2.0 h) (see Note 11).

 3. Add helper phages at a ratio of phages to bacterial 
cells = 10–20:1.

3.2 Selection 
of Specific Fab Clones 
by Phage Panning

3.2.1 Preparation of Fab 
Phage Libraries

Fig. 3 Fab display phagemid pFab-pIII. A PhoA promoter drives bi-cistronic tran-
scription encoding light chain (VL-CL) and variable and first constant domains of 
heavy chain (VH-CH1) fused with coat protein III (pIII). The stII signal peptides 
mediate secretion expression. Long CDR-H3 segments (red) are cloned between 
AflII and BsmBI cutting sites
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 4. Incubate at 37 °C without shaking for 30 min for phage 
infection.

 5. Add kanamycin to a final concentration of 35 μg/mL, and cul-
ture overnight at 30 °C with shaking (250 rpm) to produce 
Fab library phages.

 6. Chill the culture on ice for 20 min. Clarify the media by cen-
trifugation of E. coli cells at 4000 × g at 4 °C for 15 min, and 
transfer supernatant to a 2 L container (see Note 12).

 7. Add cold PEG/NaCl solution as one-fifth volume of the 
supernatant. Incubate on ice for 1 h to precipitate phage 
particles.

 8. Centrifuge at 10,000 × g 4 °C for 15 min to collect phages. 
White pellets should be seen. Discard supernatant and aspirate 
remaining liquid. Resuspend the phage pellets in 45 mL assay 
buffer (see Note 13).

 9. Centrifuge the phage solution at 10,000 × g at 4 °C for 15 min 
to remove bacterial contaminants. Transfer the supernatant to 
a new tube.

 10. Add cold PEG/NaCl solution (one-fifth volume of phage 
solution) to precipitate the phage. Incubate at 4 °C for 5 min. 
The solution should appear clouding.

 11. Centrifuge at 10,000 × g at 4 °C for 15 min. Decant superna-
tant and aspirate remaining liquid (see Note 14).

 12. Resuspend phage pellets with assay buffer in a volume that is 
1/50 of the original culture volume. Filtrate the phage solu-
tion through 0.22 μm filters.

 13. Estimate phage concentration spectrophotometrically (1 OD 
at 268 nm is equivalent to ~5 × 1012 phage/mL) [33]. This 
purified phage libraries can be used immediately for selection 
(Subheading 3.2.2), and the remaining phage can be stored at 
−80 °C in 15% glycerol. Use 20 μL purified phages for titter-
ing measurement (see Note 15).

In this protocol, cdMMP-14 is immobilized via biotinylation and 
streptavidin-coated plates. And nTIMP-2, a natural protein inhibi-
tor of MMP-14, is exploited as the eluent. Because nTIMP-2 binds 
to the active site of native MMP-14 [18], this strategy results in 
enrichment of epitope-specific antibodies possessing inhibition 
function.

 1. Coat immunoplate wells with 100 μL streptavidin solution 
(5 μg/mL in PBS buffer) for 2 h at room temperature or over-
night at 4 °C. The number of wells required depends on library 
size (see Note 16).

3.2.2 Selection of Fab 
Phage Clones 
on Immobilized cdMMP-14

Dong Hyun Nam and Xin Ge



317

 2. Remove coating solution. Rinse with washing buffer twice. 
Block the wells with 250 μL blocking buffer (0.5% gelatin) for 
2 h (see Note 17).

 3. Remove blocking solution. Wash twice. Add 100 μL biotinyl-
ated cdMMP-14 (2 μg/mL in assay buffer) to each well and 
incubate for 20 min at room temperature.

 4. Remove cdMMP-14 solution. Wash twice.
 5. To deplete streptavidin binders, add 100 μL phage solution 

(containing 1012–1013 Fab library phages in blocking buffer) to 
streptavidin-coated wells and incubate for 1 h at room tem-
perature with shaking at 700 rpm.

 6. After depletion, transfer phage supernatant to the wells coated 
with cdMMP-14. Incubate at room temperature for 1 h with 
shaking at 700 rpm.

 7. Remove the phage solution and wash ten times with washing 
buffer and five times with assay buffer (see Note 18).

 8. Add 100 μL 6 μM nTIMP-2 each well. Incubate for 1 h at 
room temperature for elution of phages carrying epitope- 
specific Fab clones.

 9. To further elute all bound phages, add 100 μL 100 mM trieth-
ylamine per well and incubate for 5 min at room temperature 
(see Note 19).

 10. Add 50 μL 1 M Tris–HCl (pH 8.0) per well for 
neutralization.

 11. Incubate eluted phages with ten volumes of exponentially 
growing E. coli XL1-Blue (OD600 = 0.4–0.5 cultured in 2×YT/
Tet) for 30 min at 37 °C without shaking for infection. Titrate 
input and output phages by serials dilutions.

 12. Centrifuge cultured cells at 4500 × g at 4 °C for 15 min. 
Decant supernatant and resuspend with 1–2 mL 2×YT/Amp 
depending on the titers of output phages. Plate on LB/Amp 
agar, and incubate at 30 °C overnight.

 13. The following day, scrape cells from the plates. Suspend cells in 
20% glycerol for storage at −80 °C.

 14. For the sequential rounds of panning, prepare phage antibody 
libraries as described in Subheading 3.2.1. Culture volume can 
be decreased to 50–100 mL depending on the titers of output 
phages.

 15. Repeat the selection, steps 1–13, for total three or four rounds. 
Washing stringency can be increased to 20 times with washing 
buffer and five times with assay buffer. Selection pressure can 
also be given by reducing cdMMP-14 usage (to 1 μg/mL).
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After multiple rounds of panning, individual Fab clones can be 
tested for cdMMP-14 binding by monoclonal phage ELISA.

 1. Randomly pick colonies from agar plates using sterile pipette 
tips. Inoculate them to 96-well round-bottom microplates 
containing 200 μL 2×YT/Amp. Culture overnight at 30 °C 
with shaking at 250 rpm. These plates serve as the master 
plates (see Note 20).

 2. In the next day, inoculate 96-well round-bottom microplates 
containing 200 μL 2×YT/Amp/KO7 with 2 μL overnight cul-
ture from the master plates for monoclonal phage production. 
Add glycerol to the master plates (20% final concentration) for 
storage at −80 °C.

 3. Coat ELISA plates with either cdMMP-14 or blocking reagent 
only (negative control), as described in Subheading 3.2.2. Add 
25 μL blocking buffer each well.

 4. Centrifuge the phage culture plates at 4000 × g for 15 min. 
Transfer 25 μL supernatants to the prepared ELISA plates. 
Incubate at room temperature for 1 h.

 5. Wash three times with washing buffer. Add 50 μL per well 
1:5000 HRP-anti-M13 conjugate in blocking buffer. Incubate 
at room temperature for 30 min.

 6. Wash plates four times with washing buffer and once with assay 
buffer. Add 50 μL per well of freshly prepared TMB solution. 
Allow signal development for 5–10 min.

 7. Stop the reaction with 25 μL 2 M H2SO4. Read absorbance at 
450 nm using a microplate reader.

 8. Determine the specific bindings by comparing signals on 
cdMMP-14 over signals on blocking reagents (see Note 21).

 1. Inoculate the positive clones isolated in Subheading 3.2.3 
from the master plates to 5 mL LB/Amp. Culture overnight at 
37 °C with shaking at 250 rpm.

 2. Extract the Fab display plasmids by miniprep. By applying 
standard molecular biology protocols, clone the VL-CL-VH 
 fragments into the Fab expression plasmid [33] with BglII and 
SalI cutting sites.

 3. Transform cloned Fab expression vectors into BL21(DE3) 
electrocompetent cells (Subheadings 3.1.2 and 3.1.3).

 4. For Fab production, culture transformed cells in 500 mL 
2×YT/Amp overnight at 30 °C.

 5. Harvest cells by centrifugation and prepare periplasmic frac-
tion by osmotic shock treatment [34].

 6. Purify Fabs from periplasmic preparation [34] using Ni-NTA 
resin.

 7. Verify the quality of purified Fabs using 15% SDS-PAGE gels.

3.2.3 Monoclonal 
Phage ELISA

3.3 Antibody 
Characterizations

3.3.1 Fab Cloning, 
Expression, 
and Purification
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 1. Coat 96-well microplates with biotinylated cdMMP-14, and 
block the plates with 0.5% gelatin as details described in 
Subheading 3.2.2.

 2. Starting with 1 μM, twofold serially dilute purified Fabs with 
blocking buffer in cdMMP-14-coated wells. Incubate at room 
temperature for 1 h.

 3. Discard Fab solutions and wash three times.
 4. Incubate 50 μL 1/5000 goat anti-human IgG (Fab specific) 

HRP conjugate in blocking solution at room temperature for 
1 h.

 5. Decant the second antibody solution. Wash four times with 
washing buffer and one time with assay buffer.

 6. Incubate with 50 μL/well TMB solution for 5–10 min. Add 
25 μL 2 M H2SO4 solution to stop the reaction.

 7. Measure absorbance at 450 nm using a microplate reader. 
Calculate affinity constant from a four-parameter, logistic, 
curve- fitting analysis to evaluate EC50 values of Fabs (a typical 
result shown in Fig. 4a).

3.3.2 Binding Affinity 
Measurements by ELISA

Fig. 4 Typical results of MMP inhibitory Fab characterizations (reprinted from ref. 24). (a) Binding affinity and 
inhibition potency measured by ELISA and FRET assays. (b) Selectivity tests. (c) Competitive ELISA with 
n-TIMP-2. (d) Determination of mode of inhibition
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 1. Coat 96-well microplates with biotinylated cdMMP-14, and 
block the plates with 0.5% gelatin as details described in 
Subheading 3.2.2.

 2. Starting at 3 μM, twofold serially dilute purified cdMMP-2, 
cdMMP-9, and cdMMP-14 in the cdMMP-14-coated wells.

 3. Incubate MMP solutions with Fabs of interest at their EC50 
concentrations (measured in Subheading 3.3.2) at room tem-
perature for 2 h.

 4. Add antibody/antigen mixtures to 96-well microplate coated 
with biotinylated cdMMP-14. Incubate at room temperature 
for 15 min.

 5. Develop the signals and measure the absorbance described in 
steps 3–7 of Subheading 3.3.2. Typical results are shown in 
Fig. 4b.

 6. Similarly, competitive ELISA with 4 nM to 10 μM nTIMP-2 
can be performed. Typical results are shown in Fig. 4c.

 1. Prepare 2 nM cdMMP-14 in assay buffer and 100 μM peptide 
M-2359 in 20% DMSO.

 2. Starting at 10 μM, twofold serially dilute Fabs in 96-well black 
microplate.

 3. Aliquot 25 μL 2 nM cdMMP-14 solution into each well con-
taining 25 μL Fab solutions. Incubate the mixtures for 30 min 
to form antibody/antigen complex.

 4. Add 1 μL peptide M-2359 solution to each well to start the 
reaction.

 5. Monitor hydrolysis of the fluorogenic peptide with excitation 
at 328 nm and emission at 393 nm. Fluorescence is recorded 
continuously for 30 min, and the initial reaction rates are mea-
sured. Inhibition constants can be calculated by fitting the data 
to equation below, where Vi is the initial velocity in the pres-
ence of inhibitor, V0 is the initial velocity in the absence of 
inhibitor, and [I] is the inhibitor concentration. Typical results 
are shown in Fig. 4a.
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 6. Similarly, monitor hydrolysis reaction with 10 nM cdMMP-14, 

0–40 μM M-2359, and fixed concentrations of Fab which 
show 35–70% inhibition. Determine kinetic parameters Km 
and Vmax by fitting to Lineweaver-Burk equation. Typical 
results are shown in Fig. 4d.

3.3.3 Selectivity Tests 
by Competitive ELISA

3.3.4 Inhibition Potency 
Measurement by FRET 
Assays
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4 Notes

 1. To avoid cross-contamination, keep a dedicated set of centri-
fuge bottles, culture flasks, and pipettes for phage experiments. 
Clean used bottles and flasks with 10% bleach solution. Discard 
used pipette tips directly to bleach solution.

 2. Initial trails of annealing and gap fill-in reaction with equimo-
lar of oligoes resulted in a smear band observed on DNA gels. 
Because oligoes VH1, VH3, and VH4 (60 mers) were not 
PAGE purified, truncated products were present due to DNA 
synthesis coupling efficiency. By increasing their usages to be 
1.5 times of VH2 (PAGE-purified 94–106 mers) and reducing 
the reaction volume to 100 μL, clear assembled fragments 
were obtained.

 3. To validate the competency, mix 100 μL (~20 OD) prepared 
electrocompetent cells with 300 ng plasmid DNA. Electroporate 
as details described in Subheading 3.1.3. 5 × 108 or more 
transformants indicate an acceptable competency for library 
construction.

 4. The ampicillin and IPTG concentrations should be optimized 
[28].

 5. To construct large libraries, enough amounts of cells, e.g., 
>200 OD, are needed. Each 0.2 mm gap electroporation 
cuvette can hold approximately 100 μL (~20 OD cells) and 
300 ng ligated DNA.

 6. The time of electroporation should read at 4.8–5.6 ms as indi-
cator of a good transformation.

 7. Serially dilute and culture on 2×YT/Amp/IPTG agar and 
2×YT/chlor agar to determine library size and to observe 
selection effects. In the following day, count colony numbers 
on titration plates. Randomly pick a few colonies from  2×YT/
Amp/IPTG agar and inoculate in 5 mL 2×YT/chlor for 
growth at 37 °C overnight. Extract plasmids for DNA sequenc-
ing to assess the quality of constructed library.

 8. The design diversity of all other CDRs on the F library (approx-
imately 2 × 108) should be covered >100-folds by enough 
number of phages.

 9. Because the optimal temperature for BsmBI (55 °C) is differ-
ent from AflII (37 °C), sequential digestion is needed.

 10. For library preparation, the inoculum should be at least tenfold 
covering the library diversity, and the starting OD600 should be 
0.05 or less.

 11. Culturing at 37 °C improves phage infection efficiency likely 
by promoting F pilus expression. And overgrowth (OD600 > 0.5) 
will result in a lower infection rate.

MMP Antibody Inhibitors
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 12. Pelleted cells may appear sticky due to the toxicity of phage 
production and Fab expression to the E. coli host cells. It is 
recommended to use serological pipettes to collect the super-
natant after centrifugation. Trace amounts of cells can be 
removed during phage purification steps.

 13. To maintain MMPs in their native conformation, 0.1 mM Zn2+ 
and 5 mM Ca2+ present in assay buffer.

 14. To remove the residue PEG/NaCl completely, we recommend 
to wash phage pellets by briefly rinsing with assay buffer and 
quickly decanting it. Because of excess number of phages pre-
pared, the loss during wash does not affect panning results.

 15. To decide the number of input phage for phage panning, it is 
necessary to estimate the phage concentration quickly using a 
spectrophotometer. Based on numerous tests, it is found that 
when OD268 is less than 0.5, the UV method agrees well with 
the titration results.

 16. The phage concentration should not exceed 1013 phage/mL, 
and the total number of phage should exceed the library diver-
sity by 1000-fold. It is also recommended to coat extra wells 
for polyclonal ELISA to track the progress of phage panning.

 17. The blocking agent should be compatible with the antigen of 
interest. Common choice includes BSA, gelatin, skim milk, 
and ChemoBlocker. For biotinylated antigens, skim milk 
should not be used due to the presence of excessive biotin.

 18. Washing in the first round of selection is relatively mild (gener-
ally ten times). As the copy numbers of positive clones increase 
after initial selection, in the sequential rounds of panning, 
more stringent washing conditions can be applied. To reduce 
nonspecific bindings, washing with a weak acidic buffer, e.g., 
pH 5.0 adjusted by citric acid, can also be considered [35].

 19. Incubation longer than 10 min may reduce phage infectivity.
 20. To avoid evaporation, 96-well culture plates can be placed in a 

closed box far away from the circulating fan. Place damp paper 
towel in the box.

 21. In general, >5-fold signal increases are considered as positive.
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Chapter 27

Strategies to Target Matrix Metalloproteinases 
as Therapeutic Approach in Cancer

Zoi Piperigkou, Dimitra Manou, Konstantina Karamanou, 
and Achilleas D. Theocharis

Abstract

Matrix metalloproteinases (MMPs) are a family of zinc-dependent endopeptidases that are capable of 
degrading numerous extracellular matrix (ECM) components thus participating in physiological and path-
ological processes. Apart from the remodeling of ECM, they affect cell-cell and cell-matrix interactions 
and are implicated in the development and progression of various diseases such as cancer. Numerous stud-
ies have demonstrated that MMPs evoke epithelial to mesenchymal transition (EMT) of cancer cells and 
affect their signaling, adhesion, migration and invasion to promote cancer cell aggressiveness. Various 
studies have suggested MMPs as suitable targets for treatment of malignancies, and several MMP inhibi-
tors (MMPIs) have been developed. Although initial trials have failed to establish MMPIs as anticancer 
agents due to lack of specificity and side effects, new MMPIs have been developed with improved action 
that are currently being investigated. Furthermore, novel strategies that target MMPs for improving drug 
delivery and regulating their activity in tumors are presented. This review summarizes the implication of 
MMPs in cancer progression and discusses the advancements in their targeting.

Key words Therapeutic approach, MMP, Cancer, Clinical trial

1 Introduction

Cancer can be characterized as a complex disease and one of the 
most devastating public health problems worldwide [1]. Cancer 
progression requires the multistage process of metastasis, which 
can be distinguished into three main stages: withdrawal of cancer 
cells from the primary tumor, intravasation in the bloodstream and 
extravasation of tumor cells at distant sites. These processes require 
cell-cell and cell-matrix interactions as well as paracrine interac-
tions between tumor and neighboring stromal cells [2, 3]. The 
initiating step for cancer cells to acquire migratory potential is the 
epithelial to mesenchymal transition (EMT), which refers to the 
reprogramming occurring to genetically and epigenetically modi-
fied cells [4–6]. During EMT, tumor cells lose cell junctions, 
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undergo alterations in their morphology and obtain actin-rich 
extended protrusions. In addition, significant changes can be 
observed in gene expression of signaling and matrix components, 
including transcriptional activation of extracellular matrix (ECM)-
degrading enzymes [7, 8]. Several biomarkers have been proposed 
as EMT indicators, such as the “E-cadherin switch” which is char-
acterized by the downregulation of E-cadherin and other epithelial 
markers and upregulation of N-cadherin, vimentin, as well as other 
mesenchymal markers. Furthermore, EMT occurs in association 
with activation of several growth factor receptor cascades, altera-
tions in the expression levels of miRNAs, and EMT-related tran-
scription factors. Moreover, during EMT, the regulation of 
transcriptional machinery results in modified biosynthesis of a vari-
ety of intracellular proteins, cell surface receptors such as integrins, 
and matrix-degrading enzymes as matrix metalloproteinases 
(MMPs) [4, 5]. Importantly, E-cadherin has been proposed as a 
direct target for MMP-dependent shedding suggesting a direct 
role for MMPs in disassembly of cell junctions [9]. The establish-
ment of distant metastases is facilitated by the reverse phenomenon 
of EMT, which is called MET (mesenchymal-to-epithelial 
transition) in which tumor cells regain their epithelial morphol-
ogy, a process that helps them to survive and settle in the second-
ary site [10].

ECMs play a pivotal supportive and regulatory role as they act 
as physical barriers for the cells and enable the interplay between 
them, influencing many cellular properties, such as proliferation, 
survival, migration, and differentiation. ECMs are composed of 
distinct structural and functional macromolecules such as proteo-
glycans (PGs), glycosaminoglycans (GAGs), collagens, fibronectin, 
elastin, laminins, and several (glyco)proteins [11–14]. EMT and 
tumor microenvironment are interdependent, since tumor and 
surrounding cells (immune, stromal, and endothelial cells) interact 
with ECMs, rearrange their components, and facilitate tumor cells 
to acquire a mesenchymal phenotype [15]. Irregular ECM remod-
eling during tumorigenesis is in line with alterations observed in 
the expression and/or activation of ECM-degrading enzymes, 
such as MMPs, a disintegrin and metalloproteinases family 
(ADAMs), ADAMs with thrombospondin motifs (ADAMTs) and 
the components of plasminogen activation system [12, 16].

There is mounting evidence supporting the view that MMPs 
are among the principal mediators of ECM and tumor microenvi-
ronment, participating in the multistep processes of EMT and can-
cer progression; therefore, they have been considered as potential 
diagnostic and therapeutic biomarkers of several types of cancer 
[17]. MMPs are calcium-dependent zinc-containing endopepti-
dases and the main proteinases, which are responsible for the alter-
ations taking place in the ECM, as they cleave the majority of ECM 
components [17–20]. The family of mammalian MMPs consists of 
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24 members that can be divided depending on their structural 
domain architecture, substrate recognition, and cellular localiza-
tion. Concerning the latter feature, MMPs can be categorized into 
two groups: secreted and membrane-bound MMPs. According to 
their general structure and substrate specificity, MMPs can be 
divided into six groups: collagenases, gelatinases, membrane type, 
stromelysins, matrilysins, and other MMPs [21–24] (Fig. 1). 
MMPs are synthesized as inactive pro-forms and stepwise activa-
tion is required for the active enzymes [22]. Endogenous inhibi-
tors called tissue inhibitors of MMPs (TIMPs) control MMP 
activities as their N-terminal site interacts with the catalytic site of 
MMPs and their C-terminal site facilitates the activation of pro- 
forms of MMP-2 and MMP-9 [21]. The interactions between 
TIMPs and MMPs can regulate the extent of proteolytic degrada-
tion of ECM components [21, 25]. In addition to the role of 
MMPs in ECM remodeling, MMPs can regulate crucial cellular 
processes such as proliferation, invasion, apoptosis, adhesion, 
tumor angiogenesis, immune surveillance, autophagy, differentia-
tion and EMT [17, 26].

2 MMPs as Diverse Effectors in Cancer

The ability of cancer cells to degrade the basement membrane has 
been correlated with the metastatic potential of several cancers. 
There is mounting evidence supporting that MMPs are the princi-
pal regulators of matrix interactions with the surrounding cells, 
during carcinogenesis [16]. These matrix-degrading enzymes 
orchestrate various cellular processes involving cell-cell and cell- 
ECM interactions, which help cancer cells to achieve critical land-
marks of cancer development, such as proliferation, migration, 
adhesion, invasion, angiogenesis and apoptosis [27, 28]. 
Overexpression of MMPs and TIMPs has been correlated with 
cancer cell aggressiveness and poor patient prognosis [29, 30]. 
Indeed, high expression levels of MMP-9 and MMP-2 in serum 
are correlated with poor prognosis for breast cancer patients [31]. 
MMPs regulate the bioavailability of several growth factors such as 
insulin-like growth factor (IGF) that are sequestered in the peritu-
mor ECM, thus promoting tumor growth and cancer cell prolif-
eration [32, 33]. Studies have indicated that many epidermal 
growth factor receptor (EGFR) ligands, such as heparin-binding 
epidermal growth factor-like growth factor (HB-EGF) and trans-
forming growth factor α (TGF-α), are proteolytically shed by the 
cell surface from proteases like MMP-3, MMP-7, ADAM10, 
ADAM12, or ADAM17 [34, 35]. Moreover, syndecan-1 shedding 
is mainly caused by MMP-7 and MMP-9, and the subsequent 
 soluble syndecan-1 can bind to growth factors such as HB-EGF 
and thus activate EGFR and downstream signaling pathways, 
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Fig. 1 Schematic representation of the generic structure of mammalian MMPs. Depending on their domain 
arrangement, the 24 MMP members are classified into four main categories (archetypal, matrilysins, gelatin-
ases, and furin- activated MMPs). Their typical structure consists of a signal peptide, a pro- peptide, a catalytic 
domain, a hinge region and a hemopexin domain. Archetypal MMPs are subdivided into collagenases, strome-
lysins, and other MMPs, depending on their substrate specificity. Matrilysins lack of the hemopexin-like 
domain, whereas gelatinases have the characteristic fibronectin domain in their catalytic site. Furin-activated 
MMPs contain a furin-cleavage site following the pro-peptide and they are consisted of type I and II mem-
brane-bound, secreted and GPI-anchored MMPs
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promoting cancer progression [36, 37]. MMPs may also exert 
apoptotic or anti-apoptotic actions. For instance, MT1-MMP spe-
cifically interacts with TIMP-2 and activates Akt signaling cascade 
protecting cancer cells from apoptosis [38]. MMP-7 brings anti-
apoptotic and chemoresistance signals to cancer cells by cleaving 
the ligand of the death receptor Fas [39, 40]. Moreover, MMPs 
exert significant influence in the growth of metastatic tumor cells 
and increase the motility of epithelial cells by regulating the 
dynamic cell-cell and cell-ECM interactions during these processes. 
It is worth noticing that ADAM10, MMP-1, and MMP-7 proteo-
lytically shed the ectodomain of E-cadherin. The soluble E-cadherin 
inhibits the formation of cell aggregates, thus promoting EMT and 
increasing the migratory and invasive potential of breast cancer 
cells [41, 42].

Radisky et al. suggested that MMPs are implicated in EMT 
and tumor progression via three mechanisms: (a) increased MMP 
levels in the tumor microenvironment can directly promote EMT 
in epithelial cells, (b) tumor cells undergoing EMT can synthesize 
more MMPs in order to initiate the invasion and metastasis pro-
cesses and (c) EMT can affect peritumoral cells that participate in 
tumor progression to further produce MMPs [22]. Specifically, the 
induction of EMT in many cancer cells resulted in activation of 
MMPs. For example, Shh-induced EMT resulted in MMP-9 acti-
vation in gastric cancer [43], with the same result found in EGFR 
[44]- and KLF8 [45]-induced EMT in squamous and breast can-
cer, respectively. Additionally, Wnt1-induced EMT is associated 
with MMP-3 activation and this inhibition resulted in repression of 
EMT characteristics [46], while in hepatocellular cancer cells, 
MT1-MMP and MMP-2 are upregulated by discoidin domain- 
containing receptor 2 (DDR2) through Erk2/Snail1 axis, leading 
to elevated invasion and metastasis [47]. Moreover, in pancreatic 
cancer, CD44 triggered EMT via activation of Snail which can 
regulate MT1-MMP expression [48]. Furthermore, suppression of 
estrogen receptor alpha (ERα) in MCF-7 breast cancer cells 
induced cell aggressiveness and EMT with a concomitant induc-
tion of the expression levels of many MMPs [49]. In contrast, a 
remarkable decrease in the expression of MMPs is observed in 
MDA-MB-231 breast cancer cells upon suppression of ERβ that is 
associated with reduction of the aggressiveness of breast cancer 
cells [50]. Moreover, in a mammary tumor model, transforming 
growth factor β (TGF-β) was found to promote the  phosphorylation 
of the cap-binding protein eIF4E inducing EMT via the transla-
tion of Snail and MMP-3 mRNAs [51], whereas silencing of this 
translation initiation factor is associated with decreased EMT char-
acteristics and MMP-9 and MMP-3 enzymatic activity [52]. Several 
studies have demonstrated the interplay of the small leucine-rich 
PG, lumican with MMPs in cancer progression [53–55]. Lumican 
modulates MT1-MMP activity in vitro and in vivo [53–55], 
evokes EMT/MET reprogramming affecting breast cancer cell 
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aggressiveness and induces major changes in MMP expression 
levels, depending on the ER status of breast cancer cells [56]. 
MMP- dependent EMT activation has been found in many cancer 
cell types including the kidney, ovary, lens, lung, prostate, and 
breast [22, 26, 57, 58]. Important observation is the role of 
stromal- MMP- 3 in breast cancer, where MMP-3-induced EMT 
was due to the expression of the alternative splice isoform of Rac1b 
leading to the production of reactive oxygen species (ROS) that in 
turn triggered the stimulation of NF-kB/Snail axis [57, 59]. 
Recent data also revealed the correlation between MMPs and EMT 
in oral squamous cancer cells. MT1-MMP-induced EMT upregu-
lated Twist and ZEB and decreased the transcription of E-cadherin 
[60], while in another study the silencing of MMP-13 resulted in 
a less aggressive phenotype, with the opposite be found by its over-
expression [61]. Vinnakota et al. found that M2-like macrophages 
can promote colon cancer cell invasion via MMPs [62], while 
Johansson et al. reported that cancer-associated fibroblasts (CAFs) 
can stimulate cetuximab resistance in head and neck squamous car-
cinoma cells via induction of MMPs [63]. CAFs via the secretion 
of MMP-9 can also induce EMT in prostate carcinoma cells [64], 
while CAF-originated MMP-13 can stimulate tumor angiogenesis 
through vascular endothelial growth factor (VEGF), thus resulting 
in increased invasion of melanoma and squamous cell carcinoma 
in vitro [65]. Vosseler et al. revealed the necessity of MMP produc-
tion by both cancer and cancer-associated cells for the promotion 
of skin squamous cell carcinoma [66]. Taking under consideration 
the above data, MMPs are key mediators for EMT process and 
tumor progression; therefore, it is plausible to be considered as 
desirable biomarkers for pharmacological targeting in several types 
and stages of cancer. Because of these significant roles of MMPs in 
different steps of cancer progression, a growing number of MMP 
inhibitor programs have been initiated and evaluated in clinical 
trials for the selective targeting of cancer cells.

3 Regulation of MMPs

The clarification of the molecular mechanisms through MMPs 
act may contribute to specific targeting of cancer cells with less 
recrudescence of patients [67]. A new approach for targeting 
MMPs is the activation of the transcription factor 3 (ATF3), 
which is known for the reduction of the migratory potential of 
glioblastoma cells through the direct regulation of the expres-
sion of MMPs. Overexpression of ATF3 is correlated with 
reduced expression and activation of MMP-2, MMP-7, and 
MMP-9 and decreased migration, while on the contrary 

3.1 Transcriptional 
Regulation
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knockdown of ATF3 is linked to increased migratory properties 
and low survival rates in several types of cancer [68–70]. ΜMP-
14 (MT1-MMP) exhibits important anti-migratory properties in 
tumorigenic keratinocytes, through the downstream regulation 
of other MMP activities, as well as the activation of intracellular 
signaling pathways [71]. Since the transcription factor Snail is a 
great inducer of EMT in melanoma via suppression of E-cadherin 
gene expression, the association of MMP-14 with Snail-induced 
EMT in melanoma cells was clearly documented [55, 72, 73]. 
Cathcart et al. reported that the tumor suppressor protein p53 
reduced the activity of MMP-14, while the silencing of the p53 
expression deprived this effect in colon cancer cells. In addition 
to this, the pro-inflammatory cytokine interleukin 6 (IL-6) 
found to have synergistic effect in this novel regulatory mecha-
nism of MMP-14. IL-6 enhanced p53 proteasomal degradation 
and simultaneously promoted the MMP-14- induced invasion 
and metastasis, resulting in increased invasive phenotype [74]. 
Most of the research work conducted regarding the transcrip-
tional mechanism of action of MMPs is focused on the gelatin-
ases, MMP-2 and MMP-9 [75]. On the other hand, several 
reports investigate the relationship between urokinase-type plas-
minogen activator (uPA) and MMP-9 in different types of malig-
nancies. It is reported that uPA is highly expressed in several 
types of cancer, such as lung and ovarian. Increased levels of uPA 
along with plasminogen activator inhibitor 1 (PAI-1) can also be 
detected during metastasis and are indicators of low patient sur-
vival. The role of uPA, besides binding to the cell surface uPA 
receptor (uPAR) and, respectively, transforming plasminogen 
into plasmin, is also to activate the MMPs. The synergistic effect 
between uPA and MMP-9 was recently reported and proved to 
drive cancer cell aggressiveness and invasion [76–78]. At the 
same time, the expression of the epithelial marker E-cadherin 
was elevated, reversely to the expression of MMP-9, whereas the 
mesenchymal markers, vimentin and Snail, were decreased. 
Moreover, uPA and MMP-9 were suppressed with siRNA in 
breast cancer models, in order to evaluate the effects in tumor 
progression. The effective silencing of these two key molecules 
resulted in differentiated migratory, invasive and adhesive prop-
erties of breast cancer cells [79]. It is clear that inhibition of 
MMP-9 and its upstream regulatory pathways is crucial for can-
cer therapy. MMP-9 expression can be triggered by many key 
molecules, such as growth factors, like epidermal growth factor 
(EGF) or fibroblast growth factor 2 (FGF-2), and cytokines, 
like tumor necrosis factor α (TNF-α) and TPA 
(12-O-tetradecanoylphorbol-13-acetate), which is known for 
the activation of protein kinase C (PKC), which, respectively, is 
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involved in the synthesis and secretion of MMP-9 [80–82]. 
During treatment with TPA, MMP-9 is expressed because of 
transcriptional alterations, such as the activation of NF-κB, 
which is a potent regulator of MMP-9 transcription [83, 84]. In 
a recent study, the molecular mechanism underlying the TPA-
mediated functional properties and MMP-9 expression in low-
invasive MCF-7 breast cancer cells was investigated. Specifically, 
an ethanol extract from Peucedanum japonicum Thunb. proved 
its inhibitory effect on the expression and activity of MMP-9 in 
combination with reduced nuclear translocation and transcrip-
tional activation of NF-κB, mediated by TPA [85].

The structural basis for MMP activation is their synthesis as proen-
zymes or zymogens. During the transcriptional process, the syn-
thesized peptide is removed from this form and consequently 
generates the proMMP. ProMMPs remain initially inactive because 
of the interaction of the cysteine residue of the PRCGXPD motif 
with the Zn2+ of the catalytic domain [86]. The activation of MMPs 
in extracellular level can be achieved with the contribution of other 
MMPs or other proteases. MMP-13 may be autoactivated by self- 
proteolysis and in turn can activate proMMP-9. MMP-9 is also 
capable of activating several MMPs such as proMMP-2 and 
proMMP-13. MMP-3 is responsible for rendering active several 
proMMPs, and specifically, Suzuki and his collaborators reported 
the transformation of proMMP-1 to the completely active MMP-1 
form by MMP-3 [87, 88]. MMP-14 is also involved in the activa-
tion of MMP-8 and MMP-13 in vitro, as well as MMP-2, thus 
contributing in a proteolytic cascade where several MMPs can acti-
vate each other [89]. MMP-2 follows a revolutionary pattern of 
activation. It can be activated by MT-MMPs on a pericellular level, 
with the exception of MT4-MMP and MT2-MMP. Critical players 
in the activation of proMMP2 are MT1-MMP and TIMP2. They 
create a ternary complex from the binding positions of C-terminal 
sites, and consequently the “free” N-terminal inhibitory domain of 
TIMP2 binds pericellularly to the MT1-MMP. The next step is 
that an adjacent, uninhibited by TIMP2, MT1-MMP will cleave 
and activate the proMMP-2. After the interaction of proMMP-2 
with the TIMP2, which is bound to MT1-MMP, proMMP-2 is 
ready to reintegrate to the cell surface [90]. Another scenario pre-
sented by Itoh and his research group is that TIMP2 renders MT1- 
MMP, after inhibition, as a receptor for proMMP-2, and this 
suggests that TIMP2 is a critical regulator of MT1-MMP [91]. 
Finally, intracellular activation is reported to occur because of the 
selective cleavage of endopeptidase furin, and several MMPs, like 
MMP-11, MMP-MMP-23 and MMP-28, favor this activation 
mode [92, 93].

3.2 Proenzyme 
Activation
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4 Insights into Novel Therapeutic Approaches

It is well established that the enzymatic activity of MMPs in ECM 
remodeling plays a crucial role in cancer progression and upregu-
lated MMP expression has been correlated with poor prognosis in 
several cancer types. Therefore, the development of novel agents 
that could effectively target MMPs is always in the efforts of phar-
maceutical industry and cancer research. Significant points for tar-
geting MMPs include their biosynthesis, secretion, activation and 
enzymatic activity. Several MMP inhibitors (MMPIs), natural or 
synthetic, designed to bind in the catalytic domain, made their way 
to clinical trials. Among the synthetic agents that target MMPs, the 
synthetic peptidomimetic and non-peptidomimetic inhibitors and 
the chemically modified tetracycline derivatives are included. Next- 
generation MMPIs are comprised of specific microRNAs, which 
block MMP transcription and monoclonal antibodies as catalytic 
domain inhibitors (Table 1).

The enzymatic activity of MMPs can be blocked by α-macroglobulin, 
a glycoprotein which can be found abundantly in human blood 
and fluids and has the role of a general proteinase inhibitor. TIMPs 
play a critical role in the ECM remodeling, as they regulate the 
activity of MMPs more specifically [23]. TIMPs are the natural 
blocking molecules of activated proteases; thus, they are nontoxic 
and non-immunogenic. These endogenous-secreted proteins 
inhibit all MMPs, while each TIMP targets more than one 
MMP. However, it is reported that TIMPs could trigger funda-
mental cellular processes in a MMP-independent manner. 
Modifications on the balanced interactions of MMPs and TIMPs 
may result in dysregulation of vascular diseases and in cancer pro-
gression [96, 97]. Although TIMP-1 is a broad-spectrum MMP 
inhibitor, studies have shown that its overexpression is associated 
with rapid cancer progression and poor patient prognosis [98–
100]. TIMP-2 is secreted from cancer cells and together with 
MT1-MMP, it activates MMP-2, which are both crucial for cancer 
cell migration. Importantly, the N-terminal domain of TIMP2 
(N-TIMP-2) exhibits high affinity for various MMPs [101]. A 
novel, combined, computational/directed evolution approach 
used to engineer protein-based inhibitors developed a mutant of 
N-TIMP-2 that was identified as the strongest MT1-MMP inhibi-
tor investigated so far. This variant demonstrated improved affinity 
and specificity for MT1-MMP as compared to the wild-type 
N-TIMP-2, and it significantly inhibited the invasive potential in 
an in vitro breast cancer cell model [102]. In addition, 
 reversion- inducing cysteine-rich protein with Kazal motifs (RECK) 
is a cell surface MMP inhibitor that regulates ECM integrity and 

4.1 Endogenous 
Inhibitors
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Table 1 
MMP inhibitors in clinical trials

MMPIs
Type of drug/
source Enzymes inhibited Indication

Batimastat 
(BB-94)

Peptidomimetic 
(hydroxamate)

Broad spectrum 
(higher specificity: 
MMP-1, MMP-2, 
MMP-3, MMP-7, 
MMP-9)

Malignant ascites, malignant effusion 
(canceled in PIII) [28]

Marimastat 
(BB-2516)

Peptidomimetic 
(hydroxamate)

Broad spectrum 
(higher specificity: 
MMP-1, MMP-2, 
MMP-7, MMP-9, 
MMP-14)

Breast cancer, small cell lung cancer, 
non-small cell lung cancer (canceled 
in PIII) [28], vascular anomalies 
(completed PI) [94]

Trocade 
(Cipemastat/
Ro32-3555)

Peptidomimetic 
(hydroxamate)

MMP-1 with higher 
specificity and 
MMP-8, 
MMP-13

Rheumatoid arthritis (PIII) [95]

Ilomastat 
(GM-6001)

Peptidomimetic 
(hydroxamate)

Broad spectrum 
(higher specificity: 
MMP-1, MMP-2, 
MMP-8, MMP-9, 
MMP-26)

Corneal ulceration and diabetic 
retinopathy (PII–III) [95]

CGS27023A 
(MMI270)

Non- 
peptidomimetic 
(hydroxamate)

Broad spectrum 
(higher specificity: 
MMP-1, MMP-2, 
MMP-3, MMP-8, 
MMP-9)

Advanced solid cancer (canceled in PI) 
[95]

Prinomastat (AG 
3340)

Non- 
peptidomimetic 
(hydroxamate)

Broad spectrum 
(higher specificity: 
MMP-2, MMP-3, 
MMP-7, MMP-9, 
MMP-13, 
MMP-14)

Non-small cell lung cancer and 
prostate cancer (canceled in PIII), 
glioblastoma multiforme (canceled 
in PII) [28, 94]

Tanomastat (BAY 
12–9566)

Non- 
peptidomimetic 
(carboxylic acid)

MMP-2, MMP-3, 
MMP-9

Ovarian cancer, adenocarcinoma of the 
pancreas, non-small cell lung cancer, 
rheumatoid arthritis, rejection of 
organ transplant (canceled in PIII) 
[28]

Rebimastat 
(BMS-275291)

Non- 
peptidomimetic 
(thiol-based)

Broad spectrum 
(higher specificity: 
MMP-2, MMP-9 
and MMP-1, 
MMP-8, 
MMP-14)

Hormone-resistant prostate cancer 
(PII), HIV-related Kaposi sarcoma 
(PI/II), advanced non-small cell 
lung cancer (PII/III, in 
combination with paclitaxel and 
carboplatin), breast cancer (canceled 
in PII) [94]

(continued)
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Table 1
(continued)

MMPIs
Type of drug/
source Enzymes inhibited Indication

FP-025 Small molecule 
(non- 
hydroxamate 
based)

MMP-12 Healthy (PI) [94]

CTS1027 Small molecule 
(hydroxamate 
sulfone)

Broad Spectrum 
(higher specificity: 
MMP-2, MMP- 
13, no MMP-1)

Hepatitis C (PII) [94]

Antabuse 
(disulfiram)

Small molecule 
(sulfonamide)

MMP-2, MMP-9 Non-small cell lung cancer (PII/III, 
as add-on therapy to 
chemotherapy), metastatic 
pancreatic carcinoma (PI, with 
gemcitabine HCl, recruiting), 
glioblastoma (PI/II, PII, PII/III, 
recruiting, with copper), HIV 
infections (PI/II), stage IV 
melanoma (PI/II), prostate cancer 
(PI, recruiting, with copper) [94]

AZD1236 Small molecule 
(sulfonamide- 
based)

MMP-9, MMP-12 Chronic obstructive pulmonary disease 
(PII) [94]

S3304 Small molecule 
(sulfonamide 
derivative)

higher specificity: 
MMP-2, MMP-9

Adult solid tumors (PI), advanced 
non-small cell lung cancer (PI/II, 
unknown) [94]

Minocin 
(minocycline)

Chemically 
modified 
tetracycline

MMP-2, MMP-9 Central nervous system disease such as 
Alzheimer’s disease (PII), 
amyotrophic lateral sclerosis (PIII), 
Huntington disease (PII/III), 
Parkinson’s disease (PII), glioma 
(PI/II, in combination with 
bevacizumab and radiation), asthma 
(PII), aneurysm (PI/II, recruiting), 
prostate cancer (PIII, recruiting), 
mood disorders (PIV, PIII, 
recruiting) [94]

(continued)
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angiogenesis [103]. Tissue factor pathway inhibitor-2 (TFPI2) and 
procollagen C-terminal proteinase enhancer (PCPE) have struc-
tures similar to the inhibitory domain of TIMPs and exhibit signifi-
cant MMP inhibitory activity [104, 105]. Interestingly, TFPI2 
has been reported as a prognostic biomarker for hepatocellular 
carcinoma and oral squamous cell carcinoma [106, 107].

Several programs for development of MMPIs were initiated with 
the use of compounds that bind within the catalytic domain of 
MMPs. Batimastat is a broad-spectrum, competitive peptidomi-
metic MMPI that has been tested clinically. Even though it effec-
tively inhibited MMP-1, MMP-2, MMP-3, MMP-7, MMP-9, 
and MMP-14 enzymatic activities and reduced tumor growth in 

4.2 Early MMP 
Targeting Strategies

Table 1
(continued)

MMPIs
Type of drug/
source Enzymes inhibited Indication

Periostat 
(doxycycline)

Chemically 
modified 
tetracycline

Broad spectrum 
(higher specificity: 
MMP-1, MMP-2, 
MMP-8, MMP-9)

Cystic fibrosis, type 2 diabetes, obesity 
and endometritis (PIV), 
nonischemic cardiomyopathy and 
aortic aneurysm (PII), primary 
systemic amyloidosis, tuberculosis, 
T-cell lymphoma, adenocarcinoma, 
resectable pancreatic cancer 
(recruiting, PII), non-Hodgkin 
lymphoma (canceled in PII), B-cell 
lymphoma (recruiting, ongoing), 
polycystic ovarian syndrome (PIII), 
syphilis (early PI) [94]

Metastat 
(COL-3)

Chemically 
modified 
tetracycline

Broad spectrum 
(higher specificity: 
MMP-1, MMP-2, 
MMP-8, MMP-9, 
MMP-13)

Refractory metastatic cancer and 
advanced solid tumors (PI), brain 
and central nervous system tumors 
(PI/II), AIDS-related Kaposi 
sarcoma (canceled in PII) [94]

Neovastat 
(AE-941)

Shark cartilage 
extract

Broad spectrum 
(higher specificity: 
MMP-1, MMP-2, 
MMP-7, MMP-9, 
MMP-13)

Relapsed or refractory multiple 
myeloma (PII), metastatic kidney 
cancer, and advanced colorectal/
breast cancer (PIII) [94]

Andecaliximab 
(GS-5745)

Monoclonal Ab MMP-9 Ulcerative colitis (PII/III), 
rheumatoid arthritis, and chronic 
obstructive pulmonary disease (PI), 
Crohn’s disease (PII), cystic fibrosis 
(PII, recruiting), rheumatoid 
arthritis (PII, as add-on therapy, 
recruiting), gastric adenocarcinoma 
(PI, PII, PIII, recruiting), advanced 
solid tumors (PI, recruiting) [94]
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breast and pancreatic cancer and melanoma, it failed in phase III 
(PIII) trials due to decreased oral bioavailability and poor solubil-
ity [108]. To overcome this disadvantage, the chemically similar 
analogue of batimastat, marimastat, was designed, which exhib-
ited improved oral bioavailability with modest efficacy; however, it 
demonstrated significant musculoskeletal pain and inflammation 
in the patients; therefore, the development of this drug was also 
stopped [28]. CGS 27023A (Novartis) is a small-molecule inhibi-
tor that targets MMP-2, MMP-8 and MMP-9 and has been devel-
oped from Novartis for advanced solid tumor therapy. It 
significantly inhibited angiogenesis, metastasis and tumor growth 
in in vivo breast and endometrial cancer models [109, 110]. 
Unfortunately, this drug was removed from the clinical trials in PI 
due to severe muscle pain in patients with non-small cell lung car-
cinoma [111]. Clinical trials with broad-spectrum MMPIs in late-
stage cancer patients were terminated mainly due to their reduced 
efficacy and severe side effects. The efforts of designing next-gen-
eration MMPIs have been focused on the investigation and devel-
opment of allosteric MMPIs with improved selectivity for one, 
specific MMP.

In order to improve the specificity and bioavailability of already 
established inhibitors, non-peptidomimetic MMPIs were also syn-
thesized based on the 3D structure of specific MMP (Table 1). 
Two peptidomimetic MMPIs which entered clinical trials for 
inflammatory diseases are the collagenase-selective Trocade (cipe-
mastat) and the broad-spectrum MMPI Ilomastat (GM-6001). 
Prinomastat (AG3340, Agouron), the optimized version of CGS 
27023A, is a broad-spectrum non-peptidomimetic MMPI that has 
antiangiogenic and antimetastatic effects in in vivo models; 
 however, its clinical study was canceled in PII due to the develop-
ment of musculoskeletal syndrome [112]. Tanomastat (BAY 
12–9566) is a non-peptidomimetic MMPI that specifically targets 
MMP-2, MMP-3 and MMP-9; however, there was no evidence 
that this drug could effectively decrease cancer progression [113]. 
NSC405020 is a novel small-molecule inhibitor that controls the 
biological activity of MT1-MMP, which retains its ability to acti-
vate MMP-2. Moreover, it selectively targets the hemopexin 
domain of MT1-MMP, thereby repressing its pro-tumorigenic 
activity in vivo [114]. Next-generation MMPIs also include tetra-
cycline derivatives, which inhibit both enzymatic activity and tran-
scription of MMPs. Periostat (CollaGenex Pharmaceuticals Inc.), a 
chemically modified tetracycline, doxycycline, is the only MMPI to 
be successfully launched and used for periodontal diseases. 
Additionally, many approved and ongoing studies in diseases such 
as musculoskeletal syndrome, type 2 diabetes, aortic aneurysm, 
and coronary artery disease include doxycycline in treatment 

4.3 Next-Generation 
MMPIs in Clinical 
Trials
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schemes. Very encouraging is the conduction of several recruiting 
and ongoing studies testing doxycycline in combination with stan-
dard chemotherapy for use in cancer treatment [115]. Another 
chemically modified tetracycline is minocycline with a great range 
of applications in clinical trials (Table 1). Metastat (COL-3/
CMT3) is another modified tetracycline derivative targeting many 
MMPs such as MMP-1, MMP-2, MMP-8, MMP-9, and MMP- 
13, but it presents many different side effects such as photosensi-
tivity, phototoxicity, anemia, and sideroblastic anemia [116]. The 
selective MMPI AZD1326 (AstraZeneca) targeting MMP-9 and 
MMP-12 is currently tested in PII clinical trials for inflammation 
diseases, such as chronic obstructive pulmonary disease (COPD) 
and asthma. Another selective MMPI FP-025 (Foresee 
Pharmaceutical), against MMP-12, is considered as a high candi-
date for the treatment of the above diseases and for now is in PI 
clinical trials to clarify safety, tolerability, and pharmacokinetics in 
healthy patients [117, 118]. Other MMPIs focusing on malignan-
cies and tested in clinical trials include Neovastat (Benefin/
AE-941, Aeterna Zentaris), which is extracted from a natural 
source and it strongly inhibits MMP-2 activity [119, 120] and 
BMS-275291 (Bristol-Myers Squibb), a wide-spectrum MMPI 
[121]. A broad-spectrum MMP inhibitor is CTS1027 participat-
ing in clinical trials for hepatitis C (PII). A selective gelatinase 
inhibitor is disulfiram, assessing in clinical trials for the treatment 
of a variety of tumors and HIV infections. Moreover, S3304 is a 
sulfonamide derivate developed by Shionogi Pharmaceutical Co. 
Ltd. and seems to be well tolerated in patients with advanced and 
refractory solid tumors [116, 122].

More recently, the interest of the pharmaceutical industry was 
focused on the targeting of a specific MMP, because several broad- 
range MMPIs have failed in the clinical trials. In this context, at 
least three monoclonal antibodies (mAbs) against the catalytic 
domain of a single MMP have been developed to target several 
primary and metastatic cancers. DX-2400 is an antibody fragment 
(Fab) that selectively inhibits MT1-MMP enzymatic activity. 
DX-2400 significantly inhibited tumor growth, angiogenesis, inva-
sion and metastasis in several preclinical models [123, 124]. 
Therapeutic promise has also been shown with full-length mAb 
REGA-3G12, which targets the catalytic domain of MMP-9 [125, 
126]. This mAb selectively inhibits MMP-9 enzymatic activity, 
compared to MMP-2 [127]. GS-5745, a humanized full-length 
allosteric mAb against MMP-9, selectively inhibits its enzymatic 
activity. Recent study in a colorectal carcinoma model revealed that 
GS-5745 significantly attenuates tumor growth, invasion, and 
metastasis and it did not exhibit severe side effects (Table 1) [128]. 
Even though mAbs are characterized by limitations regarding high 

4.4 Monoclonal 
Antibodies
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production costs, undesired effector functions, and selectivity 
restrictions due to the high homology of the catalytic sites of sev-
eral MMPs, therapeutic approaches which are based on mAbs as 
allosteric inhibitors of MMPs, both when used as single agents and 
in combination with anticancer therapy, might exhibit improved 
efficacy.

Of particular interest in the understanding of cancer cell behavior 
is the field of microRNAs (miRNAs). They are endogenous non-
coding RNA molecules, which have key roles in posttranscrip-
tional regulation of several cellular processes [129]. Recent 
studies have associated various miRNAs with cell proliferation, 
resistance to apoptosis, differentiation, immunity and cancer ini-
tiation, progression and metastasis [130, 131]. Moreover, miR-
NAs are responsible for the regulation of ECM components and 
of their cellular receptors [132–134]. Recently, there has been 
considerable interest in the posttranscriptional regulation of 
MMPs, since they are directly regulated by miRNAs in various 
diseases, including osteoarthritis [135], glioblastoma and several 
malignancies [136]. Recent studies showed that miR-21 has been 
implicated in glioblastoma by regulating glioma cell proliferation, 
invasion and apoptosis. Moreover, this miRNA activates MMPs, 
through the downregulation of their inhibitors, contributing in 
glioma cells’ aggressiveness. Specific inhibition of miR-21 with 
antisense oligonucleotides significantly upregulates RECK and 
TIMP-3 gene and protein levels, thus inhibiting MMP enzymatic 
activity in vitro and in vivo, serving as a novel anticancer therapy 
[137, 138]. Many miRNAs are found to regulate metastatic pro-
cesses, including EMT, migration and invasion [139]. The 
induced overexpression of miR-146a in the highly metastatic 
brain-trophic metastatic MDA-MB-435-LvBr2 breast cancer 
cells significantly reduced the migratory and invasive potential of 
these cells through the induction of β-catenin and the following 
downregulation of MMP-1, uPA and uPAR [140]. A single 
miRNA is able to regulate the expression of different MMPs due 
to sequence homology in MMP structure. For instance, miR-143 
downregulates gene and protein levels of MMP-2 and MMP-9 in 
pancreatic cancer cells [141]. MMP-13 is characterized as a direct 
target of miR-143 in osteosarcoma in vivo models [142]. 
Moreover, overexpression of miR-143 inhibits EGFR-dependent 
cell invasion, indirectly mediating MMP-9 expression in osteosar-
coma [143]. These data demonstrate that a thorough under-
standing regarding the mechanisms of miRNA-mediated MMP 
expression will improve the clinical utility of miRNAs providing 
them as prognostic markers and personalized therapeutic targets 
in aggressive and metastatic malignancies.

4.5 MicroRNA- 
Mediated MMP 
Activity
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In recent years, research has significantly developed in terms of 
delivery systems with an improved drug delivery potential for can-
cer therapy, such as the multifunctional liposomal nanocarriers. 
These are lipid bilayered vesicles that are utilized as novel drug 
delivery systems due to their efficiency, biocompatibility, solubility, 
low toxicity and ability to encapsulate a wide range of drugs via 
chemical conjugation [144]. An interesting example of liposome- 
based chemotherapeutic approaches targeting MMPs has been the 
doxorubicin-loaded polyethylene glycol (PEG) liposomes conju-
gated to a Fab fragment from MT1-MMP monoclonal antibody 
via a PEG spacer, which significantly decreased tumor growth 
in vivo, as compared with plain liposomes with doxorubicin [145]. 
In addition, liposome-based systems have been used as tools for 
active tumor site targeting. Such liposomal delivery systems of high 
selectivity include a monoclonal antibody with a MMP-2 cleavable 
peptide that recognizes the cancer cells. These MMP-sensitive 
liposomal probes are degraded in the presence of high MMP levels 
releasing the encapsulated therapeutic compound with cytotoxic 
effects for cancer cells [146]. A recent report demonstrated that 
the MCF-7 breast cancer cells secreting high levels of MMP-9 can 
be targeted by utilizing optimized liposomal formulations induc-
ing the rapid release of the encapsulated contents from the lipo-
somes in the tumor site [147].

Similar to liposome formulations, MMPs can be incorpo-
rated in nanostructures conjugated with cytotoxic compounds, 
for improving their efficacy in targeting cancer cells. 
Nanoparticles (NPs) are extremely small in size and possess a 
large surface area per unit of volume. Their novel physical char-
acteristics of nanomaterials serve their drastically different 
chemical and biological properties compared to the same mate-
rial in bulk form. Such unique chemical and biological proper-
ties of nanomaterials make them very attractive in medical 
applications including tumor-triggered targeting delivery sys-
tems [148–150]. An interesting example includes the effect of 
nano-heparin analogue of Styela plicata origin, on the aggres-
sive MDA-MB-231 breast cancer cell line. Nano- styela heparin 
significantly inhibited cell proliferation, migration, and invasion 
in vitro and induced apoptosis in breast cancer cells and this was 
followed by a significant downregulation of MT1- MMP and 
uPA gene expression levels [151]. Biocompatible gold NPs 
(AuNPs) localized in the lysosomes significantly inhibited MMP 
activity by blocking Zn2+ on the active site of the enzyme, with-
out cytotoxicity or inflammatory responses [152]. 
Multifunctional mesoporous silica NPs were loaded with 
β-cyclodextrin and an MMP substrate peptide in order to selec-
tively target the MMP-rich tumor cells and subsequently induce 
the intracellular release of the cytotoxic drug [153].

4.6 Novel Targeting 
and Delivery Systems
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5 Conclusion

MMPs are considered as key molecules in tumor development and 
have been correlated with the progression of various malignancies. 
They master ECM proteolysis and tissue remodeling facilitating 
tumor cell dissemination and metastasis. MMPs also trigger tumor 
cell aggressiveness by affecting numerous cell events such as prolif-
eration, adhesion, migration, EMT and tumor stroma angiogene-
sis simultaneously. Plethora of information has been accumulated 
for the regulation of MMP expression, activity, and role in cancer 
and they have been pointed as therapeutic targets for disease treat-
ment. Multiple MMPIs were developed and tested in clinical trials 
as anticancer drugs with unsatisfactory results in the past mostly 
due to the lack of specificity and severe side effects. Targeting 
MMPs still remains a viable and desirable therapeutic approach and 
new MMPIs have been developed with improved features and are 
currently in clinical trials. Furthermore, novel interventions for tar-
geting MMPs are developed to improve delivery of chemothera-
peutics enhancing their efficacy and reducing side effects. In 
addition, the epigenetic regulation of MMPs’ expression by using 
miRNAs is proposed as a useful therapeutic tool for cancer 
treatment.
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