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Foreword

There have been remarkable new developments related to amazing properties of
materials when their particle sizes reduce to nanometer scale. There are reports of
applications of several of these in widely different disciplines of science ranging
from physical sciences to engineering, life sciences, agriculture, textiles, cosmetics,
medical and biomedical fields as well as in environmental protection. Several
technological developments, particularly those related to nanoelectronics with
feature sizes entering below ten nanometers have raised expectations to unprece-
dented levels. The potential of wide ranging applications is posing challenges in the
fundamental sciences regarding clear understanding of relationship between prop-
erties and basic physical and chemical characteristics including composition, trace
impurities, crystallographic structure, and defects. There are numerous reputed
R&D groups in India and worldwide, which are focusing their R&D activities on
different aspects of nanoscience and technology. The number of scientists engaged
in this field has increased substantially and is increasing at a rapid pace. As a
consequence, the scientific literature being produced is also increasing day by day.

In view of the enormous increase in activities in nanomaterials, several top
international organizations have started getting involved to promote its growth. The
International Standards Organization (ISO) has a standard on nanomaterials,
according to which a nanomaterial is:

“Material with any external dimension in the nanoscale or having internal
structure in the nanoscale. Nanoscale is, in turn, defined as: size range from
approximately 1 to 100 nm.” A group constituted by International Council for
Science (ICSU) has been engaged in deliberations on nomenclature. There are also
serious concerns about health hazards associated with production of nanomaterials
and their applications. Their impact on quality of environment is also attracting
attention. Nanosize particles can penetrate to any organ of human body including
brain, and therefore, our natural defenses against undesirable external matter of low
dimensions are ineffective.

A book covering different aspects of nanoscience and nanotechnology is very
welcome, keeping in view the continuous increase in the scientific literature and
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interest in this field. I congratulate Professor Mushahid Husain and Dr. Zishan
Husain Khan for their initiative in bringing out this document. Besides a chapter on
the fundamentals of nanomaterials, this book has covered several important topics
in this field. The latest developments in carbon-based nanomaterials such as gra-
phene, carbon nanotubes, and their applications have been included. Metal matrix
nanocomposites for control of corrosion and metal oxides are important topics that
have been discussed. A chapter deals with silicon nanowire arrays for solar cell
applications. Grinding is a major industrial area, which has wide ranging applica-
tions from most advanced mechanical engineering to building constructions.
Applications of nanodiamond grinding from industrial perspective have been
included. Nanolayers of materials such as gallium nitride are widely used for
fabrication of solid-state light-emitting diodes. Epitaxial growth of GaN layers is
the subject of one of the chapters. Several important applications of nanomaterials
in different biomedical areas have been discussed. These include application of
gelatin nanoparticles and exploring graphene for drug delivery and study of
antibacterial properties of nanomaterials. One of the chapters deals with optical
coherence tomography as glucose sensor in blood.

In the end, I thank all the authors who have contributed articles reviewing
fundamentals and applications in different aspects of nanomaterials. Several of
them are well-recognized experts. I highly appreciate the efforts of editors
Prof. Mushahid Husain and Dr. Zishan Husain Khan for contributing important
knowledge and in bring out this book. I hope this book will be widely used as a
reference by experts as well as beginners in the field.

Krishan Lal
President, The Association of Academies and

Societies of Sciences in Asia [AASSA]
Visiting Professor, University of Delhi, Delhi

Immediate Past President, Indian National Science Academy
New Delhi

Former Director, National Physical Laboratory, New Delhi
Foreign Member, Russian Academy of Science;

Past President, ICSU CODATA
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Preface

Evolution is an ongoing process that replaces what is existing gradually with
something better. With the rapid development in the field of nanomaterials, it would
not be wrong if we call this time of rapid evolution, the Nano Era. Nanomaterials
are one of the most significant research areas to emerge in the past decade or so. It is
an interdisciplinary field that draws on knowledge and expertise and covers a vast
and diverse array of devices derived from engineering, physics, chemistry, and
biology. As the research on nanomaterials matures, an increasing number of
applications become commercially viable. Numerous approaches have been utilized
in successfully developing different types of nanomaterials, and it is expected that
with advancement of technology, new approaches may also emerge. The approa-
ches employed thus far have generally been dictated by the technology available
and the background experience of the researchers involved. It is a truly multidis-
ciplinary field involving chemistry, physics, biology, engineering, electronics, and
social sciences, which need to be integrated together in order to generate the next
level of development in nanomaterials research. The “top-down” approach involves
fabrication of nanomaterials via monolithic processing on the nanoscale and has
been used with spectacular success in the semiconductor devices used in consumer
electronics. The “bottom-up” approach involves the fabrication of nanomaterials via
systematic assembly of atoms, molecules, or other basic units of matter. This is the
approach nature uses to repair cells, tissues, and organ systems in living things and
indeed for life processes such as protein synthesis. Tools are evolving which will
give scientists more control over the synthesis and characterization of novel
nanostructures yielding a range of new products in the near future. There are many
applications of nanomaterials which are still in the realm of scientific fiction and
will be made possible in the near future. Every day, the research on nanomaterials is
enriched with new innovations/discoveries and scientists are putting serious efforts
in bringing out more advancement to this research field.

This book includes some of the latest advancements and applications in the field
of nanomaterials. It provides an overview of the present status of this rapidly
developing field. The book includes twelve chapters authored by the experts in the
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field of nanomaterials and applications. Chapter 1 is an introductory chapter and
presents an introduction of nanomaterials. It presents an overview of nanomaterials,
their classification, different methods of synthesis of nanomaterials, and potential
applications. Chapter 2 shows the significant progress made in the field of carbon
nanomaterials specifically carbon nanotubes (CNTs). This chapter summarizes
various fabrication techniques, characterization, and potential applications of carbon
nanomaterials. It includes various methods to fabricate CNT fibers or yarns via
spinning from CNT solutions, spinning from vertically aligned CNT arrays on
substrates, direct spinning from CNT aerogels synthesized in chemical vapor
deposition (CVD) chambers, spinning from cotton-like precursors, spinning with
dielectrophoresis and rolling from CNT films/sheets. The chapter also provides the
difference among thin films composed of free standing CNTs of different thicknesses
known as membranes, sheets, buckypapers or papers. It also presents a brief dis-
cussion about 3D nanomaterials based on CNTs that include bulks, foams, and gels.

Chapter 3 summarizes the significant development in theoretical and experi-
mental study of doped graphenes. The chapter discusses various doping methods,
doping levels, heteroatom sources, chemical bond structures between heteroatom
and graphene, their synthesis by several techniques such as thermal CVD, arc
discharge approach, graphite oxide post-treatment, and plasma treatment synthesis.
It also includes important properties such as electrical stability, quality of doped
material, and technological applications.

Chapter 4 discusses the effect of varying size from chalcogenides to nanoscale
chalcogenides, i.e., nanochalcogenides on physical properties of chalcogenides. It
presents a brief discussion of methods for preparation of chalcogenide thin films via
physical vapor condensation, sputtering, pulsed laser deposition, and chemical
vapor deposition. Various models such as CFO model and Davis–Mott model for
describing the electrical properties of nanochalcogenides have been discussed
briefly in this chapter. It also includes the optical and thermal properties of
nanochalcogenides. The applications of chalcogenides in memories based on phase
change and electrical switching has also been discussed in detail in this chapter.

Chapter 5 presents a review on metal oxide nanostructures, their growth, and
applications. The chapter includes the introduction of metal oxide nanostructures
with chemical growth process CVD technique. The growth of indium oxide
nanostructures with effect of ambient conditions such as tunable growth of nano-
wires, nanotubes, and octahedrons, effect of time, pressure, gas flow dynamics has
been discussed in this chapter. This chapter also includes the growth of 3-D indium
zinc oxide and gallium oxide nanostructures. Finally, the applications of metal
oxide nanostructures such as environmental sensors and photodetector have been
discussed in detail at the end of this chapter.

Chapter 6 gives an overview on metal matrix nanocomposites and their appli-
cations in corrosion control. The chapter includes the introduction of nanocom-
posites, its various types such as CMNCs, MMNCs, and PMNSCs. Solid- and
liquid-state methods for synthesizing routes for fabrication of nanocomposites have
been described in this chapter. This chapter also discusses major application of
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nanocomposites mainly corrosion and its various forms, mechanism, calculation,
and control of corrosion.

Chapter 7 describes the process of diamond nanogrinding. The chapter includes
the principle of the process of nanogrinding using coated piezoelectric materials.
The chapter also discusses about the bonds in porous tools engineered to minimize
abrasive grain loss and the ways to process the vitrified bonding bridges using a
laser to form extremely sharp nanoscale cutting wedges.

Chapter 8 presents the epitaxial growth of GaN layer by using laser molecular
beam epitaxy technique. It includes the structural and optical properties of the
epitaxial GaN layers by using HRXRD, AFM, FTRAMAN, SIMS, and Pl spec-
troscopy techniques.

Chapter 9 presents a review on aperiodic SiNWs array fabrication by
silver-assisted wet chemical etching method. The chapter includes the light trapping
properties of aperiodic SiNWs array and PV applications with emphasis on SiNWs
array-based solar cells. This chapter also discusses the challenges in use of SiNWs
arrays in PV devices and its future perspective.

Chapter 10 presents the recent trends in gelatin nanoparticles (GNPs) and its
biomedical applications. It includes chemical structure, methods used to synthesize
GNPs and the characterization of these GNPs by SEM, AFM, and HRTEM. The
use of GNPs for target delivery of drug and gene for a range of diseases such as
cancer, malaria, and infectious diseases has also been included in this chapter. It
also discusses ocular, pulmonary drugs delivery as well as nutraceutical, proteins,
peptides delivery and their application in tissue engineering.

Chapter 11 presents the studies on graphene and its application in drug delivery.
The chapter gives a brief introduction of method of synthesis and functionalization
of graphene and deals with the applications of graphene in medicine and
biomedical.

Chapter 12 describes the optical coherence tomography (OCT) as glucose sensor
in blood. The chapter includes basic principle of OCTs and application of OCT for
glucose monitoring. This chapter describes the use of OCT technique for measuring
glucose in liquid phantoms, whole blood (in vitro and in vivo) based on temporal
dynamics of light scattering.

Mushahid Husain
Zishan Husain Khan
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Chapter 1
Introduction to Nanomaterials

Zishan H. Khan, Avshish Kumar, Samina Husain and M. Husain

Abstract The applications of nanomaterials have been enormous, which not only
encompasses a single discipline but it stretches across the whole spectrum of sci-
ence right from agricultural science to space technology. New approaches to syn-
thesize nanomaterials in order to design new devices and processes are being
developed and the techniques of fabrication of nanomaterials involve analyzing and
controlling the matter at atomic scales. This fascinating research field has started a
new era of integration of basic research and advanced technology at the atomic
scale which has a potential to bring the technological innovations at highest level.
The rudimentary capabilities of nanomaterials today are envisioned to evolve in our
overlapping generations of nanotechnology products: passive nanostructures, active
nanostructures, systems of nanosystems, and molecular nanosystems. This chapter
presents the basic introduction to nanomaterials and their popular applications.

Keywords Nanomaterials � Fullerene � Carbon nanotubes � Graphene �
Nanodiamond � ZnO nanostructures
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1.1 Introduction

Different materials and structures having low dimensions show outstanding prop-
erties. This facilitates these materials and structures to play a decisive role in the
rapid progress in the fields of science and technology. With these remarkable
properties, nanomaterials has become the back bone of research in the field of
science and technology. The continuous interest in the research on nanomaterials is
due to the infinite possibilities that they can offer when they are manipulated on
atomic scale. The interest of these materials arose due to their unique mechanical
and chemical properties, which are very different in comparison with material at
micrometer scale with the same composition. All the branches of science and
engineering have been employed to explain many phenomenon based on size effect,
that these materials exhibit. Material science basically utilized those elements (iron,
silicon, etc.) that are available in nature for development new compounds in past
few years. As a result of this the researcher have learned to make devices using
synthetic structures in which they deposited atoms layer by layer and after they are
structured creatively following redesigned architectures and manipulated molecules
individually. This allows making system with novel and different properties.

Nanomaterials have attracted a lot of attention among researchers because of its
new physical properties and new technologies that enables the development of new
generation of scientific and technological approaches, research and devices [1]. The
essence of the technologies is the fabrication and utilization materials and devices at
the level of atoms, molecules and supra-molecular structures and the exploitation of
the unique properties and phenomena of matter at the nanoscale (1–100 nm) with
the fact that, at this scale, materials behave very differently from when they are in
bulk form [1–4]. In early 1980’s, this technology was popularized with the state-
ment “building machines on the scale of molecules” by Eric Drexler when was
talking about, a few nanometers wide. This technology has very rapidly captured
the public imagination, but they are desperately hard to pin down. In the early
decades of twenty-first century, concentrated efforts have brought together nan-
otechnology and the new technologies based in cognitive science [5, 6]. Although,
nanomaterials are known to be used for centuries, but the realization of these
materials could have possible with the advent of nanotechnology. Since the ancient
times, nanomaterials are being used due to their extraordinary properties without
knowing the scientific facts behind them. One of the examples is Lycurgus cup,
which is currently located in British Museum. It is about 1600 years old and looks
jade green in natural light. This cup is the only complete sample of an extremely
uncommon kind of glass, known as dichroic, which switches shading when held up
to the light. The hazy green cup turns to a gleaming translucent red when light is
shone through it. The glass contains minor measures of colloidal gold and silver,
which provide these unordinary optical properties. The glass changes its color due
to presence of nanoparticles contained in the glass. Therefore, nature has already
been the leader in this technology [7–9]. Lizards hang upside down on the roof due
to nanoscale “hairs” on their toes. Every “hair” holds with a miniscule power,
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however when there are a huge number of these “hairs” on every toe, it has the
capacity backing its own particular weight when it is upside down [8–10].

In the medieval period of history, there were instances where nanomaterials were
used. Many items like the Persian Khanjar and the Damascus steel were made by
unconsciously applying nanomaterials. While examining these ancient products, we
find the existence of carbon nanotubes in them. India, too, produced many products
by unconsciously deploying nanomaterials. The attractive colouring on ancient
Czech glasses is found to contain nanoparticles. This shows that nanomaterials were
used for spraying and making a product look attractive and beautiful.

Researchers are continuously involved in the development of new product which
use the exciting properties of nanomaterials. Many chemicals and chemical pro-
cesses have nanoscale features. Different types of polymers and macromolecules
made up of nano-sized components have been efficiently synthesized to be used in
nanoscale systems. Computer chips have become smaller with higher memory
contain per unit area in last thirty years [11–14]. A beetle which lives in Namibian
deserts fulfill its need of water using nanostructures. Its back has hydrophobic
surface which repels water but its back consists of nanostructured bumps. The
moisture on the atmosphere condenses on these bumps, takes the shape of water
droplets and reaches direct to its mouth running down on its water repelling back.
This type of water repellent nanomaterials are being used in textile industries to
produce waterproof cloth material. Gortex are using nanomaterials for wind and
water proofing since a long time. The exciting colors on butterfly wings and pearl
shells are due to nano-photonic structures. These structures reflects some particular
wavelengths of light, which are responsible for their attractive colors [15–17].

It is very difficult to estimate the timescale in which the products based only on
nanomaterial become reality. But there is a certain possibility that there will not be a
single aspect of life which will remain unaffected by nanomaterials. Some experts
predicts that the nanomaterials will act as the boon for mankind while the others
forecast that the excessive use of nanomaterials may become a curse to the
humanity. We are entering into a new era in which the known materials will be used
more efficiently due to their extraordinary properties at the nanoscale. More com-
plex systems based on nanomaterials may be developed in future which can work as
efficiently as the natural systems. This technology has the tendency to bring rev-
olutionary changes in the world that the human eyes have not seen so far.

1.2 Nanomaterials: A Revolution in 21st Century

Recently, nanomaterials has become one of the focused research area and has the
potential to provide one of the key technologies of the new world. Nanotechnology
involves the investigation and design of materials or devices close the atomic and
molecular levels. One nanometer, a measure equal to one billionth of a meter, spans
approximately 10 atoms and one may be able to rearrange matter with atomic
precision to an intermediate size. Adopting one of the preceding definitions may
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however unduly restrictive. In a broad survey, it is profitable to include anything
and everything that has been described as nanotechnology. One may then evolve a
framework for classifying and understanding the different types of nanomaterials.

The extraordinary properties of nanomaterials are based on the size effect.
Reduction of size induces various extraordinary properties and phenomena, which
cannot be seen at the bulk level i.e., micron scale and up. The origin of size effect is
the quantum confinement which changes the electronic properties of materials such
as density of states, discrete energy bands, changes in the edges of conduction and
valence bands. The change in these electronic properties of the materials lead to the
drastic changes in the materials properties to what they show at the bulk scale. For
example, opaque substances become transparent (copper); inert materials become
catalysts (platinum); stable materials turn combustible (aluminum); solids turn into
liquids at room temperature (gold); insulators become conductors (silicon). The
important examples of the change in material properties are as follows:

1.2.1 Melting Point of the Material

The materials at nanoscale melt at lower temperatures than bulk materials; a phe-
nomenon termed as “Melting Point Depression”. This effect of melting point
depression at nanoscale was studied since the 1950’s, when it was first noticed that
materials having small grain size shows a lower melting point than their bulk
counterparts [12–16]. Generally, the melting temperature of a bulk material is not
dependent on its size. But the melting temperature of the materials at nanoscale
decreases with the decrease in grain size. The decrease in melting temperature can
be on the order of tens to hundreds of degrees for metals with nanometer dimen-
sions. The change in melting point can be attributed to the large surface to volume
ratio than bulk materials that affects their thermodynamic properties. Melting point
depression can be seen in nanowires, nanotubes and nanoparticle, which all melt at
lower temperatures than their bulk counterparts.

1.2.2 Optical Studies

Optical properties of nanostructures are known to be sensitive to their size. For
example, bulk lead sulfide (PbS) is a semiconductor with an optical band gap of
0.41 eV with continuous optical absorption at shorter wavelengths. However,
increment of the band gap of PbS is observed from 0.41 to 5.4 eV as the crystallite
size is reduced from 20 to 2 nm. The changes in electronic and optical properties
due to size effect drastically alter the macroscopic properties such as optical band
gap, conductivity type, carrier concentrations, electrical resistivity, and device
characteristics [1–6].
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1.2.3 The Giant Magneto-Resistance (GMR) Effect

Giant Magneto resistance (GMR) is a quantum mechanical effect. It is observed in
thin film structures composed of alternating ferromagnetic and nonmagnetic metal
layers. TheGMR effect depends on the thickness and number of the alternating layers.
GMR can be considered one of the first real applications of the promising field of
nanotechnology. Primarily, induction coils were used in read-out heads due to the fact
that a changing magnetic field induces a current through an electric coil. A read out
head based on GMR effect can convert very small changes into differences in elec-
trical resistance which leads to the changes in the current emitted by the read out head.

Inspite of rapid advancements, this technology has not been able to meet the
demands of shrinking hard disks, we still use induction coils for data storage.
A prerequisite for the discovery of the GMR-effect was provided by the new
possibilities of producing fine layers of metals on the nanometre scale which started
to develop in the 1970s. Nanotechnology is the study of few layers consisting of
only individual atoms. The behavior of the matter will be different at this scale and
the nano-sized structures show extraordinary properties, which will be different
from their bulk counterparts. The size effect not only alters the magnetic and
electrical properties but it also changes the strength of materials, chemical and
optical properties. Therefore, at nanometer scale, GRM is one of the interesting
applications of nanotechnology and may be applied to the future data storages
devices. The size of hard disk is continuously reducing rapidly day by day [9–15].

The use of GMR materials has successfully enhanced the storage capacity of
hard disks from one to 20 gigabits. In 1997 IBM launched read heads based on
GMR, worth around one billion dollar into the market. The field of spintronics is
relatively new but it is expected to have the entire requisite potential to be evolved
as an extremely successful technology. There are several new materials and tech-
nologies such as magnetic semiconductors and exotic oxides, which are in devel-
opment phase and are expected to show many interesting phenomenon such as
colossal magneto-resistance [8].

1.3 Classification of Nanomaterials

The classification of the nanomaterials is based on the number of dimensions,
which are not confined to the nanoscale range (<100 nm). Nanostructures
demonstrate an essential quality of quantum mechanics known as quantum con-
finement [18–21]. Quantum confinement means that electrons are trapped in a small
area. It occurs when electrons and holes are confined by a potential well in 1D
(quantum well), 2D (quantum wire) or 3D (quantum dot). In other words, the size of
the nanocrystal is made very small so that it approaches the size of an exciton
(bound state of electron-hole pair) called the Bohr exciton radius. For effective
confinement, the size should be less than 30 nm.
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Quantum dot are 0-D structures where the electrons are confined in all the three
dimensions, thus having 3-D confinement. In other words, here all the dimensions are
near the Bohr exciton radius making a small sphere. Only atoms in nature have 3-D
confinement. Thus, quantum dot can be described as an ‘artificial atom’. Atoms, since
they are small, are difficult to be isolated, but quantum dots can be easily manipulated.

2-D confinement is exhibited by nanowires. It is a structure, where the length is
long while height and breadth are small. It is an electrically conducting wire in
which quantum effects affects transport properties. Here, the conduction electrons
are confined in the transverse direction of the wire and the energy is quantized into a
series of discrete values. The other 1-D structures include: nanorods, nanotubes and
quantum wires.

1-D confinement is restricted only in one dimension, resulting in quantum well
or plane. The length and breadth of the quantum well can be large in comparison to
the height, which is about the Bohr exciton radius. Due to quantum confinement
effect, the carriers (generally electrons and holes) possess discrete energy values,
when the thickness of the quantum well becomes comparable at the de-Broglie
wavelength of the carriers the electronic states get quantized. Owing to their sharper
density of states because of their quasi-two dimensional structure, quantum wells
are being widely used in LASERs.

1.4 Types of Nanomaterials

Nanomaterials show very different properties compared to the bulk structures [22–
31]. There are large numbers of nanomaterials but we will discuss only important
ones.

1.4.1 Carbon Nanomaterials

The synthesis of carbon based nanoscale-materials have influenced many
researchers and scientists worldwide to understand its potential applications.
Fullerenes, carbon nanotubes (CNTs), carbon onions, carbon nanocones, nanohorns
and nanowires are all members of this family. Amongst these members, CNTs are
an example of true nanotechnology: only a nanometer in diameter, but molecules
that can be manipulated chemically and physically. They are termed as the true
materials of the 21st century.

1.4.1.1 Fullerenes

It is known that the condensed phase of carbon has a hexagonal ground state, which
is represented by graphite with sp2 bonding. It is highly anisotropic and two
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dimensional semimetal. Diamond is a three dimensional material, which lies close
to graphite and is also isotropic. The discovery of fullerene, a zero dimensional
form of carbon, stimulated great interest in carbon materials. The identification of
C60 as a molecule having the shape of a regular truncated icosahedron by Kroto
et al. [32] was the most influential discovery on carbon materials. With these
findings, a lot of theoretical as well as experimental work has been reported. The
chemistry of fullerenes was developed in the mid 1980’s [32]. Fullerene is a cage
like hollow, spherical, or ellipsoid super-molecule made up of sp2-hybridized
carbon atoms (each carbon atom is bonded to three carbon atoms) composed of 12
pentagonal and 20 hexagonal [40]. This structure was similar to geodesic dome
designed by architect Richard Buckminster Fuller and it was named after his name
as Fullerene, which is often referred to as “buckyballs” [24]. Fullerenes were the
seventh allotropic form of carbon [together with the two forms of diamond, the two
forms of graphite, chaoit, and carbon (IV)]. Curl, Kroto, and Smalley received the
Nobel Prize for Chemistry in 1996 for the discovery of fullerenes. Figure 1.1
presents a graphical representation of the 60-carbon atom containing C-60 full-
erene. The C60 molecule has two bond lengths in which the 6:6 ring bonds can be
considered “double bonds” and are shorter than the 6:5 bonds. C60 is not “su-
peraromatic” as it has tendency to avoid double bonds in the pentagonal rings,
which results in poor electron delocalisation. As a result, C60 behaves like an
electron deficient alkene, and reacts readily with electron rich species. The synthesis
of large quantities of fullerenes and measurement of its properties [33] is also
reported, which opens the new field for the researchers. It is interesting to note that
this material is also used for producing alkali metal (M) doped M3C60 compounds
(highest observed at early stage Tc = 33 K) and a relatively high Tc

Fig. 1.1 Image
representation of C-60
fullerene [35]
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superconductivity was reported, which is an important breakthrough [34]. With
these interesting results, a lot of research on doped fullerenes is under progress
(Fig. 1.1).

1.4.1.2 Carbon Nanotubes

Carbon nanotubes (CNTs) are tubular carbon structures of nanoscale diameter
having length up to several micron to centimeters. CNTs were discovered by
SuniyoIijima in 1991. Since then, it remains a hot topic of research among the
researchers working on nanomaterials. Owing to their unique structure, CNTs have
a wide range of applications. CNTs are 100 times stronger and five times lighter
than steel. They show that electrical conductivity is six order higher than copper
and thermal conductivity is five times higher than copper. Due to these unique
properties, researchers from all over the world are being involved in the research
related to CNTs and the devices based on CNTs [36–40].

Carbon nanotubes are considered as nearly one-dimensional structures according
to their high length to diameter ratio. There are three types of CNTs (Fig. 1.2):

1. Single wall carbon nanotubes (SWCNTs)
2. Double wall carbon Nanotubes (DWCNTs)
3. Multi wall carbon nanotubes (MWCNTs).

Multiwalled CNTs were accidently discovered by Iigima in 1991 when he was
trying to make fullerenes by arc discharge method. MWNTs are made of several

MWCNTs

DWCNTs
SWCNTs

Fig. 1.2 Different types of carbon nanotubes [35]

8 Z.H. Khan et al.



concentric cylinders with the inter wall spacing nearly equal to the interplanner
spacing of graphite (0.34 nm). Their inner diameter varies from 0.4 nm up to a few
nm and their outer diameter ranges typically from 2 up to 20–30 nm depending on
the number of layers. MWNTs usually have closed tips by insertion of pentagonal
defects into the graphite network. The lengths of MWNTs are ranging from several
micron to centimeters. Single walled CNTs has the seamless cylindrical structure
made up of rolled graphene sheet. It was first reported in 1993. Their diameters
range from 0.4 to 2–3 nm, and their length is usually of the micrometer order.
SWNTs usually exist in form of bundles. In a bundle they are hexagonally arranged
to form crystalline structure.

There are many methods to synthesize CNTs, which includes arc discharge,
LASER ablation and chemical vapour deposition method. In arc discharged
method, electrical arc is created between two carbon electrodes. Carbons vapours
are created because of the high temperature of arc. These vapours self assemble to
form Carbon Nanotubes. The LASER ablation method uses a high power laser,
which is illuminated on a volume of carbon containing feedstock gas. This method
produces a small quantity of clean nanotubes while arc discharge method produces
large quantity of impure nanotubes. Out of these methods, the chemical vapour
deposition method is most popular and widely used for the synthesis of CNTs. In
this method, carbon containing gases are decomposed in the presence of metal
catalyst on a high temperature which is maintained using resistive heating. Carbon
atoms are diffused to the substrate and produces a film on the substrate. If growth
parameters such as growth temperature, gas flow rate etc. are properly maintained,
CNTs are formed on the substrate.

Kumar et al. [41, 42] synthesized SWCNTs and MWCNTs by plasma enhanced
chemical vapour deposition (PECVD) system and low-pressure chemical vapour
deposition (LPCVD) system. They used thermal evaporation to deposit different
catalysts on silicon substrate. A mixture of gases C2H2/H2 with a flow rate of 50/50
sccm were used as reactive gases. Throughout the experiment, the chamber pressure
was kept at 10 Torr and the temperature was set at 800 °C. The growth time was
varied from 5 min to 1 h. Electron Cyclotron Resonance Chemical Vapour
Deposition (ECR-CVD) method is an another method for the growth of CNTs at
low temperature and low pressure. Khan et al. [43, 44] synthesized CNTs and
studied the electrical properties of CNTs. They [45, 46] have also employed CNTs
for gas sensing applications.

Owing to their extra ordinary mechanical, chemical, electrical properties, CNTs
find a wide range of applications in different fields. Its excellent adsorption prop-
erties makes it useful materials for chemical sensors. CNTs will find vast appli-
cations in different fields such as micro-electronics/semiconductors, controlled drug
delivery/release, catalysts support for fuel cells and sensors. Other potential
application of CNTs includes its use in solar cell, nanoporous fibers, catalyst
supports and coatings. CNTs offer big promise for medicine, providing better
contrast agents for MRI and localized heaters that can induce a target tumor cell
dead. They also offer a new approach to gene therapy.
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1.4.1.3 Nanodiamond

Carbon is known as a charcoal or soap material for the latest several hundred years.
It has been used of reduction of metal oxide since long. Graphene was discovered in
1979 by sheele and is found to contain the pure form of carbon. It was Lavoisier to
realise that carbon is also one of the chemical element and identify Diamond as one
of the allotropic carbon. The old form of carbon either exist in nature or prepared
artificially using different thermodynamic condition. The hexagonal graphite is
found to be one of the most allotropes of carbon act ambient pressure. Since the
density of diamond is higher than of graphite, the conversion of graphite to dia-
mond take place at high pressure [47]. Initially the diamond is formed in metastable
state to avoid its decomposition to graphite, it is needed to lower the temperature
before releasing the pressure. Graphite (sp2 bonded) and diamond (cubic, sp2

bonded) are the two purist crystalline form of carbon known for the first scientist to
produce diamond like carbon in 1969, it is also form of the carbon as identify by
these scientist. Following these work on the use of energetic species for the
deposition, they study the epitaxial deposition of silicon by sputtering of silicon in
Ar plasma. The same apparatus was employed to sputter carbon electrodes to
produce carbon ion for the deposition of transparent, hard, insulating carbon films.
They found that these as deposited carbon films show property singular to natural
diamond but there structure was amorphous. Due to this amorphous structure these
films are not suppose to be the pure diamond but a new name diamond like carbon
was given to these films. After this pioneer work ashenburg and chebot many
methods have been used to deposit diamond like carbon (DLC) films [45, 46]. The
film deposited using hydrocarbon plasma at lower deposition rate are hard, trans-
parent, and contain 20–50 % hydrogen. They are different from hydrogen free DLC
but are demoted as DLC without monitoring there hydrogen content more proper
and carefully names are a-C:H (amorphous carbon hydrogen), DLHC (diamond like
hydrocarbon). During the past several years DLC films involving hydrogen have
been study more incomperision to the DSC involving hydrogen free films. Due to
the diversity of different deposition system used [45–50] and with the help of
powerful characterization technique, a nominee cloture such as (a-DLC, a-C.a-CH,
ta-C, a-D, i-C) are carbon etc. was given the most important term used in nominee
cloture in amorphous diamond or amorphic diamond (a-D), which is logically same
as amorphous crystal. Due to the variety of synthesis method and characterization
technique used for these films, the expression data available on films structure, the
optimal energy for the production of sp3 rich films, the effect of the substrate
temperature and the property of as deposited films are sometimes conflict each other
and become controversial data. Last several years has seen many report of the
deposition of DLC films [51–54] in these reports the deposition parameter were
optimised to get the perfect DLC films. These studies provide a better understand of
deposition process, growth mode [54–56] and computer simulation of film growth.
The research work on the hydrogen free DLC gain momentum during last few years
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there for in the present scenario DLC is the mostly refers to hydrogen free amor-
phous carbon with some sp3 content in it. A pre dominantly sp3 films (sp3 ≥ 70 %)
with a tetrahedral local carbon configuration (Fig. 1.3) will be demoted as
ta-a-carbon, amorphous or nanodiamond.

The potential applications of diamond and related materials are enormous which
includes hard coatings, optical windows, surface acoustic wave (SAW) devices,
electrochemical electrodes for micro-mechanical systems and electron emitting
surfaces for flat panel displays. The applications of diamond realized until now are
based on the physical strength and hardness of diamond such as cutting tools,
protective coatings and composite additives, many other applications of these
materials in development stage [57, 58]. In-spite of many techniques available for
the growth of diamond films, but the growing smooth and defect free film is still
difficult. Since most of applications such as protective optical coating require
smooth and defect free films, we need to overcome this problem. This problem can
be over by using nanocrystalline or amorphous diamond, tetrahedral amorphous
carbon (ta-C) and diamond-like carbon films, which are much smoother, hard as
conventional diamond and can be grown at lower temperature [59, 60].

Due to these unique properties, nanometric sized crystallites diamond films have
drawn a lot of attention. The nano-diamond films are useful for protective coatings
on mechanical tools, the antireflection coatings for IR optics which require low
optical absorption in the IR region. The application of nanodiamond varies from
abrasives for semiconductors to lubricating material for hard disks. These films also
find application in semiconductor devices related to the microelectronic industry.

Fig. 1.3 Image representation of nanodiamond [35]
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1.4.1.4 Graphene

Graphene is one of the most rigorously researched material in materials science and
condensed-matter physics. It is a quasi-two dimensional material made up of sp2

hybridized carbon atoms with high quality crystal structure (Fig. 1.4). Its unusual
electronic properties draw a new light on quantum electrodynamics which enlightens
various quantum relativistic phenomena, which are unobservable in high-energy
physics. The phenomena can now be mimicked and tested in easy experiments.
From the point of view of its electronic properties, graphene is a two-dimensional
zero-gap semiconductor and its low-energy quasiparticles are mass-less and
described by the Dirac-like Hamiltonian rather than usual Schrodinger’s
Hamiltonian. Electron waves in graphene travel within a mono-atomic layer, which
allows them to interact with various scanning probes [61]. Electronic waves in
graphene are also responsive to the presence of various materials such as high-k
materials, superconductors etc. Its electrons can propagate significant distances
without scattering. Due to massless carriers and little scattering, quantummechanical
aspects of Graphene can be realized at normal temperatures. These extra ordinary
properties led to the interpretation of the half-integer QHE and the prognosis of
several phenomena such as Klein tunneling, zitterbewegung, the Schwinger pro-
duction [62], supercritical atomic collapse [63], and Casimir-like interactions [64].

Its charge carriers show zero effective mass, have large mobility and get less
scattered while travelling. The current densities through graphene can attain the
values approximately six times higher than that of copper. It also shows good

Fig. 1.4 Schematic
representation a graphene [35]
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thermal conductivity, stiffness, resistant to gases and reconciles such conflicting
qualities as brittleness and ductility. Graphene is an exciting material which has a
large theoretical specific surface area (2630 m2 g−1), high intrinsic mobility
(200,000 cm2 v−1 s−1) conductivity (5000 Wm−1 K−1), and its optical transmittance
(97.7 %) and good electrical conductivity lead to its applications as transparent
conductive electrodes, among many other potential applications [64, 65].

Initially, graphene was synthesized by micromechanical exfoliation from gra-
phite flakes. Since then, various methods are being used to prepare Graphene.
Single layer graphene can be synthesized by micromechanical cleavage of HOPG,
CVD on metal surfaces, Epitaxial growth on SiC and Dispersion of graphite in
water, while few layer Graphene can be produced by the chemical reduction of
exfoliated graphene oxide (2–6 layers), thermal exfoliation of graphite oxide (2–7
layers), intercalation of graphite Aerosol pyrolysis (2–40 layers) and arc discharge
in H2 atmosphere [65].

As now, graphene is not being used in commercial application, but it is a hot
topic of research worldwide due to its extraordinary properties. Various applications
of graphene in electronics, solar energy production, energy harvesting, hydrogen
storage etc. has been proposed or are under development Graphene in powder form
can be dispersed in polymer matrix to form advanced composites, paints, coatings,
3-D printing materials etc. [66].

1.4.2 ZnO Nanostructures

The research interest in ZnO, (one of wide band gap semiconductors,) has increased
in recent years. The first enthusiasts who started studies of the lattice parameter
were M.L. Fuller in 1929 [67] and C.W. Bunn’ in 1935 [68]. During the last
decade, the ZnO related research has received an increased impetus. The number of
articles published on ZnO has steadily increased every year and ZnO became the
second most popular semiconductor material (after Si) during 2007–2008. This
popularity, to a large extent, is due to the improvements in growth related tech-
niques of single crystalline ZnO (in both epitaxial layers and bulk form). Another
reason is emergence of novel electrical, mechanical, chemical and optical properties
with reduction in size. They are largely believed to be the result of surface phe-
nomena and quantum confinement effects.

Zinc oxide is II-VI compound semiconductor. It can be available in a variety of
crystal structures including wurtzite, zincblende and rocksalt, but the stable struc-
ture at ambient temperature and pressure is the hexagonal, wurtzite structure [69].
Wurtzite zinc oxide has a hexagonal structure (space group C6mc) with two lattice
parameters a = 0.3296 and c = 0.52065 nm. The distance between Zn2+ ion and O2−

ion along the c-axis is 0.1992 nm, and the distance between these two ions along
other three axes is 0.1973 nm. ZnO naturally forms a wide variety of nanostructures
with excellent crystal quality (superior to thin films and even bulk crystals in some
cases) by a self organization process. Recently, significant research has been
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dedicated to explore the different aspects of ZnO material as part of the general
trend towards the study of nanotechnology and self-organized processes based on
this material. This wide range of high crystal quality nano-morphologies open the
possibilities for more potential applications [67–74]. A great deal of attention has
been focused on synthesis and analysis of ZnO nanostructures due to their inter-
esting material properties. The combination of the material properties and
self-organized nanostructure synthesis open up the new possibilities for the appli-
cations of these materials in optoelectronics, nanoelectronics, nanomechanics,
nanoelectrochemical systems, and sensors [78]. ZnO forms a variety of nanos-
tructures (Fig. 1.5) using a range of growth techniques, including, nanorods [71],
nanowires [72], nanobelts [73–75] nanorod/nanowall [76], nanotubes [77], tetra-
pods [78] and nanoribbons [79], which are ideal systems for investigating the
dependence of optical properties, electrical transport and mechanical properties on
dimensionality and size. They are likely to play an important role as both inter-
connects and functional components in the invention of nanoscale electronic and
optoelectronic devices.

Fig. 1.5 SEM images of aligned ZnO nanowires grown on different substrates. a, b ZnO
nanowires grown on SiC and silicon substrates by the high temperature vapor liquid solid (VLS)
method. c, d ZnO nanowires grown on SiC and Si substrates by the low temperature approach
aqueous chemical growth (ACG) method [80]
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A variety of methods has been used for synthesis of ZnO nanostructures. These
methods have been categorized as either physical vapor deposition (PVD), chemical
vapor deposition (CVD), or solution based chemistry (SBC), PVD and CVD fall
into the category of gas-phase approach where high vacuum and/or elevated tem-
perature are normally required. ZnO nanowires, dendritic side-branched/comblike
structures, and nanosheets can be synthesized under the identical conditions only
with increased oxygen content [81]. The three most common and important PVD
technologies for ZnO deposition are thermal evaporation, pulsed laser deposition
(PLD), and sputtering.

ZnO is often used in paint, paper, rubber, food and drug industries. It is bio-safe
and biocompatible, and it can be directly used for biomedical applications without
coating [82, 83]. It is also a potential material in nano-electronics and nano-robotic
technology. ZnO can be useful for electronic and photonic devices, as well as
high-frequency applications due to its wide band gap, high exciton binding energy
and high breakdown strength. By controlling electronic properties, it is easy to
produce various optoelectronic devices based on ZnO. Other applications of ZnO
includes the ZnO based sensors for detecting various gases such as H2, NO2, NH3

etc., LEDs, cantilevers, solar cells field emission displays [84–87]. A ZnO nanorod
based H2 sensor has already been developed by Wang et al. [88]. Also Lee et al.
[89] have already proposed the use of well-aligned single-crystalline nanowires to
be used as sharp atomic force microscopy (AFM) tips. ZnO is suitable for an UV
photo-detector because of its direct wide band gap and large photoconductivity.
ZnO epitaxial film-based photoconductive and schottky type UV photodetectors
have been demonstrated by Liang et al. and Liu et al. [90, 91]. Lee et al. [92] were
the first group to study the field emission properties of ZnO nanowires in 2002.
Field effect transistor (FET) based on a single ZnO nanobelt has also been reported
[93]. As a wide band gap semiconductor, ZnO has also been investigated as a
hydrogen storage material [94, 95]. Under a pressure of 5 MPa, the maximum
hydrogen storage capacity of about 2.94 wt% is achieved for Al-doped ZnO
nanobelts [96]. Optically pumped ZnO nanowire laser arrays as well as single ZnO
nanowire lasers have been demonstrated [97–99].

A single nanowire light-emitting diode was fabricated by Bao et al. [100]. They
used a focus ion beam (FIB) system to define pattern. They measured the
current-voltage characteristics, photoluminescence, and electroluminescence of a
single nanowire by depositing metallic contact onto the top surface of a single
nanowire. ZnO has been employed as an electrode material in dye-sensitized solar
cells recently [101–104]. Studies on nanoporous dye-sensitized ZnO films have
suggested that the ultrafast electron injects from the dye into the conduction band of
the ZnO particles [105–108], which is comparable to the timescale of electron
injection into TiO2 layers [109]. The main requirement for the efficient
dye-sensitization and light harvesting is that a materials should have a wide band
gap and high charge carrier mobility. High surface to volume ratio is also one of the
interesting properties which can be attained by producing nanoscale materials.
Therefore, the nanostructures of ZnO is one of the promising materials for solar cell
applications.
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1.5 Potential Applications of Nanomaterials

Nanomaterials have potential applications in various fields such as electronics,
optical communications and biological systems. The factors which support these
applications are particularly their physical and chemical properties, high surface to
volume ratio and small size which provide best possibilities for manipulation and
room for accommodating multiple functionalities. Nanomaterial provides a basic
platform towards the understanding and production of nanodevices. Nanomaterials
are basically an intermediate between molecules and isolated atoms, which have
dimensions in the range of largest molecules. It is also possible to put together them
and act together keenly with in a device. Nanomaterials are formed of cluster of
atoms or cluster of molecules.

Nanomaterials can also be used in UV photo detector because of their large
photoconductivity and direct wide band gap. ZnO nanowires shows reversible
switching shows promising behaviour for optoelectronic switches. A broad appli-
cation of UV laser source includes the bio-agent detection, UV photonics, etc.
Nanowire UV laser source could be used as light source for quantum computing,
optical interconnections and environmental applications such as the integration of
“lab-on-chip”.

Non-polluting nature and easy synthesis property of hydrogen makes it efficient
and clean fuel for future prospects. In Nanostructure, hydrogen storage can be used
for the development of transportation technology such as H2 fuel cell vehicles.
Several attempts have been made to improve the hydrogen storage properties such
as doping with elements and modify their surface properties. An increasing demand
of hydrogen storage material, ZnO nanostructure pure and doped with metals such
as Sb and Al can be used for energy storage material.

Nanomaterials have high specific area as well as its electronic processes are
strongly influenced by the surface processes, which shows high sensitivity to
chemical environment. Various nanomaterials can be widely used for sensing
applications. CNTs have shown sensitivities toward gases such as NH3, NO2, H2,
C2H4, CO, SO2, H2S, and O2.

AFM consist of cantilever with a sharp tip at the end which is used to scan the
specimen surface. Sharp atomic force microscopy (AFM) tips can be fabricated
using well-aligned single-crystalline nanowires [110]. Under typical operating
conditions, ZnO nanowires are structurally compatible with AFM cantilevers, and
are expected to provide high-aspect-ratio probes for AFM. The flexural mode of the
nanowire in situ in a transmission electron microscope (TEM) was studied by
Huang et al. [111]. They suggested that single ZnO nanowire can be used as a
nano-resonator and a nanoscale cantilever.

Highly efficient next-generation LED lighting systems could be possible with the
help of nanotechnology. Single nanowires light emitting diodes have been con-
structed by various different groups. They are dispersing nanowires of made of
different nanomaterials on a substrate (say Si) and then thin film of Poly (methyl
methacrylate) PMMA, is spin coated on the substrate. Imagine the nanowire on a
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focus ion beam (FIB) system and a pattern for e-beam exposure of PMMA is
defined. Remove the unexposed PMMA and then a metallic contact is deposited
onto the top surface of nanowire. In the similar way, various groups [100, 111] are
able to measure I-V, PL and electroluminescence of single nanowire.

Medical applications of nanotechnology covers the areas such as nanoparticle
drug delivery and nanovaccinology. Nanoscale systems possess the potential to
detect diseases and deliver treatment to the body. Nanostructures can efficiently
sense and repair the damage parts of our body like naturally occurring biological
nanostructures such as the white blood cells. Nano-biotechnology may be helpful in
curing cancer by attacking directly the tumor, maintenance and improvement of
human organs and biocompatible implants.

Now a day’s pharmaceutical science are using nanoparticles to reduce toxicity
and side effects of drugs and pharmacologist did not realize that carrier systems
themselves may impose risks to the patient. Human body shows a significant
variation in rendering medical treatments which is needed to be coordinated with
the biological patterns. Research on drug delivery should be more specific to target
an infection, reduce toxicity while maintaining therapeutic effects and
biocompatible.

Nanotechnology can be used as a medicine to kill cancer cells and heal patients
without any harm. Scientist are using CNTs as they can absorb near-infrared light
waves, which are slightly longer than visible rays and pass harmlessly through the
cells. Electrons produce in the nanotube become excited and release excess amount
of energy in the form of heat. When nanotubes were placed inside cells and radiated
by the laser beam, the cells were quickly destroyed by the heat. CdSe Nanoparticles
glows when exposed to UV and while injecting in human body they directly seep
into tumours. Surgeon can see the glowing tumour, and use it as a guide for more
accurate tumour removal.

Researchers are using nanotechnology for building nanorobots and utilizing
them for health related problems. Most exciting use of nanorobots is to detect
damages and repairing our body at cellular level. Primary element used to build
these nanorobots is carbon and other forms of carbon (diamond/fullerene com-
posites) due to its inherent strength.

1.6 Toxicity of Nanomaterials

No doubt the nanotechnology is an emerging technology and it has vast applica-
tions in all walks of life. It has remarkable impact in medical sciences, space
program, and military technology. The possible danger of nanotechnology lies in
how these tiny particles interact with the environment, and more importantly, with
the functioning of human body. Some experts say that the elements encountered at
the nano level behave differently than their larger size particles. For example
properties of graphite are well known and they hold a specific position in toxi-
cology guidelines. Physicist Richard Smalley of Rice University discovered
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fullerenes (nanoparticles of carbon) are legally categorized as graphite, yet they
behave in ways unlike graphite and make its classification a potentially dangerous.

Environmental toxicologist Eva Oberdörster (March 2004) conducted a test with
Southern Methodist University in Texas found extensive brain damage to fish
exposed to fullerenes for 48 h. Fish exhibit changes in their gene markers indicate
towards its affected physiology. Fullerenes also killed water fleas which is an
important link in the marine food chain. CBEN (Center for Biological and
Environmental Nanotechnology) in 2002 indicated that nanoparticles accumulate in
the body of laboratory animals and travel freely through soil and could easily be
absorbed by earthworms. Lab. animals, soil and earthworm link up to form the food
chain to human and hazardous to health which is biggest dangers of
nanotechnology.

Size and shape of nanoparticles complicates the dangers of nanotechnology as
their ability to interact with other living systems increases because they can easily
cross the skin, lung, and crosses the blood/brain barriers. Nano compact devices
could seriously damage to society that includes several varieties of remote assas-
sination weapons that would be difficult to detect or avoid. Small-integrated
computers, tiny weapons could be aimed at targets remote in time and space from
the attacker will not only impair defence, but also reduce post-attack detection and
accountability. Also the molecular manufacturing raises the possibility of horrifi-
cally effective weapons. For example the smallest insect (200 microns) creates a
plausible size estimate for a nanotech-built antipersonnel weapon capable of
seeking and injecting toxin to protect humans.

Thus the question rises here is what can be done? The answer lies in the fact that
there must be some defined ethical guidelines for utilizing nanotechnology prod-
ucts. There should be close monitoring and coordination of all nanotechnology
research for potential hazards and also an extensive testing for hazards of all new
nanotechnology products should be undertaken.

1.7 Concluding Remarks

Last few years have seen rapid developments in nanomaterials research and some of
the potential applications of nanomaterials have been realized. It is expected that the
nanomaterials has potential to provide one of the key technologies in near future.
A variety of nanomaterials developed so far, are the special type of materials having
unique properties. The coverage of this field is massive, ranging from the use of
nanoparticles in cosmetics to additives for solid rocket propulsion applications. The
field has developed so rapidly that it is almost impossible to find even a section of
any technological domain where the implications of nanomaterials have not been
explored so far. Therefore, the applications of nanomaterials are enormous and with
these applications, we may imagine significant changes in all spheres of our life in
coming few years. Therefore, the nanotechnology is expected to bring a revolution
to our society and coming few years will witness the revolution of nanotechnology.
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With the advancement of nanotechnology, there are some serious issues of
toxicity of nanomaterials, which can not be ignored. These areas require continuous
attention of nanotechnologists. These issues have to be addressed satisfactorily for
complete realization of applications of nanotechnology.
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Chapter 2
Carbon Nanomaterials Based on Carbon
Nanotubes (CNTs)

Ling Bing Kong, Weili Yan, Yizhong Huang, Wenxiu Que,
Tianshu Zhang and Sean Li

Abstract A new group of nanomaterials, in free-standing form, such as fiber/yarns,
paper/sheet and bulk, made of carbon nanotubes (CNTs), has emerged in recent
years. These materials have shown special and unique mechanical, thermal and
electrical properties, with potential applications in various aspects. This chapter is
aimed to summarize the significant progress that has been made and the importance
of potential applications of these carbon nanomaterials. CNTs, of single-walled
(SW), double-walled (DW) and multiwalled (MW), processing strategies (spinning,
filtration, deposition and SPS), morphologies, properties (mechanical, electrical and
thermal) and potential applications, as well as their inter-relationships, will be
presented and discussed in detail.
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2.1 Introduction

Since the work on carbon nanotubes (CNTs) reported by Iijima [1], there have been
tremendous progresses in preparation and characterization of single-walled (SW),
double-walled (DW) and multiwalled (MW) CNTs, which have various potential
applications, due to their extraordinary electrical, thermal and mechanical properties
[2–6]. For example, elastic modulus and strength of individual CNT are in the order
of as high as 1.0 TPa and 50 GPa, respectively [7]. CNTs are also good electrical
and thermal conductors. SWCNTs have electrical conductivities of 106 S cm−1,
while MWCNTs’ conductivities are up to 104 S cm−1 [8, 9]. Room-temperature
thermal conductivities of SWCNTs and MWCNTs are about 3500 and
3000 W m−1 K−1, which are much higher than that of bulk-graphite conductivity
that is about 2000 W m−1 K−1 [10]. To make use of these mechanical and thermal
properties, various nanomaterials based on CNTs, including fibers/yarns,
papers/sheets and bulks, have been fabricated.

Review articles on carbon nanomaterials started to appear in the open literature.
For example, Behabtu et al. [11] summarized fabrication, characterization and
applications of CNT fibers. A more detailed description on CNT nanomaterials,
including fibers, films, thin sheets and arrays, was reported by Liu et al. [12], with
an emphasis on mechanical properties, as well as summaries on certain applications.
However, much less information is available on CNT buckypapers while buck CNT
nanomaterials, such as those made by using spark plasma sintering (SPS) was not
mentioned until now. A similar review on films, sheets and yarns was reported by
Jiang et al. [13] more recently, but mainly focusing on their own group’s works. In
addition, bulk materials are not systematically described till now. Noting the sig-
nificant progress that has been made and the importance of their potential appli-
cations, it is timely to provide a thorough overview to summarize the progress in
this special group of nanomaterials. The nanomaterials presented in this review
include those that are made by using CNTs as precursors and some of the as-grown
CNTs materials that can be potentially characterized or used in free-standing forms.

2.2 Fibers and Yarns (1D)

2.2.1 Brief Introduction

Various methods have been developed to fabricate CNT fibers or yarns, which can
be classified into six main groups [13–15]: (i) spinning from CNT solutions
[16–19], (ii) spinning from vertically aligned CNT arrays on substrates [20–23],
(iii) direct spinning from CNT aerogels synthesized in chemical vapor deposition
(CVD) chambers [24–28], (iv) spinning from cotton-like precursors [29–31],
(v) spinning with dielectrophoresis [32, 33] and (vi) rolling from CNT films/sheets
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[34, 35]. Although there is difference between fiber and yarn, they will not be
differentiated in this discussion. Details and characteristics of these technologies are
discussed as follows.

2.3 Fabrication Technologies

2.3.1 Spinning from Solutions

Spinning of CNT fibers was initially adopted from coagulation spinning, in which
polymer solutions containing high contents of CNTs are extruded into a liquid that
can dissolve the solvent while remaining the polymers [36, 37]. CNTs are not
soluble in in organic or aqueous solvents. They are prone to agglomerate due to the
strong van der Walls forces of their side walls. To have solutions that are suitable
for the spinning of CNT fibers, it is necessary to use surfactants [38] or super-acids
[18, 39–41].

Figure 2.1 shows SEM images of representative fibers spun out from solution of
arc-grown SWCNTs, which were dispersed in water using 1 % sodium dodecyl
sulfate (SDS) as surfactant [38]. During the wet spinning, the CNT dispersion was
injected into the center of a cylindrical flow of the coagulating mixture where it
solidified into a fiber. In this study, the coagulating flow was a mixture of
ethanol/glycerol or ethanol/glycol, with volume ratio of 1:1 and 1:3 respectively, so
that the density of the coagulating flow matched that of the nanotube dispersion. It
was found that continuous fibers could be obtained by using the alcohol mixtures,
while aqueous aluminum nitrate solution as coagulation agent led only rod-shaped
segments. The wet fibers were swollen and flexible, whereas the dried ones were
brittle and rigid, with diameters of 20–30 μm [38]. The dried CNT fibers did not
swell when they immersed into water. As shown in Fig. 2.1, the CNT fibers
exhibited bundle structures. Electrical characterization indicated that the fibers
possessed semiconductor behaviors, whose resistivity was sensitive to adsorbed
molecules and atmospheres.

Another example was to disperse MWCNTs in ethylene glycol to form liquid
crystalline dispersions, which were extruded into a diethyl ether bath to form CNT
fibers, as shown in Fig. 2.2 [42]. The dispersions contained 1–3 wt% CNTs with
pure nematic phase, as shown by the cross-polar optical microscopy in Fig. 2.2b, in
which the domains of the ordered nanotubes are clearly demonstrated. The extru-
sion of the dispersions into fibers could be at rates of 0.03–0.3 mL min−1 through a
needle into diethyl ether. When the dispersions were passed through the needle, the
domains of the nematic dispersions would have shear orientation. As the wet fibers
were injected into the ether bath, the ethylene glycol rapidly diffused out of CNT
fibers into the ether, while the ether back-diffused into the fibers. As the
ether-swollen fibers were collected from the ether bath, the ether evaporated
rapidly, so that continuous fibers could be readily obtained, as shown in Fig. 2.2c.

2 Carbon Nanomaterials Based on Carbon Nanotubes (CNTs) 27



The residual ethylene glycol in the fibers could be removed after annealing at
280 °C, due to its decomposition at 220––260 °C [42].

The MWCNT fibers were highly birefringent with polarization along the axis of
the fibers (Fig. 2.3a). These images indicated that both the MWCNTs and
N-MWCNTs were highly aligned along the fiber axis in almost one single domain
and had no obvious defects or disclinations. The fibers had diameters of 10–80 mm,
which could be controlled through the processing parameters (Fig. 2.3b). They were

Fig. 2.1 SEM images of the CNT fibers: a–c side views, d view after drying on aflat substrate,
e detailed side view showing individual CNTs and f view of a broken fiber. Reproduced with
permission from [38], Copyright © 2005, Elsevier
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Fig. 2.2 a Schematic of the experimental set-up used to the spin CNT fibers. b Optical image of
the 3 wt% MWCNT suspension before extruding under crossed polars. c A 3-m-long MWCNT
fiber collected on a small winder. Reproduced with permission from [42], Copyright © 2008, John
Wiley & Sons

Fig. 2.3 a Optical images of a MWCNT fiber with and without crossed polars, where the fiber
showed strong nematic-like birefringent under crossed polars. b SEM image of the MWCNT fiber
spun from a 3 wt% suspension in glycol and coagulated in ether. c High-magnification surface
SEM image of the fiber individual nanotubes well aligned along the fiber long axis. Reproduced
with permission from [42], Copyright © 2008, John Wiley & Sons
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free of contamination with degree of alignment (Fig. 2.3c). The presence of col-
lapsed ribbon structure with internal voids was the microstructural characteristics of
the MWCNT fibers, which were closely related to the processing.

The spun fibers had very high flexible and thus could be manipulated feasibly, as
shown in Fig. 2.3 [42]. The obtained fibers were flexible and could be readily
manipulated. They could be easily twisted and knotted, which makes them suitable
for weaving and knitting into various technical textile fibers, as shown in Fig. 2.4a–
d. The cut fibers showed flatten cross section, while no permanent change was
observed after bending, as illustrated in Fig. 2.4e, f. The MWCNT fibers had a
Young’s modulus of 69 ± 41 GPa and a yield strain of 0.3 %. The high stiffness of
the fibers was ascribed to the high degree of orientation of the CNTs. Both local
deformation and pullout of the nanotubes were observed at the fractured surfaces of
the fibers. Room temperature conductivity along length axis of the MWCNT fibers
was as high as 8.0 × 103 S m−1, but the conductivity was anisotropic, due to the
high alignment of the CNT.

Fig. 2.4 SEM images of the MWCNT fibers: a single twist, b double twist, c spiral deformation
due to overtwist, d tying knot, e deformation due to cutting and f bending. Reproduced with
permission from [42], Copyright © 2008, John Wiley & Sons
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Although CNTs can be dispersed with the aid of surfactants, the concentration is
usually about 1 vol%, which is still undesirable, because large volume of surfac-
tants should be used during the processing. In contrast, by using superacids, such as
sulfuric acid with excessive SO3, chlorosulfonic acid and triflic acid, the dispersion
concentration of CNTs can be up to 10 wt%, which is attributed to the protonation
of the CNTs [18, 19, 40, 41]. In superacids, the CNTs are stabilized and thus
prevented from aggregation due to the formation of the electrostatic double layers
of positive protons and negative counterions [43].

A systematic study on SWCNTs dispersed in sulphuric and chlorosulphonic acid
at weight concentrations of up to 0.5 wt%, for fiber spinning, was reported by Davis
et al. [40]. Figure 2.5 shows phase diagram of the SWCNTs in the superacids,
together with cross-polarized light micrographs, with phases including isotropic (I),
liquid-crystalline (LC), crystal solvate (CS) and solid (S). Experimental results
(black symbols) were in good agreement with theoretical predictions (red symbols).
Circles designate Similar agreement was observed between the experiment (filled
circles) and model (open circles) isotropic concentrations. Initial system concen-
tration before phase separation was also studied (black and red diamonds).
Experimental phase boundaries, such as the LC/LC + S vertical boundary,
LC + S/CS + S horizontal boundary and I + LC/I + CS diagonal boundary, could be
identified by connecting the experimental data points (black dotted lines). There
was also an LC + CS regime in the phase diagram (shaded region). The concen-
tration ϕi, of the isotropic phase in equilibrium with the aligned phase increased
with increasing fractional charge (or solvent quality), for both experimental data
(filled circles) and theoretical predictions (open circles). The critical concentration
ϕn (black squares) was derived from the results of light microscopy, dynamic
rheometry, steady shear rheometry and differential scanning calorimetry [40]. If the
solvent had high acidities, ϕn showed a weak dependence on acidity, which was
different from ϕi. Morphology of the liquid crystals was controlled by the acidity
level. The higher the acidity, the larger the domains and the fewer the defects would
be present and thus the higher the ordering of the macroscopic materials.

The phase diagram also provided insight into the solvent removal process, i.e.,
coagulation, which determines micro- and macrostructure of the fibers [40]. As
shown in Fig. 2.6a, the fibers spun from the dispersion of SWCNTs in 102–123 %
H2SO4 and coagulated with water had a hierarchical microstructure, which con-
sisted of large bundles with micrometer thickness that contained smaller ones of
tens to hundreds of nanometers of nanotubes. Smooth and dense film with coa-
lesced bundles could be obtained if the dope was sandwiched between two glass
slides after the acid was evaporated, as shown in Fig. 2.6b. This wet-spinning
technique is quite productive. Tens of meters of continuous fibers could be pro-
duced in several minutes.

It can be used to spin CNT fibers with special shapes, e.g., coiled structure
shown in Fig. 2.6c. It was found that, when spinning fibers from 8.5 vol% SWCNT
in pure chlorosulphonic acid, if the fibers were spun into a stagnant viscous
coagulation bath of 96 % sulphuric acid, they would be uniformly composed of fine
fibrils, with fewer small-scale defects than the fibers spun from sulphuric acid,
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Fig. 2.5 Phase diagram of the SWCNTs in superacids and cross-polarized light micrographs:
morphology just inside the biphasic region at 1.21 vol% in ClSO3H (a) and 0.132 vol% in 120 %
H2SO4 (c), and in the liquid-crystalline phase at 12.1 vol% in ClSO3H (b) and 10.6 vol% in 120 %
H2SO4 (d). Scale bars are 50 μm for (a) and 20 μm for (b–d). Reproduced with permission from
[40], Copyright © 2009, Nature Publishing Group
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because of the more regular microstructure of the liquid-crystalline phase. Viscous
forces at the coagulant–proto-fiber interface caused surface buckling-like irregu-
larities. This could be avoided by using a low-viscosity coagulant, e.g., chloroform
or dichloromethane or by co-flowing the coagulant with the coagulating proto-fiber,
so that fibers with uniform microstructure and aligned macrostructure could be
achieved, as shown in Fig. 2.7 [40].

2.3.2 Spinning from Arrays

Spinning from CNT arrays, first reported by Jiang et al. [22] in 2002, has been
widely and extensively used to produce CNT fibers [21, 44–53]. The CNT arrays
for spinning of fibers are previously grown on substrates, such as silicon wafers,

Fig. 2.6 Dispersions of the SWCNTs (10.8 vol%) in sulphuric acid processed using different
coagulation conditions: a straight fiber coagulated in water, showing hierarchical microstructure of
bundles (detail shown in inset), b film slowly evaporated in anhydrous air, showing a smooth
microstructure and c coiled and pleated fiber coagulated in ether. Reproduced with permission
from [40], Copyright © 2009, Nature Publishing Group

Fig. 2.7 Fibers spun from 8.5 vol% SWCNTs in chlorosulphonic acid and coagulated in 96 %
aqueous sulphuric acid. The SWCNT/acid dope was extruded into a coagulant flowing faster than
the dope (a), which provided tension and draw the coagulating fiber, yielding thin fibers with a
smooth surface (b). The large liquid-crystalline domains in the fluid dope led to uniform
microstructure of the aligned fibrils (c, d). Reproduced with permission from [40], Copyright
© 2009, Nature Publishing Group
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ceramics and stainless steel sheets, by using various chemical vapor deposition
(CVD) methods, including traditional CVD, plasma enhanced CVD (PECVD),
floating catalyst CVD techniques, and so on. CVD methods usually produce
MWCNTs. Feasibility of this technology is demonstrated by the following
examples.

Figure 2.8 shows representative SEM images of MWCNT arrays grown on
stainless steel sheet that can be spun into CNT fibers [44]. The stainless steel sheets
are commercial products. Before the growth of the CNT arrays, the substrates were
cleaned and deposited with buffer layers, either Si or SiOx. CNT arrays were grown
by using PECVD, with C2H4 as the carbon source. Single-ply fibers spun from the
MWCNT arrays had electrical conductivity and tensile strength of 350 S cm−1 and
303 MPa, respectively. It was found that surface roughness of the stainless steel
sheet had no significant effect on spinnability of the MWCNT arrays, while the
catalyst layer could be reused.

Another example is the use of silicon substrate, which was coated with a thin
buffer layer of Al2O3 and then 1 nm thick Fe catalytic layer [45]. The MWCNT

Fig. 2.8 SEM images of the drawable CNT forests grown on stainless steel sheets: a low
magnification SEM image of a CNT ribbon being drawn from a forest, b cross-sectional view of
the CNT forest’s edge showing the CNT self-assembly to form a sheet and c high magnification
image showing the alignment of the CNTs in the forest side-wall. Reproduced with permission
from [44], Copyright © 2010, Elsevier
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arrays grown by using a CVD method had a thickness of as large as 0.65 mm, with
average diameter of 10 nm. As shown in Fig. 2.9a, b, CNT ribbons with pretty good
continuity could be readily pulled out from the arrays, showing their high
spinnability. Figure 2.9c, d shows SEM images of an as spun and a twisted CNT
fibers. The as spun fiber had a loose microstructure, with relatively small twist
angle, defined as the angle between the longitudinal direction of individual CNTs
and the axis of the CNT fiber. When the as spun fiber was twisted, the twister angle
was increased from about 10°–21°, while thickness was decreased from 10 to 7 μm.
The twisted CNT fiber exhibited greatly improved mechanical properties (strength
of 1.91 GPa and Young’s modulus of 330 GPa) and electrical conductivity (from
1.7 to 4.1 × 104 S m−1).

Fig. 2.9 SEM images of the CNT ribbons and fibers: a, b CNT ribbons initiated from the CNT
array for spinning, c as-spun CNT fiber and d the fiber after post-spin twisting. Reproduced with
permission from [45], Copyright © 2007, John Wiley and Sons
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In summary, spinning from well aligned CNT arrays is a versatile technology to
fabricate CNT fibers. The performances of the CNT fibers are influenced by both
the properties of the CNTs and post treatment techniques, including CNT structures
(such as tube length, tube diameter and wall thickness and tube waviness), diameter
of the CNT fibers, degree of twisting, liquid densification treatment and polymer
infiltration, as detailed in Ref. [14]. Noting the fact that significant progress has
been made in fabrication of CNT fibers and the CNTs synthesized with CVD
methods have a wide range of properties and characteristics, it is necessary to
establish theoretical understanding, which can be used to govern and guide the
further development and improvement of this technology. In this light, several
theoretical models have been developed to describe the assembly of CNTs into
fibers, two of which are discussed as representative examples [54, 55].

Figure 2.10 shows two-dimensional schematic drawing of the model proposed
by Kuznetsov et al. [54]. In this model, the original forest was considered to consist
of vertically oriented forest trees, known as large bundles, which were intercon-
nected by smaller bundles or individual nanotubes, called connects. If the direction
of the CNTs in the forest is defined as the “z” axis, the draw direction is “x” axis
and “y” is the axis perpendicular to both “x” and “z”. Before the first bundle is
entirely detached from the forest, it pulls out its adjacent one that is in the same
z-x plane. Once the first bundle is peeled off from the bottom of the CNT forest, the
process will occur in the opposite direction. Therefore, the first bundle (forest tree)
is peeled off (unzipped) from the bottom of the forest, while the next bundle will be
pulled off from the top, which is repeated so that continuous fibers could be
obtained. If there are more interconnections between adjacent bundles, all these
interconnections unzip in the same way and will be concentrated at the bottom or on
the top alternatively. When the number of interconnection reaches a critical value,
they will be strong enough to pull out the next bundle, as shown in Fig. 2.11 [54].

Fig. 2.10 Left Schematic draw of a nanotube forest consisting of vertically oriented large bundles
(forest trees) and small interconnecting bundles or individual nanotubes (connects). Right The
unzipping zipping process causes the connects to move along the lengths of the forest tree, so as to
concentrate these connects at ends of the forest tree. In the detail, the angles of peeling at adjacent
bundles, with the respective forces F1 and F2 indicated. Red arrow represents the external force
used to draw the bundles. Reproduced with permission from [54], Copyright © 2011, American
Chemical Society
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In this model, the number of interconnections between the forest trees is the
critical parameter. For both the top and bottom of the bundles, there are limit
interconnection densities, corresponding to limiting minimal and maximal heights
of the CNT arrays. If the interconnection density is too low, as shown in Fig. 2.12a,
the external pulling force divided by the number of the interconnections will be too
large, so that every interconnection is entirely off the next bundle and thus pulling
(drawing) process will be interrupted. However, if the interconnection density is
high, as shown in Fig. 2.12b, the adjacent forest tree will be pulled out from
somewhere near the middle, instead of bottom or top, so that the pulling process
will also be interrupted. Because the CNT bundles in the forest trees are very stiff, it
is very difficult to stretch them. Therefore, the second forest tree cannot be con-
tinuously bent in the x direction, it will keep its vertical parts at the same distance
from the third forest tree without conserving its total length. As a result, the second
forest tree will completely detach from the forest or if the interconnections between
the second and the third forest tree are very strong, the third forest tree will be
entirely pulled out. In these two cases, fibers cannot be formed. In real evaluation,
three-dimensional structure of the interconnections was considered, by including
the z-y plane also [54].

With this model, the minimum and maximum numbers of interconnections have
been estimated, which can be used to explain (i) the presence of the lateral inter-
connections, (ii) unzipping process and (iii) critical number of interconnections.
The conclusions have been supported by experimental observations, as shown in
Fig. 2.13 [54].

Fig. 2.11 Scheme of the process of pulling out a forest tree from the forest. Blue and red bars
represent forest trees or bundles of the CNTs, whereas the separation distance between them is
increased for clarity. Red arrows show the external force applied to the first bundle. Small black
arrows show the direction of the net movement of the interconnections. Reproduced with
permission from [54], Copyright © 2011, American Chemical Society
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In a separate study, Zhu et al. [55] proposed a self-entanglement model to
explain the spinning of CNT fibers from CNT arrays, according an in situ electron
microscopy observations. It was found that the formation of entangled structures at
the ends of the CNT bundles during the pulling was critical to ensure a continuous
fiber drawing process. The entangled structures were formed when the drawing

Fig. 2.12 Predicted effects of low (a) and high (b) interconnection density on the pulling-out
process. Reproduced with permission from [54], Copyright © 2011, American Chemical Society

Fig. 2.13 Consecutive SEM images of the side view of the CNT forest during the pulling-out
process. Red circles show the sequences of points where a pulled-out bundle started pulling the
next bundle. Blue circles show the rupture of two adjacent bundles. Reproduced with permission
from [54], Copyright © 2011, American Chemical Society
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process approached the bottom or top ends of the CNTs due to the
self-entanglement effect, as shown in Fig. 2.14 [55].

When a bundle standing at the front of the array is pulled out of from a CNT
array, it detaches from other bundles, as shown in Fig. 2.14a. Because the CNT
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bundles tend to cross over whenever they are in contact with, this bundle is likely
coming from somewhere among other bundles. Pulling out this bundle could cause
squeezing of the front branched and crossing over bundles, thus leading to twist of
these bundles, which will be cleaved after further pulling that pushes crossing over
structure towards the end regions, either top or bottom surface regions of the array,
as shown in Fig. 2.14b. Once the pulling process approaches the ends of the
bundles, self-entanglement occurs (Fig. 2.14c). Due to the weak bonding between
CNTs and the substrate, entangled structure can be formed at the end region, as
shown in Fig. 2.14d. The formation of the entangled structures ensures the pulling
out of more bundles with firmer connection between the extracted CNT bundles
(Fig. 2.14e). This step is repeated during the continuous spinning of the CNT fibers,
as seen in Fig. 2.14f. The formation of the entangled structures well explains the
fact that CNT yarns usually become slightly wider during pulling, because more
and more branched are CNTs involve. The model was confirmed by experiments
[55].

2.3.3 Spinning from Aerog

An alternative way to fabricate CNT fibers is the direct formation from CNTs
synthesized in CVD chambers. In 2002, Zhu et al. [26] used a floating catalyst CVD
method to directly synthesize long strands of ordered SWCNTs by using a vertical
furnace presented in Ref. [56], as shown in Fig. 2.15. With hydrogen as carrier gas,
n-hexane solution in ferrocene and thiophene was used as carbon source. The
obtained SWCNT strands were up to 20 cm in length with a diameter of about
0.3 mm, which showed metallic behavior with resistivity of 5–7 × 10−6 Ω m over
the temperature range of 90–300 K. However, this is not a continuous spinning of
CNT fibers.

A instantaneous continuous spinning method to spin CNT fibers from aerogel of
CNTs synthesized in CVD chamber was reported by Li et al. [24]. In this direct
spinning process, the precursor material was mixed with hydrogen and injected into
the hot zone of the CVD chamber, where aerogels of CNTs were produced. The
precursor material is typically a liquid carbon source, such as ethanol, together with
the presence of ferrocene as the source of catalysts, because iron nanoparticles are

b Fig. 2.14 Self-entanglement mechanism for continuous pulling of CNT yarns. The CNT array
consists of crossing over (solid gray lines) and branched (dashed gray lines) CNT bundles:
a pulling out of the bundle (purple) and then detaching from other bundles, b cleaving of the front
branched bundles and shifting of the crossing over structure, c occurrence of self-entanglement,
d entwining of the twisted bundles nearby together with the branched bundles to form an entangled
structure, e pulling out of more bundles due to the entangled structures and the connection between
the extracted bundles and becoming firmer with further pulling and f a similar entangled structure
formed on the top surface region. Reproduced with permission from [55], Copyright © 2011,
Elsevier
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formed that act as nucleation sites for the growth of nanotubes. The CNT aerogel
can be captured and spun continuously out of the hot zone as fibers or films. CNT
fibers, which were spun directly and continuously from the aerogels, have shown
high strength and high stiffness [25, 28, 57, 58].

By using the mixture of acetone and ethanol as the carbon source, Zhong et al.
[59] produced continuous CNT fibers with a multilayered structure, by using a
facility shown in Fig. 2.15a. In this case, the CNTs self-assembled into a multi-
layered CNT sock in the gas flow, which could be observed as shown in Fig. 2.15b.
The assembly of the CNTs was associated with the interaction of the gas molecules
in the chamber, which drove the CNTs towards the outer circumference of the gas
flow. The formation of the multilayer structure was attributed to the fact that higher
concentration of CNTs was obtained in the gas flow, with the CNT yield
(240 mg h−1) from the mixed carbon source to be double that (110 mg h−1) from the
single source of ethanol.

The layered CNT sock was densified due to the presence of water once it was
drawn out of the reaction chamber, when a water tank was placed at the end of the
CVD chamber, as shown in Fig. 2.16a [59]. The water level in the tank was
sufficiently high to seal the reaction chamber, so that the CNT assembly could be
drawn out continuously from the chamber in a safe and controlled manner. Once the
CNT sock touched the surface of the water, it shrunk into fiber, as shown in
Fig. 2.16c. The fiber was directed to be around a rotator in the water tank, which

Fig. 2.15 Schematic of the
floating catalyst CVD method
to grow CNTs. Reproduced
with permission from [56],
Copyright © 2000, Elsevier
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was then pulled out into air from the other side continuously, as shown in
Fig. 2.16d. The fiber was then gone through acetone over the second rotator, in
order for washing and further densification. Finally, the fiber was dried by using an
infrared lamp, at about 100 °C (Fig. 2.16e). The productivity, morphology and
dimension of the CNT fiber can be readily controlled by controlling the spinning
speed (5–20 m min−1).

Figure 2.17 shows microstructures of the CNT fibers [59]. The hollow and
multilayered structure of the CNT fibers after densification through acetone is
revealed in Fig. 2.17a–d. The CNTs were densely packed and aligned along the
fiber axis on the yarn surface (Fig. 2.17b). It was found that without acetone
densification the CNT layers showed spontaneous detachment, as shown in
Fig. 2.17e, due to the hydrophobic characteristics of the CNTs. The CNT films
exhibited homogeneous microstructures with a uniform thickness of about 50 nm
(Fig. 2.17f).

The multilayered structure of the fibers was further confirmed by the TEM image
of Fig. 2.17g. The CNTs were DWCNTs with a large diameter of 8–10 nm
(Fig. 2.17h, left), which became flattened and stack in 50-nm-thick bundles.
Figure 2.17h (right) shows a bundle packed with 6 nm DWCNTs which were

Fig. 2.16 CVD synthesis and spinning set-up for the fabrication of continuous CNT yarns.
a Schematic diagram of the synthesis and spinning set-up. b Photograph of a layered CNT sock
formed in the gas flow, with at least eight layers to be observed. Photographs showing the
transformation of the layered sock into a fiber, during the water densification step (c), drawing
from the water at the other side of the water tank (d) and final spinning of the fiber (e). Reproduced
with permission from [59], Copyright © 2010, John Wiley & Sons
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obtained at a lower concentration of thiophene of 0.4 wt%. It means that the
structure of the CNTs could be further modified by varying the synthesis condi-
tions. These multilayered fibers have shown unique mechanical, structural, surface
morphological and electrical properties [59].
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2.3.4 Spinning from Cotton-Like Precursors

Spinning cotton or cotton-like CNT precursors to fabricate CNT fibers has been
found to be a simple and cost-effective method [29–31]. It is to mimic the ancient
cotton spinning process, thus very practical and promising for large-scale produc-
tion. Two examples are discussed in this section.

The first example is the spinning of cotton like DWCNTs, which were syn-
thesized by using a CVD method, with xylene and ferrocene as carbon and catalyst
sources [29]. Figure 2.18 shows schematic illustration of the spinning process,
together with optical photographs of the as-spun DWCNT fibers. Heat treatment in
argon gas was conducted for 1 h at 150 °C to completely remove the water con-
tained in the fibers, which also made the fibers to be more compacted.

Figure 2.19 shows microscopic characteristics of the DWCNT fibers.
Low-magnification SEM images indicated that the as-spun DWCNT fibers had a
uniform thickness along their axis, with diameters of 10–100 μm.
High-magnification SEM image showed that most of the nanotube bundles inside

b Fig. 2.17 SEM (a–f) and TEM (g, h) images of the multilayered CNT fiber: a cross-sections of
the as-spun yarns, showing a hollow and multilayered microstructure (inset), b surface of the fiber,
showing densely packed CNT bundles aligned along the fiber axis, c, d cross-sections of the
multilayered yarn after mechanical rolling, e detailed view of the yarn, with more than forty layers
packed along the fiber axis, f enlarged view of the fiber in e, showing an individual layer, with a
single layer of crossed CNT bundles, g TEM image of the CNT bundles and h end view of a CNT
bundle, showing double-walled characteristic with a collapsed structure packed in the bundle (left)
and a round structure (right). Reproduced with permission from [59], Copyright © 2010, John
Wiley & Sons

Fig. 2.18 Schematic illustration of the drawing–drying spinning process to fabricate the DWCNT
fibers and photographs of the as-spun DWCNT fibers. Reproduced with permission from [29],
Copyright © 2007, John Wiley & Sons
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the fibers were aligned along the axis of the fibers and some of them were entangled
among the aligned bundles. The DWCNT fibers showed a local buckling behavior
when they were bent or knotted, as shown in Fig. 2.19c. Several buckling locations
were observed at the inner edge of the bending site, due to the protrusion of the
nanotube bundles at surface. Due to the similarity to the actuation of muscles, this
flexible buckling behavior implied that the DWCNT fibers could be used to develop
artificial muscles. As confirmed by the HRTEM images in Fig. 2.19d, e, the fibers
consisted of DWCNTs.

The DWCNT fibers exhibited a tensile strength of 299 MPa, Young’s modulus
of 8.3 GPa and elongation-to-break values of up to 5 % [29]. It was found that
slipping out of the nanotubes were responsible for the failure of the fibers.
Mechanical properties could be further improved by using various strategies: such
as twisting to increase the frictional force between nanotube bundles and annealing
at high temperatures (>2000 °C) to structurally coalesce the nanotubes inside the
fibers to increase the bulk strength. The fibers also showed promising electron field
emission effect.

Fig. 2.19 a Low-magnification SEM image of the DWCNT fiber. b High magnification SEM
image, showing that most of the CNT bundles are aligned along axis of the fiber. c SEM image of
the bent DWCNT fiber together with its local buckling. d, e Cross-sectional high-resolution TEM
images of the DWCNTs of the fibers. Reproduced with permission from [29], Copyright © 2007,
John Wiley & Sons
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The second example was reported by Zheng et al. [30], who used another type of
CNT cotton to spin fibers. The CNT cotton was prepared by using a CVM method.
Figure 2.20a shows photograph of the fluffy and gray CNT cotton on a quartz
support with a dimension of 15 mm × 35 mm. The CNT cotton had very low
density with large space in between individual CNTs. In this respect, it is similar to
the conventional cotton. The gray color of the CNT cotton was caused by the
light-scattering effect, because of its low spatial density. From the side view of
Fig. 2.20b, the collection of the CNT cotton was 2 mm thick, which composed of
millimeter long individual CNTs. The CNT cotton was hydrophobic, as shown in
Fig. 2.20c, in which a water droplet with a diameter of 2.5 mm was sitting on the
surface of the CNT cotton. It sank into the CNT cotton because of the gravity effect,
but it maintained a quasi-spherical shape. After the water-droplet was completely
evaporated, the CNTs in the area covered by the water droplet were rearranged into
a web-like mesh, as shown in Fig. 2.20d, whereas the CNTs beneath the web still
retained the form of cotton, as demonstrated in Fig. 2.20e, confirming the
hydrophobic behavior of the CNT cotton.

The average space between individual CNTs in the CNT cotton was about
10 μm, giving a 2D density of 104 mm−2, which was much lower than that of
vertically aligned CNT arrays, usually about 109 mm−2. TEM analysis indicated
that the CNTs were multi-walled, with diameters of 100–380 nm and an average
diameter of 250 nm. The formation of the CNT cotton was attributed to the uneven
distribution of the catalysts. All the CNTs in the cotton were initially grown from
the catalyst area, while those areas without the catalyst, there were no CNTs.

CNT fibers were spun from the CNT cotton by using a spinning set-up built by
the authors [30]. SEM images of the CNT fibers during and after the spinning are
shown in Fig. 2.21a, b. The individual CNTs in the cotton were easily collected
during the fiber spinning, which were well aligned along the pulling direction.
Figure 2.21c shows a plot of stress versus strain of a representative CNT fiber. It
exhibited very high mechanical strength. Figure 2.21d shows SEM image of the end
of the fractured fiber. The individual CNTs were slided one another, rather than
structural breaking, so that the fiber became thinner and thinner until the final
failure. The loose attachment among the CNTs and the long length of individual
CNTs were responsible for the breaking behavior of the CNT fiber. This was
because the longer the individual CNTs, the longer the distance that they could
slide. However, the CNTs themselves did not show any obvious fracture during
tensile tests, which implied that the strength of the CNT fibers could be further
increased.

2.3.5 Spinning with Dielectrophoresis

Although rarely used in the open literature, dielectrophoresis method is an inter-
esting technology to produce CNT fibers. Figure 2.22 shows a schematic diagram
illustrating a dielectrophoresis process reported by Tang et al. [33]. A W tip
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Fig. 2.20 a Top view. b Side view of the CNT cotton on a 35 mm long quartz support. The CNT
cotton showed hydrophobic nature. c A water droplet suspended on CNT cotton. d Web-like mesh
formed after water is evaporated. d Cotton form retained beneath the web. Reproduced with
permission from [30], Copyright © 2007, John Wiley & Sons
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prepared by using chemical etching was used as the working electrode, while a
small metal ring acted as the counter electrode, both of which were mounted on
separate translation stages and thus placed under an optical microscope. Purified
SWCNTs were dispersed in de-ionized waster. A droplet of the CNT suspension
was placed inside the metal ring. An AC electric field of 10 V at 2 MHz was applied
between the two electrodes. The W electrode was translated horizontally to contact
the CNT-water suspension and then was withdrawn under the electrical field until a
fiber of desired length was formed.

CNT fiber was formed due to the interaction between the polarizable CNTs and
the applied AC electric field. Figure 2.23 shows the mechanism proposed to explain
the formation of the CNT fibers. As an AC electric field was applied, the polarized
CNTs in water were first aligned along the electric field direction due to the torque
action of the induced dipole, which is step (1). With the presence of an asymmetric

Fig. 2.21 a SEM images illustrate that CNT cotton can be easily spun into fibers. b A segment of
a CNT fiber spun from the CNT cotton. c A plot of stress versus strain for a typical spun CNT
fiber. d The failure mode of the CNT fiber: gradual thinning due to inter-nanotube sliding.
Reproduced with permission from [30], Copyright © 2007, John Wiley & Sons
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inhomogeneous electric field, the AC frequency and the dielectric constant of the
medium could be adjusted, such that the aligned CNTs were driven by the field
gradient towards the high field region near the W tip, then it came to step (2). The
first group of CNTs was adhered to apex of the W tip, forming new outermost
surface of the electrode, to which new CNTs would be precipitated. Continuous
migration and precipitation of CNTs facilitated the growth of the fiber along the
electric field direction, i.e., step (3). By gradually pulling the W electrode from the
liquid in such a way that only the tip of the CNT fiber was in contact with the liquid
surface, precipitation and growth could be confined within the liquid meniscus. As
a result, fiber with desired dimension could be formed. This is sept (4).

Figure 2.24 shows SEM images of the SWCNT fibers drawn from the CNT
suspension [33]. The fiber was about 100 μm long and about 0.2 μm thick, as
shown in Fig. 2.24a. The SWCNT bundles were adhered on surface of the W tip,
with very few CNT bundles in the radial direction, as shown in Fig. 2.24b. All the
CNT bundles were aligned along the longitudinal axes direction of the fiber, which
was also the direction of electric field (Fig. 2.24c). The end of the fiber consisted of
only a single CNT bundle, as shown in Fig. 2.24d. The fiber was uniform and
smooth, whose diameter could be controlled by controlling experimental parame-
ters, including pulling rate, electric field, concentration of the suspension and so on.
The technique has been demonstrated to be feasible in other aspects. However, it is
obvious that it is not very suitable for large-scale production.

Fig. 2.22 Schematic diagram of the fiber formation through the dielectrophoresis process.
A function generator was used to supply an AC field of 10 V at h MHz between the W tip and the
metal ring that contained the CNT-water suspension. The W tip is translated to contact the surface
of the suspension and was thengradually withdrawn at the AC field to draw out the CNT fiber.
The fiber was anchored on the apex of the W tip. Reproduced with permission from [33],
Copyright © 2003, John Wiley & Sons
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Fig. 2.23 Mechanism of the dielectrophoresis deposition of the CNT fiber at an asymmetric
electric field. Step (1): the CNTs dispersed in water are first aligned along the field direction due to
their anisotropic polarizability. Step (2): the CNTs migrate towards the high field region, at
appropriate frequencies in propermedium. Step (3): the fiber nucleates at the apex of the metal tip
and grows towards the counter electrode direction. Step (4): the W electrode is gradually
withdrawn from the liquid so that only the tip is in contact with the suspension. The capillary
pressure from the surface of the meniscus the alignment and the adhesion of the fiber. Reproduced
with permission from [33], Copyright © 2003, John Wiley & Sons
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2.3.6 Twisting/Rolling of Films

CNT fibers have also been fabricated by twisting or rolling CNT films [34, 35, 60,
61]. The fabrication of CNT fibers by using this method was first reported by Ma
et al. [34] with SWCNT films. The SWCNT films synthesized by using a floating
catalyst CVD method had a reticulate architecture. A CNT strip was sliced from the
thin film and then twisted into CNT fibers, as shown in Fig. 2.25. The length and
diameter of the fabricated fibers were determined by the width and length of the
strip of the CNT films. The CNT fibers prepared in this way had typical diameters
of 30–35 μm and lengths of 4–8 cm, showing Young’s modulus of 9–15 GPa and
tensile strengths of 500–850 MPa. The mechanical properties of the SWCNT fibers
were closely related to the intrinsic waviness and inter-bundle slippage of the
CNTs.

Figure 2.26 shows schematic diagram of the twisting process [34]. During the
twisting of the film into a fiber, the part near the center of the fiber experienced
strong twists, so that it collapsed into a cylindrical core, while the portion on surface
of the fiber was extended by a factor of 1/cosθ, due to the requirement of matching
the length of the center part. For fibers with diameters of 35–40 μm, if the twist
angle was 20°, the pre-extension of the film on the fiber’s surface was about 6.5 %,
corresponding to Raman downshift of 4 cm−1. Due to the pre-elongation of the
meshes, CNT bundles in the fibers were pre-tightened and helically aligned along
the axis of the fibers. Therefore, the strain of the fibers could be transferred to the
axial elongation of the bundles more effectively, so that the moduli of the fibers
were increased as a consequence of the twisting process [34]. Another method to

Fig. 2.24 SEM images of the SECNT fiber drawn from the SWCNT-water suspension by using
the dielectrophoresis technique: a overall morphology, b interface between the fiber and the W tip,
c mid-segment of the fiber and d end of the fiber. Reproduced with permission from [33],
Copyright © 2003, John Wiley & Sons
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Fig. 2.25 SEM image of a piece of the as-synthesized SWCNT film with a width of 2 mm and a
thickness of 200 nm being twisted into a fiber. Reproduced with permission from [34], Copyright
© 2009, John Wiley & Sons

Fig. 2.26 Schematic diagram (left) of the twisting process, showing the geometrical elongation of
the film near the surface of the fiber, with the two SEM images (right) of the unstrained and
strained part of the film. Reproduced with permission from [34], Copyright © 2009, John Wiley &
Sons
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fabricate DWCNT fibers by rolling was reported by Feng et al. [35]. The DWCNT
thin films used to roll into fibers were synthesized by using one step catalytic CVD
gas-flow reaction process, with acetone as the carbon source in argon flow.
Figure 2.27a shows a photograph of the free-standing CNT films, with width of
6 mm and length of 20 cm, derived from the spindle and wound onto a glass bar.
Figure 2.27b shows cross-sectional SEM image of the films, demonstrating a
double layered structure with an equal thickness of about 100 nm. The double
layered structure of the CNT films was attributed to the two walls of the CNT sock,
which was folded on the spindle during the spinning process. The CNT films
consisted of uniformly distributed nanofibers, with diameters of about 30 nm and
length of 200 μm. The CNT nanofibers were aligned along the film length direction,
as shown in Fig. 2.27c.

Figure 2.28 shows cross-sectional SEM of a fiber derived from the DWCNT
films. The fibers exhibited a multilayered structure. They were highly flexible and
mechanically strong, with a linear density of 1.78 g km−1. Their bulk density was
about 1.11 g cm−3, estimated according to the volume and weight of a film. Specific
strength of the fibers was 70 MPa (g cm−3)−1, corresponding to strength of
112 MPa from the linear density (1.67 mg m−1) and the cross-sectional area of the

Fig. 2.27 a Photograph of the DWCNT films wrapped on a glass rod. b Crosssectional SEM
image of the film. c In-plane view SEM image of the film. Reproduced with permission from [35],
Copyright © 2010, Elsevier
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film (1.0 × 10–9 m2). The fibers also showed promising electrical conductivity,
8.0 × 104 S m−1 [35].

More recently, Song et al. [60] developed a motorized pulling/twisting stage to
spin CNT fibers from SWCNT films. The SWCNTs films were synthesized by
using a floating catalyst CVD method. Figure 2.29a shows representative pho-
tographs of the as-synthesized SWCNT films. The films were uniform and con-
tinuous, with areas of up to several tens of square centimeters. The SWCNTs had
diameters of 1–1.5 nm. Before spinning, the SWCNT films were immersed into
hydrochloric acid (3 wt%) for two days and then washed with deionized water.
When the films were put into isopropanol, they were spread and floated on surface
of the solvent. A sharp tip was used to contact edge of the film and draw it, so that
fiber was spun out. Continuous spinning was realized by using a motor, as shown in
Fig. 2.29b, c.

Figure 2.29d shows SEM image of the SWCNT fiber with diameter of about
70 μm [60]. The diameter of the fibers could be controlled by controlling the area
initially covered by the film, the spinning/pulling speed of the motors and the ratio
of the speed of spinning and pulling. During the spinning/pulling process, the
deionized water/isopropanol mixture that were trapped inside the films was
squeezed out, so that droplets were formed on surface of the fibers, as shown in the
inserted image of Fig. 2.29c. The fibers were dried by removing the remaining
moisture by blowing nitrogen gas.

2.3.7 Summary

CNT fibers are made of axially aligned and highly packed CNTs, so that they are
expected to have much higher specific modulus and specific strength than the
commercial carbon and polymeric fibers. They are also more flexible and exhibit

Fig. 2.28 SEM image of the
DWCNT fiber prepared by
rolling the DWCNT film,
showing multilayered
structure. Reproduced with
permission from [35],
Copyright © 2010, Elsevier
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higher energy to break than some commercial fibers. More importantly, CNT fibers
possess higher electrical and thermal conductivities than the conventional fibers.
Due to these novel properties, CNT fibers could find applications in various aspects,
such as reinforced composites, mechanical and biosensors, transmission lines and
microelectrodes [14].

Fig. 2.29 a Photographs of the as synthesized SWCNT films with floating catalyst CVD.
b Schematic of the spinning process. c Photograph of the spinning stage with rotation motor, with
the inset showing an image of the fiber spinning process. d SEM image of a SWCNT fiber with
diameter of about 70 μm. Reproduced with permission from [60], Copyright © 2012, Elsevier
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Although significant achievements have been made in fabrication of CNT fibers
and they have shown promising performances for potential applications, CNT fibers
are challenged by the conventional carbon fibers. For example, there is still no
processing route to synthesize CNTs with high and consistent quality and con-
trollable microstructures, due to the diversity of CNTs, including, SWCNTs,
DWCNTs, MWCNTs, metallic CNTs, semiconducting CNTs, diameters, lengths
and aspect ratios. Also, large-scale production of high quality spinnable CNTs is
still a challenge. Therefore, much effort is necessary to address these problems.

2.4 Films, Membranes, Sheets and Papers (2D)

2.4.1 Brief Introduction

In general, film means a thin layer of materials that are deposited on certain sub-
strates, which are included in this review. Instead, the CNT films discussed here are
those that are free-standing, with relatively larger thickness than those with sub-
strates [12, 35, 62–67]. With different thicknesses, the CNT films are also called
membranes, sheets, Buckypapers or papers, which will be not intentionally dif-
ferentiated in this discussion unless otherwise specifically mentioned. Due to their
excellent properties, such as mechanical stability, flexibility, chemical stability,
electrical and thermal conductivities, CNT films have shown various potential
applications [66–68]. Free-standing CNT films have been fabricated by using either
suspension-based deposition (filtration or casting) or directly growing, which will
be described as follows.

2.4.2 Fabrication Technologies

2.4.2.1 Wet Suspension Methods

Suspension processing of CNT films includes mainly vacuum filtration [69–83], as
well as suspension casting, droplet-drying and electrophoretic deposition
(EPD) [63, 84–86]. Various nanoporous membranes, such as anodized aluminum
oxide, polycarbon, nylon and PTFE, have been used for vacuum filtration. The pore
size and density of the filtration membranes can be different, so as to be used for
CNTs with different thicknesses and lengths. CNT films can be peeled off after
drying for further studies and applications. Therefore, this is a simple and effective
technique to fabricate CNT films.

Since the first free standing macroscopic SWCNT film, prepared by using
vacuum-filtration of SWCNT suspension [69], the method has been widely used to
fabricate various CNT films. In this method, SWCNTs were first dispersed in a
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solution with the aid of surfactants and ultrasonication. The SWCNT suspensions
were filtrated to form films, whose thickness was controlled through the concen-
tration of the nanotube and the volume of the suspension. This is a simple and
versatile method suitable for nanoscale fibrous materials. By using this method,
ultrathin, transparent, electrically conducting SWCNT films, which can be trans-
ferred onto various substrates [70]. Electric field-activated optical modulator made
of the SWCNT films exhibited an optical analog to the nanotube-based field effect
transistor. Another free-standing SWCNT film with a thickness of less than 200 nm
over an area of several square centimeter was reported by Hennrich et al. [71].
Figure 2.30 shows that the SWCNT film prepare by using this method was smooth
surface and homogeneous in microstructure.

MWCNT papers have also been prepared by using the membrane filtration
technology [76–78, 83]. For example, Kukovecz et al. [76] used CNTs with dif-
ferent lengths to prepare MWCNT Buckypapers with apparent mean pore diameter
of 24–39 nm. Figure 2.31 shows SEM images of an unused nylon filter membrane
and the filters after being used to filtrate the longer and shorter MWCNTs. It was
found that after filtration the longer (>2 μm) MWCNTs had almost no effect on the
pore structure of the membrane, while the shorter (*230 nm) ones blocked the
pores. Surface SEM images of the Buckypapers made with the longer and shorter
MWCNTs are shown in Fig. 2.32. The shorter nanotubes were packed more den-
sely with smaller pores. This work provides a guidance in fabrication of
Buckypapers with desired pore characteristics for given applications. Also, con-
trolling the length of CNTs by using ball milling is a simple and effective way.

Besides filtration method, CNT films have been derived from suspensions by
using various other strategies. For instance, a drop-drying method to prepare
SWCNT film was reported by Duggal et al. [63]. Figure 2.33 shows a schematic of
the drying process of SWCNT suspension. The solvent to disperse the SWCNT was
F68 Pluronic which was dissolved in water at a concentration of 2 wt% or 2.4 mM.
The surfactant had two PEO chains that were connected by a PPO chain. The
hydrophobic segment of the surfactant (PPO) sited at surface of the individual
CNTs, while the two hydrophilic PEO segments expanded in water. The polymer
provided a steric barrier to the bundling induced by van der Waals forces between
CNTs. The suspension was dropped on glass slides to form SWCNT films after
drying the loss of the solvent due to evaporation, transport of the SWCNT–F68
driven by the advection and preferential adsorption of the surfactant at the air/liquid
interface caused an increase in the local concentration of the SWCNT–F68 complex
at the free surface, which resulted in the formation of the crust. The presence of the
inhomogeneity due to SWCNTs in the thin crust served as nucleation sites of
fractures. As the crust ruptured at isolated points, volcanic landscape features were
formed, as shown in Fig. 2.34a (panel 2) and Fig. 2.34b. The evaporation front
moved across the drop from the rupture sites, leading to the formation of aligned
liquid-crystalline domains, which could be observed under polarization, as shown
in Fig. 2.34a (panels 3–6) and Fig. 2.34c. When two evaporation fronts met, defect
planes would be created, which was responsible for the formation of grain
boundaries and defects in the crystals, as shown in Fig. 2.3a (panel 4). If water was
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Fig. 2.30 SEM images of the SECNT free-standing film: a front surface at the suspension side
and b back surface in contact with the filter membrane. Reproduced with permission from [71],
Copyright © 2002, Royal Society of Chemistry
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further evaporated while the horizontal dimensions were fixed, the crust would
become thinner and thinner. In this case, the crust experienced gradually increased
tension, because it tended to shrink, which would be then fractured as a result, i.e.,
forming cracks, as shown in Fig. 2.34a (panel 6). The direction of the cracks at the
surface was dependent on the packing of the SWCNT–F68 micelles.

Alternative suspension CNT film formation method, frit compression, was
reported by Whitby et al. [84]. In this method, polypropylene syringe and
polypropylene frit with pore size of 50 μm were used. Purified MWCNTs were

Fig. 2.31 SEM images of the
fresh nylon filter with 450 nm
nominal pore size (a), the
filter after being used to make
Buckypapers from the long
(>2 μm) MWCNTs (b) and
the filter after being used to
fabricate Buckypapers from
the short (*230 nm)
MWCNTs (c). Reproduced
with permission from [76],
Copyright © 2007, Elsevier
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ultrasonicated in a solvent to form suspension. After a polypropylene frit was
inserted inside a syringe, the MWCNT suspension with an appropriate quantity was
put into the syringe, than another frit was placed on top of the suspension, which
was then pressed by pushing the plungers. The solvent was squeezed out through
the porous frits. After drying, MWCNT Buckpapers were obtained. Different sol-
vents were used in that study.

Figure 2.35a–c shows photographs of representative Buckpapers prepared by
using the frit compression method [84]. Appearances of the Buckypaper made in
this were related to the type and properties of the solvent used, concentration and
quantity of the suspensions. Unbalanced forces on two surfaces caused by evapo-
ration of the solvent led to domed-shaped Buckypapers, as shown in Fig. 2.35b, c.
Thickness of the Buckpapers could be readily controlled by the quantity and
concentration of the CNT suspensions. Obviously, this method can be easily scaled
up.

Another example of non-filtration suspension method to prepare CNT films is
electrophoretical deposition (EPD) [86]. Figure 2.36 shows schematic diagram of

Fig. 2.32 Surface SEM
images of the Buckypapers
made of pristine (>2 μm)
MWCNTs (a) and shortened
(*230 nm) MWCNTs (b).
Reproduced with permission
from [76], Copyright © 2007,
Elsevier
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the EPD set-up used in that study. It consisted of vertically aligned electrodes in a
parallel plate configuration with a separation of about 1 cm. Electrode pairs were
inserted into the aqueous MWCNT suspension for 10 min, at an applied DC voltage
of 2.8 V. After the EPD process, the electrodes were extracted from the suspension
and were dried, while the applied voltage of 2.8 V was maintained for an additional
duration of 5 min, in order to enable further densification of the CNT deposit, which
would improve the homogeneity of the dried films as compared with those dried
only through the evaporation processes. 316 stainless steel sheets, with a thickness
of 1 mm and dimensions of 5 cm × 2.5 cm, were used as electrodes.

Multiple-deposition was used to control thickness of the MWCNT Buckypapers.
For each deposition, all the experimental parameters were kept to be identical. For
example, to make a two-time deposited film, two beakers containing identical
suspensions of MWCNTs would be used. In this case, the concentration of the
suspension was constant for each single deposition. The films after air-drying were
peeled off from the stainless steel electrode by merging the anode in DI water for
several hours. The mechanical cleavage was realized by using a razor, which was

Fig. 2.33 Schematic of the
drying process of SWCNT
suspension drops. (1, 2) The
drop maintains a fixed contact
angle as the base radius
shrinks. (3) The contact line is
pinned and a gelled foot
appears. A crust is formed at
the free surface, reducing the
evaporation rate. (4) The
volume that the crust envelops
decreases as evaporation
proceeds and a surface
undulation appears. (5) The
crust sits on the
surfactant-SWCNT deposit on
the substrate as the drying
reaches completion.
Reproduced with permission
from [63], Copyright © 2006,
John Wiley & Sons
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inserted between the film and stainless steel substrate, so that minimal fraying at the
films edges was caused. After peeling off from the stainless steel substrates, the
films were placed on Teflon plates and then were dried into Buckypapers.
Thickness of the MWCNT Buckypapers could be controlled through controlling the
thickness of the single deposition and the number of the multiple deposition.

Fig. 2.34 Dried drops of the SWCNT–F68 on glass. a Progression of drying under crossed
polarizers. (1) Contact line is pinned and the drop forms a gelled foot. Undulation of the free
surface in the middle can be observed. (2) Crust ruptures at a point and birefringent patterns start
appearing. (3) Crust ruptures at another point and the drying fronts move radially. (4) The drying
fronts meet to form a grain boundary. (5) The drying fronts move across the whole drop. (6) A
circular crack appears around the rupture site (at the top). b Bright-field image showing the foot of
the drop, volcanic landscape and cracks: (A) rupture sites, (B) cracks, (C) grain boundaries and
(D) foot. Scale bar is 100 μm. c Image under crossed polarizers. The micelles exhibit birefringent
fan-like arrangements and characteristic of hexagonal liquid-crystalline domains. Scale bar is
100 μm. Reproduced with permission from [63], Copyright © 2006, John Wiley & Sons

62 L.B. Kong et al.



Fig. 2.35 Photographs and microstructures of the MWCNT Buckypapers made by using frit
compression. Depending on the surface tension of the solvent, the MWCNTs Buckypapers had
different appearances: a planar, b convex lower surface and c concave upper surface of
dome-shaped Buckydiscs (thick Buckypapers), d SEM image showing the undulated surface of the
Buckypapers, e cross-sectional SEM image of the Buckypaper, with MWCNTs randomly
orientated, f TEM image showing compartmentalized nature of the MWCNT and tube geometry
defects indicated by the arrows. Reproduced with permission from [84], Copyright © 2008,
Elsevier

Fig. 2.36 Schematic of the EPD process to fabricate MWCNT films fromsuspension.
The MWCNTs were negatively charged due to the proprietary surfactant and deposited onto the
positive electrode. Electrode spacing between electrodes was 1 cm. The voltage applied across
the electrodes was 2.8 V. Reproduced with permission from [86], Copyright © 2010, Elsevier
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Preliminarily, the Buckypapers fabricated by using this method showed average
tensile strength and Young’s modulus of 14.5 MPa and 3.3 GPa, respectively [86].

2.4.2.2 Dry Methods

Dry methods to fabricate CNT films include continuous drawing of CNT sheets
from aligned CNT arrays [87–93] and unidirectional Buckypaper from aligned
CNT arrays [94].

The direct drawing method to produce CNT sheets from super-aligned MWCNT
arrays is similar to the direct spinning to fabricate CNT fibers [87]. The only
difference is that the sheets are drawn without applying any twisting force.
The CNT sheets were drawn from a sidewall of MWCNT forests synthesized by
using catalytic CVD method. The MWCNTs were about 10 nm in diameter, with
forest heights of 70–300 mm. Draw was initiated with an adhesive strip, to contact
the MWCNTs that were teased from the forest sidewall. MWCNT sheets with
length of several meters and width of up to 5 cm could be drawn manually out at
about 1 m min−1. They had a density of only about 2.7 mg cm−2, but strong enough
to self-supportive when the sheet was as large as 500 cm2. A forest of 1 cm long
and 245 μm high yielded a 3 m long free-standing MWCNT sheet. The sheet
production was robust and consistent. The drawing processing, e.g., maximum
drawing rate, was related to the properties or qualities of the CNT forests. Thickness
of the as-drawn MWCNT sheets was determined by the height of the forests.
The MWCNT sheets could be densified by immerging in liquids, like ethanol, for
further characterization.

Figure 2.37 shows SEM images of the MWCNT sheets during the direct drawing
process and after densification [93]. It is clearly demonstrated that the free-standing
sheet was drawn laterally from the side of the CNT forest, Fig. 2.37a. Either glasses
or flexible plastics could be used as substrates to place the as-drawn sheet, because
the sheet was weakly bound to these substrates due to the van der Waals forces.

Fig. 2.37 SEM images of a drawing of MWCNT sheet from a nanotube forest and b a densified
MWCNT sheet on a glass substrate (top view). Reproduced with permission from [93], Copyright
© 2010, Elsevier
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Methanol was used to densify the CNT sheet, when the solvent was rapidly
evaporated. The densified sheet consisted of well-aligned MWCNT bundles, with
tens of 5–10 nm diameter MWCNTs in each bundle, as shown in Fig. 2.37b. The
sheet exhibited transmission of 70 % for polarization parallel to nanotube orien-
tation and 90 % for perpendicular polarization at 450 nm.

Figure 2.38 shows a schematic of the dry drawing process to fabricate MWCNT
sheets from the CNT arrays on substrates [93]. As the MWCNT sheet was drawn
out from the forest, the vertically oriented bundles in the forest became to be
horizontally oriented in the sheet, as shown in Fig. 2.38a. During the drawing,
smaller bundles that were present in initial forest redistributed, so as to interconnect
bigger bundles. As a result, continuous drawing process was maintained [54].
The MWCNT sheets could be drawn from the forests with different densities and
heights of 100–500 μm. Generally, the number of free ends of bundles was
inversely proportional to the height of the forest, meaning that the shorter the forest
the more free ends of bundles per unit area would be in the drawn MWCNT sheets.
The MWCNT sheets showed promising electric field emission.

Another dry method is called domino pushing, which can be used to produce
aligned Buckypapers directly from aligned MWCNT arrays [94]. Figure 2.39 shows
schematic illustration of the domino pushing method, consisting of three steps.
Firstly, the CNT array was covered with a piece of microporous membrane, so that
all the CNTs of the CNT array were forced down to one direction by pushing a
cylinder which was placed upon the CNT array with constant pressure. In this case,
all the CNTs in the array would be put together, due to the strong van der Waals
forces. Therefore, a Buckypaper with high degree of alignment was obtained.
Secondly, the aligned Buckypaper was peeled off from the silicon substrate together
with the membrane. Finally, ethanol was spread on the microporous membrane,
which then permeated through the membrane to the Buckypaper. The ethanol
saturated Buckypaper could be readily peeled off from the membrane.
Representative photographs of the aligned MWCNT Buckypapers are shown in
Fig. 2.40. The Buckypapers fabricated in this way had very smooth surface, with a
density of about 0.032 g cm−3.

Figure 2.41 shows microstructural characteristics of the MWCNT arrays and the
Buckypapers [94]. The CNT array shown in Fig. 2.41a had a height of about

Fig. 2.38 Schematic diagram of MWCNT sheets dry spinning process. Reproduced with
permission from [93], Copyright © 2010, Elsevier
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500 μm, whereas the individual MWCNT was of a diameter of about 15 nm, as
shown as an inset in Fig. 2.41a. Figure 2.4b indicates that Buckypaper exhibited a
highly aligned surface microstructure, confirming that all the CNTs were well
aligned in the Buckypapers, so that their density was much higher than that of the
CNT array. This was because all the CNT tips were pushed down one by one. In
addition, the Buckypapers had a surface roughness of less than 100 nm.
These MWCNT Buckypapers possessed promising thermal transport properties.
Their axial electrical conductivity was 200 S m−1 at room temperature, which was
higher than the value of conventional Buckypaper (*150 S m−1).

2.4.2.3 Direct Growth with CVD

Besides the use of CVD to synthesize CNT powders and arrays, it has also been
found that CNT films can be directly grown by using CVD [95–97]. Song et al. [95]
reported a floating catalyst CVD approach to synthesize SWCNT films. Figure 2.42
shows schematic of the CVD set-up, which consisted of a two-stage furnace system
with a special quartz tube structure and a tube with smaller diameter. Ferrocene and
sulfur powder with a molar ratio of 20:1 were mixed and used catalyst. Methane

Fig. 2.39 Schematics of the domino pushing method: a Formation of aligned Buckypaper,
b peeling the Buckypaper off from the silicon substrate and c peeling the Buckypaper off from the
microporous membrane. Reproduced with permission from [94], Copyright © 2008, IOP
Publishing
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was used as carbon source, which was carried by using argon gas, to react at
1100 °C for 6–9 h. SWCNT films were peeled off from the inside walls of the
reactor tube. Fe catalyst particles in the films were oxidized and then removed by
using washing with HCl solution. The films were thoroughly cleaned with water.
Photograph and SEM image of the as-grown SWCNT films are shown in
Fig. 2.43a, b, respectively. The films consisted of highly entangled CNT bundles,
decorated with many nanoparticles, which were catalysts encapsulated by graphite
layers. The purified SWCNT films exhibited promising mechanical properties.

The same group also reported a floating-catalyst CVD that could be used to
synthesize free-standing SWCNT films with interesting optical, mechanical and
electrical properties [96]. In this method, thickness of the SWCNT films could be
well controlled by precisely controlling the sublimation rates of the catalysts and
gas flows. Figure 2.44 shows photographs and SEM images of the as-grown
SWCNT films. The SWCNTs were homogeneously distributed and entangled in the
films, and the CNT bundles were preferentially aligned along the flow direction,
forming Y-shaped junctions. Electrical measurements indicated that the conduc-
tivity of the SWNT films could reach up to 2026 S cm−1, which is over 60 times

Fig. 2.40 a Photograph of a
round aligned Buckypaper
with a diameter of 10 cm. b A
pile of Buckypapers.
Reproduced with permission
from [94], Copyright © 2008,
IOP Publishing
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larger than that of unpurified HiPCO (high pressure carbon monoxide) transparent
films and nearly 3 times that of purified arc-discharge SWNT films. The superior
electric performance was attributed to the lower inter-tube contact resistance, high
purity and the anisotropic characteristics of the SWCTN films. Mechanical tensile
characterization results indicated that the failure strength of the film was 360 MPa
and the Young’s modulus was about 5 GPa.

Liu et al. [97] further modified the CVD method so as to synthesize macroscopic
SWCNT sheets with multilayer structures, which were derived from synthesized

Fig. 2.41 SEM images of the CNT array and Buckypaper: a side view of an aligned MWCNT
array, with the inset being a HRTEM image showing an individual CNT, b micrograph of an
aligned Buckypaper surface, c higher magnification image of (b) and d micrograph of a random
Buckypaper surface. Reproduced with permission from [94], Copyright © 2008, IOP Publishing

Fig. 2.42 Schematic set-up of floating catalyst CVD to synthesize SWCNT films. Reproduced
with permission from [95], Copyright © 2004, John Wiley & Sons
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Buckybooks. The synthesis and assembly of SWCNTs were performed in a quartz
tube reactor inside an electrical furnace. In order to synthesize the Buckybooks,
specifically designed porous membranes, made from various porous materials, such
as carbon fabric felt, gauze, and so on, with the same diameter as that of the inner
diameter of the quartz tube reactor, were used as substrates. The substrates were
placed vertically at the outlet of the quartz reaction tube. When the SWCNTs were
continuously grown and formed in the reaction zone, they were immediately
transported to the outlet end and in situ assembled into a Buckybook on the
specifically designed porous membranes.

The as-fabricated Buckybook was about 40 mm in diameter and up to 3 mm in
thickness derived from the sample with a reaction time of 30 min, as shown in
Fig. 2.45a, b [97]. Freestanding monosheets could be peeled off from the
Buckybooks. Figure 2.45c shows that the homogeneous monosheets were optically
transparent. One of the advantages of this method was that the Buckybooks could
be easily engineered, i.e., the thickness of the final Buckybooks was controlled
directly by adjusting the reaction duration time, while the size of the Buckybooks
could be scaled up simply by using larger reaction quartz tubes. At the same time,
the diameter of individual SWCNTs in the Buckybooks and packing density of the
SWCNT sheets, could be designed through the synthesis parameters.

Figure 2.46 shows SEM characterization results of the Buckybooks. They were
comprised of hundreds of homogeneous thin monosheets, as shown in Fig. 2.46a–c.
Figure 2.46d indicates that the monosheet peeled from the Buckybooks had a very

Fig. 2.43 Photograph (a) and
SEM image (b) of the
as-grown SWCNT films by
using the floating catalyst
CVD. Reproduced with
permission from [95],
Copyright © 2004, John
Wiley & Sons
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Fig. 2.44 a Photograph of an as-grown 250 nm thick SWCNT film. b A freestanding transparent
100 nm thick film held between two metallic pillars. c A 150 nm thick homogeneous (upper panel)
film and an inhomogeneous film (lower panel). d SEM image of a 250 nm thick film, with the inset
image taken at higher magnification. e SEM image of SWCNT network in a single layer, with
white arrows in the image pointing out the Y-type junctions and the flow direction. Reproduced
with permission from [96], Copyright © 2007, American Chemical Society

Fig. 2.45 Photographs of a Buckybook of *40 mm in diameter (a) and *3 mm in thickness
(b), and a freestanding SWCNT monosheet peeled off from a Buckybook with tweezers
(c). Reproduced with permission from [97], Copyright © 2009, American Chemical Society
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clean, transparent and smooth surface. The sheet consisted of numerous compactly
inter-entangled SWCNT bundles (Fig. 2.46e), with a thickness of about 500 nm
(Fig. 2.46f). The SWCNT bundles had strong interaction so that the sheets pos-
sessed high mechanical flexibility and could withstand ultrasonication for long
time. The thickness of a monosheet in the Buckybooks was determined by the
dispersion concentration of the SWNTs in the carrier gas during the reaction, which
was determined by growth rate of the SWCNTs and flow rate of the carrier gas. It
was found that the higher carbon feeding rates, higher sublimation temperatures of
ferrocene and lower flow rates of carrier gas, the thicker the sheets would be in
Buckybooks [97]. The SWCNT sheets showed potential applications as high-
efficiency molecular separation filters and high-capacitance electrodes.

Although these SWCNT sheets synthesized by using floating catalyst CVD have
shown to possess high electrical conductivity and mechanical flexibility, the method
has a significant problem of low productivity. Also, there are too main factors that
have influence on morphology, microstructure, quality and properties of the
resulting CNT films, such as types of carbon source, property of catalyst, flow rate
of carrier gas, growth rate, substrate, external field, reaction temperature and time
duration. Therefore, further studies are necessary to understand the interrelations
between properties of the CNT sheets and the experimental parameters.

Fig. 2.46 SEM images of a the top, b side and c cross-section of a SWCNT Buckybook,
d low-magnification SEM image of a peeled SWCNT monosheet placed on a copper grid and
e high-magnification SEM image of the same monosheet with a monolayer of f about 500 nm in
thickness, exhibiting abundant entangled SWCNT bundles with clean surfaces. Reproduced with
permission from [97], Copyright © 2009, American Chemical Society
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2.5 Foams, Gels and Bulks (3D)

2.5.1 Brief Introduction

3D nanomaterials based on CNTs that will be discussed in the section include bulks
[98–112], foams [113–121] and gels [122–125]. Bulk CNT-based nanomaterials
are mainly prepared by using could-pressing or hot-pressing (HP) and spark plasma
sintering (SPS) technique, while foams are made directly by using CVD method
and gels are assemblies of CNTs through wet-chemical processing. Representative
examples for each group will be briefly discussed in the following sub-Sections.

2.5.2 3D Bulks

Hou et al. [98] reported could-pressing densification of MWCNTs for hydrogen
storage applications. The MWCNTs were synthesized by using the floating catalyst
CVD method. Morphology and dimension of the MWCNTs before and after
purification are shown in Fig. 2.47a, b, respectively. Figure 2.47c shows a HRTEM
image of the MWCNTs. The tubes had discontinuous layers instead of ideal
structure, which was responsible for the high capability of hydrogen storage,
because the open structures provided the access for hydrogen to be stored between
the graphite layers. Free-standing CNT compact were formed at 60 MPa, with a
density of 0.47 g cm−3, as shown in Fig. 2.47d. Hydrogen storage of the CNT
compact was evaluated after it was annealed at 1000 °C in Ar.

Fabrication of 3D bulks by using hot-pressing technique is also not very popular.
One example was reported by Ma et al. [99]. The MWCNTs used in this study, with
diameters of 30–40 nm, as shown in Fig. 2.48a, were synthesized by using the
conventional catalytic method, with Ni particles as catalyst. Purified CNT powder
was hot-pressed with a graphite die at 25 MPa and 2000 °C for 1 h in Ar. As shown
in Fig. 2.48b, the consolidated CNT assembly consisted of randomly entangled and
cross-linked CNT. Samples with diameter of 50 mm and thickness of 5 mm had a
density of about 1.1 g cm−3 and resistivity of 2–3 × 10−4 Ω cm. The MWCNT bulk
assembly showed promising electric field emission performance.

Spark plasma sintering is also known as electric current activated/assisted sin-
tering (ECAS) [126, 127]. During experiments, loose powders or cold formed
compacts to be consolidated are loaded into a container, which is heated to a
targeted temperature and then held at the temperature for a given period of time,
while a pressure is applied and maintained at the same time. Thermal energy is
supplied by applying an electrical current that flows through the powders and/or
their container, thus facilitating the consequent Joule heating effect. Because the
sintering is conducted in an encapsulated chamber, oxidization can be prevented, so
the CNT powders can be sintered by using this method.
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Li et al. [100] used SPS to consolidate MWCNTs, which had promising
mechanical properties. The MWCNTs used in this study were prepared by using
CVD method, with Fe particles as catalyst. The as-synthesized CNT powders were
purified with acid solution. SPS was conducted in a vacuum by using a Dr. Sinter
1050 SPS apparatus, one of the most popular SPS facilities in the open market. The
sintering temperature was 1600 °C, at a heating rate of 100 °C min−1 at a pressure
of 60 MPa for 1 min. The MWCNTs had diameters of 10–30 nm and lengths of
several microns. The CNTs appeared as relatively straight tubes, as shown in
Fig. 2.49a. After sintering, the CNTs became entangled structure, as shown in
Fig. 2.49b, which was due to the pressure and the high sintering temperature.
Figure 2.49a shows polished surface SEM image of the as-sintered bulk CNT
assembly. Only some pores with a size of 2–5 μm could be observed, while the

Fig. 2.47 TEM images of the as-synthesized (a) and purified (b)MWCNTs. cHRTEM image of the
purified CNT with imperfect outer graphite layers. d Photograph of the bulk WMCNT compact
prepared at 60MPawithout using binder. Reproducedwith permission from [98], Copyright© 2002,
American Chemical Society

2 Carbon Nanomaterials Based on Carbon Nanotubes (CNTs) 73



Fig. 2.48 TEM image of the CNTs used (a) and SEM image of the hot-pressed CNT assemble
(b). Reproduced with permission from [99], Copyright © 1999, Elsevier

Fig. 2.49 TEM images of the as-synthesized and purified MWCNTs (a) and those taken from the
consolidated sample (b). Surface SEM images of the consolidate sample with low (c) and high
(d) magnifications. Reproduced with permission from [100], Copyright © 2005, Elsevier
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crack observe in the figure was caused by indentation measurement. High magni-
fication SEM image indicated that the CNT assembly had a rough surface at the
nanometer scale, as shown in Fig. 2.49d. The presence of the nanopores and
nanoholes attributed to the pullout of the CNTs during the polish process. However,
the CNT samples possessed relatively low mechanical strength due to the weak
bounding of the CNTs. Mechanical, thermal and electrical properties of the CNT
assemblies consolidated by using SPS have been widely reported in the open
literature.

2.5.3 Foams

CNT foams, either in the form of arrays [113, 128–131] or entangled assemblies,
have been mainly directly synthesized by using CVD method [114–118, 132–134].
In the case of arrays, which are similar to those of sheets as discussed before, the
length of the CNTs is sufficiently long, so that the arrays can be easily separated
from the substrate. In contrast, the entangled assemblies are disordered and usually
grown directly on the walls of the CVD reaction chambers or sometimes on sub-
strates that are only used as supports. In addition, the entangled assemblies are also
known as sponges. More recently, there have been also reports on combination of
ordered arrays and entangled assemblies, to form hierarchical structures [119–121,
135]. Representative examples of each type of the CNT foams will be briefly
discussed as follows.

Hata et al. [128] demonstrated an efficient CVD method to synthesize SWCNTs
arrays with ultra-length and super-density, with the aid of water. Water-stimulated
enhanced catalytic activity was responsible for the massive growth of the vertically
aligned SWCNT forests with heights up to 2.5 mm, which could be readily sepa-
rated from the catalysts, leading to CNTs with carbon purity of as high as 99.98 %.
The water-assisted synthesis method addressed the critical problems that currently
limit the synthesis of high quality CNTs by using CVD methods.

This significant achievement was attributed to the fact that water had completely
reactivated each and every dead catalyst, so that the catalysts would have high
catalyst activity and long lifetime and thus provided high growth rate [136]. During
the reaction process of conventional hydrocarbon CVD, there are two competing
reactions: production of SWCNTs, i.e., pathway one or synthesis, and creation of
carbon that coats and deactivates the catalysts, i.e., pathway two or deactivation.
This is the reason why the hydrocarbon CVD synthesis always has low efficiencies.
The introduction of water would clean the catalyst particles by removing the carbon
coating through its oxidization. Therefore, the catalysts were cleaned and thus
reactivated, i.e., there was pathway three or reactivation. Because of this, the
synthesis could be constantly maintained. In addition, it was found that oxidized Fe
catalysts showed improved growth efficiency. As a result, the presence of water
could oxidize the Fe catalysts, thus offering an additional positive effect on the
growth of the CNTs.
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This method was also used to synthesize ultra-thick DWCNT arrays [129]. By
tailoring the catalyst nanoparticles, the selectivity of the growth of DWCNT could
be maximized. The significance of the selective growth of DWCNTs is related to
their electron emission behavior as compared with that of SWCNTs. SWCNTs have
an unsatisfactory emission lifetime for real applications, although they have the
advantage of low threshold voltage. MWCNT emitters have high durability which
is desired for real applications, but their threshold voltages are relatively high.
Therefore, DWCNTs are the best candidate for real FED applications because they
exhibit the advantages of SWCNT and MWCNT emitters, i.e., low threshold
voltage and high durability.

Figure 2.50a shows photograph of the DWCNT forest, with 2.2 mm in height on
a 20 × 20 mm Si substrate. It was found that the ability to grow the CNT forests was
dependent on thickness of the catalyst layers [129]. There was a threshold in the
catalyst thickness, i.e., 0.8 nm, below which forests were not available. However,
above the critical thickness and within the DWCNT growth region, the height of the
forest showed very weak dependence on the thickness of Fe catalytic layers.
Figure 2.50b shows edge of the DWCNT forest, indicating that the DWCNTs were
densely packed and vertically aligned. High resolution TEM images revealed that
only clean nanotubes were observed, which are mainly DWCNTs in the form of
small bundles, as shown in Fig. 2.50c. The high quality characteristics of the
DWCNTs were also confirmed by medium-scale wide-view TEM results.
Figure 2.50d shows low-resolution TEM image of the as-grown forest, further
demonstrating the absence of metallic particles and supporting materials. The TEM
images also indicated that the difference between the radii of the inner tubes and
outer tubes was close to the spacing of the layers in graphite. Such DWCNT
forests/arrays could be used to make highly organized structures by using litho-
graphically patterned catalyst islands.

When CNTs synthesized with CVD are randomly arranged as porous networks,
CNT sponges are formed [114–118]. Figure 2.51a shows a schematic diagram of
the CVD set-up to directly synthesize CNT sponge reported by Gui et al. [114].
Mixtures of dichlorobenzene as carbon source and ferrocene as catalyst were
injected into the CVD chamber at given rates. As the source injection rate was
varied from 0.10 to 0.25 mL min−1, the densities of the sponges was increased from
5.8 to 25.5 mg cm−3. At the same time, the average outer diameter of the CNTs was
increased from 32 to 44 nm, whereas the inner diameter was almost unchanged,
which was about 16 nm. The increase in the density of the sponge was attributed to
the increased formation rate and diameter of the CNTs, with increasing feeding rate.
Although a 5-fold increase in density was observed, the porosity of sponges was
only slightly decreased, dropping from 99.8 to 98.9 %. Figure 2.51b shows a piece
of as-grown CNT sponge, which was so soft and flexible that it could be tightly
scrolled without breaking. Figure 2.51c shows two sponge bricks with densities of
5.8 and 11.6 mg cm−3, which were placed in series to support a 200 g standard
weight. The brick of lower density showed much larger deformation than the denser
one. They also showed different degrees of volume recovery after removing the
weight. The sponges with lower-densities showed very high compressibility of up
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to 90 % volume reduction, while those with higher-density could recover to 93 % of
the original volume after compression. Electrical resistivity of the CNT sponges
changed linearly and reversibly during large-strain compression cycles. The
sponges could be used to fabricate conductive composites with resistivity compa-
rable with that of pure CNT scaffolds [114].

Figure 2.52a shows another piece of similar CNT sponges reported by the same
authors [115]. The sponges consisted of CNTs that were randomly self-assembled
and interconnected to form highly porous three-dimensional frameworks, as shown
in Fig. 2.52b. The morphology and distribution of the CNTs were almost the same
at top surface and side-walls. The CNTs were multi-walled, with diameters

Fig. 2.50 Photograph of the DWCNT arrays and SEM/TEM images of the DWCNTs:
a 20 × 20 mm vertically standing DWCNT forest with a height of 2.2 mm grown using a
1.69 nm Fe catalyst film, where the scale along the bottom is marked in mm. b SEM image of the
edge of the DWCNT forest shown in (a). c High-resolution TEM image of the DWCNTs without
the presence of amorphous carbon and metal particles. d Low-resolution TEM image of the
DWCNTs showing the absence of metallic particles and support materials. Reproduced with
permission from [129], Copyright © 2006, Nature Publishing Group
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30–50 nm and lengths of tens to hundreds of micrometers, as shown in Fig. 2.52c.
Many catalyst particles were encapsulated inside the frame of the CNT sponges.
Growth rate in the thickness direction was about 2–3 mm per hour, which was
almost constant during the entire process, which indicated that the sponge could be
produced in massive production. The key to the formation of the random

Fig. 2.51 a Schematic of the CVD set-up to produce the soft CNT sponges with controlled
density and porosity. The source solution consisting of ferrocene and dichlorobenzene was
constantly injected into the furnace chamber by using a syringe pump. Carbon nanotubes were
grown on the quartz substrate and overlapped into porous sponges. b Photographs of a soft
carpet-like sponge which could be rolled up tightly. c Photographs of two stacked sponges
supporting a 200 g weight, in which the top sponge was compressed to a larger degree due to its
lower density (5.8 mg cm−3). Reproduced with permission from [114], Copyright © 2010,
American Chemical Society
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entanglement of the CNTs in this method was the use of dichlorobenzene as the
carbon source, which disturbed the CNTs to grow all in one direction. Figure 2.52d
shows a schematic diagram, demonstrating the formation of the CNT sponges.

Density of the as-grown sponges was about 5–10 mg cm−3, which was com-
parable with those of the un-densified vertically aligned arrays and solution-
processed aerogels slightly higher than that of the aerogel sheets drawn from CNT
forests. The CNT sponges had surface area of 300–400 m2 g−1 and average pore
size of about 80 nm, which was close to the average inter-tube spacing. The pristine
sponges were hydrophobic, with a contact angle of about 156° for water droplets, so
that they could be floated on water due to their low densities, while the conventional
cleaning sponge was sank when being in contact with water, because it was made of
hydrophilic micro polyurethane fibers, as shown in Fig. 2.53a [115]. The CNT

Fig. 2.52 a Photograph of a monolithic light, porous and flexible CNT sponges. Sponge with a
size of 4 cm × 3 cm × 0.8 cm and a bulk density of 7.5 mg cm−3. b Cross-sectional SEM image of
the sponge showing a porous morphology and overlapped CNTs. c TEM image of large-cavity
thin-walled CNTs. d Illustration of the sponge consisting of CNTs, with piles (black lines) as the
skeleton and open pores (void space). Reproduced with permission from [115], Copyright © 2010,
John Wiley & Sons
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sponges could be easily manually compressed to >50 % volume reduction. They
were mechanically flexible and strong, so that they could be bent or twisted without
breaking and nearly entire recovery in shape, as shown in Fig. 2.53b, c. The
mechanical robustness of the CNT sponges was attributed to three-dimensionally
isotropic configuration formed by the highly interconnected CNTs, which pre-
vented the sliding or splitting between CNTs in any direction.

The CNT sponges could be densified by using ethanol [115]. Figure 2.53d
shows that the volume of the sponges could be reduced by 10–20 times. The
densified pellets would instantaneously swell back to the original volume by adding
ethanol. The densification and swelling could be repeated and high reversible. This
was because the randomly distributed individual CNTs prevented the formation of
van der Waals interactions, so that the original configuration could be easily
recovered through liquid absorption.

Fig. 2.53 a Photograph of a CNT sponge and a polymeric sponge placed in a water bath.
The CNT sponge was floating on the top while the polyurethane sponge absorbed water and sank
to below the surface level. b A CNT sponge bent to arch-shape at a large-angle by finger tips. c A
5.5 cm × 1 cm × 0.18 cm sponge twisted by three turns at the ends without breaking.
d Densification of two cubic-shaped sponges into small pellets, a flat carpet and a spherical
particle, respectively, and full recovery to original structure upon absorbing ethanol. Reproduced
with permission from [115], Copyright © 2010, John Wiley & Sons
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The CNT sponges demonstrated very high absorption capacities for a wide range
of solvents and oils, which were 80–180 times their own weight [115]. The
mechanism was physical absorption of organic molecules that could be stored in the
pores of the sponges. The sponges exhibited much better absorption performance
than various porous materials. For instance, the authors used various natural fibrous
materials, like cotton towel and loofah, as comparison. More importantly, the
absorption behavior was highly reversible. Oil absorption performances of the
pristine and densified CNT sponges are demonstrated in Fig. 2.54 [115].
Figure 2.54a shows that the oil film kept shrinking toward the center while the size
of the sponge increased gradually due to the oil absorption. After the oil was

Fig. 2.54 a Snapshots showing the absorption of a 28 cm2 and mm-thick vegetable oil film (dyed
with Oil Blue) distributed on water by a small spherical sponge. b Active absorption of a
continuous 20 cm2 oil strip distributed in a rectangular water channel by a small non-densified
sponge (<1 cm3) placed near the left edge and in contact with the oil. c Large-area oil cleanup. Left
panel a diesel oil film (2 g in total weight) with an area of 227 cm2 spreading on water and a
densified sponge pellet placed at the center. The oil area was about 800 times that of the projected
sponge area. Middle panel clean water surface after complete oil absorption by the sponge, which
grew to a larger size and changed to a rectangular shape. Inset shows the floating pellet during the
absorption process. The white-color region along the path of the drifting pellet indicates the
removal of oil film and exposure of fresh water. Right panel photographs of the CNT sponge
before and after the oil absorption. The sponge was swollen from a 6-mm-diameter spherical
particle to a rectangular monolith of 2 cm × 1.4 cm × 0.6 cm after collecting all the oil from water.
Reproduced with permission from [115], Copyright © 2010, John Wiley & Sons
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completely absorbed, the sponge still floated on water and recovered to its original
dimension. The pristine sponge could continuously attract and suck an oil film
when it was just in contact with the edge of the film, as shown in Fig. 2.54b.
A small piece of densified CNT sponge was able to remove a spreading diesel oil
film with a very large area in minutes, as shown in Fig. 2.54c. The area of the oil
that could be completely cleaned was nearly 800 times larger than the size of the
densified sponge, showing huge oil absorption capability and efficiency of the CNT
sponges. Furthermore, the CNT sponges exhibited low thermal conductivity which
was similar to that of most porous materials, while they had much higher electrical
conductivity.

Another interesting feature of CNT sponges is the creep recovery over a wide
range of temperature, from as low as −190 °C to as high as 970 °C, as demonstrated
by Xu et al. [116, 117]. The CNT sponges were synthesized by using a
water-assisted CVD at 750 °C, with ethylene as carbon source, combined with
reactive ion etching (RIE) of Al2O3/Fe catalyst layer [116]. They had a density of
0.009 g cm−3, with ∼68 % DWCNTs. The as-synthesized sponges of 4.5 mm thick
could be compressed to ∼1.1 mm, corresponding to a density of 0.036 g cm−3. The
sponges were extremely mechanically flexible, as shown in Fig. 2.55a, which was
attributed to entangled network microstructure, as shown in Fig. 2.55b. Three point
bending testing results were conducted from −190 to 970 °C. The high tempera-
tures were created by using butane torch, while liquid nitrogen was used to cool the
sponges during the testing. The CNT sponges could be bent repeatedly with large

Fig. 2.55 The CNT sponge showing elasticity and compliance over a wide temperature range.
a Photograph of the compliant CNT sponge bent at a large degree without fracture. b SEM image
showing the non-aligned entangled structure. Photographs of the elasticity and compliance of the
CNT sponge with three point bending testing at c 25 °C. d 970 °C (produced by using butane
torch) and e −190 °C (surrounded by using liquid nitrogen). f Optical real-time images captured
from a movie to show the creep recovery at 970 °C. Reproduced with permission from [117],
Copyright © 2011, John Wiley & Sons
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deformation without fracture, as shown in Fig. 2.55c–f. After stress was released,
the CNT sponges all recovered to nearly its original state progressively, i.e., they
had strong creep recovery at the extreme temperatures.

The CNT sponges also exhibited high thermal stability [117]. In contrast, most
conventional viscoelastic materials would experience structural distortion even at
stresses below their failure stress, if they are stressed at high temperatures for long
time durations. For example, the CNT sponges could withstand the stress at 20 kPa
for 4 h at temperatures of up to 450 °C. However, silicone rubber was broke down
in 5 min at 350 °C. Therefore, these CNT sponges are promising candidates for
applications at extreme conditions, such as space crafts, rockets and engines.

More recently, CNT bulk or bulk-like materials, comprising of ordered arrays
and disordered assemblies, with interesting mechanical properties, have been
reported [119, 121]. Composite structures, with various combinations of the two
types of CNTs, including sponge-on-array double layers, sponge-array-sponge and
array-sponge-array triple layers, could be directly synthesized by using CVD, by
controlling the synthesis conditions [121]. For example, the aligned arrays were
grown by using source solution of ferrocene dissolved in xylene with concentration
of 0.02 g mL−1 and injection rate of 0.4 mL min−1. To grow sponges, 0.06 g mL−1

ferrocene dissolved in dichlorobenzene was used, with injection rate of
0.3 mL min−1.

The steps to grow the composite structures are schematically shown in
Fig. 2.56a, while Fig. 2.56b summarizes the individual single-layers and the
composite structures, two-layer and three-layer, synthesized by alternatively
injecting the two carbon sources during the CVD process [121]. For instance, after
an array layer was first grown by feeding xylene solution, a sponge layer would be
grown on surface of the array by switching to dichlorobenzene solution, while
another sponge layer on the other side of the array was grown by flipping the array,
leading to a sponge–array–sponge sandwich composite structure. Because CNT
sponges are grown in vapor phase, they can be deposited on an array that acts as
substrate. In contrast, it is more difficult to grow an array on sponge. Nevertheless,
the authors successfully fabricated various composite structures, as shown in
Fig. 2.56c–f. It was reported that the growth rate could reach 25 μm min−1 and
composites millimeter thickness could be readily detached from the substrate as
freestanding bulk materials. Therefore, it is a versatile yet simple fabrication
process.

Figure 2.57 shows representative SEM and TEM characterization results of the
CNT composite structures [121]. Figure 2.57b shows cross-sectional SEM image of
a double-layer structure, consisting of a sponge layer sitting on an array layer. SEM
images of two typical triple-layer composites are shown in Fig. 2.57a, c, with
clearly observable sponge-array interfaces, at which the sponge and the array
exhibited different appearances. The sponge consisted of random CNT network, as
shown in Fig. 2.57d. The CNTs from the sponge occasionally penetrated into the
empty space of the array, as shown in Fig. 2.57f, g. Parallel and continuous CNTs
were formed in the array (Fig. 2.57h). TEM results indicated that both the sponge
and the array consisted of MWCNTs. The CNTs in the sponge had thinner walls

2 Carbon Nanomaterials Based on Carbon Nanotubes (CNTs) 83



and larger cavity with diameters of 25–40 nm Fig. 2.57e, whereas those in the array
had larger diameters (50–80 nm) and thicker walls or narrower cavity Fig. 2.57i.
The difference in dimension between the CNTs in the two layers was attributed to
the difference in the two carbon sources.

The sponge with the randomly oriented thinner CNTs of large cavity was soft,
while the array with the thicker CNTs of small cavity was much stronger. During
compression, the soft sponge layer deformed first at low stresses, whereas the rigid
array deformed later at higher stresses. The multilayered structure and sequential
deformation mechanism were beneficial to mechanical energy absorption, where a
large strain was generated by the sponge and a high stress was available due to the
aligned array. As a result, the composite structures exhibited a wider stress range
with relatively low cushioning coefficients, when compared with individual arrays
or sponges. This is an effect method to fabricate CNT composite structures that
could find interesting applications.

The above authors further extended the method to fabricate 3D architectures, in
which the CNT arrays and sponges were arranged into different morphologies and
orientations with clear interfaces [119]. Various complex and hierarchical systems
have been synthesized by combining the two types of CNT assemblies.
Representative structures, including series (3 array blocks connected by 2 sponge
layers), parallel (sponge filled into space between vertical arrays), package (an array

Fig. 2.56 Schematic of the CNT sponge-array composite structures and steps of the growth
process: a CVD process to synthesize a sponge–array–sponge triple layer composite, involving the
growth of an aligned array (first layer) on a quartz substrate, the growth of a sponge layer on top of
the array by switching the carbon source and the growth of another sponge layer on the other side
of the array. b Schematic of single-layers and composite structures, including individual array and
sponge, double-layer and triple-layer structures. Photographs of the as-synthesized aligned CNT
array (c), CNT sponge (d), sponge-on-array double-layer (e) and sponge-array-sponge triple-layer
structures (f). Scale bars in (c–f): 5 mm. Reproduced with permission from [121], Copyright
© 2013, John Wiley & Sons
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with exposed surfaces covered with a conformable sponge coating) and sandwich
(sponge filled among array blocks with different orientations), are shown
schematically in Fig. 2.58a–d [119]. The arrays and sponges could be combined to
form monoliths with pretty good adherence and interface due to the direct growth
process. The sharp interfaces between the aligned and the random CNTs in each
type of structure were observed, as shown in Fig. 2.58e–g. The sponge partly
contacted the tips of the CNTs in the array, i.e., in series shown in Fig. 2.58e, or the
side of the array, i.e., in parallel shown in Fig. 2.58f. When an array block was
wrapped by a layer of sponge, a core-shell structure was formed, in which the core
was hard while the shell was soft, as shown in Fig. 2.58g. Figure 2.58d shows a
complex integrated structure, with arrays having different orientations and sponges
to fill the empty spaces. It is believed that the versatility of the method is only
limited by our imagination.

The method has also been developed to fabricate 3D heterostructures by pat-
terning the substrate, so that selective growths of arrays or sponges could be
realized. One example is shown in Fig. 2.59a [119]. Thin Au film on quartz sub-
strate was patterned with square blocks by using copper mesh as hard mask.

Fig. 2.57 Structural characterization of the CNT composites and the CNTS in the arrays and
sponges: a SEM image of a sponge-array-sponge triple-layer composite. b SEM image of a
sponge-on-array double-layer composite structure. c SEM image of a array-sponge-array
triple-layer composite. d Close view of the upper sponge in (b). e TEM image of the
MWCNTs in the sponge. f SEM image of the interface in (b). g SEM image of the interface at high
magnification. h SEM image of the bottom array. i TEM image of the MWCNTs in the array.
Reproduced with permission from [121], Copyright © 2013, John Wiley & Sons
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Because of the decatalytic behavior of Au nanoparticles to CNT arrays, only the
uncovered regions were covered by CNT arrays. As a result, after the first CVD
growth, a cross-wall array network with built-in square holes was obtained, as
shown in Fig. 2.59b, c. However, CNT sponges could be grown in on the metal film
areas. Therefore, this combination led to a new structure, in which sponge units
were embedded in the patterned arrays. Figure 2.59d shows that the patterned CNT
arrays had walls of 80 μm in width and 200 μm in height. The empty areas among
the array network could be completely filled with the sponge of similar height to the
array, as shown in Fig. 2.59e, f. Sharp interface was observed between the array and
the sponge, as shown in Fig. 2.59g [119].

Mechanical properties and energy absorption capabilities of the CNT structures
could be designed by tailoring the configurations of the structures. For example, the
parallel structure could absorb more energy by maintaining a stable stress plateau,
but density of the material could not be selected according to the desired maximum

Fig. 2.58 Morphologies of the 3D CNT sponge-array architectures. a–d Schematic diagrams and
SEM images of the series, parallel, package and sandwich structures. e–g SEM images of the
array-sponge interfacial regions in a series, parallel and package structures, respectively. Inset
of (g) is photograph of a package structure. Reproduced with permission from [119], Copyright
© 2014, John Wiley & Sons
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strain or stress and the amount of energy to be absorbed. Energy absorption
materials need to dissipate kinetic energy while keeping the maximum impact force
below certain limits. In energy–strain curves, the parallel structures had a typical
shoulder. For a given energy absorption, at different strain ranges, the materials
should have different densities. If the density of the material is too high, the force
cannot exceed the critical value before the energy is completely absorbed, so that
the material stays within the low compressive strain range. In contrast, if the density
is too low, the materials will be densified (collapsed). To achieve efficient energy
absorption, the density of the parallel structure should be optimized, which can be
achieved by using this synthesis method [119]. For instance, parallel structures with
a wide range of densities from 74.1 to 163.3 mg cm−3), having high energy loss
coefficients of 0.74–0.80, have been constructed by the authors [119]. Such
structures can find potential applications for energy dissipation.

Fig. 2.59 a Fabrication steps of patterned parallel structures, including patterning of Au film on
quartz substrates and growth of CNT arrays on the quartz area and CNT sponges on the Au film.
b–d Low and high magnification SEM images of the CNT arrays grown as grid patterns by using a
copper mesh mask. e, f SEM images of the parallel structure where the empty areas among the
array were completely filled with sponges. g SEM image of the sponge-array interface.
Reproduced with permission from [119], Copyright © 2014, John Wiley & Sons
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2.5.4 Gels

Gels or aerogels based on CNTs formed a new group of 3D carbon nanomaterials
[122–125]. Figure 2.60 shows a schematic illustrate of the mechanism to explain
the formation of CNT aerogels by using freeze drying [122]. Firstly, ice nuclei
initiated freezing in the supercooled solution or suspension. After that, the ice
crystals gradually grew up from bottom to top of the sample. During the freezing
process, the carboxymethyle cellulose (CMC) sodium salt surfactant, which was
attached to the CNTs, was pushed into the inter-dendritic spaces by the ice den-
drites. As a result, the CMC sodium salt with the embedded CNTs was assembled
onto surface of the ice crystals. Once the bulk matrix was entirely solidified, the
sample was lyophilized to remove the ice crystals, so that macroporous solid foam
was developed. This mechanism can be used to explain the formation of similar
CNT aerogels.

A representative MWCNT aerogel, with elastic feature, is shown in Fig. 2.61
[122]. It exhibited sponge-like characteristic due to its elasticity. Such CNT gels
had very high porosity of 97 % and low bulk density of 0.05–0.06 g cm−3. The
MWCNTs used were commercial product, with average outer diameter of 13-16 nm
and length of up to tens of micron. CMC sodium salt was used as dispersant.
Aqueous dispersions of the MWCNTs with different concentrations were freeze
dried at −40 °C and then lyophilized at −20 °C. The MWCNT gels were formed
due to the presence of the CMC sodium salt surfactant, which facilitated the
incorporation of the MWCNTs in the walls of the foams. Therefore, the mechanical
strength of the CNT gels was dependent on both the concentration of the surfactant
and the content of the MWCNTs. In addition, other processing parameters, espe-
cially cooling rate, also had strong influence on properties of the CNT gels. For
example, a fast cooling rate resulted in a high degree of homogeneity and a small
macropore network. The MWCNT gels exhibited gas sensing capability, with rapid
response and high sensitivity.

Kim et al. [124] reported a method to prepare SWCNT aerogels. The SWCNTs
had diameters of 0.8 ± 0.1 nm and lengths of 0.45–1 μm. The CNTs were dispersed
in deionized water solution of 0.1 wt% sodium dodecylbenzene sulfonate (SDBS)
as surfactant. Gels were formed from concentrated suspension due the van der
Waals interactions between the CNTs. The surfactant SDBS was removed by
washing with 1 M nitric acid at 50 °C for 20 min. The water contained in the

Fig. 2.60 Sketch of a mechanism for the formation of CNT aerogels (solid foams). Reproduced
with permission from [122], Copyright © 2008, Elsevier
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hydrogels was removed by exchanging with ethanol, which was then removed by
using crystal point drying to form aerogels.

Figure 2.62a shows photographs of the free-standing SWCNT aerogels, with
various shapes and sizes, which were obtained by using different molds [124]. The
aerogels were formed as porous isotropic CNT network with an open-cell structure,
as shown in Fig. 2.62b. TEM images of the CNTs are illustrated in Fig. 2.62c, d.
The SWCNT aerogels had high electrical conductivities, which were dependent on
their density. For instance, as the density of the aerogels was increased from 7.3 to
14.1 mg ml−1, electrical conductivity was linearly increased from 23 to 71 S m−1.
Due to their high porosity, they could be compressed by larger than 90 %. Because
of the filamentous cell walls, the aerogels could be compacted along the com-
pression direction without expansion normal to the compression direction.
Additionally, the aerogels showed enhanced heat transfer when compared with air
in forced convective looling method.

Sun et al. [125] developed a method, sol-cryo, to fabricate CNT aerogels
with ultra-flyweight by incorporating with giant graphene oxide (GGO) nanosheet.
GGO aqueous dispersion and CNTs aqueous dispersion were mixed, which was
then freeze-dried for two days to form GGO/CNTs foam. The as-obtained
GGO/CNTs forms were reduced in hydrazine vapor at 90 °C for 24 h and then
vacuum dried at 160 °C for 24 h. The aerogels prepared in this way had densities of
0.16–22.4 mg cm−3, depending on the concentrations of the GGO and CNTs in the
aqueous suspensions. Because the assembly process in the mothed was simple and

Fig. 2.61 Elastic feature of the obtained MWCNT gels. Reproduced with permission from [122],
Copyright © 2008, Elsevier
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template-free, it could be easily scaled up and was able to readily control the density
and shape of the aerogels, as shown in Fig. 2.63a–c [125].

The aerogels possessed an interconnected, randomly oriented, porous 3D
framework structure, crinkly sheets with continuous macropores with sizes ranging
from hundreds of nanometers to tens of micrometers, as shown in Fig. 2.63d.
Figure 2.63e shows that the graphene cell walls were covered by entangled
spaghetti-like CNT networks. Multiform interconnections of sheets were observed in
the microstructure: overlapping, twisting and enwrapping, as shown in Fig. 2.63f–h,
respectively. Their schematic illustrations, demonstrating the CNT-coated graphene
building block and the interconnections, are shown in Fig. 2.63i–l. The CNTs with
lengths of hundreds of nanometres to tens of micrometers were tightly adhered to the
graphene substrates (Fig. 2.63m). The single layer graphene had a thickness of about
0.3 nm, with curled edges, as shown in the inset of Fig. 2.63m. A set of hexagonal
diffraction spots in selected area electron diffractions (SAED) was observed, as
shown as the inset of Fig. 2.63n, confirming the presence of monolayer graphene.

Fig. 2.62 Images of SWCNT aerogels. a Our fabrication method allowed production of aerogels
in various sizes and shapes, such as cylinders, rectangles, cubes, truncated cylinders, and
truncated cones. b An SEM image of an aerogel cross-section showing networks of nanotubes.
c Low and d high resolution TEM images show that the network composed of mostly isolated and
entangled nanotubes. Reproduced with permission from [124], Copyright © 2013, John Wiley
and Sons
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The cyclic patterns were due to the CNTs that covered the graphene
nanosheets [125].

Figure 2.63o shows a structural model of the aerogels, which could be used to
calculate density of the aerogels [125]. The aerogels could nearly completely
recover after 50–82 % compression, demonstrating their super-elasticity. The elastic
properties, including storage modulus, loss modulus and damping ratio, were

Fig. 2.63 Macroscopic and microscopic structures of the GGO/CNTs aerogels. a Photograph of
the aerogels with various shapes. b A 100 cm3 aerogle cylinder standing on a flower like dog’s tail.
c A ∼ 1000 cm3 aerogel cylinder (21 cm in diameter and 3 cm in thickness). d–e Microscopically
porous architectures of the aerogel at different magnifications, showing the CNT-coated graphene
cell walls. f–h SEM images of different interconnections of the CNTs-coated graphene
(graphene@CNTs) cell walls: overlapping (f), twisting (g) and wrapping (h). i Schematic
illustration of a flattened CNT-coated graphene cell wall. j–l Schematic illustrations of three types
of interconnection corresponding to (f–g) respectively. The gray lamellar, orange wires and brown
wires represent the graphene sheet, CNTs coatings on top and the CNTs coatings on back of the
graphene nanosheets. m, n TEM images of the CNT-coated graphene cell walls, with HRTEM
image of a cell wall edge (inset in (m), scale bar of 2 nm) and the SAED patterns. The inset in (n))
was taken at the labeled area. o Schematic illustration of idealized building cells of the aerogels
through the synergistic assembly of the graphene nsnosheets and CNTs. p SEM image and
photograph (inset in (p)) of the lightest neat graphene aerogel (ρ = 0.16 mg cm−3). Reproduced
with permission from [125], Copyright © 2013, John Wiley & Sons
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almost constant over a wide range of temperature from −190 to 300 °C. They also
exhibited a typical plastic deformation at room temperature under tensile strength.
In the elastic region, the aerogels had a typical Young’s modulus of 329 kPa at
small deformation (<0.5 %). In addition, they had high toughness with fracture
elongation of as high as 16.5 %, with fracture strength to be 10.9 kPa, making them
suitable for practical applications. The 3D structural integrity of the aerogels under
large deformations was ascribed to the isotropic assembly of the graphene
nanosheets entangled with the CNTs, which prevented the graphene nanosheets
from sliding and splitting along a certain direction. The synergistic effect of the
graphene cell was and the CNT ribs were responsible for the elasticity of the
aerogels. Together with high thermal stability, excellent absorption capacity of
organic liquids and phase change materials, as well as high electrical conductivity,
the GGO/CNT hybrid aerogels have formed a new class of multifunctional
materials.

2.6 Potential Applications

The ultimate goals of materials research and development are practical applications,
so are the CNT-based carbon nanomaterials. Various applications, including mul-
tifunctional composites, sensing/biosensing devices, transmission lines and elec-
trochemical devices, and so on, by using CNT-base carbon nanomaterials, have
been reported. Detailed descriptions on such applications can be found in Refs.
[12, 14] and references therein. A brief description of each type of material will be
presented as follows.

The most straightforward application of CNT fibers is the use as reinforcement
agent to fabricate polymer based composites. The nanoscale diameters and
microscale lengths of individual CNTs have made it difficult to control their ori-
entation and distribution in polymer matrix. The specific strength and stiffness of
CNT fibers are higher than those of commercial fibers. Also, CNT fibers are much
more flexible and possess higher strain to failure. Mora et al. were among the those
first to use CNT fibers to reinforce epoxy-based composites [137]. The CNT fiber
reinforced composites had high compressive strength, making them suitable for
loadbearing applications. They also exhibited high toughness, so that they could
find applications in anti-meteorite/anti-ballistic shields for satellites, anti-ballistic
vests, explosion-proof blankets for aircraft cargo bays, and safety belts [138]. Gao
et al. [139] found that the stiffening and strengthening effects of CNT fibers inside
polymeric matrices were determined by the characteristics of the CNTs. The
molecular coupling between CNTs and polymer chains effectively impeded the
initiation of buckling of the CNTs at lower compressive strains. The CNT fibers had
high flexibility without experiencing any permanent deformation or failure under
compressive stresses.

Due to their piezo-resistive effect, CNT yarns have been used as sensors with
excellent repeatability and stability [140]. Electrical resistance of the CNT yarns
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had response to the change in elastic strain. The resistance–strain behavior was
repeatable with strain up to 3.3 %. The resistance of the yarn was very stable during
100 min of measurements at different temperatures. Because CNT yarns have low
density, they can be permanently integrated in composites with minimal inva-
siveness and weight penalty. The embedded CNT yarn sensors can be used to real
time monitor the deformation and crack propagation of the composites.

Since metallic CNTs have high electrical conductivity, metallic CNT fibers have
the potential to be next-generation conducting wires and power transmission lines.
Wei et al. used SWCNT and DWCNTs filaments (fibers) as conducting wires for
household light bulbs [141]. The CNT-enabled bulbs have lower threshold voltage
for light emission and higher brightness at high voltages. Electrons flow ballistically
along the CNTs, without scattering. This characteristic of the CNT fibers is superior
to that of metallic wires, such as Cu and Al. Scattering increases the resistance of
metals, which causes the power lines to heat up, expand and then sag. Therefore, for
such purposes, CNT fibers should be made of pure metallic CNTs. Sundaram et al.
[142] found that metallic properties and chiral angle of SWCNTs could be con-
trolled through controlling the sulfur precursor, when spinning CNT fibers directly
from the CVD synthesis reaction zone. Electrical conductivity of CNTs could be
increased by using doping [143].

Their high specific surface area, excellent mechanical properties and high
electrical conductivity have made CNT fibers promising candidates for applications
in electrochemical devices such as microelectrodes, supercapacitors and actuators.
One example of CNT fiber electrochemical biosensor was demonstrate by Zhu et al.
[144]. The CNT fiber (∼28 μm) consisted of bundles (∼50 nm) of DWCNTs
(8–10 nm) entangled to form concentrically compacted multiple layers of
nano-yarns along the CNT fiber axis. The electrode end tip of the CNT fiber was
freeze-fractured to obtain a unique brush-like nanostructure. Glucose oxidase
(GOx) enzyme was immobilized at the brush-like end of the CNT fiber, while the
enzyme layer was encapsulated by the epoxy-polyurethane semi-permeable mem-
brane. The CNT fiber microelectrodes exhibited much better sensitivity, detection
range and linearity for detecting glucose than Pt–Ir coil electrodes. Significant
progress in using CNT fibers for renewable energy harvesting and storages has been
made by the Peng’s group [145–151].

An early example to demonstrate the application of CNT fibers as actuator was
reported by Baughman et al. [152]. The study indicated that CNT fibers could
expand and contract upon charge injection and ejection, based on which elec-
tromechanical actuators was facilitated. Foroughi et al. used CNT fibers for torsion
actuation [153]. They found that an electrolyte-filled twist-spun CNT yarn, much
thinner than a human hair, could function as a torsional artificial muscle in a simple
three-electrode electrochemical system, with a reversible 15,000° rotation and 590
RPM (revolutions or rotations per minute). The hydrostatic actuation was attributed
to the simultaneous occurrence of lengthwise contraction and torsional rotation
during the increase in volume of the yarn, which was caused by electrochemical
double-layer charge injection. The use of a torsional yarn muscle as a mixer for a
fluidic chip was demonstrated. Lima et al. [154] fabricated guest-filled, twist-spun
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carbon nanotube yarns as electrolyte-free muscles, which exhibited fast, high-force,
large-stroke torsional and tensile actuation. More than a million torsional and
tensile actuation cycles were demonstrated, in which a muscle could spin a rotor at
an average 11,500 RPM or delivered 3 % tensile contraction at 1200 cycles min−1.
The hybrid CNT yarns responded to electrical, chemical or photonic excitations.

Free-standing CNT thin sheets are optically transparent, physically light and
mechanically strong. One interesting application of such CNT thin sheets was
reported by Xiao et al. [155]. They found that thin CNT free-standing film could
emit loud sounds, once it was fed with electric currents at sound frequency, which
was attributed to a thermoacoustic effect. The ultra-small heat capacity per unit area
of CNT thin film led to responses over a wide range of frequency and a high sound
pressure level. With that observation, loudspeakers were made by using the CNT
thin sheet. Such loudspeakers exhibited various advantages, such as nanometer
thickness, high transparency, flexibility and magnet-free. Thicker CNT-based 2D
structures have mainly found applications for energy conversion and storage, owing
to their high accessible surface area, porous microstructures, high electrical con-
ductivity, low mass density and good chemical stability [156–159]. Supercapacitors
with CNT-based electrodes provided much higher capacitances than those ordinary
dielectric-based capacitors. CNT-based supercapacitors have also possessed addi-
tional functionalities, which are flexible, stretchable and even transparent [160].
Izadi-Najafabadi et al. used aligned SWCNT arrays as electrodes to construct
SWCNT-based supercapacitor, which had energy density and maximum power
density of 94 Wh kg−1 and 210 kW kg−1, respectively [161]. More importantly,
CNT-sheet supercapacitors were able to retain charge in the absence of contacting
electrolyte, which greatly extended their charge-storage time durations and thus
could find various applications [162].

Besides the applications, such as huge oil absorption capability, as discussed in
the respective sub-sections, CNT-based 3D could also find applications as mem-
brane filters. For example, Yu et al. fabricated free-standing CNT membranes with
high porosity of about 20 % by using a solvent-evaporation-based shrinking method
[163]. In the CNT arrays, the diameters of both the CNTs and interstitial pores were
about 3 nm. Because no polymer was incorporated, such CNT membranes had very
high gas permeability, which was 4–7 orders of magnitude higher than that of the
membranes made with other materials reported in the literature. As compared with
1D and 2D structures, CNT-based 3D assemblies should be further explored for
more applications.

2.7 Concluding Remarks

Various carbon nanomaterials have been fabricated by using individual carbon
nanotubes as building blocks. Examples include super-strong 1D CNT fibers,
highly flexible 2D CNT transparent thin sheet, super-compressible 3D CNT foams
and so on. These macroscaled CNT assemblies have provided possibility to handle
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and use under various conditions. More importantly, they have exhibited unique
multiple functionalities, including high electrical conductivity, strong mechanical
strength, optical transparency (in some cases) and high chemical and thermal sta-
bility. As alternative materials, they could be used as high-performance composites
for aircraft and automotive industries. In electronics, they can be used as flexible
electrodes in displays, antistatic coatings, organic light-emitting diodes, energy-
storage devices, filters and biomimic adhesives. It is expected that more and more
applications will be reported in the near future.

Although significant progress has been achieved, there are serious challenges
that we need to face. For instance, there are too many parameters during the
synthesis to have influence on the properties of the individual CNTs, such as SW,
DW, MW, dimension (diameter, thickness of wall and length), chirality (conduc-
tivity), as so on. Also, no standard is available to guide the techniques and
approaches for the large-scale production of macroscopic CNT assemblies.
Additionally, more efforts should be made to explore the fabrication, characteri-
zation and application of such unique type of nanomaterials.
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Chapter 3
The Synthesis, Properties,
and Applications of Heteroatom-Doped
Graphenes

Yu-Cheng Chang and Wei-Hung Chiang

Abstract Graphene is a unique form of carbon nanomaterials, and it possesses
exceptional properties including high electrical conductivity, high thermal con-
ductivity, high surface area, high mechanical strength, and high chemical stability.
However, pristine graphene is a zero-band-gap material, making it difficult to be
used in many applications required materials with a band gap. There are several
methods to modify the properties of graphene and heteroatom doping has been
demonstrated as an effective method to create a band gap in graphene. Heteroatom
doping can endow graphene with various enhanced optical, electromagnetic,
structural, and physicochemical properties, making graphene become a promising
material in various applications including nanoelectronics, catalysis, energy storage,
functional composites, and biomedical applications. Since heteroatom-doped gra-
phene is both of academic and technical importance, here we comprehensively
discuss the properties, synthetic methods, emerging applications, and the present
status of various aspects of this important issue to assist a better understanding of
doped graphene materials.

Keywords Carbon nanomaterials � Graphene � Electrical conductivity � Chemical
stability � Heteroatom � Doping � Energy storage

3.1 Introduction

Graphene, a sp2-hybridized monolayer carbon atom, is one of the most interesting
and promising nanomaterials with unique physical and chemical properties and has
been proposed for many applications such as nanoelectronics, energy generation and
storage devices, nanocomposites, catalysis support, and biomedical applications
[1–4]. The unique two-dimensional (2D) structure of graphene possesses several
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excellent properties, for example, ultrahigh carrier mobility [5, 6], ambipolar electric
field effect [7–9], massless relativistic carriers [10], anomalous quantum Hall effect
(QHE) [10, 11], and over micrometer-scale spin coherence length [12], etc., it could
contribute to the structure of graphene with sp2-hybridized carbon densely packed
into a honeycomb lattice structure offers the superior properties.

So far, graphene has been used to fabricate catalyst carriers [13], electrochemical
biosensor [14], field-effect transistors (FETs) [9, 15, 16], supercapacitors [17, 18],
transparent conducting electrodes [19–21], solar cells [22], lithium ion batteries [23,
24], and so on. However, as a zero-band-gap material, pristine graphene cannot be
directly used in semiconductor industry. For example, to fabricate logic circuits for
industrial applications, both p-type and n-type conductions are needed. To solve
these problems and expand the area of applications, it is necessary to tune the
physicochemical properties of graphenes by chemical modification [25].

3.2 Heteroatom Doping of Graphene

Graphene is made out of sp2 hybrid carbon atoms with the s, px and py atomic
orbitals on each carbon atom forming with other three surrounding atoms by three
strong s bonds [26]. Overlap of the remaining pz orbital on each carbon atom with
neighboring carbon atoms produces a filled band of π orbitals, called valence band
and an empty band of π* orbitals known as the conduction band. And in what
reason that makes graphene a zero-band-gap semiconductor? It may attributed to
the valence and conduction bands touch at the Brillouin zone corners [27].
Figure 3.1a shows the energy spectrum of graphene and zoom-in of the energy
bands at one of the Dirac point (at the K or K′ points in the Brillouin zone or the
intersection of the valence band and the conduction band) [28]. Graphene can be
doped by electric field (Fig. 3.1b) [2], by adsorption of metal atoms and by substrate
(Fig. 3.1c) [29].

Similar to that elaborated for the silicon-based technology, chemical doping is
one of the most promising ways to tailor the electronic structure by carrier injection
or extraction. Doped-graphene must be synthesized with controlled methods for the
first step to tailor the electrical properties and to realize practical applications. In
principle, chemical doping of graphene can be realized either by graphene surface
adsorption or by heteroatom substitution of carbon atom in graphene [25, 30].

Due to a partly submonolayer coverage of dopant molecules on graphene surface
[25], the former is effective only for a low doping level. Also surface adsorption
usually allows for simple wet chemistry approach and unlimited choices of
adsorbed molecules. In addition, when interaction between surface dopants and
graphene is relatively weak [25], the stability of doping effect may be strongly
affected by external stimulation. In contrast, for stable doping effect, the latter is the
most desirable and high doping level modulation.

Both doping ways have been extensively explored, and many techniques
including chemical vapor deposition (CVD) [31–34], solvothermal chemistry
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[25, 35], plasma treatment [31, 36, 37], molecule synthesis [38], molecule
adsorption [39–41], graphene oxide (GO) reduction with NH3 at high temperature
[42, 43] have been used to dope graphene for various applications and the basic
scientific research. In addition, doping graphene with different heteroatoms was also
extensively investigated [44].

The complete controls over doping level, doping location, and the chemical
bonding structure between heteroatoms and graphene and the quality of doped
graphene are the challenges for graphene chemical doping and the related appli-
cations, which are the key issues [25]. Furthermore, chemical doping of graphene
covers a wide research field and open wide the application sides. Therefore, it is
necessary to update the status of this field to gain an insight into the future
development [25, 30].

Fermi level

Fermi level

free standing graphene

epitaxial graphene on SiC

a b c

d e     f

(a)

(c)(b)

Fig. 3.1 a Left the band structure of graphene in the honeycomb lattice. Right zoom-in of the
energy bands close to one of the dirac points. Reprinted with permission from Ref. [28]. Copyright
2009 by the American Physical Society. b Ambipolar electric field effect in single-layer graphene.
The insets show the position of the dirac point and the Fermi energy EF of graphene as a function
of gate voltage. Reprinted with permission from Ref. [2]. Copyright 2007, Nature Publishing
Group. c A schematic diagram of the position of the dirac point and the Fermi level as a function of
doping. The upper panel is n-type doped, pristine and p-type doped free standing graphene (a)–(c).
The lower panel is n-type doped, pristine and p-type doped epitaxial graphene grown on silicon
carbide (SiC) (d)–(f). Reprinted with permission from Ref. [29]. Copyright 2008, American
Chemical Society
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Charge transfer is determined by the relative position of density of states
(DOS) of the highest occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) of the dopant and the Fermi level of graphene [15, 40].
Dopant could act as different character, if the HOMO of a dopant is above the Fermi
level of graphene, there is a charge transfer from dopant to the graphene layer, then
the dopant acts as a donor; in contrast, if the LUMO is below the Fermi level of
graphene, charge transfers from graphene layer to dopant, then the dopant acts as an
acceptor [28, 40].

Graphene can be p-type or n-type doped via chemical doping [3, 40, 45, 46].
p-Type doping drives the Dirac points of graphene above the Fermi level by adding
atoms with fewer valence electrons than carbon like boron; n-type doping drives the
Dirac points below the Fermi level which achieved by adding atoms with more
valence electrons than carbon like nitrogen. In general, molecules with drawing
groups adsorbed on the surface of graphene will lead to p-type doping of graphene,
and molecules with donating groups will lead to n-type doping. In contrast,
mechanism of substitution doping still remains uncertain [15].

In the following sections, we summarize the significant development in both
theory and experiment studies of doped graphenes. The doping methods, doping
levels, heteroatom sources, the chemical bond structures between heteroatom and
graphene, the electrical stability, the quality of doped graphene, and their appli-
cations are discussed in detail.

3.3 Properties of Heteroatom-Doped Graphene

Graphene is a semimetal or a zero-gap semiconductor [2]. Few-layer graphenes
show a semiconducting nature, with the resistivity showing little change in the 100–
300 K range [47]. Resistance of few-layer graphene decreases markedly if it is
heated to high temperatures and also with increase in number of layers [47]. Single
layer graphene showed a very high mobility of ∼15,000 cm2/V s at room tem-
perature with ballistic transport up to sub-micrometer distances [8]. Chemical
doping of heteroatoms is one of the effective methods to modify the properties of
graphene [48]. The electronic structure of graphene can be tuned by doping with
nitrogen and boron atoms which can form strong bonds with the carbon atoms and
have similar atomic sizes [15, 49]. Nitrogen-doped (N-doped) graphene prepared
under CVD conditions shows n-type behavior at a gate voltage of V < *−20 V in
vacuum [43]. N-doped graphene prepared at 900 °C shows less resistance than that
prepared at 700 °C since GO gets reduced effectively at higher temperatures [43].
The Dirac point of GO gets shifted to the negative side at negative gate voltages,
confirming n-type doping because of the N dopants [50]. Usachov et al. [51]
demonstrated that N-doping leads n-type doping by means of angle-resolved
photoemission spectroscopy (ARPES). The band structure of N-doped graphene is
shown in Fig. 3.2a. The Dirac cone shifted to ∼0.3 eV toward higher binding
energy with respect to pristine graphene, which has the Dirac point at the Fermi
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energy, Ef. The conduction band appears below Ef, indicating n-type doping. The
band gap of ∼0.2 eV appears at the K-point (see Fig. 3.2b).

Because of the adsorption of oxygen or water in air, pristine graphene itself
shows p-type behavior [52]. The dipole moment of H2O adsorbate causes local
electrostatic fields that shift the substrate’s defect states with respect to graphene
electrons and causes doping [53]. N-doped graphene shows hole and electron
mobility of around 6000 cm2/V s [30]. Boron-doped (B-doped) graphene exhibits
p-type behavior and has lower electron mobility than N-doped graphene. The
carrier mobility is around 800 cm2/V s as confirmed by electric transport mea-
surements [54]. Wu et al. [55] report electron mobility of B- and N-doped
graphene-based back-gate FETs to be about 350–550 cm2/V s and 450–650 cm2/
V s, respectively.

Graphene is a zero-band-gap semiconductor, for device applications, it is highly
desired to induce a gap in graphene. Many methods have been proposed to open the
band gap in graphene such as substrate-induced band gap [56–59], bilayer graphene
[60–63] and edge effects induced band gap such as graphene quantum dots [64] and
nanoribbons [65–68].

Charge-transfer doping is also known to open the band gap in graphene.
Although pristine graphene is semi-metallic, it may possess a band gap from epi-
taxial graphene grown over SiC [69]. The symmetry of the graphene sublattice is
broken down by the dissimilar interaction of the individual sublattice with the
substrate, which results in a band gap of 0.26 eV [70]. Unfortunately, due to the

Fig. 3.2 a ARPES of N-graphene/Au/Ni(111)/W(110), measured at the photon energy of 35 eV,
through the K-point, few degrees off the direction, perpendicular to the ΓK. b PE spectrum at the
K-point. Reprinted with permission from Ref. [51]. Copyright 2011, American Chemical Society
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charge-transfer doping effect from the SiC substrate, which shifts the Fermi level far
from the opened gap into the conduction band, such a substrate-induced band gap
opening is hard to observe practically. Zhou et al. [57] reported that this uninten-
tional doping from the SiC substrate can be neutralized by molecular doping via
NO2 absorption. Electron transfer from graphene to NO2 may move the Fermi level
within the band gap. They observed a reversible metal-insulator transition in single
and bilayer graphenes by using the reversible adsorption and desorption of NO2.

Figure 3.3 illustrates a quantitative measure of the Fermi energy change as a
function of the carrier concentration (or degree of NO2 absorption) [70].
Charge-transfer doping can induce charge distribution asymmetry between the two
layers of the bilayer graphenes and break the inversion symmetry [70], interest-
ingly, it can also open up band gap in bilayer graphenes. It is well-known that if the
inversion symmetry of bilayer graphene is broken, a band gap is induced. For
instance, Zhang et al. [71] showed that simultaneous top and bottom surface doping
with an organic molecule, water/oxygenand trizine, may open up a band gap of
111 meV for bilayer graphenes.

Fluorination of graphene may induce a gap like hydrogenation. Theoretical
calculation shows that only hydrogen and fluorine can completely covalently cover
the basal plane of graphene [72]. The band gap for graphene fluorides may be
tailored by different fluorination level [73], it could be synthesized and exhibit
insulator behaviors with large band gap while the reduced graphene fluoride has
low resistance [74].

By molecular doping, gaps can also be formed in graphene, such as NO2 [57],
Br2 and I2 adsorption [75]. There’re big difference between Br2 and I2 adsorption.
For few-layer graphene, Br2 adsorbs and intercalates into graphene layers, in
contrast I2 only adsorbs on the surface of graphene introducing different doping
levels between surface and interior layers then creating symmetric potential (from
two surfaces to the center) thus opening the band gap [15]. Chemical doping is a
method which more effective and simpler compared with other proposals for
opening a band gap in graphene. The band gaps induced by chemical doping can be
controlled by doping levels [15].

Fig. 3.3 Fermi level shift from conduction band to valence band of epitaxial monolayer graphene
by charge-transfer doping. Reprinted with permission from Ref. [70]. Copyright 2014,
Wiley-VCH
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Because of its optically transparent, unique luminescent and photoluminescence
(PL) quenching properties, Single-layer graphene is useful in biological applica-
tions [76]. PL is observed in chemically modified graphene. Chiou et al. [77] found
out N-doping of graphene enhances the PL emission of graphene significantly. The
emission increases as increasing the nitrogen content (Fig. 3.4). The PL of reduced
GO is quenched by doping with nitrogen and the quenching efficiency depends on
the pyridine nitrogen content [78].

The occurence of high-temperature ferromagnetism in graphite-related materials
is a topic of considerable interest [4]. Yazyev et al. [79] showed that magnetism in
graphene can be induced by vacancy defects or by hydrogen chemisorption. Thus
interaction with electron donor and acceptor molecules as well as hydrogenation
affects the magnetic properties of graphene [80]. Du et al. claimed that doping of
nitrogen in reduced graphene oxide (RGO) increases the magnetization [81]. The
magnetization curves (M-H) of NG-500 measured at 2 and 300 K are shown in
Fig. 3.5a. No ferromagnetism was found in N-doped graphene as found in pristine
graphene instead a linear, purely Curie-like paramagnetic behavior was observed at
low temperatures. The magnetization was 0.312 emu/g for RGO, and 0.482 emu/g
for NG-400, 0.514 emu/g for NG-500, 0.379 emu/g for NG-600, 0.246 emu/g for
NG-700, and 0.173 emu/g for NG-900 as shown in Fig. 3.5c (here 400, 500, 600
and 700 refer to the synthetic temperature of the samples). The magnetic properties
are attributed to the change in the proportion of pyrrolic nitrogen relative to gra-
phitic nitrogen.

According to Li et al. [82] pyridinic and pyrrolic N-doping has significant effects
on the spin distributions. For pyridinic nitrogen, the unpaired spins are mainly
concentrated on edges and are localized on N atoms. Hence, it has less influence on
the spin polarization of the edge states than pyrrolic nitrogen where the spin
polarization on the doped edge was nearly removed. In the case of graphitic N, the
opposite edges get localized and are completely canceled. Thus, increasing the
pyrrolic nitrogen in graphene structures increases the magnetization of graphene.

Fig. 3.4 PL spectra of graphene and N-doped graphene. Reprinted with permission from Ref.
[77]. Copyright 2012, American Chemical Society
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Theoretical calculations claim that the magnetism in B-doped graphene systems to
be generally weak. The presence of boron clusters weakens the edge magnetism in
zigzag graphene edges [83].

3.4 Synthesis of Heteroatom-Doped Graphene

To date, several techniques have been established for graphene synthesis. However,
thermal CVD [20], arc discharge approach [78], graphite oxide post treatment [37],
and plasma treatment synthesis [84] are the most commonly used methods today. In
the upcoming sections, a few of the graphene synthesis methods and their scientific
and technological importance are described in details.

CVD is a chemical process by which a substrate is exposed to thermally
decompose precursors and the desired product deposited onto the substrate surface
at high temperature. There are numerous advantages of the CVD process. The
process yields high quality and high purity final products in a large scale. Moreover,
by controlling the CVD process parameters, control over the morphology,

Fig. 3.5 a Typical M–H curves of NG-500 measured at 2 and 300 K with the, inset showing part
of the magnetization curves. b Typical χ–T curve of NG-500 (applied field H = 3 kOe), solid lines
are fitted by the Curie law gives the 1/χ–T curve. c ΔM of RGO and NG samples as a function of
H/T at 2 K. Solid curves are fits to the brillouin function with J = 1/2 and g = 2. Reprinted with
permission from Ref. [81]. Copyright 2013, Elsevier B.V.
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crystallinity, shape, and size of the desired product is possible. However, tailoring
high precision atomic-level properties using CVD method is still under investiga-
tion [85].

Few layer N-doped graphene were produced by using NH3 and CH4 as the
nitrogen and carbon sources, respectively, and in 2009 by Wei et al. [32] (Fig. 3.6),
who the first reported using copper as the catalyst by CVD method. From X-ray
photoelectron spectroscopy (XPS) analysis, they discovered that the nitrogen atoms
were combined with carbon atoms by covalent bond structure in the forms of
“pyrolic”, “pyridinic” and “graphitic” nitrogen bonding configurations and the
dominated form was the content of “graphitic” nitrogen. The doping level of N
could be controlled by the ratio of NH3 and CH4 flow rates and which reached as
high as 8.9 at.%. In addition, N-doped graphene showed n-type behavior with the
mobility in the range of 200–450 cm2 V−1 s−1, which measured by fabricating
FETs. Imamura and Saiki [34] also synthesized N-doped graphene with pyridine
molecules by using CH4 and NH3 as the carbon and nitrogen sources, but they
reduced the growth temperature down to 500 °C on Pt (111) surface. The nitrogen
concentration of the N-doped graphene sample was estimated to be 4.0 at.%, which
indicated that the chemical bonds of the hexahydric ring in a pyridine molecule
were broken and decomposed to single atoms before forming graphene.

Not only NH3 or gases could be the source of nitrogen element, worthless
biomass wastes contained N element were also used to prepared N-doped graphene.
Wu et al. [86] synthesized large area, single or few layer N-doped graphene with the
chitosan as the sole C and N sources on arbitrary substrates including silicon, quartz
and glasses. Wu et al. [55] took polystyrene and boric acid as the solid precursor to
synthesize monolayer B-doped graphene by using CVD method with. By adjusting

Fig. 3.6 Schematic representation of the N-doped graphene. The blue, red, green, and yellow
spheres represent the C, “graphitic” N, “pyridinic” N, and “pyrrolic” N atoms in the N-doped
graphene, respectively. Reprinted with permission from Ref. [32]. Copyright 2009, American
Chemical Society
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the dopant elemental precursors, the boron concentration could be tailored from 0.7
to 4.3 at.% and among different kinds of bonding, the BC3 bonding was a
remarkable type in the B-doped graphene films, which played an important role in
increasing the density of the states near the Fermi level and altering the valence
band structure of graphene. For oxygen reduction reaction (ORR), the electro-
chemical measurements of the 3D B-doped graphene showed high electrocatalytic
activities with better stability, higher current generation capability and superior
tolerance than pristine graphene (Fig. 3.7d, e) [87]. Wang et al. [88] developed a

Fig. 3.7 a Schematic diagram of CVD growth of B-doped graphene on Cu surface with
phenylboronic acid as the carbon and boron sources. The red, grey, yellow, and green spheres
represent boron, carbon, oxygen and hydrogen atoms, respectively. b Contrast enhanced
photograph of the B-doped graphene sample on 4-in. Si/SiO2 substrate. c UV–vis transmittance
spectra of the B-doped graphene and the reference intrinsic graphene on quartz substrate.
Reprinted with permission from Ref. [88]. Copyright 2013, Wiley-VCH. d SEM image of BN-GF
and the corresponding EDX mapping of (e) B. Reprinted with permission from Ref. [87].
Copyright 2013, Royal Society of Chemistry
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method to synthesized B-doped graphene with phenyl boronic acid (C6H7BO2) as
the only source of carbon and boron (Fig. 3.7a–c). The sole precursor was beneficial
for the large scale growth of uniform and high quality B-doped graphene under
controllable manner and the concentration of boron was estimated to be 1.5 at.%.
Some et al. [89] synthesized phosphorus and N-doped bilayer graphene, they had
demonstrated the lone pair electron donating ability of the phosphorus atom is much
stronger than nitrogen due to its higher nucleophilicity, and air-stable n-type per-
formance in molecularly doped FETs.

The electric arc reactor for synthesis of graphene mainly comprises two elec-
trodes and a steel chamber which cooled by water. A direct-current arc voltage is
applied across two graphite electrodes immersed in an inert gas such as H2, NH3

and He, air. As the rods are brought close together, discharge occurs resulting in the
formation of plasma. When the discharge ends, the soot generated is collected under
ambient conditions. Only the soot deposited on the inner wall of the chamber is
collected, avoiding the substance at the bottom of the chamber, for the latter tends
to contain other graphitic particles [90].

Arc-discharge method has been widely used for high quality, high purity, large
scale and controllable synthesis of carbon nanotubes and fullerene, which had many
similarities to graphene preparations [25]. Huang et al. [91] demonstrated
gram-scale and high-quality N-doped graphene flakes by arc-discharge method with
flake graphite as carbon source, ZnO or ZnS as catalyst, melamine as the nitrogen
source and the content of N reached 4.92 at.%. Using cyanuric chloride and
trinitrophenol as reactants, Feng et al. [92] reported a facile method for large scale
preparation of N-doped graphene in gram scale by a detonation technique at low
temperature and the doping level reached 12.5 at.%, which was higher than most of
the other methods. Panchakarla et al. [48] synthesized N-doped few-layer graphene
by performing arc-discharge between two graphite electrodes in the presence of H2,
He and NH3 or pyridine vapors. The graphene obtained contain few-layers (∼3–4
layers) with nitrogen content of 1–1.4 at.% as found by electron-energy loss
spectroscopy(EELS). Figure 3.8 shows AFM and TEM images of N-doped gra-
phene obtained in this manner. B-doped graphene is obtained by carrying out the
discharge in the presence of a mixture of a H2 and B2H6 [93].

Reduction of GO is one of the established procedures to produce graphene in
large quantities [94]. There are several methods to reduce GO, by thermal
annealing, plasma treatment, wet chemical reaction, etc. It has been investigated for
more than 50 years for GO synthesized through strong oxidants, and this method
could fabricate GO flakes in large quantity of gram or even kilogram. There are
many kinds of oxygen functional groups including –O–, –OH, –CHO, –COOH–,
etc. in or on the GO surface. If these oxygen functional groups could be replaced
with heteroatoms, we can not only obtain high level doped graphene but also reduce
the GO at the same time [25].

Li and co-authors [43] reported 5 at.% nitrogen containing graphene by thermal
annealing of GO with NH3 under different thermal conditions ranging from 300 to
1100 °C. The degree of doping depends upon the temperature and oxygen
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functionalities at graphene edges. Wen et al. [95] synthesized N-doped graphene by
thermal annealing of GO mixed with cyanamide and the concentration of N reached
up to 9.96 at.% at 900 °C (Fig. 3.9). The pore volume of the obtained N-doped
graphene was about 3.42 cm3 g−1 with highly crumpled morphology. It was used to
fabricate electrode for supercapacitors with significant improvement of several
performance parameters, including high capacity, excellent rate capability and long
term stability (5000 cycles with 96.1 % maintained). Khai et al. [96] prepared
B-doped graphene by annealing films obtained from suspensions of GO and H3BO3

in N,N-dimethylformamide. Not only N-, B-doped graphene, but also sulfur-doped
(S-doped), phosphorus-doped (P-doped) now been extensively studied. Yang et al.
[97] reported that the S-doped and Selenium-doped (Se-doped) graphene could also
possess excellent properties. They prepared doped grapheme by annealing GO with
benzyl disulfide and diphenyl diselenide in argon atmosphere, S-doped and
Se-doped exhibit excellent catalytic activity, long-term stability and high methanol
tolerance in alkaline media for ORR, even better than the commercial Pt/C. Zhang
et al. [98] fabricated P-doped graphene with 1.81 at.% (Fig. 3.10) phosphorus by
thermal annealing of GO and triphenyl phosphine (TPP). The as-synthesized
P-doped graphene exhibits outstanding ORR activity as well as excellent stability
and selectivity, which endow it great potential to be an efficient metal-free
electrocatalyst.

Wu et al. [99] prepared 3D B and N co-doped monolithic graphene aerogels
through hydrothermally treated GO and ammonia boron trifluoride at 180 °C for
12 h (Fig. 3.11). The as-synthesized B and N co-doped graphene aerogels based
supercapacitors exhibited several excellent performances, including high specific
capacitance, enhanced energy density or power density, good rate capability, and
the minimized device thickness.

(b)(a)
200 nm

Fig. 3.8 a TEM and b AFM images of N-doped graphene. Reprinted with permission from Ref.
[48]. Copyright 2009, Wiley-VCH
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Plasma treatment can be used for the introduction of heteroatoms, structures, or
groups onto bulk scaffold surfaces and it is also a simple way to modify material
surface [100]. Wang et al. [37] reported an efficient approach for simple, tunable
and fast reduction for preparation of N-doped graphene at the same time by treating
GO with nitrogen plasma. The content of N could be changed in a range of
0.11–1.35 at.% by controlling the exposure time. The obtained N-doped graphene

(b) (c) (d)

(a)

(e) (f)

0.005 v/s
0.01 v/s
0.02 v/s
0.05 v/s
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0.2 v/s
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C-NGNSsGO@C3N4 GO

Cyanamid (1) (2)

(1)

80 400 900
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(2) (3)

C-NGNSs-900

Fig. 3.9 a Schematic illustration for fabricating crumpled N-doped graphene. TEM images of the
b GO, c GO@p-C3N4, d C-NGNSs-900. e Capacitance retention ratio as a function of the
potential sweep rates for different graphene supercapacitors up to 5000 cycles. f CVs of the
C-NGNSs-900 supercapacitor in 6 M KOH aqueous solution between −1.0 and 1.0 V at different
scan rates. Reprinted with permission from Ref. [95]. Copyright 2012, Wiley-VCH
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not only showed excellent electrocatalytic activity for reduction of H2O2 but also
fast electron transfer kinetics of glucose biosensing to concentrations as low as
0.01 mM in the presence of interferences. Tang et al. [101] achieved the tunable
band gaps and transport properties of B-doped graphene through controllable
doping with the ion atmosphere of trimethylboron decomposed by microwave
plasma (Fig. 3.12a–e). The boron doping level can be changed from 0 to 13.85 at.%
by controlling the ion reaction time and the band gaps were tuned from 0 to 0.54 eV
as the doping level increasing, leading to a series of modulated transport properties.
In addition, the obtained B-doped graphene showed a typical p-type conductivity
with a current on/off ratio higher than 100 from electrical measurements [25].

Fig. 3.10 a XPS survey spectrum and b the high-resolution P 2p XPS spectrum of P-doped
graphene. Reprinted with permission from Ref. [98]. Copyright 2013, Wiley-VCH

Fig. 3.11 Fabrication illustration of all-solid-state supercapacitors (ASSSs) based on BN-GAs
that were involved by a combined hydrothermal process and freeze-drying process. The
as-fabricated supercapacitors with a diameter of 7 mm indicated by the dotted green ring and a
simplified schematic of ASSSs based on aerogels are shown (below left). Reprinted with
permission from Ref. [99]. Copyright 2012, Wiley-VCH
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3.5 Applications of Heteroatom-Doped Graphene

The following section emphasizes how to optimize the material properties and the
performance of device via modification of doping, also lists relevant applications of
doped graphene for advanced nanomaterials and devices.

Fuel cells are electrochemical energy conversion device that oxidize fuel at the
anode and reduce oxygen from air at the cathode to produce electricity [102].
Commonly, platinum (Pt) is used as the catalyst, however, the commercial appli-
cation of Pt catalysts is limited by its scarcity, time-dependent drift, and CO poi-
soning [102]. While Pt-based catalysts [103, 104] and other metal catalysts, such as
Au and Pd [105, 106], have been developed, nowadays graphitic carbon-based
metal-free catalysts have emerged as a promising alternative with low cost,
long-term durability, and high ORR activity [70]. Whereas pristine graphene do not
show considerable electrocatalytic activity, with performance optimization, het-
eroatom doping can provide excellent ORR catalytic activity [31, 97, 107–110],
which is comparable to conventional Pt catalysts.

Fig. 3.12 Structure and composition characterizations of the graphenes reacted with 5 min of the
B ion atmosphere decomposed from TMB plasma. a Typical AFM image of the reacted graphene;
b TEM image and HRTEM image (inset) of the reacted graphene, and the corresponding SAED
pattern; c, d typical EELS spectrum taken from the doped graphenes; e schematic structure of a
B-doped graphene with B content of ∼6.8 at.%, as detected in the synthesized graphenes.
Reprinted with permission from Ref. [101]. Copyright 2012, American Chemical Society
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Pristine graphene showed a two-step, two-electron ORR pathway with a low
onset potential. Zhang et al. [111] proposed a four-electron ORR pathway on
N-doped graphene in an acidic environment. Qu et al. [109] also reported that
N-doped graphene exhibited a typical one-step, four-electron ORR pathway, which
is similar to the ORR pathway of a Pt catalyst (Fig. 3.13a). In another work [112],
the H2O2 formed in the ORR process was about 10 % at −0.5 V in the
diffusion-controlled region. Here the low proportion of H2O2 indicated the four
electron reduction process dominated in ORR.

B-doped graphene (BG) also shows good electrocatalytic activity toward ORR
in alkaline conditions similar to the performance of Pt catalysts [47]. In addition, the
non-metallic BG catalyst shows good CO tolerance superior and long-term stability
to that of Pt-based catalysts [113]. Three-dimensional B,N-doped graphene foam
(BN-GF) performed as excellent metal free catalyst for ORR [87].

To date, the exact doping configuration that contributes to the ORR activity is
still under debate [114–116]. Recent theoretical [117] and experimental [115]
investigations have reported that quaternary N is more active than pyridinic N. The
lone pair electrons of pyridinic N may cause a repulsive interaction with O2

molecules possessing many lone pair electrons. This repulsion reduces the effective

Fig. 3.13 a Ring rotating
disc electrode
voltammograms for ORR in
air-saturated 0.1 M KOH on
the electrodes graphene (red),
Pt/C (green), and N-graphene
(blue) with a scan rate of
0.01 V s−1. Electrode rotating
rate: 1000 rpm. b Current–
time chronoamperometric
response of Pt/C and NG to
CO. The arrow indicates the
addition of 10 % (v/v) CO at
−0.4 V. Reprinted with
permission from Ref. [109].
Copyright 2010, American
Chemical Society
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polarized interaction at C–O2 [115]. Doping with other elements with lower elec-
tronegativity than carbon, such as B (2.04), P (2.19), and S (2.58), can also bring a
high ORR activity via similar bond polarization [113, 118–120]. On account of
those heteroatoms take positive charges, oxygen chemisorption occurs over
them [121].

Lithium-ion batteries (LIBs) have become predominant in battery technology in
recent years due to their high power density, high energy density, high reversible
capacity good cycle life and excellent storage characteristics. The carbon electrode
plays an important role in the battery performance [47]. Although graphene-based
materials can reach a high reversible capacity at a low charge rate [122], it is still
rate-limited at a high charge/discharge rate (≥500 mA/g) [123]. Thus, doped gra-
phene based device is proposed with the intent to achieve a high reversible capacity
at the high charge/discharge rate.

There are calculations which show that B-doping in grapheme creates electron
deficient areas distributed around boron (Fig. 3.14a) and depresses its Fermi level
into the valence band [124]. This modified electronic configuration results in a
higher lithium ion absorption efficiency of B-doped graphene and the most stable
site for lithium is slightly shifted towards boron (Fig. 3.14b) [124].

Reddy and co-authors [125] deposited N-doped graphene on Cu foil by the CVD
process and show edits double reversible discharge capacity. The increase in the
reversible discharge capacity can be ascribed from the defects created by N-doping.
Ai et al. [126] reported a novel approach for the syntheses of N- and S-codoped
graphene (NS-G) by means of covalent functionalization of GO followed by
thermal treatment. The unique structural properties and synergistic effects of N and
S codoping make NS-G a superior anode material for LIBs in terms of high

Fig. 3.14 a The DOS of pristine and B-doped graphene. Contour plots of the electron density
along the graphene plane for pristine and B-doped graphene are shown in the left and right insets.
b Schematic for Li+ adsorption on B-doped graphene. 1, 2, and 3 represent the three high
symmetry sites at top, bridge, and hollow, respectively. Reprinted with permission from Ref.
[124]. Copyright 2009, American Institute of Physics
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reversible capacity, long-term cycling performance and excellent rate capability
(Fig. 3.15). The N-doped graphene exhibits 452 and 684 mA h/g in the 100th cycle
and 501st cycle respectively, with high electrochemical performance than pristine
graphene or the commercialized graphite anode. N-doped graphene containing 3 at.
% N exhibits a reversible capacity of 1043 mA h/g in the first cycle and 872 mA h/g
in the 30th cycle, which is higher than that of pristine graphene, which shows 955
and 638 mh A/g in the first and 30th cycles respectively [127].

Electrochemical capacitors are potential applications in many fields such as
mobile electronics, hybrid vehicles and power supply devices due to their energy
density and high power, long cycle life and cost effectiveness [128]. Carbon-based
supercapacitors show excellent capacitance behavior because of their high surface

Fig. 3.15 Electrochemical Li storage performance of RGO and NS-G. a CV curves of the NS-G
electrode at a sweep rate of 0.5 mV s−1. b Initial galvanostatic charge–discharge voltage versus
capacity profiles of the RGO and NS-G electrodes at a current density of 200 mA g−1. c Cycling
performance of the RGO and NS-G electrodes at a current density of 200 mA g−1. d Rate
capability of the NS-G electrode at different rates. Reprinted with permission from Ref. [126].
Copyright 2014, Wiley-VCH
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area and high electrical conductivity [129]. The reason why graphene is a good base
material for supercapacitors is because of the electron mobility around room tem-
perature and also its high surface area. Owing to the modification of the electronic
structure and surface energy, heteroatom doping can greatly influence the
charge-storage capacity of graphene [84, 130]. Lee et al. [130] reported that
N-doping improves the specific capacity of macroporous graphene film, which is
attributed to the enhanced electrical conductivity and wettability [70]. The energy
density of supercapacitors can be increased using organic solvents or ionic liquids
as electrolytes [131]. N-doped graphene prepared under plasma conditions shows
capacitance 4 times higher than that of pristine graphene in an organic electrolyte
(1 M tetraethyl ammonium tetrafluoroborate in acetonitrile) and showed superb
cyclic stability of 100,000 cycles [84]. Lei and co-authors [132] obtained a specific
capacitance of 255 F/g at 0.5 A/g in an aqueous electrolyte (6 M KOH). The
graphene electrode showed 43 % decrease in the initial capacitance at a current
density of 30 A/g. Density functional theory (DFT) calculations by Jeong et al. [84]
demonstrated that N-doping with the contribution of pyridinic N have the highest
proportion could increase the binding energy of electrolyte ions at the graphene
surface. Because of this enhanced binding, N-doped surfaces can accommodate
more ions and thus have a higher charge-storage capacity. Based on this theoretical
prediction, they fabricated wearable supercapacitors consisting of N-doped gra-
phene (Fig. 3.16a). Irrespective of the electrolytes, the specific capacity of N-doped
graphene was about four times higher than pristine graphene (Fig. 3.16b) [70].
N-doped graphene hydrogels showed a specific capacitance of 308 F/g at 3 A/g
[133]. It has been found recently that increase in the nitrogen content in graphene
increases the specific capacitance [115]. Qiu et al. [134] reduced GO by hydrazine
hydrate and annealed subsequently in NH3 atmosphere to produce N-graphene
sheets. N-graphene shows a maximum capacitance of 144.9 F/g at a current density
of 0.5 A/g in conventional organic solvent-based electrolyte. The maximum energy
density obtained was 80.5 W h/kg at a power density of 558 W/kg. B-doped

Fig. 3.16 N-doped graphene prepared by N2 plasma immersion and specific capacity of N-doped
graphene and pristine graphene based capacitors. Reprinted with permission from Ref. [84].
Copyright 2011, American Chemical Society
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graphene (BG) made by the ‘fried ice’ method gives a specific capacitance of
281 F/g in aqueous electrolyte (2 M H2SO4) [135]. Han et al. [136] produced
B-graphene by reduced GO (1.1 at.% B) has a high surface area of 466 m2/g and
showed a specific capacitance of 200 F/g in aqueous electrolyte with good cyclic
stability of more than 4500 cycles.

Field emission (FE) has been extensively explored from various exotic low
dimensional carbon nanomaterials [137], such as single and multi-walled carbon
nanotubes (CNTs) [138], vertically aligned nanowalls [139], tubular graphitic cones
[140], amorphous carbon films [141], few-layered grapheme nanoflakes [142, 143],
and, more recently, from doped and pristine graphene [144, 145]. Though FE in
CNTs is highly efficient, it has been shown that heteroatom doping by elements,
could reduce the turn-on field and significantly increasing the electron emission
current due to doped graphene reduce the effective tunneling potential barrier, such
as nitrogen [146, 147]. Palnitkar et al. [145] studied on undoped as well as N- and
B-doped graphene samples forming by arc-discharge method in a hydrogen
atmosphere for FE studies (Fig. 3.17). They discovered containing nitrogen and
boron as dopants showed low turn-on fields of 0.6 and 0.8 V/µm respectively at an
emission current density of 10 µA/cm2. Sharma et al. [148] prepared doped
materials which show excellent FE current stability for a long-range of 3 h (current
value = 1 µA). The number of emission spots and the number of tiny spots do not
change during current-time measurements. Kashida and co-authors [149] have
measured FE characteristics of N-doped graphene using in situ transmission elec-
tron microscopy. The turn-on voltage of N-doped graphene was found to be less
than that of pristine graphene. To draw 1 nA current, the turn-on voltage required is
230 V for pristine and 110 V for N-doped graphene. This is due to the improved
electrical conductivity of the N-doped sample.

Composites are made from more than two components and demonstrate syn-
ergistic characteristics differentiated from the individual components [70]. Due to
the molecular scale dimension and large shape anisotropy of CNTs and graphene, a
percolation threshold is expected with a small amount of fillers [150–153].

Fig. 3.17 Current stability of undoped (HG), B-doped (BG), and N-doped (NG) graphenes (inset
FE pattern corresponding to HG, BG, and NG). Reprinted with permission from Ref. [145].
Copyright 2010, American Institute of Physics
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Furthermore, CNTs and graphene may incorporate new characteristics into com-
posite systems, such as high electrical/thermal conductivity [154–158] and optical
transparency [7, 159–161], which can be exploited for electromagnetic shielding
[162, 163], transparent conductive electrodes [164–166], and heat-management
system [167–169]. Nevertheless, the molecular-scale dimensions of CNTs and
graphene make it difficult to disperse them homogeneously within a matrix. Indeed,
one of the initial motivations for the chemical modification of CNTs and graphene
[170–173] is molecular level dispersion in a polymer or other metrics.

Gopalakrishnan et al. [174] composited of TiO2 nanoparticles with B- and
N-doped graphenes show selectivity in photo degradation of dyes. The mechanism
is likely to involve the photo excitation of electrons in the TiO2 nanoparticles
followed by their transfer to graphene. The adsorbed dye molecules interact with
graphene using π-π and charge transfer interaction (Fig. 3.18). Accordingly, a dye
which is a good electron donor interacts more strongly with B-doped graphene
(B = 3 at.%), while a dye which is a poor electron donor interacts more strongly
with N-doped graphene (N = 1.2 at.%). The electronic structure of graphene,
therefore, plays a significant role in the photo degradation kinetics [47].

Pt is the widely used counter electrode in dye-sensitized solar cells (DSSCs) due
to their high electrical conductivity but the high cost and risk of corrosion of Pt
through the redox species in the electrolyte hindered the development of the solar
cells. Recently, much effort has been made to reduce or replace Pt-based electrodes
in DSSCs [175–184]. In particular, carbon black [177], carbon nanotubes [179,
182], carbon nanoparticles [181], and grapheme nanosheets [176, 180, 183–185]
have been studied as the counter electrodes in DSSCs. However, their electrical
conductivities and reduction catalytic activities still cannot match up to those of Pt
[186]. It is important to balance its electrocatalytic activity and the electrical con-
ductivity [183–185] for improving the device performance of DSSCs with a
carbon-based counter electrode, Heteroatom-doped graphene has been used as a

Fig. 3.18 The schematic
shows structure of TiO2-
doped graphene and tentative
processes of the
photodegradation of
methylene blue over TiO2-
doped graphene. Reprinted
with permission from Ref.
[174]. Copyright 2011,
Elsevier B.V.
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counter electrode in DSSCs. Modification of doping improves the electrochemical
activity of graphene by increasing the conductivity which helps to reduce the total
internal resistance and improves the photovoltaic performance [47]. Doping gra-
phene with heteroatoms, for example, nitrogen, boron, sulfur, phosphorus, etc., can
introduce electrocatalytic active sites with a minimized change of the conjugation
length [187]. Furthermore, heteroatom doping has also been demonstrated to
enhance the electrical conductivity and surface hydrophilicity to facilitate
charge-transfer and electrolyte–electrode interactions, respectively, and even impart
electrocatalytic activities [187, 188]. Park et al. [189] observed that AuCl3 doping
significantly improves the graphene OPV device performance, but also improves
the surface wetting of the graphene electrodes, thus the device success rates are
improved. Xue et al. [186] prepared N-doped 3D graphene foam (N-GF) by freeze
drying method and demonstrated its application as a metal-free electrocatalyst for
the reduction of triiodide to replace the Pt cathode in DSSCs, leading to power
conversion efficiency up to 7.07 %. The increase in the performance is due to
the presence of nitrogen in graphene which acts as active sites for the interaction of
iodide ions which in turn gets reduced.

Hydrogen produced from water using solar energy is clearly the ultimate source
of clean renewable energy. Inspired by natural photosynthesis, artificial solar
water-splitting materials are now being designed and tested [47]. Maitra et al. [190]
have reported that a nanocomposite of few-layer MoS2 with heavily nitrogenated
graphene performs as an excellent hydrogen evolution reaction (HER) catalyst.
Nitrogen incorporation in graphene improved the catalytic activity of the composite
with 2H–MoS2 layers and enhances the electron donating ability of the graphene.
The composite of exfoliated graphene (EG)-MoS2 exhibited much better H2 evo-
lution (0.54 mol/g h) compared to 2H–MoS2 alone (0.05 mol/g h).

Graphene-based biosensors for detecting bacteria, glucose, pH values and pro-
teins have also been fabricated. Fan et al. [191] produced N-doped graphene sheets
and chitosan (CS) to prepare electrochemical bisphenol A (BPA), which could
disrupt endocrine system and cause cancer, has been considered as an endocrine
disruptor sensor. They compared with graphene; N-doped graphene has favorable
electron transfer ability and electrocatalytic property, which could enhance the
response signal towards BPA. They also found CS exhibits excellent film forming
ability and improved the electrochemical behavior of N-doped graphene modified
electrode. The sensor exhibited a sensitive response to BPA in the range of
1.0 × 10−8–1.3 × 10−6 mol L−1 with a low detection limit of 5.0 × 10−9 mol L−1

under the optimal conditions.
Environmental remediation is the process to reduce hazardous pollutants or

contaminants from the environment. Environmental sensing is another significant
field of environmental remediation for which the potential of CNTs and graphene
has been intensively explored [192, 193]. To date, chemical modification of gra-
phene has been reported to show higher potential for better selectivity and sensi-
tivity than pristine graphene [194]. For instance, such as Cd (II) [195], Co
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(II) [195], Hg (II) [196], Cr (VI) [197], Pb (II) [198], these heavy metal ions are
toxic in aqueous solution, here heteroatom-doped graphene has been utilized to
remediate aqueous solution, and even more capture gaseous molecules, like
CO2 [199].

3.6 Perspective

To sum up, different kinds of chemical modification schemes for graphene have
already widened their application window; however, it is still just the tip of the
iceberg of prospects. There are still many challenges at present. First of all, we
should pay more attention to improve the doping level for changing properties of
graphene. Also focus on band gap opening, one of the high priority goals in
development of graphene electronics. And even same dopant has different doping
types, how to control the doping types further exist different properties still remain
questions. Enhancing the stability of electrical properties of doped graphene as
environment has large influence to their stability, and improving the doping quality
often results in defects in grapheme framework. And because of most doped gra-
phene are difficult to reproduce, to explore new methods to improve the repro-
ducibility of doped graphene is also an important issue [25].

Heteroatom doping can greatly extend the arsenal of graphene materials and
their potential for a spectrum of applications. There is reason to believe that some of
the applications may find practical value in the near future. To fully explore the
potential of chemical modification, several principal remaining issues need to be
resolved. The foremost challenge is functionalization without major sacrifice of the
intrinsic excellent properties of graphene [70].
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Chapter 4
Chalcogenides to Nanochalcogenides;
Exploring Possibilities for Future R&D

Zishan H. Khan, Shamshad A. Khan, Faisal A. Agel, Numan A. Salah
and M. Husain

Abstract Chalcogenides (Se, Te and S) are one of the interesting classes of mate-
rials studied so far. They have potential applications in phase change recording,
memory and switching and various other solid state electronic devices. These
materials got a great deal of attention of the scientists worldwide due to their low
phonon energy, infrared transparency, large value of refractive index, high photo-
sensitivity, reversible phase transformation etc. There are several techniques for the
synthesis of chalcogenide materials, which include melt quenching, thermal evap-
oration, sputtering, chemical vapor deposition etc. Among all these techniques, melt
quenching is one of the simplest and popular techniques for producing chalcogenide
glasses. Recently, a lot of work is focussed on production of chalcogenides at
nanoscale. The understanding of electrical, optical and thermal properties of these
chalcogenides at nanoscale is of great interest both from fundamental and techno-
logical point of view. Due to their interesting physical properties, these
nanochalcogenides has raised considerable deal of research interest followed by
technological applications in the field of micro/optoelectronics. The structure of
chalcogenides is disordered at the atomic scale. Therefore, the nanostructures
of these materials can easily be tailored and may yield a greater variety than that of
crystalline nanostructures. The synthesis of chalcogenide nanostructures in the form
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of nanoparticles, nanobelts, nanorods, and nanowires has stimulated intense research
activity due to their improved properties at nanoscale. With these interesting results,
the nano-chalcogenides have become the focus of attention and are expected to
present interesting properties. A dramatic change in the physical and chemical
properties of these materials is observed due to size reduction. Moreover, the work
on the synthesis and characterization of nano-chalcogenides is still in the primarily
stages and accordingly, overall features have not been explored so far. Therefore,
more research work on these nanochalcogenides is needed for complete under-
standing of the mechanism responsible for change in properties in these materials at
nanoscale. This chapter provides a comprehensive review of chalcogenides and
nanochalcogenides, their synthesis and applications.

Keywords Chalcogenides � Nanochalcogenides � DC conductivity � Optical band
gap � Crystallization kinetics

4.1 Introduction

Amorphous materials were insignificant in the past. In fact, the use of glass in
decorative and packaging applications has a history of more than 10,000 years. It
was a long believed that these materials might not be semiconductor as the theory of
semiconductor is based on periodicity of atom i.e. long-range order. But in 1950,
Kolomiets [1] showed that glasses containing large proportional of chalcogen
elements (S, Se, Te) may act as a semiconductor. These workers did not, however,
find that these materials are very interesting because their electrical conductivity
could not be increased by adding the conventional doping elements of III and V
groups of periodic table. In 1951, Spear [2] reported the first drift mobility mea-
surement in vitreous Se and Tauc et al. [3] reported the first studies on amorphous
Ge. Much stimulating work on amorphous semiconductors started after the
Ovshinsky [4] reported threshold and memory switching in chalcogenide glasses in
1968. He also demonstrated the use of chalcogenide thin films for computer
memory. A further interest in these semiconductors arose when W.E. Spear and
P.G. Le Comber (1975) at the University of Dundee, U.K., developed a technology
to produce n and p type amorphous silicon similar to their crystalline
counterpart. Since then, these materials have been utilized in various solid state
devices. It also presents several surprising features that stimulated pure academic
interest. Therefore, a serious investigation of the properties of amorphous semi-
conductors requires not only familiarity with one particular area of science or
engineering, but also a detailed knowledge of results from all the fields including
physics, chemistry, metallurgy and electrical engineering. Although a lot of work
on amorphous semiconductors has been reported, but it is not enough to completely
predict the behavior of these materials as compared with the crystalline materials.
Therefore, much fundamental experimental and theoretical work remains is still
needed to completely understand these materials.
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One of the most widespread current applications of amorphous semiconductors
is in the field of xerography in document copying machines. Perhaps, the most
technologically developed and potentially the most important application of the
amorphous semiconductor (a-Se:H) is in the direct conversion of sunlight to elec-
trical power. The use of an amorphous material as an electrochemical sensor is in
the so-called ‘glass electrode’ commonly used to monitor proton activity, i.e. pH, of
the aqueous solutions. Glassy metallic alloys have important advantage over their
crystalline counterparts, namely the important magnetic properties, such as satu-
ration magnetic moment (or magnetization), Curie temperature and magnetostric-
tion, can be varied smoothly simply by changing the composition. Being magnetic,
amorphous alloys are also found useful as magnetic sensors. The features that
differentiate them from other soft magnetic materials in this application include:
high permeability. The greatest impact of the use of glassy metallic alloys has been
in transformer-core applications, for operation both at low frequencies (50–60 Hz)
in distribution transformers and at high frequencies in a variety of special
applications.

There are many optical properties of these materials, which are common with the
classical semiconductors. The optical absorption spectra of the semiconductors
exhibit a threshold, below the threshold frequency, the light can pass through
practically without losses, while above it, the light is strongly absorbed. Moreover,
a good luminescence property in the visible and infrared spectral range is also
characteristic of many semiconductors. Thus, a semiconductor material should
possess several characteristic properties, not just the one of the moderately good
electrical conduction. Therefore the material exhibiting the above mentioned
properties falls in the category of semiconductors. This criterion excludes ionic
conductors, for example, which exhibit conductivity values of the same order of
magnitude as that of pure semiconductor, but do not display the characteristic
temperature dependence. The atomic structure of amorphous solids is characterized
by the same parameters, which are used for crystalline materials: coordination
number, valency, bond length and bond angle. However, the atomic structure of
amorphous solids is different for each atom and the whole structure of the disorder
material is a superposition of local structural elements. The valency of atoms and
stoichiometry also vary in the amorphous state. Such variable structure units are the
topological elements in the isotropic random network structure of amorphous
solids. Efforts are being made to dope these glasses so that they can be used for
other solid state devices, where n or p semiconductor is required. In some Ge–Se
based glasses, Bi doping has shown n type conduction. This has opened the pos-
sibility of doping in chalcogenides glasses and based on doping, the devices using n
and p type semiconductors have been developed. However, more research work is
required to get efficient doping in chalcogenides glasses to obtain good quality
devices.

The arduous search for materials with molecular scale properties that can satisfy
the demands of the 21st century has led to the development of nanochalcogenides.
Every type of traditional material has its nanostructured counterpart. The applica-
tion of nanomaterials in nanoelectronics, nanodevices and systems, nanocomposite
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materials, alternative energy resources and nanobiotechnology are remarkable. The
interface of nanoscience and technology with biological and therapeutic sciences is
expected to radically improve the ability to provide efficient treatments in otherwise
impossible situations. From the innovation of fullerene, carbon nanotubes and
graphene; there have been numerous reports that discussed the fundamental and
technological importance of novel nanostructured materials. The characteristic
structural features in between the isolated atoms and the bulk macroscopic materials
result in significantly different physical properties of this special class of materials.
The most popular term in the nano world is “Quantum confinement”, which is due
to the changes in the atomic structure. The main implication of such confinement is
the change in the system total energy; and hence the overall thermodynamic
stability.

Nano-chalcogenides continues as an attraction by researchers and engineers and
are viewed as large group of interesting solids in which unusual physical and
chemical phenomena are revealed and as the materials, it opens new ways in
science and technology. Due to the large optical nonlinearity and short response
time of nano-chalcogenides, the studies on nonlinear optical properties are also
important. The optical properties of these nanoscale chalcogenides are also strongly
depend on the size, shape and surface characteristics. Therefore, much attention has
been paid to control these parameters to manipulate the optical properties of
nanomaterials. Nano-chalcogenide possesses unique characteristics which are dif-
ferent from those in oxide and halide glasses, i.e. molecular structures and semi-
conductor properties. Due to the potential applications in nanoscale devices, a lot of
work is focused on the synthesis and characterization of the nanochalcogenides.
One of the present challenges in materials science is the production of materials at
nanometric scale with controlled composition and structure due to the observation
of novel properties at nanometric scales. An extensive investigation of varieties of
phase change optical recording materials have been made, but the exploration of
these materials at nano-scale is still needed. Development of optical materials at
nanoscale for the use in optical disk, is expected to be cost effective and more
stable, which is the main requirement for advanced data storage devices. It is also
understood that the reduction in size (nano-particles) will change the properties of
these materials dramatically (enhanced band gap, large absorption coefficient and
highly compositional dependence of reflection, fast crystallization). Therefore, the
chalcogenides produced at nano-scale i.e. nanochalcogenides may find interesting
applications in future nano-optoelectronic and other semiconducting nanodevices.

Recently, efforts have been dedicated to prepare nano-chalcogenide materials for
various applications. Shen et al. [5] reported the preparation of dextran/Se
nanocomposites for different nanomedicine applications. Lee et al. [6] prepared
semiconducting thermo-optic material for potential application to super-resolution
optical data storage. Pinkas et al. [7] prepared amorphous nanoscopic iron
(III) oxide from Fe(acac). Concha et al. [8] studied Monte Carlo simulation of Fe–
Co amorphous nanoparticles magnetization. Xi and Lam [9] synthesized and
characterized CdSe nanorods using a novel microemulsion method at moderate
temperature. Rajamathi and Seshadri [10] studied oxide and chalcogenide
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nanoparticles from hydrothermal/solvothermal reactions. The work on nano-
particles layers of CdSe buried in oxide and chalcogenide thin film matrices
reported by Nesheva et al. [11].

4.2 Synthesis of Chalcogenide Glasses

The formation of glass by cooling a liquid requires the prevention of the nucleation
and growth process responsible for crystallization. Both the rate of homogeneous
nucleation and the subsequent rate of crystal growth go through a maximum
temperature as the temperature is lowered below the thermodynamic melting point.
Thus, if temperature of a liquid can be lowered below these maximum quickly
enough as to avoid nucleation or the growth of detectable crystals, further cooling
will not be needed and the liquid will eventually form a glass. In this sense, glass
formation is a kinetics process but there are features of the phenomenon, which can
be described within framework of thermodynamics. Whether or not a particular
liquid can be cooled to form a glass will obviously depend upon the rates of the
atomic and/or molecular transport process involved in nucleation and crystal
growth. Viscosity is often regarded as the determining factor and it is true that many
liquid are comparatively viscous at their melting points, this is not always an
infallible guide. For example, in the homologous series of primary alcohol, the
lowest member (methyl) crystallizes vary rapidly on cooling, as do the higher
members with log chains, while intermediate members tends to form glasses.
Viscosity on the other hand increases steadily with increasing chain length. There
are clearly steric factors involved, which are not simply related to the flow pro-
cesses. Nevertheless, it is possible to roughly relate the glass batches that can
exhibit high vapor pressure, and the melts tend to have a high viscosity. They are
susceptible to oxidation and hydrolysis. To avoid these problems, melting is
preferably carried out inside a vitreous ampoule sealed under vacuum and the melt
is agitated, purification of the batch and ampoule must be completed prior to sealing
and it is important to minimize hydride, hydro oxide and oxide impurities, which
impair the transmission window of the finished glass.

Both the amorphous and polycrystalline chalcogenides in bulk form can be
prepared by using diffusion/melt quenching method. The highly pure materials
(99.999 %) are used for preparing the amorphous and polycrystalline chalcogenides
materials. Initially, materials are weighed according to their atomic percentages and
are sealed in quartz ampoules under a vacuum of 10−5 Torr. The sealed ampoules
are then placed in a Microprocessor-Controlled Programmable Muffle Furnace,
where the temperature increases at a certain fixed heating rate up to a temperature
higher than melting points of the constituents elements and are kept at that tem-
perature for 12–16 h with frequent rocking to ensure the homogenization of the
melt. As a requirement of homogeneity, heating and shaking of the elements in the
ampoules are performed simultaneously. The melt are then rapidly quenched ice
water. The X-ray diffraction technique is used to verify the amorphous nature of
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as-prepared bulk sample. Figure 4.1 shows the temperature dependence property of
quenched materials at constant pressure.

4.2.1 Preparation of Chalcogenides Thin Films

There are several methods for preparation of chalcogenide thin films. Some of them
are physical vapour condensation, sputtering, pulsed-laser deposition and chemical
vapour deposition method. These techniques are most commonly employed to
fabricate the nanostructures of chalcogenide glasses. The brief discussion about
these methods is as follows;

4.2.1.1 Physical Vapour Condensation

Over the last few decades, amorphous thin films have predominantly been prepared
by physical vapour deposition techniques. Physical vapour condensation (Fig. 4.2)
is one the simplest techniques employed so far. The vapour is formed by heating of
a solid. With the introduction of more versatile deposition techniques such as
sputtering and chemical vapour deposition, tradition thermal evaporation is now

Fig. 4.1 Temperature
dependence property of
quenched materials at
constant pressure

Fig. 4. 2 Schematic diagram
of physical vapour
condensation system
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less widely used. This technique is replaced by physical vapour condensation
technique, which one of simplest techniques to produce the nano-chalcogenides.
The physical vapour condensation remains attractive for good glass-forming binary
chalcogenides, because it is low-cost, relatively simple, and reproducible, and
capable of deposition over a large substrate area. This is one of the favoured
techniques for deposition of nanostructures of amorphous selenium (a-Se) for
flat-panel X-ray detectors, nano-ionic memories, thin-film waveguides, hard and
soft stamp-imprinting techniques. In the nanochalcogenide films, it can be observed
that the refractive index is non-uniform through the thickness: the bottom part of the
film is enriched with the more volatile species and therefore, it has a lower
refractive index than nearer to the surface.

Nanochalcogenide thin films can be prepared in the presence of ambient argon
gas atmosphere in the chamber. Initially, a small quantity of powder of these alloys
is kept in a molybdenum boat and the chamber is evacuated to a vacuum of
10−6 Torr. An inert-gas (argon) is purged into the chamber after attaining a vacuum
of 10−6 Torr. The bulk chalcogenide materials are then evaporated in the presence
of ambient argon gas atmosphere in the chamber to deposit the thin film. The
substrates is cooled with liquid nitrogen and the evaporated material is deposited on
a glass substrate pasted on the LN2 cooled substrate.

4.2.1.2 Sputtering

Sputtering is the most versatile technique for depositing chalcogenide thin films
(Fig. 4.3). It can be used for deposition of any binary, ternary, multi-component or
rare-earth doped glasses. Sputtering is the dominant industrial technique in
depositing chalcogenide films for optical (DVD, Blu-ray) and electrical data-storage
(FLASH, RAM) applications, but is now being challenged by promising new
techniques.

Substrate for film deposition(Anode)

Sputtering gas 
Argon inlet

Ar+

Sputtering material 
target(cathode)

To vacuum 
pump

Fig. 4.3 Schematic diagram of RF sputtering system
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In most forms of sputtering, there is an electrical potential difference (can be of
the order of 1500 V) between the target and the substrate, that (via generation of
plasma) is the source of the high-energy ions. Sputtering is a complex process
where the material in a solid target is vaporized by bombardment with high-energy
ions. There are many variants of sputtering, and here we limit ourselves to in
between the target and the substrate, that (via generation of plasma) is the source of
the high-energy ions. It is a process where the material in a solid target is vaporized
by bombardment with high-energy ions. The target material is in the form of
elemental (multi-target deposition) or multi-component amorphous/crystalline discs
made from high-purity elements. When high-energy ions arrive at a target surface,
ablation of target atoms is just one of many possible events which can happen to the
target material. Based on time-scale, these can be classified as prompt effects (<10–
12 s), e.g. lattice collisions, physical sputtering, reflection from the surface; cooling
effects (from >10–12 to <10–10 s), e.g. thermal spikes along collision cascades;
delayed effects (>10–10 s), e.g. atomic diffusion in the target material,
strain-induced diffusion, segregation, etc.; and persistent effects, e.g. gas incorpo-
ration, compressive stress due to recoil implantation, etc.

An important quantity in sputtering is the sputtering yield, which is the number
of atoms leaving a target per incident ion. The momentum transfer from an incident
ion to the atoms in the target is most efficient when the ions and the atoms have the
same atomic mass. Argon ions (40 amu) have high sputtering yields for targets
atoms of roughly similar mass. For heavier target atoms, heavier incident ions give
better yields. However, argon is still the most common sputtering gas because of the
high cost of the heavier noble gases. The sputtering yield is dependent on the angle
of incidence (of the Ar+ ions on the target); it increases with off-normal incidence,
and peaks at 50–60°, where the yield is increased by 20–50 %.

4.2.1.3 Pulsed-Laser Deposition

Pulsed-laser deposition is a relatively new physical vapour deposition technique
(Fig. 4.4), which has been used for deposition of a vast range of materials including
chalcogenide thin films. In pulsed-laser deposition, laser pulses of high-energy
density are focused onto a target, the material of which is vaporized after the laser
power reaches the ablation threshold and forms a plasma plume. This plume of
ablated species is projected towards substrate, where the species condense and form
a thin film. Interaction of the laser pulse with the target is a highly non-equilibrium
process, where the absorption of the laser energy is confined to very small volume.
The stoichiometry of the target is then well preserved in the deposited film even for
multi-component or rare-earth doped compositions. Chalcogenide films deposited
by pulsed-laser deposition can often be obtained containing structural units similar
to those in the corresponding bulk glass. Pulsed-laser deposition is a complex
deposition technique with many technological aspects reviewed in detail elsewhere.

There are two pulsed-laser deposition approaches for chalcogenide films: con-
ventional pulsed-laser deposition and ultrafast pulsed-laser deposition. The
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techniques make use of different pulsed-laser sources, resulting in different pre-
dominant ablation mechanisms. In conventional pulsed-laser deposition, ultraviolet
excimer gas lasers provide nanosecond laser pulses of average energy *0.01–10 J,
intensity *108–109 W/cm2 and repetition rates *1–50 Hz. The laser spot area on
the target is typically 0.5–5 mm2 but can be larger and non-circular in shape.
Penetration depths are up to several micrometres, and depend strongly on laser
power density and material absorption coefficient. Similarly, deposition rates can
reach up to tens of nm per pulse (10–24 nm per pulse) and are likely difficult to
control. These conditions are associated with the thermal ablation mechanism, in
which species are ejected from the target mostly by local thermal overheating, i.e.
melting and vaporization.

In contrast, in ultrafast pulsed-laser deposition, electrostatic ablation dominates,
in which species (ions) are ejected from the target due to the strong electric fields.
These fields are formed through charge separation by ionization, associated with
electrons being emitted from the target. Ultrafast pulsed-laser deposition uses ps or
fs pulsed lasers, e.g. higher harmonic generation in Nd:YAG laser (natural fre-
quency at λ = 1064.1 nm) at 532, 355, 266 nm. The repetition rates reach *50–
100 MHz, the intensities above *1013 W/cm2 and the average energy is in the mJ
range. The penetration depths in the target, up to 1–2 mm, are typically smaller than
in conventional pulsed-laser deposition. Deposition rates can be controlled easily
and are 1–15 nm per pulse. Ultrafast pulsed-laser deposition has the advantages of:
(1) forming of a continuous flow of ablated species, (2) changing the ablation
mechanism from thermal to electrostatic, and (3) smoothing the effective intensity
distribution, allowing the creation of a single homogeneous phase (suppressing
preferential ablation which can occur in conventional pulsed-laser deposition) in the
ablated plume.

Laser 

precursor

Gas pump

carousel

substrate

Vacuum 
pump

Plasma plume

Fig. 4.4 Schematic diagram of pulsed-laser deposition
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Pulsed-laser deposition has been used in the deposition of a variety of chalco-
genide thin films. Pulsed-laser deposition of chalcogenide films also has several
technological issues which curtail its wider application. It is still difficult to control
film deposition rates precisely, especially in conventional pulsed-laser deposition.
To achieve good thickness uniformity (this could be an issue even for small
samples) and composition homogeneity of films over a large substrate area, opti-
mization of the laser power and optical path are necessary, as well as control of the
process geometry and target-to-substrate positioning (by substrate rotation/
translation).

4.2.1.4 Chemical Vapour Deposition

Chemical vapour deposition is an important technique, particularly promising for
conformal deposition of chalcogenide thin films into embedded 1D, 2D and 3D
structures. Chemical vapour deposition is a method where gaseous precursors react
either in gas phase or at the substrate gas interface, producing thin film on the
substrate (Fig. 4.5). The composition of the thin film is different from the gases
being used. The thickness of the conformal coatings can be more uniform and
controlled more precisely than in physical vapour deposition. Chemical vapour
deposition is well known for the deposition of crystalline films (ceramics), but it is
rather new for thin films of amorphous chalcogenides. The key advantages of
chemical vapour deposition using gaseous sources are: (1) uniform thickness (and
composition) can be achieved in coatings of very complex spatial features, reaching
remote areas of substrates; (2) the correct purification processes can give high purity
precursors; and (3) high deposition rates (*1 mm/min). Optimizing the deposition
of chalcogenides involves a strong and complex competition between the various
techniques, and is emerging as a preferred option.

Chemical vapour deposition reactions typically start and proceed only at quite
high temperatures of 400–600 °C, too high for pre-deposited temperature-sensitive
structures (memory, sensors, etc.) to be used as substrates. High temperatures are

C2H2 N2

Gas inlet
Gas outlet

Quartz tube

Quartz boat

sample

oven

Fig. 4.5 Schematic diagram of CVD system
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necessary to achieve large values of equilibrium constants and a good conversion
rate of precursor’s reactions at the substrate. The required temperature can be
reduced by employing a plasma in the reaction chamber to enhance (i.e., accelerate)
the chemical reactions, or by using metal-organic precursors. The pressure in the
deposition chamber may vary from atmospheric-pressure chemical vapour depo-
sition to low-pressure chemical vapour deposition depending on the required
deposition conditions. Chemical vapour deposition has already been demonstrated
to be promising for the deposition of amorphous and crystalline nano-chalcogenide
thin films for waveguides, phase-change RAM and photovoltaic applications. It is
still challenging to find appropriate precursors for rare-earth metals in the deposi-
tion of rare-earth doped nano-chalcogenide films.

4.3 Electrical, Optical and Thermal Properties

4.3.1 Electrical Transport Properties

During last several years, the mechanism of charge carrier transport in amorphous
semiconductors has been the subject of intensive theoretical and experimental
investigation. These studies have motivated the use of structural disorder in
amorphous materials for the development of cheaper, reliable and more efficient
solid state devices.

It has long been believed that the chalcogenide glasses show only p-type con-
duction and it is impossible to control the conduction type simply by doping
technique because the valence of doped atoms is always satisfied in the glasses.
This is explained by the pinning of Fermi energy due to the equilibrium between
negatively D− and positively D+ charged dangling bonds on the basis of the band
model of amorphous semiconductor proposed by Street and Mott [12], Mott et al.
[13] and Kastner et al. [14].

Various models have been proposed for the energy distribution of the density of
states and these models are mainly concerned with the important question of the
existence of localized states in the tails of the valence and conduction band and the
mobility edge separating extended from localized states.

4.3.1.1 The CFO Model

Cohen et al. [15] supposed that the non-crystalline structures would lead to
Over-lapping of band tails of localized states. In the overlap region, they would be
charged, leading to centers with unpaired spins. Such overlapping states would lead
to the pinning of Fermi level. The tail from the conduction band would consist of
donors and tail from the valence band will contain acceptors. Thus, the higher
acceptor states would give up an electron to the lower donors, producing positively
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charged donors and negative acceptors. The other principal feature of this model
was the existence of mobility edges at energies in the band tails. These are iden-
tified with the critical energies separating localized from extended states introduced
earlier [16]. This model is sometimes called the Mott-CFO model. The difference
between the energies of the mobility edges in the valence and conduction bands gap
is called the mobility gap. Although, there is considerable evidence about the
concept of mobility edges, the concept of overlapping tails is now considered
unlikely to apply to amorphous semiconductors and insulators that are transparent
in the visible or infrared. This model predicts that at high temperature the material
will behave like an intrinsic semiconductor. Since, the density of states is infinite,
electrons at low temperature and at the Fermi level will carry current and the T1/4

law is also expected.

4.3.1.2 The Davis-Mott Model

According to Davis and Mott [17] for an ideal amorphous semiconductor in which
all bonds are saturated and there are no long-range fluctuations, should have the
density of states. Deep tails should be arising only from gross density or bond angle
fluctuations. However, strongly overlapping tails as envisaged by Cohen et al. [15],
which probably exist in some liquids such as expended fluid mercury. Real
non-crystalline materials, however, are thought to contain imperfections such as
impurities, or dangling bonds at point defects or micro voids and these just as in
crystal may lead to levels within the band gap. In evaporated films of Ge and Si and
some of their alloys, the conductivity, particularly at low temperatures, is due to the
hopping conduction between such defect states by electron with energies near the
Fermi level. The density of such states depends on the condition of deposition. Due
to this, the Fermi level is located near mid gap and appears to be pinned there over a
wide temperature range. This model was based on several experimental results and
implied a finite density of states at Fermi level as long as the total density of states
in the gap is not large. The model allowed optical transparency with the need for
assumption about the magnitude of the matrix elements. However no explanation
was offered as to why the controlling states should lie near mid-gap. Mott [18]
suggested that if the states arise from a defected centre, e.g. a dangling bond, then
they could act both as deep donors and acceptors single and double occupancy
conditions lading to two bands separated by appropriate correlation energy. Even
without additional compensation centers, on this model Fermi level should lie
between the two bands if they do not overlap or be pinned within them if they do. If
they overlap strongly, as would be expected if the density of centers is high, then
the model becomes essentially indistinguishable.
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4.3.1.3 The Charged Dangling Band Model

This model was put forwarded by Street and Mott [12]. This model is preferred for
the systems where the density vanishes, and in which deep donors and acceptors
locate the Fermi energy, simply because it is successful in explaining a wide variety
of phenomena. According to this model the defects can have three charged states
D+, D− and Do. Since each of them are associated with a different local atomic
configuration, they can be considered as different defects. The negatively charged
defects D is a dangling bond associated with an under-co-ordinate atom, for
example a chalcogen (say Se) bonded to another atom (As) bonded to two other
atoms. When an electron is removed from the dangling bond (forming Do), it is
assumed that there is an attraction of the atom in question towards a fully
co-ordinated neighboring chalcogen atom, one of the lone pair electrons on the
latter being used to form a bonding orbital and the other an intending orbital.
However that this bond is as strong as when a second electron is removed for then
both lone pair electrons from the neighboring chains are used in bonding and the
former singly co-ordinate chalcogen becomes essentially three-fold co-ordinate the
D+ centre. It assumed that the reaction

2Do ! Dþ þD�

is exothermic, that is the total energy (electrons plus lattice) associated with the pair
of charged defects D+ and D− (both without spin) is lower than that of two neutral
defects Do (both with spin). The coulomb repulsive energy between the two elec-
trons at D− is more than compensated by lattice energy (U) for the defect.

Kastner et al. [14] and Kastner and Fritzsche [19] provided insight into the above
processes using chemical-bond arguments. In their notation D+ and D− are denoted
by C3þ and C1� ; C stands for chalcogen and the subscript indicating the
co-ordination. In contrast to Street and Mott [12] and Mott et al. [13] description of
Do, they consider the neutral centre to be three fold co-ordinated with the anti-
bonding electron residing symmetrically at the defect, which they therefore, des-
ignate C30 : The creation of a valence alternation pair, by C3þ and C1� is considered
to occur in two stages. First, a neutral dangling bond C10 interacts with the lone pair
of a neighboring chalcogen forming a three-fold chalcogen, according to the
reaction C1o þC2o ! C2o þC3o : During this reaction, (i) one of the three electrons
in lone pair orbital at C10 is transferred to a lower lying bonding orbital and (ii) one
of the two lone pair electrons at C20 is transferred to a bonding orbital and the other
anti bonding orbital. Secondly, two C30 defects convert to C3þ and C3� by trans-
ferring two electrons in antibonding orbital and two in bonding orbital into lone pair
orbital’s an exothermic reaction. The above mentioned make the important obser-
vation that the valence-alternation pair is associated with the same number of bonds
as the continuous/random network, so that the energy to form it may be quite low.
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4.3.1.4 The QMT Model

A model for the frequency-dependent conductivity was first proposed by Pollak and
Geballe [20]. They assumed that the condition in doped and compensated semi-
conductors arises from tunneling between neighboring donor impurity states, ran-
domly situated in space and energy: this has been called the quantum-mechanical
tunneling (QMT) model. According to this model the motion of carrier occurs
through quantum-mechanical tunneling between localized (defects) states near the
Fermi level [21]. It thus appears that this model is inappropriate for the case of these
materials.

4.3.1.5 Elliot’s Theory

Elliot [21] proposed an alternative theory for ac conduction in chalcogenide glasses
that is based on the model for charged defect in chalcogenide glasses [12–14]. This
model assumes that carrier separating the two defect centers. For simple activation
energy over a barrier whose height (W) is a random variable, the exponent (s) of the
frequency dependence of σac is predicted to be exactly unity [22–24] in the present
case. The experimentally observed variation of s with temperature is accounted for
by assuming a columbic correlation between the charged defects centers [21],
resulting in a correlation between W and the intersite separation [25], i.e. correlated
barrier hopping (CBH).

In case of amorphous semiconductors, at higher temperature, the conductivity is
due to thermally activated tunnelling of the charge carriers in the localized states
near the hand edges, and is given by [26]

r ¼ ro exp �DE=KTð Þ ð4:1Þ

where σo is the pre-exponential factor and ΔE is the activation energy. At low
temperatures, the conduction process in both the cases involves localized states near
the Fermi level and the conduction is due to variable range hopping in accordance
with Mort’s relation [27–29]

r ¼ roexp � To=Tð Þ1=4
h i

ð4:2Þ

where,

To ¼ 16a3=KN(EFÞ ð4:3Þ

N(EF) is the density of states near the Fermi level and α is a measure of the spatial
extent ion of the wave function exp(−αγ) associated with the localized states. The
value of (To/T) which represents the ratio of the characteristic disorder energy to the
thermal energy is radically different for the two cases. For amorphous
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semiconductors (To/T) is in the range of 10−5–10−8 while for polycrystalline
semiconductors this ratio is generally in the range 10–10−3 [30].

4.3.1.6 Conduction in Band Tails

If the wave functions are localized, so that σ(E) = 0, conduction occurs by thermally
activated hopping. Every time, an electron moves from one localized state to
another. It will exchange energy with photon. It is most likely that the mobility will
have a thermally activated nature.

lhop ¼ lo:exp �W Eð Þ=kT½ � ð4:4Þ

The pre-exponential lo has the form

lo ¼ 1=6ð ÞmpheR2=kT ð4:5Þ

where mph is the phonon frequency and R the distance covered in one hop. For
typical phonon frequency mph ¼ 1013 S�1 and W = KT. Equation (4.5) yields a
mobility of the order 10−2 cm−2 V−1 s−1 at room temperature. As postulated by
Mott, comparison of this value with the one calculated for conduction in the
extended states suggests that the mobility may drop by a factor of at least 100 at the
energy which separates the localized and non localized states.

4.3.1.7 Conduction in Localized States

If the Fermi level lies in a band of localized states as predicted by the Davis-Mott
model, the carriers can move between the states via a phonon assisted tunnelling
process. This is the transport analogous top impurity conduction observed in
heavily doped and highly compensated semiconductors at low temperatures. An
estimate for the temperature dependence of the hopping conductivity has been
given by Mott [27]. We shall follow here his original derivation. Let us consider an
electron that is scattered by phonons from one localized state to another. The energy
difference between the states is denoted by W. The probability that an electron will
jump from one state to another is determined by three factors which are following:

1. The probability of finding a photon with an excitation energy equal to W given
by Boltzmann expression exp (−W/kT).

2. An attempt frequency νph, which can not be greater than the maximum photon
frequency (in the range 1012–1013 s−1).

3. The probability of an electron transfer from one state to another. This factor
depends on the overlapping of the wave functions and should be given by exp
(−2αR). Here R is the jumping distance which at higher temperatures equals the
interatomic spacing and α is a quantity which is a representative for rate of
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fall-off of the wave-function at a site. If overlapping of the wave-function is
important, the factor exp(−2αR) becomes of the order of one.

The probability p that an electron jumps will then be expressed by

P ¼ mph:expð�2aR�W=kTÞ ð4:6Þ

The conductivity may be written as

r ¼ ðl=6Þe2R2mphN(EFÞexpð�2faRÞexp �W=kTð Þ ð4:7Þ

where, N(EF) is the density of states at Fermi level.
As the temperature is lower, the number and the energy of phonons decrease and

the more energetic phonon-assisted hops will progressively become less favorable.
Carriers will tend to hop to larger distances in order to find sites.

Many experimental studies, especially the tetrahedral materials, dealt with
variable range hopping. In many cases, unreasonably high values were calculated
for N(EF) by using the pre-exponential factor σ0(T). Although the T

−1/4 dependence
of lnσ is widely observed, these findings seem to indicate that the above expression
do not describe in an exact quantitative way. It must be mentioned here that Mott’s
derivation of variable range hopping implies to a large number of simplifying
assumption of which the most important are: (i) energy independence of density of
states at Fermi level (EF), neglection of correction effects in the tunneling process.
(ii) omission of multi-phonon process and (iii) neglection of electron-phonon
interaction. Several authors have investigated the effect of departure from a constant
density of states and have clearly demonstrated that the energy distribution of the
density of states is of major importance in the theory of variable range hopping.

4.3.2 Optical Properties

For the measurement of the intensity of reflected or transmitted light as a function
of wavelength and angle of incidence, there are several techniques available.
Normally, the reflectance and transmittance of light are taken as the periodic
functions of path length difference between waves reflected from the air-film and
film-substrate interfaces respectively. The path length difference is associated with
the angle of incidence and the wavelength of incident light as well as the film
thickness. Therefore, the monitoring reflectance and transmittance as function of
wavelength or angle of incidence is not only important, but their variation with film
thickness is also an important factor [31]. In case, where the film thickness changes
slowly but the optical parameters change rapidly; a rapid monitoring is not possible
by such means.

Many methods have been developed for the complete analysis of thin films by
measurement of reflectance and transmittance measured as a function of wavelength
or angle of incidence [32, 33]. For the calculation of optical parameters of weakly

150 Z.H. Khan et al.



absorbing films from the reflectance and transmittance data, there are many
methods available. However, it is convenient and simpler to measure experimen-
tally either the reflectance or the transmittance of the chalcogenides thin films and
many methods have been developed for complete optical analysis using
reflectance/transmittance measurements alone. Explicitly formulas valid for
extreme in reflectance and transmittance help us to calculate the spectral depen-
dence of the optical constants [34, 35].

4.3.2.1 Optical Absorption and Optical Gap

The optical absorption and optical gap depend on the short range order in the
amorphous structure and defects associated with it. The variation of the optical gap
and properties of thin films deserve a comprehensive investigation. The mechanism
of disorder and defect interaction in amorphous chalcogenides is expected to be
understood from the studies of the variation of the optical gap and the short range
order as a function of thickness for the films of different compositions [35]. The
decrease in the disorder and detect states in the structural bonding is known to
increase the optical gap.

4.3.2.2 Absorption Process

These properties span over a wide range of phenomena, and help us greatly in
understanding the basic physical properties of semiconductors. These properties are
also used in the development of optical devices widely used in research and
industry. The measurement of absorption spectra is the direct method for probing
the band structure of semiconductors. In the absorption process, a photon of known
energy excites an electron from a lower to higher energy state. In a different
manner, we can say that absorption is also a result for interaction between atoms
and electromagnetic radiation. In semiconductors, a number of distinct optical
absorption processes take place independently. These processes are given below:

Fundamental Absorption Process

The most important process involves the transition of electrons from the valence to
the conduction band. Due to its importance, the process is referred to as funda-
mental absorption. In fundamental absorption, an electron absorbs a photon (from
incident beam) and jumps from the valence into the conduction band. The photon
energy must be equal to the energy gap or larger. The frequency must therefore be;

m�ðEg=hÞ ð4:8Þ
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The frequency mo ¼ Eg=h is referred to as the absorption edge. In transition
process (photon absorption), the total energy and momentum of the electron-photon
system must be conserved.

Calculating the absorption coefficient for fundamental absorption requires
quantum manipulations. Essentially, these consist of treating the incident radiation
as a perturbation, which couples the electron state in the valence band to its
counterpart in the conduction band, and using the technique of quantum pertur-
bation theory. One then finds that the absorption coefficient has the form [36].

ad ¼ Aðhm� EgÞ00 ð4:9Þ

where A is a constant involving the properties of the bands and Eg is the energy
gap. The absorption coefficient increases parabolically with the frequency above the
fundamental edge. A useful application of these results is their use in measuring
energy gap in semiconductors. Thus, Eg is directly related to the frequency edge
Eg = hν. This is now the standard procedure of determining the gap. Due to its
accuracy and convenience, the optical method also reveals more details about the
band structure than the conductivity method.

The absorption coefficient associated with fundamental absorption is large
(*104 cm−1 for chalcogenides glasses). Thus, absorption is readily observable even
in thin samples. Since, the energy gaps in semiconductors are small (1 eV or less),
the fundamental edge usually occurs in the infrared region. The development of a
large variety of reliable infrared detectors has been one of many benefits, which
have accrued from this work. The absorption process occurs in the so-called
direct-gap semiconductors. Here the bottom of the conduction band lies at k = 0,
and hence directly above the top of the valence band. Electrons near the top of the
valence band are able to make transitions to states near the bottom of the conduction
band, consistent with the selection rule. Examples of such substances are GaAs,
InSb and many other III–V compounds.

There are also indirect-gap semiconductors, in which the bottom of the con-
duction band does not lie at the origin. In this case, the electron can not make a
direct transition from the top of the valence band to the bottom of the conduction
band because this would violet the momentum selection rule. Such a transition may
still take place but as a two step process. The electron absorbs both a photon and a
phonon simultaneously. The photon supplies the needed energy, while the phonon
supplies the require momentum.

Calculation of the indirect-gap absorption coefficient, which is more involved
than that of direct absorption, is given by the formula [36]

ai ¼ A0 Tð Þðhm�EgÞ1=2 ð4:10Þ

where A′(T) is a constant containing parameters pertaining to the bands and the
temperature. Here αi increases as the second power of ðhm� EgÞ; much faster than
the half power of this energy difference as in direct transition. So, we may use the
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optical method to discriminate between direct and indirect gap semiconductors, an
improvement over the conductivity method.

Exciton Absorption

In discussing fundamental absorption, we assumed that the excited electron
becomes a free particle in the conduction band, and similarly, that the hole left in
the valence band is also free. The electron and hole attract each other and may
possibly form a bound state in which the two particles revolve around each other.
Such a state is referred as an exciton. The binding energy of the exciton is small,
about 0.01 eV, and hence the excitation level falls very slightly below the edge of
the conduction band.

The energy of the photon involved in exciton absorption is given by.

hm ¼ Eg � Eex ð4:11Þ

where Eex is the exciton binding energy. The exciton spectrum therefore, consists of
a sharp line, falling slightly below the fundamental edge. This line is often
broadened by interaction of the exciton with impurities or other similar effects, and
may well merge with the fundamental absorption band, although often the peak of
the exciton line remains clearly discernible. This illustrates a fact which is often
observed: absorption of an exciton introduces complications into the fundamental
absorption spectrum, particularly near the edge, and renders the determination of
the energy gap in semiconductors more difficult. However exciton absorption is
important in the discussion of optical properties of insulators in the ultraviolet
region of the spectrum.

Free Carrier Absorption

Free carriers both (electrons and holes) absorb radiation without becoming excited
into the other band. In absorbing a photon, the electron (or hole) in this case makes
a transition to another states in the same band. Such process is usually referred to as
an interband transition. For concreteness, take the substance to be n-type, so that
only electrons are present. The real and imaginary parts of the dielectric constant are
given by

e0r ¼ eL;r � rot=eoð1þx2s2Þ ¼ n2o � k2 ð4:12Þ

e00r ¼ ro=eoxð1þx2s2Þ ¼ 2nok ð4:13Þ

At low frequency and small conductivity (low concentration), the lattice con-
tribution εL,r dominates the dielectric polarization. Thus, the substance acts as a
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normal dielectric. There is, however, a slight absorption associated with e00r which
represents the absorption of radiation by free carriers.

In the region of low frequency and high conductivity, the free-carrier term, in
Eq. (4.12) dominates. Thus e0r\0 and the substance exhibits total reflection such as
a metal does. This is to be expected, since the electron concentration is very high,
approaching the electron concentration in metals. In the high-frequency
(short-wavelength) region, xs � 1 (but small conductivity), the materials acts
like a normal dielectric with no = εL,r

1/2 and the absorption coefficient is

A ¼ r0=eocnox2s2 ð4:14Þ

The free carrier absorption take place even when hv < Eg and frequently this
absorption dominates the spectrum below the fundamental edge. For hv > Eg, both
types of absorption-fundamental and free-carrier occur simultaneously.

Absorption Process Involving Impurities

Absorption process involving impurities often take place in semiconductors. The
type and degree of absorption depend on the type of impurity present in the con-
centration. The transition to higher impurity levels appear as sharp lines in the
absorption spectrum, which is analogous to the donor-conduction band transition
above. For shallow impurities, the absorption lines associated with donors and
acceptors fall in the far infra-red region. Such processes may serve in principle as a
basis for detectors in this rather difficult region of the spectrum. The spectrum may
also serve as a diagnostic technique for determining the type of impurity present.
Such processes lead to absorption which is close to the fundamental absorption, and
are seldom resolved from it.

The energy of the photon in this case is

hm ¼ Eg � Ed � Ea ð4:15Þ

This leads to a discrete structure in the absorption curve. But this is often difficult
to resolve because of its proximity to the fundamental edge. Impurities may also
affect the absorption spectrum in other direct ways. For instance, an exciton is often
found to be trapped by an impurity. This may happen as follows: The impurity first
traps an electron and once this happens the impurity—now charged—attracts a hole
through the Coulomb force. Thus both an electron and a hole are trapped by the
impurity. The spectrum of this exciton is different from that of a free exciton
because of the interaction with the impurity.
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4.3.2.3 Optical Constants of Thin Films

The optical behaviour of a material is generally utilized to determine its optical
constants, refractive index (n) and coefficient of extinction (k). Films are ideal
specimen for reflectance and transmittance types of measurements. Separate
determinations of n and k can be made by measuring reflectance and transmittance
of the same specimen. To calculate these optical constants, the reflectance and
transmittance data obtained from spectrophotometric measurements is used.

The absorption coefficient (α) can also be calculated directly from the absor-
bance versus wave number curves using the relation [36]

OD ¼ logIB=IT ¼ a t ð4:16Þ

a ¼ OD=t ð4:17Þ

OD is the optical density measured at a given layer thickness t (nm). IB and IT
are the intensities by light irradiation and transmittance respectively.

Chalcogenide glasses exhibit highly reproducible optical edges, which are rel-
atively insensitive to preparation conditions and only the observable absorption [37]
with a gap under equilibrium conditions account for the first process. In the second
process, the absorption edge depends exponentially on the photon energy according
to the Urbach relation [38]. In crystalline materials the fundamental edge is directly
related to the conduction and valance band, i.e. direct and indirect band gaps, while
in the case of amorphous materials a different type of optical absorption edge is
observed. In these materials, the absorption coefficient (α) increases exponentially
with the photon energy near the energy gap. Generally, this type of behavior is
observed in chalcogenides [38]. This optical absorption edge is known as the
Urbach edge and is given by,

a� exp : ½Aðhm� hm0Þ�=kT ð4:18Þ

where A is a constant of the order of unity and ν0 is the constant corresponding to
the lowest excitonic frequency.

The relationship between the absorption coefficient α and the energy hν of the
incident photon is given by [39, 40],

ða : hmÞ / ðhm� EgÞm ð4:19Þ

For direct optical band gap, we take m < 1, whereas for indirect transition, m > 1
is used. The value of optical band gap (Eg) is calculated from the plot of (α . hν)1/m

versus photon energy (hν) by taking the intercept on the X-axis. The values of
refractive index (n) and extinction coefficient (k) will be calculated by using the
theory of reflectivity of light.
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On the basis of this theory, the reflectance of light measured for the thin film can
be expressed in term of Fresnel’s coefficient. The reflectivity on an interface can be
given by;

R ¼ ½ n� 1ð Þ2 þ k2�=½ nþ 1ð Þ2 þ k2� ð4:20Þ

and

a ¼ 4p k=k ð4:21Þ

where λ is the wavelength.
Amorphous chalcogenide nano-particles have been under intensive investigation

in the past few years because of their size-dependent properties and the possibility
of arranging them in micro and nano-assemblies. Chalcogenide possesses unique
characteristics which are different from those in oxide and halide glasses, i.e.
molecular structures and semiconductor properties. Photo-induced phenomena are
observed in chalcogenide thin films. These changes are accompanied by changes in
the optical constants, i.e., changes in the electronic band gap, refractive index and
optical absorption coefficient. During the last few decades, many studies on
ion-selective electrodes using chalcogenide glass materials have been undertaken.
A large number of chalcogenide glasses for the detection of heavy metals in
aqueous media were used. The main advantage of the sensors based on chalco-
genide glasses are their high chemical stability and the low detection limit as
compared to their crystalline counterpart [41–46]. However, to keep pact with
modern technology, the fabrication of fast responsive, cost effective and minia-
turized sensor devices based nano-chalcogenides are needed. For the fabrication of
multi-sensor systems, this is important and can be employed for the simultaneous
measurement of different ions in solutions.

A lot of work is reported on the thin films of chalcogenides. Here, we are
presenting some of the reported work on thin films of chalcogenide glasses both at
micro and nanoscale in amorphous as well as in crystalline form.

4.3.3 Studies on Chalcogenides Films

The electrical charge transport in As–Se–Te glasses by correlating the dc and ac
conductivity measurements performed at different temperatures was studied by
El-Den et al. [47]. They reported that the dc conductivity measurements did not
reflect necessarily the bulk properties but can be completely dominated by the
charge-depleted contact region effects. Using these measurements in combination
with ac admittance spectroscopy, it was possible to separate the effects of these two
reasons and to describe them quantitatively. The observed ac behaviour stems from
the spatial distribution of the charge density with in the contact region. From the
relaxation time distribution entering microscopic conductivity, a single-channel
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hopping of charges strongly localized through finite charge-lattice interaction was
deduced for the given system.

The dc electrical conductivity as a function of temperature (294–383 K) for as
grown evaporated thin films of Se75S25−xAgx was studied by Khan et al. [48]. The
dc conductivity decreased at all the temperatures with the increase of silver content
in the binary system. They suggested that the conduction was due to thermally
assisted tunneling of the carriers in the localized states near the band edges.
Compositional dependence of the optical properties of as deposited Se75S25−xAgx
thin films of thickness 300 nm were also studied in the spectral range from 400 to
1000 nm. The optical band gap increased on incorporation of silver contents in Se–
S system. The results were interpreted in terms of the change in concentration of
localized states due to the shift in Fermi level. The results on electrical properties of
vacuum evaporated thin films of a-(Se70Te30)100−x(Se98Bi2)x system in the tem-
perature range (308–355 K) suggested that the dc conductivity and activation
energy depend on the Bi concentration [49]. Photocurrent dependence on incident
radiation followed the power law (Iph/Fγ) and the transient photocurrent exhibited
the non-exponential decay time. On the basis of the calculated parameters, it is
suggested that the recombination within the localized states was predominant. To
study the crystallization kinetics, they studied the heating rate dependence of glass
transition and crystallization temperatures and the activation energy for thermal
relaxation and activation energy for crystallization were calculated. Finally, the
composition dependence of the activation energy for thermal relaxation and acti-
vation energy for crystallization was interpreted in terms of the structure of Se–Te–
Bi glassy system. The absorbance, reflectance and transmittance of as-deposited
thin films of a-Se80Te20−xCux (where x = 2, 6, 8 and 10) were measured in the
wavelength region 400–1000 nm [50]. They studied the optical band gap and
optical constants of amorphous thin films as a function of photon energy. The
optical band gap increased on adding the copper in Se80Te20−xCux system. The
value of refractive index (n) was found to decrease where as, the value of the
extinction coefficient (k) showed an increasing trend with the increase in photon
energy. The results were discussed in terms of concentration of localized states [50].
An investigation of the electrical and optical properties of vacuum evaporated
(Ge2S3)1(Sb2Te3)1 thin films as a function of the film thickness (118.9–200 nm) and
annealing temperatures (373, 423, and 473 K) was carried out El-Wahabb and Farid
[51]. The X-ray diffraction pattern revealed the formation of amorphous films. On
the basis of electrical conductivity measurements, the film thickness and annealing
temperature dependence of electrical conductivity was found. Two types of con-
duction channels were observed, which suggested two conduction mechanisms.
The measurements of optical absorption suggested that the fundamental absorption
edge depended on annealing temperatures. An allowed indirect transition was
responsible for the optical absorption. A decrease in the optical energy gap (Eopt)
was observed with the increase in film thickness and annealing temperatures below
Tg. The analysis of transmission spectra of thin films of Se85−xTe15Bix (x = 0, 1, 2,
3, 4, 5) glassy alloys, measured at normal incidence, in the spectral range
400–1500 nm were studied [52]. To determine the refractive index (n) and film
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thickness (d), the authors employed Swanepoel’s method. An increase in refractive
index (n) with the increase in Bi concentration was associated with the increased
polarizability of the larger Bi atom (atomic radius 1.46 Å) as compared with the Se
atom (atomic radius *1.16 Å). Wemple–Di Domenico model (WDD) was applied
to estimate the dispersion energy (Ed), average energy gap (E0) and static refractive
index (no). On the basis of Tauc’s extrapolation, the optical band gap (Eg) was
calculated and its calculated value decreased from 1.46 to 1.24 eV with the increase
in Bi content. On the basis the electronegativity difference of the atoms involved
and cohesive energy of the system, the variation of optical band gap with Bi content
was discussed. Nearly stoichiometric thin films of In49Se48Sn3 at room temperature,
by conventional thermal evaporation of the pre-synthesized materials were depos-
ited by Salem et al. [53]. Using transmission electron microscopy and diffraction
(TEMD), the microstructure of as-deposited and annealed films was studied and it
was found that the as-deposited films were amorphous in nature, while those
annealed at 498 K were crystalline. An analysis of the optical absorption spectra
revealed a non-direct energy gap characterizing the amorphous films, while both
allowed and forbidden direct energy gaps characterized the crystalline films.
Temperature dependence of the resistance (ln(R) vs. 1000/T) for crystalline films
showed two straight lines, which was related to the extrinsic and intrinsic con-
duction. Using similar Ag metal electrodes, the room temperature I–V character-
istics of the as-deposited films sandwiched showed an ohmic behavior, where as the
use of dissimilar Ag/Al metal electrode suggested non-ohmic behavior, which was
attributed to space charge limited conduction. Khan et al. [54] reported the mea-
surements of optical constants (absorption coefficient, refractive index, extinction
coefficient, real and imaginary part of the dielectric constant) of Se75S25−xCdx
(where x = 0, 2, 4, 6 and 8) thin films of thickness 3000 Å as a function of photon
energy in the wave length range 400–1000 nm. An in the optical band gap and
extinction coefficient was observed where as the value refractive index showed a
decreasing trend on the addition of cadmium in Se–S system. The results were
discussed in terms of the change in concentration of localized states, which may be
due to the shift in Fermi level. CdSe thin films were characterized by various
techniques such as X-ray diffraction, scanning electron microscopy and UV–Vis–
NIR double beam spectrophotometer [55]. The optical band gap energy (Eg) was
reported to be 1.7 eV on the basis of interference transmission spectra T(λ) at
normal incidence in the wavelength range 400–2500 nm for Ge20Se75M5 thin films
[56]. Orava et al. [57] studied the optical and structural properties of Ge20Se80,
Ge25Se75, Ge30Se70 and Agx(Ge0.20Se0.80)100−x thin films. All samples were con-
firmed as amorphous according to XRD. The Raman spectra showed increase in the
intensity of 260 and 237 cm−1 and decrease in the intensity of 198 and 216 cm−1

bands with different Se content in the bulk samples, whereas the intensity of peaks
at 260 and 216 cm−1 decreased with increasing Ag content. The significant red shift
of band gap energy occurred upon different Ag content. The optical band gap of
bulk samples decreased (2.17–2.08 eV) and refractive index increased (2.389–2.426
at 1550 nm) with increasing Se content in bulk glasses, whereas the optically
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induced dissolution and diffusion resulted in graded refractive index profile along
the film thickness caused by different Ag concentration.

Excellent nano-multilayers (NML) chalcogenide were developed using pulsed
laser deposition (PLD) method based on KrF excimer laser operating at 248 nm
with constant output energy of 250 mJ per pulse, with pulse duration of 30 ns and
with repetition rate of 10 Hz [58]. They mentioned that in NMLs more important
was the stimulated mass transport (interdiffusion) across the interfaces by mains, the
rate of interdiffusion increases by an order of magnitude if the a-Se/As2S3
chalcogenide–chalcogenide NML was irradiated by laser light. The stimulated
interdiffusion resulted in the bleaching of the NML (blue shift of the absorption
edge) since the intermixing of the wide- and narrow band gap materials gave a solid
solution with a wider band gap in comparison with an initial narrow-gap, active
sub-layer. The resulting amplitude relief of optical transmission may be tuned by
the selection of the certain pairs of components, some of which were patented. The
influence of laser-irradiation on structural and optical properties of phase change
Ga25Se75−xTex thin films is studied by Agel et al. [59]. This amorphous to crys-
talline phase change in Ga25Se75−xTex thin films due to laser-irradiation suggested
that this material is promising materials for optical recording. Alvi et al. [60]
studied the photo-induced effects on structural and optical properties of
Ga15Se81Ag4 chalcogenide thin films. Analysis of the optical absorption data
showed that the rule of non-direct transition predominated. The optical band gap
decreased with the increase in the illumination time. The value of absorption and
extinction coefficients increased while the refractive index decreased by increasing
the illumination time from 0 to 150 min. The photo-induced effects on electrical
properties of Ga15Se81Ag4 chalcogenide thin films were studied [61]. The activation
energy in Ga15Se81Ag4 chalcogenide thin films decreased with increasing the
exposure time whereas the dc conductivity increased at each temperature by
increasing the illumination time. Khan et al. [62] measured the dc electrical con-
ductivity of as deposited thin films of a-SexTe(100−x) (x = 3, 6, 9 and 12) as a
function of temperature ranging from 298 to 383 K. The value of activation energy
was found to decrease on incorporation of dopant (Se) content in the Te system.
The optical absorption measurements showed an indirect optical band gap in this
system and it decreased on increasing Se concentration.

Shaheen et al. [63] reported the effect of gamma irradiation on the optical
properties of a-Se90In10−xSnx chalcogenide thin films. Al-Agel [64] studied the
optical and electrical properties of Ga15Se77In8 chalcogenide thin films before and
after annealing. El-Sebaii et al. [65] reported the role of heat treatment on structural
and optical properties of thermally evaporated Ga10Se81Pb9 chalcogenide thin films.
Al-Ghamdi et al. [66] studied the effects of laser irradiation on optical properties of
amorphous and annealed Ga15Se81In4 and Ga15Se79In6 chalcogenide thin films,
Khan et al. [67] reported the thermal annealing effect of on optical constants of
vacuum evaporated Se75S25−xCdx chalcogenide thin films, Al-Hazmi [68] studied
the effect of annealing on optical constants of Se75S25−xCdx chalcogenide thin
films, Chauhan et al. [69] studied the photo-induced optical changes in
GexAs40Se60−x thin films, Farid et al. [70] studied the compositional effects on the
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optical properties of GexSb40−x Se60 thin films, Chauhan et al. [71] studied the
linear and nonlinear optical changes in amorphous As2Se3 thin film upon UV
exposure, Imran et al. [72] reported the effect of thermal annealing on some elec-
trical properties and optical band gap of vacuum evaporated Se65Ga30In5 thin films.

The work on optical properties of amorphous thin film of Se–Te–Ag system
prepared by using thermal evaporation technique by Madhu et al. [73], phase
change and optical band gap behavior of Se0.8S0.2 chalcogenide glass films by
Rafea and Farid [74], influence of indium content on the optical, electrical and
crystallization kinetics of Se100−xInx thin films deposited by flash evaporation
technique by Ammar et al. [75], Structural and optical properties of In35Sb45Se20−xTex
phase-change thin films by Diab et al. [76], temperature effects on the optoelectronic
properties of AgIn5S8 thin films by Qasrawi [77], optical band gap and refractive
index dispersion parameters of In–Se–Te amorphous films by Aly et al. [78],
photo-induced effects on electrical properties of Ga15Se81Ag4 chalcogenide thin films
by Alvi et al. [79] are also worth mentioning.

4.3.4 Studies on Nanostructures of Chalcogenides

Recently, a lot of work is focused on the synthesis and characterization of nanoscale
materials due to their potential applications. The major challenge in this field is the
mass production of materials at nanometric scale with a controlled composition and
structure as the materials produced at nanoscale provide novel properties. Due to
their small grain size, these materials are characterized by the rather high number of
atoms located in the grain boundary. Many studies on phase change optical
recording materials have been reported, but the studies based on nanoscale mate-
rials are still limited. It is expected that the use of these chalcogenides materials at in
nano size, which may be useful for making nano-electronic and nano-memory
devices. Optical materials produced at nanoscale for the applications in optical disk
are expected to be cost effective. This is one of necessities for the development of
advanced data storage devices. The studies on nanochalcogenides are still limited,
therefore more studies on these wonderful materials are needed for their utilization
in various R&D applications [7–81].

Liu and Zhu [82] reported the synthesis of polycrystalline CdS nanowires
assembled by nanocrystals. They proposed that this simple route can also be used
for the synthesis of other metal nanochalcogenides. Amorphous CdS nanoparticles
capped with cetyltrimethyl ammonium bromide (CTAB) were also prepared under
various conditions with the help of co-precipitation method [83]. A blue shift in the
band gap in the UV–visible absorption spectra was observed. On the basis of the
obtained results, they reported the transformation of amorphous CdS nanoparticles
into CdS nanocrystals having a zinc blende or a wurtzite structure, depending on the
heat treatment. Wageh et al. [84] reported the preparation of strong-confined PbSe
Quantum Dots in P2O5–Na2O–ZnO–Li2O phosphate glass. This confinement was
confirmed by the observation of a high shift in the absorption spectra of PbSe QDs.

160 Z.H. Khan et al.



Tintu et al. [85] has reported the nanocomposite thin films of Ga5Sb10Ge25Se60
chalcogenide glass for optical limiting applications. They reported a low-cost,
scalable method to fabricate optical grade composite thin films of
Ga5Sb10Ge25Se60/PVA composite films for nonlinear optical applications. The
synthesis of polycrystalline nanotubular of Bi2Te3 via a high-temperature solution
process decomposed from trioctylphosphine oxide (TOPO) extracted tellurium
species (Te-TOPO), as sacrificial template was reported by Chai et al. [86]. The
formation of such tubular structure was believed to be the result of outward dif-
fusion of Te during the alloying process. On the basis of the measurements elec-
trical parameters (Seebeck coefficient and electrical conductivity) of the
polycrystalline nanotubular Bi2Te3, it was observed that the electrical conductivity
was reduced approximately by three orders of magnitude as compared to that of the
bulk bismuth telluride materials. High-quality monodisperse Cu2S nanocrystals
(sizes from 2 to 20 nm) by the reaction of copper stearate (CuSt2) and dodecanethiol
(DDT) in 1-octadecene (ODE) were synthesized by Li et al. [87]. X-ray diffraction
(XRD), X-ray photoelectron spectrum (XPS), and transmission electron microscopy
(TEM) techniques were employed to characterize the nanocrystals. For certain
particle size, these as-prepared Cu2S nanocrystals showed good self-assembly
behaviors, and were easily assembled into two-dimensional and three-dimensional
superlattice structures. With the hep of a simple and environmentally benign
chemical bath deposition (CBD) method, CdS nanocrystalline films were deposited
onto flexible plastic and titanium substrates at room temperature. As-despised films
contained clusters of CdS nanoparticles, which were successfully converted into
nanowire (NW) networks using chemical etching process [88]. The width of these
nanowires was in the range of 50–150 nm and lengths was of the order of a few
micrometers. Optical absorption measurements revealed a band gap of 2.48 eV for
CdS nanowires, whereas for CdS nanoparticles, the value was found to be 2.58 eV.
CdSe nanocrystals were successfully synthesized by mechanical alloying Cd and Se
elemental powders [89]. HRTEM images as well as Fourier transformation in
reciprocal space provided a good pathway to identify the structure of individual
CdSe nanocrystal. An amorphous thin oxide layer covering on the surface of the
as-milled CdSe nanocrystals was observed on HRTEM images, which was assigned
to be SeO2 and SeO3 by X-ray photoelectronic spectroscopy (XPS). Subsequent
capping the surface of as-milled CdSe nanocrystals with long chain TOP/TOPO
molecules was achieved colorful dispersion colloid solution, which showed similar
optical properties to those CdSe nanocrystals prepared by wet chemical process.
Yang et al. [90] reported the controlled synthesis of hexagonal flower-like
Zn-doped CdSe (Cd1−xZnxSe, x = 0.1) microstructures from the solid air-stable
precursor by two facile steps. X-ray powder diffraction (XRD), field-emission
scanning electron microscopy (FE-SEM), energy dispersive spectrum (EDS) and
UV–vis absorption spectroscopy techniques were used to characterize this alloy.
A shift toward shorter wavelength in the optical band gap energies of the
as-synthesized flower-like Cd0.9Zn0.1Se microstructures was observed as compared
with that of CdSe. Ingole et al. [91] synthesized 1-Hexanethiolate capped copper
(I) selenide quantum dots at room temperature by the method of arrested
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precipitation in Triton X-100, water-in-oil microemulsions. X-ray and electron
diffraction analysis revealed the formation of nanocrystallites of cubic Cu2−xSex
(Berzelianite) phase having a lattice constant of 5.70 ± 0.07 Å. Using Debye–
Scherrer equation, the average particle size was estimated to be ca. 7.3 nm. Two
major peaks at 114 and 619 cm−1 in the FT-IR spectra, were fitted to Cu–S
stretching and bending, respectively, which suggested the formation of stable Cu–S
bond between surface copper ions and the adsorbed 1-hexanethiolate.
Commercially available polysaccharides, agarose and gellan, as morphology-
directing agents were used for the synthesis of t-Se nanowires in water at room
temperature in the presence of ascorbic acid as reducing agent [92]. The diameter of
the nanowires prepared in the presence of agarose varied from 100 to 208 nm,
where as the diameter of the nanowires prepared from gellan was varied from 51 to
145 nm. Han et al. [93] synthesized peanut-shaped Sb2S3 superstructures via a
hydrothermal process at 120 °C for 8 h using hydrochloric acid and antimony
O-benzyl dithiocarbonate (benzylxanthate, Sb(S2COC7H7)3) as starting materials.
Transmission electron microscopy (TEM) and scanning electron microscopy
(SEM) studies reveal that the peanut-shaped Sb2S3 superstructures are aggregated
by nanorods. The possible mechanism for the formation of these structures were
interpreted with the help of obtained results. Liu et al. [94] synthesized single phase
SnSe2 at 180 °C by hydrothermal co-reduction method from SnCl2 · 2H2O and
SeO2, its morphology and growth direction were investigated. Experimental results
showed that the SnSe2 powder consisted of regular and homogenous hexagonal
nanoflakes which growed along (0001) crystal plane and the nanoflakes were about
600–700 nm in side length and 30–40 nm in thickness. Li et al. [95] described a
facile and rapid method for preparing In2S3 nanoparticles via ultrasound dispersion.
This method allowed them to prepare In2S3 nanoparticles from bulk indium and
sulfur with ease and without using expensive agents and in a short time. The
possible growing mechanism of the In2S3 nanoparticles was presented. In addition,
they provided detailed characterizations including TEM, XRD, TG–DTA, and XPS
to study the shape, composition and structure of In2S3 nanoparticles. ZnS
nanoparticles were synthesized in the pores of the mesoporous silica (MS) particles
coated with two bilayers of poly (allylamine hydrochloride) (PAH)/poly (styrene
sulfonate) (PSS) via the layer-by-layer (LbL) self-assembly technique. XRD and
TEM results confirmed that these nanocrystals were inserted into the pores of the
MS spheres [96].

Khan et al. [97] reported the electrical and optical studies of thin films of
a-GaxSe100−x nanorods (x = 3, 6, 9 and 12) (Fig. 4.6). DC electrical conductivity
of as deposited thin films of a-GaxSe100−x nanorods was measured as a function of
temperature range from 298 to 383 K. Thermally assisted tunneling of the carriers
were responsible for the electrical conduction in the localized states near the band
edges. Optical absorption measurements suggested an indirect optical band gap in
this system (Fig. 4.7), which showed a decreasing trend with the increase in Ga
content. Khan et al. [98] studied the optical constants of thin films of GaxSe100−x
nanoparticles (Fig. 4.8) with x = 3, 6, 9 and 12 in a wavelength region 400–900 nm.
The experimental result showed that the optical absorption follows the rule of
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indirect transition. The optical band gap and optical constants of thin films were
studied as a function of photon energy (Fig. 4.9).

Thermal evaporation method was used for synthesis of thin films of GaxTe100−x
(x = 3, 6, 9 and 12) [99]. SEM images suggest that the films contained nanoparticles
of size varying from 100 to 200 nm (Fig. 4.10). XRD pattern shown in Fig. 4.11
predicts the amorphous nature of these as-synthesized nanoparticles. The dc

Fig. 4.6 SEM images of a-Ga12Se88 nanorods [97]
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Fig. 4.7 (αhν)1/2 against photon energy (hν) of thin films of a-GaxSe100−x nanorods [97]

4 Chalcogenides to Nanochalcogenides; Exploring Possibilities … 163



Fig. 4.8 SEM image of
as-prepared thin films of
a-GaxSe100−x nanoparticles
[98]

Fig. 4.9 Variation of (αhν)1/2

with incident photon energy
(hν) for thin films of
GaxSe100−x nanoparticles [98]

Fig. 4.10 SEM image of
a-Ga12Te88 nanoparticles [99]
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electrical conductivity of the as-deposited films of GaxTe100−x nanoparticles was
measured as a function of temperature range from 298 to 383 K (Fig. 4.12), which
increased exponentially with temperature. The optical measurements suggested an
indirect optical band gap in this system. The value of the optical band gap decreased
on increasing the Ga concentration.
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Electrical transport properties of a-S87Te13 nanorod film were studied by Khan
et al. [100]. Using physical vapour condensation system, thin film consisting of
a-S87Te13 nanorods were deposited on a glass substrate under an ambient gas
(Ar) atmosphere. With the help of scanning electron microscopy (SEM) and
transmission electron microscopy (TEM), the morphology and microstructure of
these nanorods were studied (Fig. 4.13). Temperature dependence of dc conduc-
tivity for these nanorods over a temperature range of 500–100 K was also reported.

The structural and optical studies of Se88Te12 chalcogenide nanoparticles pre-
pared by ball milling were analyzed [101]. The ball milling was performed in a
Laboratory 8000 M-Mixer/Mill (SPEX) mill using hardened steel balls and a vial
with a ball-to-powder weight ratio of 10:1. Optical absorption measurements
indicated that the absorption mechanism is due to direct transition. The optical band
gap increased with the increase in milling time. The results were interpreted in
terms of the change in concentration of localized states due to the shift in Fermi
level. Synthesis and optical characterization of nanocrystalline CdTe thin films were
reported by Al-Ghamdi et al. [102]. A wet chemical route at pH ≈ 11.2 using
cadmium chloride and potassium telluride as starting materials was used to prepare
the nanocrystalline CdTe bulk powder. Using transmission electron microscope
(TEM), X-ray diffraction (XRD) and scanning electron microscopy (SEM), the
as-prepared sample was characterized. The optical constants which includes
absorption coefficient, optical band gap, refractive index, extinction coefficient, real
and imaginary part of dielectric constant was studied as a function of photon energy
in the wavelength region 400–2000 nm. Analysis of the optical absorption data
showed that the rule of direct transitions was predominated. The optical charac-
terization of nanocrystalline Se85Te10Pb5 and Se80Te10Pb10 chalcogenides was
studied by Khan et al. [103]. The polycrystalline Se85Te10Pb5 and Se80Te10Pb10
chalcogenides were used as a starting material for the milling process. The
experimental result showed that the optical absorption follows the rules of direct
transition. TEM measurements showed that after 60 h of milling, nanoparticles with
a typical diameter of about 5–20 nm were produced. It was observed that the

Fig. 4.13 TEM image of as
grown a-Se87Te13 nanorods
[100]

166 Z.H. Khan et al.



absorption coefficient, optical band gap and extinction coefficient increased while
the refractive index decreased with an increase in milling time.

Thin films of Te94Se6 nanoparticles deposited by physical vapor condensation
technique at different argon (Ar) pressures were studied by Salah et al. [104].
As-grown films showed a polycrystalline structure as revealed by XRD pattern.
SEM images showed that the nanoparticles are uniformly distributed whose size
varied from 12 to 60 nm with decrease in Ar pressure from 667 to 267 Pa. A direct
band gap in these as-grown thin films was reported and its value was decreased with
increasing particle size. The studies on optical and structural phenomenon in
as-deposited thin films composed of aligned nanorods of a-SexTe100−x (x = 3, 6, 9
and 12) were reported by Agel [105]. FESEM images suggest that these thin films
contain high yield of aligned nanorods (Fig. 4.14). Optical absorption measurement
suggested a direct optical band gap in this alloy system (Fig. 4.15). Alvi and Khan

Fig. 4.14 SEM image of
aligned nanorods of
a-SexTe100−x [105]
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[106] synthesized the a-(PbSe)100−xCdx (Fig. 4.16) (x = 5, 10, 15 and 20)
nanoparticles using a thermal evaporation method. They reported the optical
properties of these nanoparticles (Figs. 4.17 and 4.18). Salah et al. [107] synthe-
sized thin films containing nanoparticles of Se35Te65−xGex (x = 0, 3, 6, 9, 12).
X-ray diffraction (XRD), scanning electron microscope (SEM), and UV–Vis
spectroscopy were used to characterize the as-synthesized nanoparticles. The
amorphous nature of these films was confirmed by XRD patterns. SEM images
suggested the growth of nanoparticles with average particle size around 30 nm.
Changing concentrations of Te and Ge in the alloy system did not affect the
morphology of the films. The optical behavior of these films was studied using the
absorption and transmission spectra in the spectral region 400–1100 nm. The
optical band gap (Eg) values were also determined and were found to decrease from
0.83 to 0.69 eV by increasing the concentration of Ge from 0 to 12. The electrical
and optical properties of thin film of a-Se70Te30 nanorods were studied by Khan and
Husain [108]. X-ray diffraction technique is used to verify the amorphous nature of
this alloy. Transmission electron microscopy (TEM) suggested that the film con-
tains nanorods of diameters varying from 30 to 80 nm and length of the order of few
hundreds of nanometers. On the basis of the temperature dependence of dc con-
ductivity, the conduction mechanism in this film of a-Se70Te30 nanorods was elu-
cidated. In optical properties, optical absorption measurements of the thin film of
a-Se70Te30 nanorods indicated that the absorption mechanism is due to indirect
transition.

Fig. 4.16 FESEM image of
thin film of a-(PbSe)90Cd10
nanoparticles [106]
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4.3.5 Thermal Properties

A glass is an amorphous solid, which exhibits a glass transition. The glass transition
is the phenomena in which a solid amorphous phase exhibits a more or less abrupt
change in derivative thermodynamic properties (e.g. heat capacity or thermal
expansively) from crystal—like to liquid—values with change of temperature. The
term glassy is confined to materials, which can be obtained in a reproducible state
(even after temperature cycling), since the material can be in a state of internal
equilibrium above the glass transition. Glassy materials therefore need not be
prepared solely by quenching from the melt; the glassy solids are a special sub set
of amorphous materials. To express it in a different way, all glasses are amorphous
but not all amorphous solids are necessarily glasses. To study the crystallization
kinetics in these glasses, differential scanning calorimetry is a one of the powerful
tool. Using this system, we can measure the glass transition, glass crystallization
temperatures, enthalpy, order parameter and many other thermodynamical. These
parameters are the most important parameters and one can easily explain the
crystallization kinetics in glasses with the help of these parameters.

When a liquid is cooled, one of two events may occur. Either crystalline may
take place at the melting point Tm or else the liquid will super cooled for tem-
perature below Tm, becoming more viscous with decreasing temperature and may
ultimately form a glass. The crystallization process is manifested by an abrupt
change in volume at Tm, where as glass formation is characterized by a gradual
break in slope. The region over which the change of slope occurs is termed the glass
transition temperature Tg. It is found that the slower the rate of cooling, the larger is
the region for which the liquid may be super cooled and hence the lower is the glass
transition temperature. Thus the glass transition temperature of a particular material
partly depends on its thermal history. Glass transition is a thermodynamic process
common to all amorphous solids. To calculate the activation energy for relaxation
time (ΔEt), the knowledge of thermal relaxation in chalcogenide glasses and its
kinetics interpretation is required. When a glass following an instantaneous change
in temperature (during the quenching) relaxes from a state of higher enthalpy
towards an equilibrium state of lower enthalpy, the thermal relaxation occurs. The
annealing temperature plays a crucial role for this type of thermal relaxation and the
process becomes faster near the glass transition temperature.

The glass transitions appear as an endothermic peak or a shift in the base line in
DSC as result of change in specific heat. However, such an endothermic peak in
chalcogenide glasses can be seen due to fast change in enthalpy when the glassy
system relaxes quickly due to decrease in viscosity at the glass transition
temperature.

Several parameters such as band gap, co-ordination numbers, bond energy,
effective molecular weight, the type and fraction of various structural units formed
are important for the glass transition temperature (Tg) of a multi component glass.
In chalcogenide glasses, the glass tradition temperature (Tg) varies with the heating
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rare (β). This variation takes the form of a power law behavior and may be rep-
resented by the following expression;

Tg ¼ b½ �y ð4:29Þ

Normalization has been done with respect to a heating rate of 1 K/min. Using
Eq. (2.1) the exponent y is given by,

y ¼ log10 Tg
� �

10= Tg
� �

1

h i
ð4:30Þ

where (Tg)10 stands for the Tg values at a heating rate of 10 K/min Eq. (4.1) gives
an excellent description of the dependence of Tg, which increases with increasing
heating rate and hence the glass transition temperature increases.

Different material has their different thermal properties. In the theory of solids,
the specimen is taken at rest as background medium and only the propagation of
various excitations is considered, which are either waves or particles. The presence
of other excitations is also considered, which are either waves or particles. The
presence of these excitations in the materials gives rise to the thermodynamically
properties. The propagation of these excitations depends mainly on the internal
structure of the materials. Specifically, thermal energy in a solid is transported by
lattice wave (whose quanta is known as phonon) and by electron. In addition to this,
there are also other processes i.e. convection and radiation. Solids can be divided
into two categories as ordered system and disordered system. As name suggested,
the ordered systems are perfect crystals with defects, liquids, amorphous sub-
stances, glasses, alloys ceramics constitute disordered system, powered systems,
polymers or the systems, which are genetic in nature also form the disordered
system. The theory of ordered system, therefore, cannot directly be applied to
disordered system without substantial modification. Even in disordered system,
there exist wide varieties of structures, groups like amorphous substances, glasses
etc.,. the studies of thermal properties like crystallization kinetics, phase transfor-
mation etc. have been undertaken by using so many techniques. Common experi-
mental techniques used to study these transformations include optical or electron
microscopy, X-ray diffraction, electrical conductivity, thermal analysis and
dilatometry.

Another method, which is also quite convenient for crystallization measure-
ments, because of its simplicity and accuracy of continuous measurement, is con-
ductivity measurement. The electrical properties are influenced by the structural
effect associated with the thermal effects and can be related to the thermally induced
transition. During a first order transformation, a latent heat is evolved and the
transformation obeys the classical clausius-clapeyron equation. Second order
transitions do not have accompanying latent heats, but like first order changes, can
be detected by abrupt variations in compressibility, heat capacity, thermal expan-
sion coefficients and the like. It is these variations that reveal phase transformations
using thermal analysis techniques. The study of phase transformation, which is
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encountered in glassy materials, is of great importance as the temperatures at which
the transformations take place, control their industrial applications. These trans-
formation temperatures can be monitored using thermal analysis techniques.
Amorphous materials do not have a well-defined melting point. The phase transi-
tion from the solid to the liquid state takes place gradually at a temperature of
T > Tg, the temperature of the transition of glass.

The physical properties of chalcogenide glasses are important and on the basis
these properties, these glasses find potential applications [109]. The physical
properties of chalcogenide semiconducting glasses also strongly depend on the
alloy compositions and doping [110, 111]. These materials have become a multi-
purpose materials, used for the fabrication of technologically important devices
such as IR detector [112], electronic and optical switches [113, 114], inorganic
resist [115] and optical recording media [116]. Due to the observation of unique
phenomena like photo induced structural transformations [117], photo
darkening/bleaching [118] and columnar collapsing [119], they have wide range
applications. Recently, efforts are dedicated to develop chalcogenide based erasable
optical storage media. For studying crystallization in semiconducting chalcogenide
glasses, thermal processes are important. The crystallization under thermal
annealing of chalcogenide thin films have been studied a lot [120–124]. In last few
years, many reports on the use of chalcogenide thin films for phase change optical
storage were appeared [125–127]. Large optical reflectivity and optical absorption
changes in some semiconductors-semimetal thin films produced by heat treatment
or laser irradiation, are useful for optical storage based on the amorphous-crystalline
phase transition [127]. The significant understanding of the material properties
required by the technological aspects of phase change storage has been produced in
past years but still the engineering and development aspects of the field surpass the
underlying basic scientific understanding.

When a materiel or system is given heat energy, then the propagation of the
energy from one end of the system to other is indeed a challenging task to convert
the picture of individual atoms vibrating about their lattice sites into a model, which
would correctly predict the experimental values of some of the thermal properties
like thermal conductivity, specific heat, phase transformation etc. The term phase
transition is not only important for academic interest but also for the selection of the
particular material for specific purpose e.g. in the industries, fabrication, research,
space, technology etc. The study of phase transformation, which is encountered in
glassy materials, is of great importance as the temperatures at which the transfor-
mations take place, control their industrial applications. These transformation
temperatures can be monitored using thermal analysis techniques. The concept of
the activation energy has always been important to study the kinetics of chalco-
genides. During glass crystallization phenomena, the parameters related crystal-
lization kinetics give the information about the nucleation and the growth processes,
and dominate the devitrification of most glassy solids. It is important to identify
separate activation energies with individual nucleation and growth steps in a
transformation, although they have been combined into activation energy, which
represents the overall crystallization process. When a liquid is cooled below its
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freezing point the onus is on the crystalline form to establish itself and if it fails to
do this, glass will ultimately result by default. The difference in free energy between
the stable (crystalline) phase and the metastable (supercooled liquid) phase is the
crucial parameter for studying the phase change. The amount of material that is
transformed in a given period of time will depend upon both the rate of formation of
crystalline nuclei and their rate of growth. Therefore, crystallization involves both
nucleation and diffusion of the crystallizable units to the crystal front (growth).
Nucleation occurs more readily at lower crystallization temperatures because of the
lower critical nucleus size and lower free energy barrier associated with the pro-
cesses. Short-range diffusion occurs at higher temperatures. All diffusive motions
are completely frozen-in at temperatures below the glass transition temperature.
Studies on the compositional dependence and the effect of addicting a small
quantity of material on crystallization is important as the write and erase time is
closely related to the melting temperature (Tm) and the speed of crystallization.

4.3.5.1 Differential Scanning Calorimetric Studies

Thermal analysis encompasses a wide verity of techniques. Differential Scanning
Calorimetry (DSC) is the more sensitive technique among them. It is used for
measuring the energy necessary to establish a nearly zero temperature difference
between a substance and an inert reference material, as the two specimens are
subjected to identical temperature regimes in an environment heated or cooled at a
controlled rate. Such measurements provide qualitative and quantitative information
about physical and chemical changes that involve endothermic or exothermic or
changes in heat capacity. Basically the DSC measurement is a function of differ-
ential heat flow with temperature for compounds that exhibits thermal transitions.
These transitions are typically melting, crystallization and the glass transition.

The thermal behavior is normally investigated using Differential Scanning
Calorimeter. The DSC is calibrated prior to the measurement using high purity
standard Pb, Sn and In with well-known melting points. The crystallization
experiments are carried out through continuous heating rates. Using the micro-
processor of thermal analyzer, the glass transition (Tg), crystallization (Tc), melting
temperature (Tm) are measured. The crystallized fraction (α) is calculated with the
help of partial area analysis. At any temperature (T), the fraction of volume crys-
tallized (α) is given as, α = At/A, where A represents the total area of the exotherm
between temperature (T1) at which crystallization just begins and temperature (T2)
where the crystallization is completed. At represents the area between T1 and T
(Fig. 4.19).

Thermal properties of chalcogenides play an important role in determining the
transport mechanisms, thermal stability of these glasses for the practical applica-
tions [128–131]. Using Differential Scanning Calorimetry, the crystallization
kinetics in amorphous materials has been widely studied [132–137]. A large variety
of theoretical models and functions have been proposed to explain the crystal-
lization kinetics. The application of each depends on the type of amorphous
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material studied. Normally, we study isothermal and non-isothermal crystallization
kinetics in chalcogenides [135–137]. In isothermal method, the sample is heated
quickly to a temperature above the glass transition temperature (Tg) and the heat
evolved during the crystallization process is measured as a function of time.
Whereas in non-isothermal method, the sample is heated at a fixed heating rate and
the heat evolved is measured as a function of temperature or time. The experiments
conducted at constant heating rate are a rapid way of studying the glass transfor-
mation. On the other hand, the isothermal experiments are time-consuming.
Another disadvantage of isothermal analysis is the impossibility of reaching a test
temperature instantaneously and during the time, which the system needs to sta-
bilize, no measurements are possible. The non-isothermal method involving con-
stant heating rate experiments do not have this drawback [128, 137]. Therefore,
most of the researchers prefer non-isothermal method to study the crystallization
kinetics.

4.3.5.2 Theoretical Consideration of Crystallization Kinetics

Generally, DSC results are interpreted with the help of theoretical basis given by the
theory of transformation kinetics as the volume fraction (α) crystallized in time
(t) are related by Johnson and Mehl [138] and Avrami’s equation [139–141], which
is given as;

aðtÞ ¼ 1� exp : ½�ðktÞn� ð4:22Þ

where α(t) is the volume fraction crystallized after time t, n is the Avrami exponent,
which is associated with the nucleation and growth mechanisms and k is the
reaction rate constant.

Fig. 4.19 DSC curve
indicating the estimation of
volume fraction crystallized
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In the thermally activated process the reaction rate constant k is related to
temperature T through the equation

k ¼ m expð�DE=RTÞ ð4:23Þ

where ΔE represents the effective activation energy describing the overall crystal-
lization process, and ν is the rate constant depending on the operating nucleation
and growth modes [142, 143]. Generally, the crystallization process is determined
by nucleation and growth, which will have different activation energies [144]. At
different degrees of crystallization, different growth mechanisms may come into
picture, which gives temperature dependent activation energy. Using the model
given by Matusita et al. [145] for non-isothermal experiments, the activation energy
for crystallization and the Avrami exponent can be obtained. The volume fraction of
crystallites (α) precipitated in a glass heated at constant heating rate (β) is related to
the effective activation energy for crystallization (ΔEc) using the following
equation;

ln½� lnð1� aÞ� ¼ �n lnðbÞ�1:052mðDEcÞ=RTþ constant ð4:24Þ

where, m is an integer, which depends upon the dimensionality of the crystal. When
the nuclei formed during the heating at a constant rate are dominant, n is equal to
(m + 1) and when nuclei formed during any previous heat treatment prior to thermal
analysis are dominant, n is equal to m. According to Eq. (4.24), a plot of ln [−ln
(1 − α)] versus ln β yield a straight line with slope equal to n (order parameter).

The experimental crystallization data can be interrelated with the help of
Kissinger’s, Matusita’s and modified Ozawa’s equations for non-isothermal crys-
tallization. Using Kissinger’s equation [133], the activation energy (ΔEc) for
crystallization may evaluated using the equation given below;

lnðb=T2
cÞ ¼ �DEc=RTc þD ð4:25Þ

The plot of ln (β/Tc
2) versus 1000/Tc, which comes out to be a straight line and

the slope of the line will give the value of Ec.
Using the variation of the onset crystallization temperature with heating rate by

given by Ozawa’s relation [146], the activation energy of crystallization can also be
determined using the following relation;

ln b ¼ �DEc=RTc þC ð4:26Þ

where, C is a constant.
The glass transition activation energy (ΔEg) can be estimated using Kissinger’s

equation [113] which is given as;
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lnðb=T2
gÞ ¼ �DEg=RTg þ constant ð4:27Þ

It is evident from this equation that a plot of ln (β/Tg
2) against 1000/Tg should be

a straight line and the activation energy involved in the molecular motions and
rearrangements around Tg can be calculated from the slope of this plot.

For the chalcogenide glasses, the dependence of heating rate with the glass
transition temperature can be discussed using thermal relaxation phenomena and the
activation energy of structural relaxation (ΔEg) can also be related to Tg and β by
the following equation [147];

ln b ¼ �ðDEg=RTgÞþ constant ð4:28Þ

From this equation, a plot of ln β against 1000/Tg should also be straight line and
slope gives the activation energy involved in the molecular motions and rear-
rangements around Tg.

4.3.6 Studies on Bulk Chalcogenides

The phase separation in Ga25Se75−xTex chalcogenide thin films was reported by
Al-Agel et al. [148]. They observed that the thermally evaporated amorphous
Ga25Se75−xTex thin films undergone structural transformations when annealed at a
temperature in between glass transition and crystallization temperature. Thermal
annealing caused a decrease in the indirect optical band gap. This behavior was
attributed to the production of surface dangling bonds around the formed crystal-
lites during the process of crystallization.

The phase transformation kinetics and optical properties of Ga–Se–Sb
phase-change thin films were studied [149]. A systematic investigation on of the
heating-rate dependence of the glass transition and crystallization temperature in
Ga25Se75−xSbx chalcogenides glasses was carried out using DSC technique. The
crystallization kinetics under non-isothermal conditions and effect of thermal
annealing on optical constants in a-Ge25Se75−xTex glasses were studied by Al-Agel
[150]. With the increase in heating rate and incorporation of Te in Ge–Se system,
the glass transition temperature (Tg) and crystallization temperature (Tc) was found
to shift to higher temperatures (Figs. 4.20 and 4.21). With increasing Te content, the
activation energy of the amorphous–crystalline phase transformation (ΔEc) and the
activation energy of glass transition (ΔEg) showed an increasing trend. On thermal
annealing, the crystallization of Ge25Se75−xTex thin films resulted in a decrease in
the optical band gap. This decrease in the band gap was due to crystallization of
Ge25Se75−xTex thin films. Bulk sample of Ga15Se76Pb9 chalcogenide glass was
prepared by melt quenching technique [151]. A study of crystallization kinetics of
this glass was investigated using non-isothermal DSC measurements. The values of
different crystallization parameters such as the activation energy for structural
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relaxation (ΔEt) and activation energy of crystallization (ΔEc) are estimated using
the Tg and Tc dependence with heating rate (β). The order parameter (n) and the
crystallization enthalpy (ΔHc) were determined using the area analysis of crystal-
lization peaks. The results of crystallization were discussed on the basis of different
models. The non-isothermal crystallization in Ga–Se–Ag chalcogenide glass was
reported by Khan et al. [152]. On the basis of value of local Avrami exponents, the

Fig. 4.20 FESEM image of as-prepared thin film of Ga25Se66Te9 glass and the inset shows the
energy dispersive X-ray spectroscopy (EDAX) of Ga25Se66Te9 thin films [150]
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volume nucleation with two dimensional growths was found to be responsible for
the transformation process. The glass transition and crystallization behavior in
Ga15Se85−xPbx were investigated by Khan et al. [153]. The crystallization kinetics
of Se90Bi10 and Se85Bi5Te10 chalcogenide glasses was studied and discussed using
Differential Thermal Analysis (DTA) under a non-isothermal condition at different
heating rates [154].

Differential scanning calorimetry (DSC) and X-ray diffraction (XRD) analysis
were carried out to study crystallization in Ge2Sb2Se4Te glass under non-isothermal
conditions as a function of the particle size [155]. With help of autocatalytic
Šesták–Berggren model, the crystallization kinetics was discussed. All aspects of a
full-scale kinetic study of a crystallization process were discussed extensively. The
effect of replacement of antimony by silver on the physical parameters of new
quaternary Ge20Se60Sb20−xAgx (where x = 0, 5, 10, 15 and 20 at.%) glasses were
studied [156]. The average coordination number and the glass transition tempera-
ture decreased while the density, the compactness, the average heat of atomization,
the cohesive energy and the overall mean bond energy increased with increasing Ag
content. The observed dependence of the physical parameters on composition for
the Ge20Se60Sb20−xAgx (where x = 0, 5, 10, 15 and 20 at.%) glasses can be
explained on the basis of a chemically ordered network arrangement. The structural
characterization of Se70Te30 chalcogenide glass for the as-prepared and thermal
annealed samples were identified using the X-ray diffraction (XRD) and scanning
electron microscopy (SEM) [157]. The isothermal thermal annealing process
resulted in a transformation from the amorphous to the crystalline state. The thermal
analyses of Se70Te30 glass were investigated using a differential thermal analyzer
(DTA) at five different heating rates under non-isothermal conditions. Ternary
Se90Te10−xSnx (x = 2, 4, 6, and 8) chalcogenide glassy alloys were prepared by melt
quenching technique [158, 159]. Various crystallization parameters, such as onset
(Tc) and peak (Tp) crystallization temperatures, activation energy of crystallization
(Ec) and Avrami exponent (n) were determined for these alloys. Differential
scanning calorimetric (DSC) technique was employed to determine the thermal
properties of Se-rich Se85−xTe15Bix glassy alloys [159, 160]. The glass transition
temperature (Tg) and peak crystallization temperature (Tp) were found to shift to a
higher temperature with increasing heating rate. Optical band gap was estimated
using Tauc’s extrapolation and was found to decrease from 1.46 to 1.24 eV with the
Bi addition.

Abu El-Oyoun [161] has studied the DSC studies on the transformation kinetics
of two separated crystallization peaks of Si12.5Te87.5 chalcogenide glass; an
application of the theoretical method developed and isoconversional method, Patial
et al. [162] has studied the crystallization kinetics of In additive Se–Te chalco-
genide glasses, Kumar and Singh [163] has studied the effect of indium additive on
crystallization kinetics and thermal stability of Se–Te–Sn chalcogenide glasses,
Kozmidis-Petrović et al. [164] reported the non-isothermal crystallization
parameters for the Cu15(As2Se3)85 metal-chalcogenide glass, Lafi [165] has studied
the glass transition kinetics and crystallization mechanism in Se90Cd8Bi2 and
Se90Cd6Bi4 chalcogenide glasses, Abu El-Oyoun [166] has reported the evaluation
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of the transformation kinetics of Ga7.5Se92.5 chalcogenide glass using the theoretical
method developed and isoconversional analyses, Al-Agel et al. [167] reported the
kinetics of non-isothermal crystallization and glass transition phenomena in
Ga10Se87Pb3 and Ga10Se84Pb6 chalcogenide glasses by DSC, Elnaeim et al. [168]
has studied the glass transition and crystallization kinetics of Inx(Se0.75Te0.25)100−x
chalcogenide glasses.

The work on thermal characterization of Se85−xSb15Snx chalcogenide glasses by
Imran [169], crystallization kinetics determination of Pb15Ge27Se58 chalcogenide
glass by using the various heating rates (VHR) method by Abd El-Raheem and Ali
[170], crystallisation kinetics, glass forming ability and thermal stability in glassy
Se100−xInx chalcogenide alloys by Muiva et al. [171], non-isothermal crystallization
kinetic study on Ga15Se85−xAgx chalcogenide glasses by using differential scanning
calorimetry by Al-Ghamdi et al. [172], a study of DSC non-isothermal
pre-crystallization kinetics of Pb10Se90 glass using isoconversional kinetic analysis
by Soltan [173], observation of phase separation in some Se–Te–Sn chalcogenide
glasses by Abdel-Wahab [174], an investigation of the kinetic transformation
mechanism of Ge12.5Te87.5 chalcogenide glass under non-isothermal regime by Abu
El-Oyoun [175], studying the crystallization behavior of the Se85S10Sb5 chalco-
genide semiconducting glass by DSC and X-ray diffraction by Shapaan and
Shaaban [176], Glass transition, thermal stability and glass-forming tendency of
Se90−xTe5Sn5Inx multi-component chalcogenide glasses by Kumar and Singh [177],
effect of addition of gallium on the thermal stability and crystallization kinetic
parameters of GaxSe100−x glass system by M. Abu El-Oyoun [178], kinetics of the
glass transition in As22S78 chalcogenide glass: Activation energy and fragility index
by Abu-Sehly [179], crystallization kinetics, glass transition kinetics, and thermal
stability of Se70−xGa30Inx semiconducting glasses by Imran [180], calorimetric
studies of Se75Te15Cd10 and Se75Te10Cd10In5 multicomponent chalcogenide glasses
by Kumar and Singh [181], isochronal and isothermal crystallization in Zr55Cu30Ni5
Al10 bulk metallic glass by Qiao and Pelletier [182] are also worth mentioning.

Recently, a lot of research work is focused on the phase change chalcogenide
glasses for phase change memory devices. Zhang et al. [183] has studied the phase
change Si2Sb2Te5 material and its application in chalcogenide random access
memory. Jialin et al. [184] reported the effects of Ge doping on the properties of
Sb2Te3 phase-change thin films. Ge-doped Sb2Te3 films were deposited by mag-
netron sputtering of Ge and Sb2Te3 targets on SiO2/Si (1 0 0) substrates. X-ray
diffraction, differential scanning calorimetry and X-ray photoelectron spectroscopy
measurements were employed to understand the effect of Ge doping on the struc-
ture. These measurements indicated that substitution of Ge atoms for Sb/Te in
lattice sites and form Ge–Te bonds, moreover, a metastable phase was seen in
Ge-doped specimens. After Ge doping, the crystallization temperature and resis-
tivity of amorphous Sb2Te3 were found to increase. This is useful for improvement
of room temperature stability of the amorphous state and the SET current of
chalcogenide random access memory may also be reduced. Kolobov et al. [185] has
studied the thermal component of amorphisation in phase-change alloys and
chalcogenide glasses, Lankhorst [186] has studied the modelling glass transition
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temperatures of chalcogenide glasses applied to phase-change optical recording
materials, Abrutis et al. [187] reported the chemical vapor deposition of chalco-
genide materials for phase-change memories, Takata et al. [188] has studied the
thermal strain imaging of chalcogenide in a phase change memory, Mehta and
Kumar [189] reported the observation of phase separation in some Se–Te–Ag
chalcogenide glasses, Saxena [190] has studied the phase transformation kinetics
and related thermodynamic and optical properties in chalcogenide glasses, Hafiz
et al. [191] reported the reversible phase change in BixSe100−x chalcogenide thin
films for optical recording medium. Kozicki et al. [192] has studied nanoscale phase
separation in Ag–Ge–Se glasses, Kumar et al. [193] has studied the characterization
of phase transition in silver photo-diffused Ge2Sb2Te5 thin films. The review arti-
cles on status and challenges of phase change memory modeling by Lacaita et al.
[194] and why are chalcogenide glasses the materials of choice for Ovonic
switching devices? by Fritzsche [195] are also worth mentioning.

4.3.7 Studies on Nano-chalcogenides

The glass transition kinetics in ball milled amorphous GaxTe100−x nanoparticles
were studied Khan [196]. The ball milled samples of a-GaxTe100−x contained high
yield of nanoparticles with their diameter in the range of 20–40 nm (Fig. 4.22). The
studies of glass transition kinetics suggested an increase in the value of glass
transition temperature with the increase in composition and heating rate (Fig. 4.23).
A good agreement is observed in the values of activation energy for structural
relaxation calculated using two methods. The calculated value showed an

Fig. 4.22 SEM image of
as-prepared a-GaxTe100−x
nanoparticles [196]
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increasing trend with increase in gallium content. The results were can be inter-
preted in terms of change in chemical bonding at higher concentrations.

The crystallization kinetics in as-synthesis high yield of a-Se100−xTex nanorods
were studied [197]. SEM investigation suggested that the samples of a-SexTe100−x
contained high yield of nanorods and their diameter was of the order of several
hundred nanometers (Fig. 4.24). An amorphous nature is confirmed by the XRD
pattern of these nanorods (Fig. 4.25). The activation energy of crystallization (ΔEc)
and the order parameter (n) were calculated (Fig. 4.26) using the heating rate
dependence of glass transition temperature and crystallization temperature, the
activation energy for structural relaxation (ΔEt). Thermal properties of amorphous
GaxSe100−x nanorods (Fig. 4.27) were studied at different heating rates (5, 10, 15,
and 20 K/min) using differential scanning calorimetry [198]. With the help of the
heating rate dependence of glass transition temperature and crystallization
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temperature (Fig. 4.28), the activation energy for structural relaxation (ΔEt), the
activation energy of crystallization (ΔEc) and the order parameter (n) were calcu-
lated. To study the thermal stability of these nanorods, several parameters such as
thermal stability parameter (S), the crystallization enthalpy (ΔHc), entropy (ΔS)
changes during crystallization process and crystallization rate factor (Kp) were
calculated. The glass forming ability (GFA) was studied using the calculated values
of Hruby number (HR) and relaxation time. Further, the calculated value of fragility
index (Fi) was used to confirm whether these glasses were obtained from kinetically
strong-glass-forming (KS) or kinetically fragile-glass forming (KF) liquids.

Nanoparticles of a-SexTe100−x were prepared by a melt-quenching technique and
their crystallization kinetics was studied [199]. The diameter of these nanoparticles
varied from 100 to 200 nm (Fig. 4.29). On the basis of the obtained results, it is
suggested that the glass a-Se12Te88 with lowest activation energy value and highest
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value of total relaxation time, was the most stable glass with good glass-forming
ability among all of the compositions studied (Fig. 4.30). The composition
dependence of the activation energy for thermal relaxation and activation energy for
crystallization has been discussed in terms of the structure of Te–Se glassy system.

A lot of research work is presently concentrated on the thermal, electrical,
structural and optical properties of amorphous semiconductors. However, the sci-
entist feels that the field is highly intriguing. The basic physics of these materials
has not reached to a level, which is required to develop devices. Thus the scientific
interest in this field is rapidly expanding and a lot of works on thermal properties
are available in the literature. However, many questions and quarries are yet to be
explained satisfactory viz. to prepare doped semiconductors which are useful for
optical data storage, phase change optical data storage media on increasing the erase
speed, the electrical switching ability, to develop chalcogenide based erasable
optical storage media, the glass transition temperature, crystallization temperature,
melting temperature, the activation energy for structural relaxation, activation
energy of crystallization, Avrami exponent, order parameter, enthalpy released,
thermal stability of the material, the structural and chemical bonding in amorphous
semiconductors.
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4.4 Applications of Chalcogenides

4.4.1 Memories Based on Phase-Change in Chalcogenide
Glasses

Recently, a lot of efforts are dedicated to scale the non-volatile-memory technology
beyond the flash memory architecture. Chalcogenide glasses are thought to ideal
candidate for phase-change memories [200]. In these glassy systems, a reversible
switching between the amorphous and crystalline state is observed. Due to this
interesting phenomenon, they have potential to be used for rewritable optical
recording [201–203] and electrically programmable non-volatile memories [204].
In glass science, the phase separation effects are important. It is a phenomenon used
to describe a homogeneous system such as a liquid, where two or more finely mixed
chemically or structurally different, component or phases are separated. Usually, a
significant change in glass physical properties is observed due to such type of
structural effects. The change in the properties includes a decrease in the glass
transition temperature, a decrease in the optical band gap and an enhancement in the
molar volumes [205]. In last few years, the chalcogenides have been developed as a
new phase change material with demanding applications. Based on the reversible
switching between the amorphous and crystalline states, phase change materials
have become very popular and have been used for optical rewritable data storage
media [206–208]. It has been observed recently that these materials have great
potential for future electronic nonvolatile memory devices, the so-called phase
change random access memory (PRAM) [209–211]. For applications of optical data
storage, a focused laser beam is used as a heat source and the active layer of PRAM
devices are heated by a current pulse. Using the recorded data based on difference
in reflectivity or electrical conductivity, the amorphous and crystalline states of the
phase change recording layer are distinguished. During last few decades, a lot of
work on the synthesis and optical properties of alloys with a focus on the perfor-
mance of optical disks is reported. Therefore, the reversible transformation of
amorphous-to-polycrystalline phases is useful for optical data storage devices
[212–214].

4.4.2 Memories Based on Electrical Switching
in Chalcogenide Glasses

For the development of next generation nonvolatile memories (NVMs) providing
excellent speed, superior density with the consumption of low power and good
endurance at a low cost compared to the existing flash/dynamic/static random
access memories (RAMs), most commonly available technologies involves the use
of magneto-resistance (MRAM), ferroelectricity (FRAM), phase transition (PRAM)
and electrical-resistance (RRAM) [215–230]. Out of these technologies, phase
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transition (PRAM) and electrical-resistance (RRAM) uses the phenomenon of
electrical resistance switching. Recently, it has become more popular due to high
potential for the next generation memories. PRAM involves the use switching of
resistances due to the amorphous-crystalline phase transition of a chalcogenide
material. This switching is triggered by an electric pulse irrespective of its polarity.
Whereas, PRAM uses the switching of resistance due to change in the polarity of
the applied electric field and it is not related o the change in phase. Although this
type of switching behaviour is commonly observed, full understanding of the
RRAM mechanism is still needed.

The trap-controlled space-charge-limited current [219], charge-trapping-defect
states inside the band gap [222], charge-trap states at metal/oxide interface with a
change of Schottky-like barrier [223], electric-pulse-induced vacancy/ion motion
[222, 223], and filamentary conduction [224–230] have been explained with the
help of different models. A variety of materials has been utilized for RRAM, in
particular transition metal oxides [219, 231–238], perovskite-based oxides [222,
223, 239–243] and (Ag or Cu saturated) chalcogenides [231–238, 244, 245]. The
mechanism of polarity-dependent resistance (PDR) switching with metal-saturated
chalcogenides depends on the nature of the solid-state electrolytic and the ionic
conductivities of amorphous materials. Due to this, it is also named as
ionic/electrolytic switching. In such materials, the medium becomes electrically
conductive for one polarity due to the formation of conducting filamentary path-
ways, whereas it behaves as an insulating medium for the opposite polarity.

Among the various choices of active materials, chalcogenides are promising and
versatile as they exhibit more than one type of memory switching. However, the
phase-change and polarity-dependent resistance (PDR, non-phase-change) switch-
ing were thought to be independent in these materials and no single system is
reported showing these two switching mechanisms together [246]. There are many
compositions of GeSbTe system, which exhibited amorphous-crystalline switching
[247]. Many others such as AgS, CuS, AgGeSe, AgGeTe and AgInSbTe [229–234]
presented PDR switching.

Amorphous materials are the interesting class of materials and have been the
focus of attention during last several years due to their interesting properties. In
these materials, the long range order is missing, which is responsible for the cre-
ation of the localized states in the mobility gap. These localized states are com-
monly observed in these materials, which may also be due to other inherent defects.
During last few years, the studied on electrical properties in such amorphous sys-
tems has suggested the existence of gap states in these materials. These gas states
significantly affect electrical phenomena in semiconductors [248, 249]. It is
reported that most of the chalcogenides exhibit interesting electrical effects due to a
change in resistance. This is known as switching. Later on, it is observed that the
chalcogenide glasses are the typical materials, showing these properties [247]. In
chalcogenides, this type of memory switching occurs due to reversible change in
structure from crystalline to amorphous state and vice versa. The amorphous sate is
of high resistance state, whereas, the crystalline state is of low resistance state. The
change in the structure from amorphous to crystalline takes place in the ON state in
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the current filament. The cause of such crystallization is Joule heating, which gives
rise to the high field and increased carrier concentration. Boer and Ovshinsky [250]
reported such type of crystallization by Joule heating of the current channel. The
thermally stabilized high electric field induced in these materials is responsible for
the switching transition. The switching behavior in chalcogenides is well studied
with the help of different models [251, 252]. Last few years have seen many papers
on switching in chalcogenides, but the explanation of switching mechanism in these
materials is still not clear and requires serious efforts in this direction [253].

Intense research on amorphous materials started after the Ovshinsky’s discovery
of memory switching in these glasses [254]. After this discovery, many technolo-
gies for digital optical random access memory discs and the new non-volatile
electrical memory could be realized [254–256]. Later on in the late 1970 [257] and
early 1980, the physics governing this electronic switching effect was discussed
[258]. There are normally two kinds of chalcogenide switches classified as
threshold which is mono-stable and reversible whereas, the memory switch is
bi-stable and irreversible. In case of chalcogenides especially selenium and tel-
lurium rich chalcogenide glasses, electrical switching occurs on applying an
appropriate voltage, which is called as the threshold or switching voltage (VT) and
on the application of such voltage, glass switches to a high conducting state, known
as ON state from a low conducting state, known as OFF state. Being reversible in
nature, the threshold switching glasses revert to the OFF state and the memory
switches remain in the ON state after removing the switching field due to irre-
versible nature. Both in threshold as well as memory glasses, the process of
switching is primarily electronic in nature and it is observed due to filling
of charged defect states by the field-injected charge carriers. However, the process
of forming a conducting crystalline channel takes place due to additional thermal
effects in memory materials [259]. Since these glassy materials show interesting
phenomenon of electrical switching, the phase change memories (PCMs) are
thought to be the best candidate for future Non-Volatile Random Access Memories.
With the discovery of the phenomena of phase change memories, the chalcogenide
glasses can be used in memory switching. The research of non-crystalline semi-
conductors started intensively after the discovery of electronic switching effect in
chalcogenide glasses [260]. Due to this, the technologies of digital optical random
access memory discs [255] and the non-volatile electrical memory were developed
[254, 256–258]. In present semiconductor memory technology, the memory com-
ponents used different specialized features. There is not a single technology pro-
viding all the important features such as good speed, cheap, lowest power
consumption, long cycle and non-volatility. Presently, DRAM, SRAM and FLASH
are the commonly used memory technologies. Therefore, we need a memory
technology that should include only the attractive features excluding any of the
unwanted properties. Recently, the development of a new memory technology
named Ovonic Unified Memory (OUM) is under progress. These memories will be
based on chalcogenide materials. We expect that the development of memory chips
based this technology will have all important feature such as SRAM speed, DRAM
cost, power characteristics and non-volatility. Presently, many high volume
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portable products such as hand-held cell phones, Personal Digital Assistants
(PDAs), electronic digital cameras are available in the market. All of these need
non-volatility. We also need radiation resistant nonvolatile memory for space
applications. Currently, the alloys used in large-scale production of re-writable CD
disks are also used as the storage medium for the OUM chips [261, 262]. It is
understood that the chalcogenides based memory technology has the potential for
excellent memory devices. The chalcogenide family includes S, Se and Te. All of
these are Group VI elements. Normally, the alloys used for memory devices contain
at least one of the group-VI elements. The alloys containing Ge, Sb and Te are
being used by Energy Conversion Devices Inc. to develop the phase-change
memory technology [259, 262]. The re-writeable CD and DVD disks are using this
technology for the commercial production. The data storage in such disks involves
a thermally activated, rapid, reversible change in the alloy structure. This process is
inherently non-volatile as it uses two different phases of material to represent the
binary information. The rewriteable CD and DVD disk technology uses the dif-
ference in reflectivity to read the state of each memory bit. This is done by throwing
a low-power laser at the material and collecting the reflected light. The chalco-
genide alloys has two phases, i.e., crystalline and amorphous. These two phases
have different electrical properties. The resistivity of amorphous state has been
shown to four times higher than that of polycrystalline state. These two states
switch to a long resistance state independent of the phase. The structural phase of
the material remains unaffected during this type of switching and resistance can be
restored when the applied voltage is brought below the holding voltage VH. The
low resistance state allows high current to be flown into the material on relatively
low voltages. These extraordinary electrical properties are very interesting when we
consider these materials to be used as the in semiconducting memory devices. One
can read a particular state of the device by charging a capacitive load line, the
variable resistance chalcogenide element above VT [263], rate of charging depends
upon the resistance and can be recorded and converted into a logic state.
Chalcogenide elements can be programmed by applying high current (for the
voltage above VT) for heating the material up to the crystallization or the melting
temperature. The resistance of the device behaves differently at different currents.
At low currents, the resistance of the device is independent of current and is only a
function of initial state. At moderate currents, the temperature of the device is high
enough to reach at the crystallization temperature of the material and consequently
the resistance drops. High current increases the temperature of the material to the
melting temperature, which increases the resistance. The materials with one or more
chalcogen elements i.e., sulphur, selenium and tellurium form a special class of
semiconducting materials, called chalcogenide materials [264]. The chalcogenide
materials can be fabricated in the form of glasses either as thin films, or in the form
of bulk samples. The chalcogenide materials can be obtained in different compo-
sition, including non-stoichiometric compounds and mixtures. This has given a new
direction to chalcogenides. Scientists, all over the world are working on various
new chalcogenide materials and their applications.
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The chalcogenide glasses have high resistivity, which limits their use in
opto-electronic deices [265, 266]. When electric field is applied to the high resistive
materials, the material either switches to sate of low resistance or enters in the
regime of current-controlled negative resistance (CCNR). Since the first report on
the electrical phenomena by Ovshinsky [267], a lot of work is being carried out
using amorphous semiconductors, which includes chalcogenide semiconductors
[267], oxides [268], and organic semiconductors [269]. There are two types of
switching states: ‘‘threshold switching’’ and ‘memory switching’. For threshold
switching, the only stable state is the low resistance above some minimum holding
Voltage, and ‘‘memory switching’’, occurs at zero bias. There are different methods
to achieve the low resistance states including pure electronic [257] and thermal
[270] breakdown or via the fusion of polycrystalline conducting filaments [271].
For thin films, the electronic mechanism is applicable, whereas, the electrothermal
breakdown mechanism controls the bulk material [272]. Glassy semiconductors
have a number of properties important for device application. Their physical
properties change with their chemical compositions. A lot of workers investigated
the effects of impurity on conductivity and optical properties [273, 274]. There are
many factors such as method of synthesis, melt cooling rate, purity of materials and
thermal treatment, which affect the electrical conductivity and switching behavior
of the chalcogenide material [275–277].

The relation of switching parameters with other properties of chalcogenide
glasses has been one of the rigorously focused research field. Several investigators
are working towards figuring out the relation between the switching voltages and
glass transition temperature [270, 278], crystallization temperature [279], electrical
resistivity [280], ambient temperature and conductivity activation energy [281],
etc., There are two network topological thresholds, namely the rigidity percolation
threshold (RPT) and chemical threshold (CT). Some recent studies are dedicated to
understand the effect of these thresholds on the switching behavior of chalcogenide
glasses [282]. There are many reports on electrical switching in chalcogenides
available in the literature [283]. Atyia and Bekheet [283] fabricated Se85Te10Bi5
films of different thicknesses (126–512 nm) and investigated the I–V characteristics,
which revealed that it is typical for the application in memory switches. The
switching phenomenon was explained using electrothermal model for the switching
mechanism. Bang and Lee [284] investigated on the impurity-doped Ge2Sb2Te5
(GST) chalcogenide alloy exhibiting threshold switching properties. The doped
GST thin film prepared by the doping of indium (In) and phosphorous (P) into GST
was not crystallized, even at post-annealing temperatures. The specific crystal-
lization behavior in the doped GST thin film was attributed to the stabilization of
the amorphous phase of GST due to In and P doping. Lee et al. [285] fabricated
threshold switching device based on As–Ge–Te–Si. Das et al. [286] studied the
electrical switching in a-Al23Te77 thin film. They observed the memory type electrical
switching in their samples. Madhu et al. [287] prepared the bulk Ge7Se93−xSbx
glasses by melt quenching. They further studied the electrical switching in
the as-prepared alloy to examine the switching behaviour. Gunti and Asokan
[288] have undertaken alternating differential scanning calorimetric (ADSC) and
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electrical switching studies on Ge20Se80−xBix glasses. They elucidated the role of
topological thresholds on thermal properties and electrical switching behavior.
Madhu et al. [289] studied electrical switching in bulk Ge10Se90−xTlx glasses. They
explained the mechanism of switching and the effect of composition and thickness
dependence on switching voltages. Thermal studies and electrical-switching behavior
of SbxSe55−xTe45 (2 ≤ x ≤ 9) glasses have been studied by Bhanu Prashanth and
Asokan [290]. They reported memory type of electrical switching in SbxSe55−xTe45
glasses (2 ≤ x ≤ 9), which was explained with the help of polymeric network and
high devitrifying ability. Kumar et al. [291] studied the electrical switching, struc-
tural, optical and photo-acoustic properties of chalcogenide GeSe1.5S0.5 thin films of
different prepared by vacuum evaporation technique. The decrease of band gap
energy with increase in film thickness was explained using the ‘density of states’
theory. All thin films samples exhibited memory-type electrical switching behavior.
An enhancement in the threshold voltages of GeSe1.5S0.5 thin films were observed
with increase in film thickness. The thickness dependence of switching voltages was
explained by the Joule heating effect. Verma et al. [292] reported that the bulk
Ge15Te85−xIn5Agx exhibited electrical switching with switching/threshold voltages in
the range of 70–120 V for 0.3 mm thickness sample, their samples exhibited
threshold or memory behavior depending on the ON state current. In their work,
SET-RESET studies were also performed. Raman studies of the samples after the
SET and RESET operations revealed that the SET state is a crystalline phase,
obtained by thermal annealing and the RESET state is the glassy state, similar to the
as-quenched samples.

Although the above-mentioned studies on electrical switching in amorphous
semiconductors showed significant results, but the electrical switching in
nano-chalcogenides is not studied very well. It is therefore, suggested that the
switching in the nanostructures of chalcogenides may be future research direction.
The size effect may result in a dramatic change in switching behaviour of these
materials and the nanodevices based electrical switching in these nanochalco-
genides shall provide the most powerful and valuable alternate.

4.5 Conclusion

During last few years, a lot of emphasis is focused on the production of chalco-
genides at nano-scale. Due to unusual physical and chemical phenomena are
revealed in these nanochalcogenides, they continue to attract the attention of
researchers and engineers as a very large group of interesting solids, thereby
opening new ways in science and technology. Nanostructures formation has been
explored for many kinds of materials, and this becomes an interesting topic also for
chalcogenides. We know that producing atomically flat surfaces in single crystalline
materials is possible by manipulating atoms, whereas this is meaningless, in case of
glassy systems. The structure of amorphous materials is disordered at the atomic
level. Therefore, these nano-materials can easily be tailored and may be produced in
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greater variety than that of crystalline nanostructures. Due to large optical nonlin-
earity and short response time observed in these materials, studying nonlinear
optical properties of these materials at nanoscale is also interesting. Optical prop-
erties of nanocrystals are strongly affected by size reduction, shape and surface
characteristics. Therefore, many reports based on effect these parameters on the
optical properties of Nanomaterials are available in the literature. From the above
literature, it may be suggested that the production of nanostructures of chalco-
genides is interesting and results in the improvement in many physical properties.
Normally, the bulk chalcogenides show an indirect band gap and they could not
become very popular for the devices due to this reason. The observation of direct
optical band gap in these nanostructures is one of the interesting phenomena and
will open-up new directions for the application of these materials in semiconducting
devices. From the above, it is finally concluded that the nanochalcogenides is one of
important directions of future research on chalcogenides and the exploration of new
chalcogenides at nanoscale is expected to provide a breakthrough in this field.
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Chapter 5
Metal Oxide Nanostructures: Growth
and Applications

Mukesh Kumar

Abstract This chapter provides a comprehensive review of metal oxide nanos-
tructures, their growth and applications. These metal oxides are important trans-
parent conducting materials that have drawn great attention in the scientific
community owing to their high optical transparency (*85–95 %) in the visible
region of spectrum along with high electrical conductivity (103–104 Ω−1 cm−1). The
combination of these properties make these materials suitable for many techno-
logical applications in solar cells, heat mirrors, transparent conducting electrodes,
display devices and light emitting diodes. The metal oxide nanostructures, partic-
ularly nanowires and nanotubes, have also drawn considerable research interest as
sensor material because of their high surface-to-volume ratio and suitable surface
chemistry for verities of sensor applications. This has opened up potential appli-
cations of these materials in the area of environment control devices with high
sensing response, low detection limit, low power consumption and high compati-
bility with microelectronic processing for IC’s. Thus, 1-D metal oxide nanostruc-
tures have proven to be the most promising interface for communicating with the
outer world. Different growth techniques and various growth models have been
discussed for the growth of nanowires, metal-filled nanotubes, octahedrons and
nanoflute structures. The article concludes with a glimpse of some recent work
based on metal oxide photodetector especially in deep ultraviolet region
(DUV) (<280 nm) which would provide futuristic application in optical switching,
single photon detection and communication.
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5.1 Introduction to Metal Oxides

Metal oxides are an important class of functional materials because of their unique
combination of high electrical conductivity (103–104 S/cm) and high transparency
in the visible region (400–800 nm) [1, 2]. The capability of transparent conducting
oxide (TCO) material to flow and collect the current and pass the light through
makes these material suitable for display devices [3]. Metal oxides have adjustable
oxygen vacancies which enable the material to possess unique electronic, optical
and chemical properties [4, 5]. Due to their special shape, composition, chemical
and physical properties metal oxide nanostructures are the focus of current research.

Two main intrinsic properties of transparent conducting oxide materials are their
high optical transparency with metal like high electrical conductivity. In general,
the electrical conductivity (σ) of the material is defined as [6]:

r ¼ nel ð5:1Þ

where, n is the number of free carriers per unit volume and µ is the carrier mobility.
It is evident from Eq. (5.1) that the conductivity is a function of two parameters:
carrier concentration and carrier mobility. Crystalline tin doped indium oxide
(ITO) deposited at moderate substarte temperature (*300 °C) can have electrical
conductivity as high as *5000 S/cm. For comparison, the electrical conductivity of
pure metallic copper and insulating quartz are 105 and 10−18 S/cm, respectively.
The carrier concentration in metal oxides is generally produced by metal interstitials
and oxygen vacancies. Carriers can also be generated by external doping with a
substitutional dopant. Typical carrier concentrations in TCO are *1019–1022 cm−3.
The mobility (μ) can be described as the easiness of carrier to travel in the material.
It is defined in term of scattering time (τ) and effective mass of carrier (m*):

l ¼ es
m� ð5:2Þ

From above equation it is clear that to design higher electron mobility TCO,
τ should be increased and m* should be reduced.

The optical transmittance of TCO thin films is intimately related to its optical
band gap and carrier concentration. Typical optical spectra of ZnO thin film is
shown in Fig. 5.1 [1]. The spectra consists of three regions: (i) High transmittance
region in 400–750 nm (corresponding to 3.1–1.7 eV), (ii) Low transmittance at λmin

or lower wavelength region that corresponds to the optical band edge transition in
the material and (iii) Low transmission and high reflection at λmax or higher
wavelength region. The low transmittance in λmax side corresponds to collective
oscillations of free electrons in the TCO materials.

For TCO materials, there is always a tradeoff between high electrical conductivity
and high transparency in the visible region. The transmittance window from λmin to
λmax depends on the direct band gap (Eg) (λmin / 1/Eg) and free carrier concentration
(N) in the material (λmax or λp / 1/N1/2). If, N is increased to get high electrical

204 M. Kumar



conductivity (σ = Neµ), the TCO film transmission especially in the near-infrared
(NIR) region reduces as a result of absorption by free carriers or by metal-like
reflection. Therefore, high mobility TCO got attention to overcome this problem.

Figure 5.2 illustrates metal oxide compositional space that is well known for
n-type transparent conducting electrodes.

The corners of the hexahedron shows the individual oxides, edges denote binary
oxide systems and faces sights represent ternary oxide systems. Tin doped indium
oxide (ITO), zinc oxide doped indium oxide (IZO) and other binary metal oxide
nanostructures are reported in the literature [7]. Indium oxide (IO) is the host
material for industrial standard ITO. Indium oxide is the n-type semiconductor with
a band gap of 3.7 eV. At normal temperature and pressure, In2O3 exhibits cubic
bixbyite structure (a = 10.117 Å) with 80 atoms or 16 formula units per unit cell.
The elementary cell of IO lattice consists of 32 cations and 48 anions arranged in
eight cubes as shown in Fig. 5.3. Each cube consists of two nonequivalent sites of
indium referred to as In1 and In2, respectively [8].

The selected physical properties of IO are listed in Table 5.1. The combination of
these properties make IO thin films and nanostructures suitable for a number of

T
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 &
 A

 (
%

)

λ(nm)

λmin λmax

Fig. 5.1 Optical spectra of
ZnO thin film in the range of
300–2500 nm [1]

Fig. 5.2 Conventional
transparent conducting oxide
composition space [1]
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applications in solar cell, liquid crystal display, high-sensitive sensor, nanoelectronic
and optoelectronic devices [1, 2]. In particular, IO nanowires have been directly
integrated on sapphire substrate to fabricate the vertical field effect transistor. The
seamless and direct integration of IO nanowires was proposed for it’s potential use in
terabyte ultra-high density nanoscale electronic and optoelectronic devices [9]. IO
nanowires have shown room temperature ultraviolet emission at 398 nm (upon
excitation by 274 nm laser) which was proposed to be a source for the next gener-
ation compact disc writers [10]. Besides, IO is the host material for ITO which has
highest electrical conductivity and highest plasma frequency among all the doped
TCO materials [11]. Recently, IO nanostructures have also shown applications in
devices, such as, multi-level memory devices, carbon nanotubes-IO composite based
super capacitors and IO nanofibers based optical waveguides [12–14].

5.1.1 Metal Oxide Nanostructures

The nanostructures, having at least one dimension between 1 and 100 nm, exhibit
size-dependent physical, electronic and chemical properties which bridges atomistic

Fig. 5.3 Nonequivalent cation sites in In2O3 structure [8]

Table 5.1 Physical
properties of bulk indium
oxide at room temperature

Properties Value/parameters

Crystal structures Bixbyite cubic, a = 10.117 Å

Semiconductor n-type

Melting temperature 1910 °C

Band gap 3.7 eV

Electrical conductivity *103 Ω−1 cm−1

Donor activation energy 10 meV

Mass density 7.17 gm cm−3
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scale properties and the extended states of the bulk [15–18]. Depending on their
degrees of freedom, nanostructures are of three types: 0-D, 1-D and 2-D [19].
Quantum wells/thin films are classified as 2-D nanostructures, nanorods and
nanowires are classified as 1-D nanostructures and small clusters or quantum dots
are considered as 0-D nanostructures. The charge carriers in quantum dots are
confined in all three directions. In a quantum wire, the charge carriers are confined
in two dimensions and free to move in third dimension while in a quantum well the
charge carriers are confined only in one dimension and free to move in the
remaining two dimensions. Due to the confinement of electrons in nano dimension,
the density of energy states is no longer continuous like bulk counterparts, but
discrete that begins to dictate material’s properties.

Figure 5.4 depicts the schematic representation of all nanostructures along with
their density of state curves.

E ¼ �h2ðk2x þ k2y þ k2z Þ
2m

Bulkð Þ ð5:3Þ

El ¼ p2�h2l
2mL2x

þ �h2ðk2y þ k2z Þ
2m

Quantumwellð Þ ð5:4Þ

El;m ¼ p2�h2

2m
l2

Lx2
þ m2

L2y

 !
þ �h2k2z

2m
Quantumwireð Þ ð5:5Þ

El;m;n ¼ p2�h2

2m
l2

Lx2
þ m2

L2y
þ n2

L2z

 !
Quantum dotð Þ ð5:6Þ

Fig. 5.4 Schematic representations of a quantum dot, b quantum wire and c quantum well
nanostructures in contrast to d bulk counterparts with their respective energy density [20, 21]
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where l, m, n = 1, 2, 3… are the quantum number of the energy levels due to the
carrier confinement in x, y and z direction, respectively. The kx,y,z are the wave
vectors and �h2k2x;y;z=2m represent kinetic energies in unconfined direction. A large
number of interesting and new phenomena is associated with nanometer‐sized
structures and their fundamental properties like band gap, melting point, conduc-
tivity, mechanical and catalytic are size-dependent [20, 21].

1-D nanomaterials have gained attention because of their unique properties and
potential applications in nanodevices. Although the size-dependence of different
properties is significantly higher for 0-D nanostructures as compared to other
nanostructures, the 1-D nanostructures have advantage over the 0-D nanostructures.
For example, electrical contact can be easily made on 1-D nanostructures due to
their high aspect ratio. Also, 1-D nanostructures can serve as the interconnects for
different devices and are thus ideal for investigating the size dependent electrical,
optical, thermal and catalytic properties, etc.

Each morphology of 1-D nanostructures has specific applications. The nanotubes
filled with metal are exciting because nanocavity at the center provides possible
applications in different nanofluidic devices like nanothermometer, nanorobot spot
welding and frictionless mass transport of liquids at nanoscale [22]. In general, 1-D
nanostructures have wide applications as field emission sources [23], storage
materials [24], light emitting devices [25], sensors [26], lasing action [27] and
optical applications [28].

5.2 Growth of Metal Oxide Nanostructures

Controlled growth of metal oxide nanostructures is essential for the development of
different devices based on them. A number of synthesis techniques were employed
for the growth of metal oxide nanostructures which include solution based chemical
synthesis methods, physical vapor deposition (PVD), and chemical vapor deposi-
tion (CVD) techniques. Here, we focus on the chemical vapor deposition technique.
Table 5.2 summarizes different techniques used to grow indium oxide nanostruc-
tures as reported in the literature.

5.2.1 Chemical Vapor Deposition

Chemical vapor deposition (CVD) technique involves chemical growth process.
The thermal CVD and metalorganic CVD have been used for growing In2O3

nanostructures. In thermal CVD, a solid source is placed upstream in a
high-temperature region while the substrates are placed in the downstream direction
in lower temperature regions. The solid is vaporized through heating, which is
transported by a carrier gas that feeds the catalyst and source material for nanowire
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Table 5.2 Growth techniques reported for indium oxide nanostructures along with growth
parameters

S. No. Synthesis technique Processing parameters Morphology [length
(L) and diameter (D)]

Ref.

1. AAM/electrodeposition Source:
InCl3 + Na3C6H5O6,
substrate: Au/AAM, air
annealing temperature:
973–1073 K for 10 h

Nanowires D = 60 nm,
L * 1–2 µm

[33]

2. AAM/sol-gel Source: 0.4 M
In(NO3)3, air
annealing: 973 K for
12 h, substrate: AAM

Nanotube ID = 100 nm,
OD = 200 nm L* 50 µm

[34]

3. AAM/sputtering Target: In2O3,
substrate: Porous
alumina membrane/Si,
substrate temperature—
453 K, deposition
pressure—0.003 Torr

Nanorods D = 13 nm,
L = 150 nm

[35]

4. Physical evaporation Source: In, substrate:
quartz tube, substrate
temperature: 873–
1173 K, N2 gas flow:
500 sccm through DI
water at 353 K

Nanobelt
Thickness = 20–200 nm,
L * 100–300 µm

[36]

5. Molecular beam
epitaxy

Source: In:Sn (90:10),
substrate: Glass and
hydrogenated Si,
substrate temperature:
573–923 K

Nanowires D = 8–20 nm,
L = 40–500 nm

[37]

6. Laser ablation Target: InAs, substrate:
Au/Si, deposition
pressure: 200 Torr, gas
flow rate: 150 sccm
(Ar + 0.002 %O2),
substrate temperature:
973 K, Nd:YAG laser
(λ = 532 nm,
power = 1 W)

Nanowires D = 10 nm,
20 nm and 30 nm,
L * 1–2 µm

[38]

7. Metalorganic chemical
vapor deposition

Source: triethylindium
vapors at 308 K,
Substrate: Si, substrate
temperature: 623 K, gas
flow rate: Ar + O2

Nanobumps decorated
rectangular rods: 200–
700 nm, L * 1–2 µm

[39]

8. Thermal chemical
vapor deposition

Source: In + In2O3

(1:4), substrate:
alumina crucible,
source temperature:
1573 K, substrate
temperature: 973–
1073 K, vacuum
heating for 30 min

Indium-filled nanotubes,
D = 30–150 nm

[31,
40]
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growth. Thermal CVD has been utilized for the growth of a number of IO
nanostructures like nanopyramids, nanorods, nanowires, nanobelts and nanotubes
filled with indium metal, with good crystalline nature and controlled morphology
[29, 30]. Li et al. [31] has reported the growth of IO nanostructures filled with
metallic indium by the heating of In + In2O3 precursor at 1573 K for 30 min, while
the Si substrate was held at 973–1073 K. Different morphologies can be obtained by
varying the deposition parameters like temperature, pressure, precursor etc. Yan and
co-workers have reported the growth of IO nanostructures (nanowires, nanoarrows,
nanorods) by selecting three different deposition conditions [32]. Although solution
based chemical methods like electrodeposition and sol-gel are suitable for low
temperature growth of TCO nanostructures, the crystalline nature of grown TCO
nanostructures and purity was observed to be poor in these techniques which
dramatically hinder their applications for many critical applications. The techniques
utilizing the PAM template have the advantage in terms of control over the diameter
and length of grown nanostructures. On the other hand, the complete removal of the
template from nanostructures still remains a problem.

5.3 Growth of Indium Oxide Nanostructures

5.3.1 Effect of Growth Ambient: Tunable Growth
of Nanowires, Nanotubes and Octahedrons

Kumar et al. [41] have reported the vapor phase transport and condensation in the
presence of oxidizing and reducing ambients for the growth of IO nanostructures.
Three different conditions were used for the growth of different IO nanostructure
samples: (i) IO + C (sample IO-1) (ii) same as (i) but in the presence of water
(sample IO-W) and (iii) same as in (i) but in the presence of ethanol vapors (sample
IO-E). In all the three conditions, temperature (960 °C), Ar gas flow rate
(200 ml min−1), substrate (5 nm Au coated silicon) and deposition time (1 h),
source material, indium oxide and activated charcoal were kept identical.

Figure 5.5 showed the TEM image of IO octahedrons, nanowires and nanotube
structures. The HRETM was carried out on these structures which revealed that the
IO nanostructures were crystalline in nature. The nanostructures grown under
ethanol were observed to have the nanocavity filled with indium metal, as shown in
Fig. 5.5d. Figure 5.6 shows the precursor stage, nucleation stage, growth stage and
finally morphology for the growth of different IO nanostructures under three dif-
ferent conditions. The growth of octahedra, under condition (i) is initiated by
carbon assisted reduction of In2O3 into InxO (x = 1, 2) vapors and shown in
Fig. 5.6a. The reduced indium oxide started to deposit on the gold coated silicon
substrate. The stability of the catalyst assisted growth or self-catalytic growth
critically decided by the initial supersaturating of reaction species [42, 43, 44]. In
the initial stage the incoming vapors condensed and forms the nuclei of InxO on
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silicon substrate. The nuclei grow according to the surface energy of different
crystallographic planes. Although, indium oxide is cubic crystalline material but the
energy of different crystallographic planes may be different and may decide the
growth direction of nanostructures. Hao et al. [30] have reported that the growth
rate of different crystallographic planes in cubic material depends on their surface
energy, γ{111} < γ{100} < γ{110}. Since in growth condition (i) the reaction species
are reduced indium oxide therefore it does not support Au assisted growth and
resulted in formation of IO octahedrons structures. According to the surface energy
of different planes {111} is the slowest growing plane and have the tendency to
grow as the facets on IO octahedrons. For the growth of IO nanowires (growth
condition ii), all the experimental conditions remain unchanged from those used for
IO octahedra except introduction oxidizing agent water. The InxO vapors may have
a tendency to form In2O3 vapor species in the presence of extra oxygen source at

Fig. 5.5 TEM image of IO octahedrons (a), nanowires (b) nanotubes (c) and STEM-EDX
along the radial direction of IO tubular structure (d). Inset shows the STEM image of IO tubular
structure [41]
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growth temperature. Therefore, the reaction species in growth condition (ii) are like
stoichiometric In2O3 and these species have higher chance to mix with Au and
forms an alloy which supports the catalyst assisted growth of indium oxide nano-
wires [45]. Precursor stage in Fig. 5.6b shows a spherical gold droplet on a silicon
substrate, which acts as the preferential adsorbing site for the incoming In2O3 vapor
species. Depending on the surface energies of different crystallographic planes, as
discussed above, the nanowires grow in [100] direction [30]. The reagent species
adsorbed on the surface of a grown nanowire, low surface energy planes, also reach
to the growth front, resulting in the continuous growth of the nanowire.

Due to the different stoichiometry of incoming reaction species in the presence
of water the structural defects like oxygen vacancies, indium interstitial and other
defects may be absent during the growth. This results in the growth of long and
smooth surface IO nanowires [45]. In growth condition (iii), the grown structures
are tubular IO filled with metal indium. The reaction species are reduced indium
oxide but due to the presence of ethanol, a reducing agent, the reduced indium
oxide further reduced to form indium rich growth ambient. Now the growth
ambient is indium rich, as shown in Fig. 5.6c. The growth of indium-filled indium
oxide tubular nanostructures was govern by modified bottom-vapor-solid growth
mechanism [43, 46]. The flowing chemical reactions are possible:

Fig. 5.6 a–c Illustrate the precursor stage, nucleation stage, growth stage and final morphology during
the growth of octahedra, nanowires and indium-metal-filled nanoarrow structures. The different filled
spheres in the precursor stage are symbolic representations of different reaction species. indium;

oxygen; oxygen deficient IO; IO. For simplicity, the mechanism is discussed assuming that
IO nanostructures are vertical to the substrate [41]
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Step 1: Carbothermal reduction of In2O3

In2O3ðsÞþCðsÞ �����!1000
�
C

In2O(v)þCO2ðv) ð5:7Þ

Step 2: Further reduction of reaction species into indium rich ambient

In2O(v)þC2H5OH ðvÞ �����!1000
�
C

CO2ðv)þ 3H2ðv)þ 2In(v) ð5:8Þ
The growth condition is identical to the growth in condition (i) except the

presence of ethanol which leads to the indium rich ambient during growth.
Therefore, Au assisted growth is not supported. In the initial stage, indium rich
nuclei is formed which oxidized at high temperature except at the vicinity of the
silicon substrate that leads to the growth of truncated IO octahedrons grown with
metal indium sealed inside more thermally stable indium oxide shell, as shown in
Fig. 5.6c. As the growth continues, the excess indium inside indium oxide gets
phase separated and formed indium filled tubular structures. The capillarity induced
filling of other metals have also been observed in carbon nanotubes [47]. Due to the
low melting point of metal indium in nanometer size cavity, the large vapor
pressure may be exerted during the growth. As per the literature, the vapor pressure
of indium heated at 923 °C is 1 Pa. The inverse dependence of vapor pressure with
microcavity size may critically increase the vapor pressure of indium at growth
temperature [48]. Therefore, the large upward thrust of melted indium in nanosize
cavity may result in the growth of indium-filled IO tubular nanoarrow structures.

5.3.2 Effect of Growth Time: Regular to Irregular
Nanostructures

In our group, we have demonstrated the effect of growth time in the inert ambient
[49]. The morphological analysis of nanostructures grown for different time was
carried out using SEM is shown in Fig. 5.7. The IO-3 (deposition time 3 h) and
IO-6 (deposition time 6 h) samples contain octahedra with truncated tip while
IO octahedron structures in IO-12 (deposition time 12 h) sample are more complex

(a) (b) (c) 

Fig. 5.7 SEM micrograph of IO microstructures deposited for a 3 h (IO-3), b 6 h (IO-6) and
c 12 h (IO-12). The inset in a–c show higher magnification images of single IO octahedral [49]
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in nature. The size of octahedron structures in IO-3, IO-6 and IO-12 sample are
about 1, 1.5–2 and 2–3 µm, respectively. The octahedra have sharp facets with
truncated tips, as shown in the inset of Fig. 5.7.

The growth of IO octahedra in an inert ambient is attributed to the self-catalytic
growth of IO on silicon the substrate [43]. The sharp tip and nearly perfect octa-
hedra were observed when deposition time was kept 1 h. The sharp tip octahedra
occurs if the ratio, r{100}/r{111} ≈ 1.73 and the growth of the truncated octahedron
takes place if the ratio, r{100}/r{111} ≤ 1.73 [30]. As the deposition time increases
from 3 to 12 h the octahedron becomes more irregular in shape. The large depo-
sition time may lead to second nucleation due to the presence of structural defects
like, oxygen vacancies, indium vacancies, oxygen interstitial and anti-site defects
on the regular structures resulting in the more irregular shaped octahedra.

These structural defects on the facets of octahedra may affect surface energies of
different crystallographic planes and change the growth rate perpendicular to these
planes, and thus form different morphologies. With longer reaction durations, these
inappropriate factors will affect the end-product morphologies more. When the
growth time is 3 h, the IO octahedra were grown with truncated apex. In addition,
the inter-penetrated octahedron and octahedron with pyramid on facets were also
observed when the deposition time increases to 12 h.

5.3.3 Effect of Growth Pressure: Nanoflute to Nanotube

Kumar et al. have demonstrated the growth of IO nanoflute in the presence of
ethanol and low growth pressure [50]. The presence of nano size cavity was clearly
seen in the Fig. 5.8a. HRTEM of a single IO nanowire clearly revealed the presence

Fig. 5.8 a TEM images of IO with nanocavities. b HTTEM image of single nanocavity [50]
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of light contrast regions along the length of the nanowire. The size of nanocavity
was found in range of 10–30 nm. Figure 5.8b shows the TEM image of a typical
region in IO nanowire. This micrograph clearly revealed that the light contrast
region have the hexagonal shape.

The growth of flute-like MgO nanotubes, hematite nanorods and branched
nanostructures with nanocavities was also reported [51]. Han and co-workers
have reported dense nanocavities on titania nanorods confirmed by the electron
energy loss spectroscopy in TEM study [51]. In our case, the light contrast region
on the nanowire may be due to the decrease in thickness at that region along the
electron beam direction. This could be a nanocavity either on the surface or inside
the nanowires. Figure 5.9 schematically shown the different stages for the growth
of cavities growth. The formation of nanocavity in the solid IO nanowires was
attributed to the formation of indium rich reaction species during the growth and
followed by the formation of nanovoids [43, 52].

During the nucleation stage, the indium rich reaction species condense on the
silicon substrate and forms the nuclei. As the adsorption of reaction species
continue, the growth of thermodynamically allowed crystallographic planes take
place and different planes grow according to their surface energy. Since the
reaction species was richer in indium vapors, therefore, the grown nanowires were
expected to be rich in indium. The extra indium diffuses and leaves the vacancies
behind, which is shown in Fig. 5.9. The out-diffusion of the metal has already
been discussed for the formation of nanocavity in iron oxide nanoparticles and
cobalt nanoparticles [53]. Without diffusion of In more and more vacancies cre-
ated that finally coalesce and forms nanovoids. The energy minimization of
nanovoids results in hexagonal shaped nanocavity.

Fig. 5.9 The growth mechanism of hexagonal nanocavity decorated IO nanowires. The nucleation
stage, out-diffusion, vacancy coalescence and nanocavity stages are illustrated. The different filled
spheres are the symbolic representation of different reaction species. Indium; oxygen;
oxygen deficient IO; IO. The open circle shows the vacancy [50]
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5.3.4 Effect of Gas Flow Dynamics: Horizontal to Vertically
Aligned Nanostructures

IO is cubic crystalline materials and it is difficult to get anisotropic growth specially
1-D nanostructures vertically aligned on the substrate. Recently Kavita and
co-workers have reported the array of vertically aligned crystalline indium oxide
(In2O3) nanotubes on large area substrate via tube in tube horizontal CVD system
using vapour phase deposition method on silicon (100) substrate with the assistance
of Au catalysts [54]. Interestingly, they observed that in a tube in tube system the
sequentially switching the argon gas flow with 200 and 50 sccm for different time
intervals like 3, 4, 6, 7 and 8 min were helpful in controlling the dimensions and
alignment of vertically standing nanotubes. Figure 5.10 shows scanning electron
microscope images of as grown IO tubular nanostructures array under same
deposition parameters like precursor amount, ethanol ambient, catalyst thickness
and temperature in tube in tube CVD system, the only variable parameter was
interruption time interval for gas flow.

Fig. 5.10 SEM images of indium oxide nanostructures grown under different gas flow dynamics.
IO-0 reveals the growth without any gas flow disturbance while IO-3 and so on showed the growth
of indium oxide nanostructures with mentioned gas flow dynamics [54]
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The uninterrupted/continuous flow of Ar gas at a flow rate of 200 sccm results
in the growth of nanotubes with large variation in their diameter and were not well
aligned as shown in Fig. 5.10a. On introducing sequential interruption in the gas
flow rate means flow rate was sequentially interchanges with 200 and 50 sccm
after particular time interval, dimensions and distribution of nanotubes affected by
increasing the time interval from 3 to 4 and 6 min, it was observed that average
diameter of nanotubes decreases and average length increases but further increase
in interval time with 7 and 8 min average length decreases and average diameter
increase. The outer diameter of nanotubes was 200–600 nm and wall thickness
from 50–150 nm. Tubes diameter was not uniform but decreased along the height,
cavity inside the tubes were also not straight and smooth incomplete portion of
nanotubes.

5.4 Growth of Zinc Oxide Nanostructures (ZNT)

Zinc oxide is hexagonal crystalline material and it is easy for ZnO to follow the
anisotropic growth of nanostructures without any catalyst. Lu et al. [55] reported
the growth of ZnO nanotubes by simply thermal oxidation of zinc metal nanowires
at 400 and 500 °C, Fig. 5.11.

The surface topography of the ZnO nanotubes is shown in Fig. 5.12. The TEM
and HRTEM of ZNT are shown in Fig. 5.13a–c. The HRTEM and corresponding
Fourier transform is shown in Fig. 5.13c.

Both the HRTEM image and the FFT pattern indicate a single-crystal structure
of the nanocrystal. There are many others many other techniques were reported for
the growth of ZnO nanostructures. The ZnO thin film was first deposited on the Si
substrate via thermal evaporation and then ZnO nanowires were deposited using
thermal CVD technique with ZnO and activated carbon as a source material.
The nanowires grown on the Si (100) substrate was vertically aligned and about
150–200 nm in diameter.

Fig. 5.11 a Schematic of Zn nanowires. b–c Shows the formation process from Zn to ZnO during
the thermal treatment. d1–d2 Two different stages of ZNT growth st two different temperatures [55]
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5.5 Growth of 3-D Indium-Zinc Oxide Nanostructures

Karn and coworker have recently reported the growth of indium-zinc oxide
mesocontainers and 1-D nanostructures by simply controlling the growth ambient
from reducing to oxidizing. [56]. The 3-D nanostructures have impending appli-
cations as containers of nanograms of materials for drug delivery application. The
morphology of mesocontainers is systematically investigated with time by scanning
electron microscopy (SEM), as shown in Fig. 5.14.

The spherical particle of about 200 nm in size (Fig. 5.14a) was observed for
10 min deposition time which continued to grow bigger for higher deposition time.
For 45 min of deposition time a different morphology of nanocable was observed.

Fig. 5.12 SEM image of ZnO nanotubes grown by thermal oxidation of Zn nanowires [55]

Fig. 5.13 a–c TEM and HRTEM of zinc oxide nanotubes, d is the vertically aligned zinc oxide
nanostructures. [55]
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For deposition time longer than 45 min, the formation of nanocontainers was
observed.

For higher deposition time, the nanocontainers did not change its morphology.
Figure 5.14g–h revealed that the nanocontainers were filled with indium-zinc oxide
materials [56]. The growth mechanism of nanocontainers formation is clearly
understood from Fig. 5.15a–d. The nanocontainers evolved from the crystallization
at different locations and finally leaded to the growth of nanocontainers. The sizes
of the different nanocavities were measured and observed to have the material in
nanogram to microgram.

5.6 Growth of Gallium Oxide Nanostructures

Ga2O3 is considered as potentially interesting deep ultraviolet (DUV) transparent
oxide semiconductor. The bulk gallium oxide exhibits an original luminescence due
to the defects. Monoclinic gallium oxide (β-Ga2O3) has optical band gap of
Eg = 4.9 eV which makes this material suitable for DUV sensing application.
Various growth techniques were reported for the growth of high quality Ga2O3 thin
films and nanostructures [57]. Li and co-workers have reported the growth of
Ga2O3 nanobelts by chemical vapor deposition technique with gallium and oxygen
as the stating materials. The SEM images showing smooth nature of nanobelts,
Fig. 5.16 [57].

In another study, Kuo and Huang [58] have reported the growth of ultra-long
Ga2O3 nanowires and nanobelts using CVD technique. The length of nanostruc-
tures was in sub-millimeter or millimeter range. The constant supply for Ga vapours
for extended hours and residual oxygen present in the growth chamber played a
crucial role in the growth of extra-long Ga2O3 nanostructures. Two silicon

Fig. 5.14 Morphological evolution of indium zinc oxide structures at different time intervals
a 10 min. b 20 min. c 30 min. d 45 min. e 60 min. f 75 min. g, h 90 min. The scale is 2 µm [56]

5 Metal Oxide Nanostructures: Growth and Applications 219



Fig. 5.15 Morphological evolution of indium zinc oxide structures at different time intervals
a 10 min (ET10), b 20 min (ET20), c 30 min (ET30), d 45 min (ET45), e 60 min (ET60), f 75 min
(ET75), g, h 90 min (ET90). The sample name is indicated in the parentheses [56]

Fig. 5.16 a SEM image of Ga2O3 nanobelts. b SEM image at high resolution showing the smooth
nature of Ga2O3 nanobrlts [57, 58]
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substrates coated with gold catalyst were placed in the growth chamber at two
different places. One substrate (position-1) was directly placed on the Ga source and
second a substrate (position-2, 3–5 mm from the Ga source) was placed downstream
direction near to the Ga source. The surface morphology of Ga2O3 nanostructures
grown at position-1 and position-2 was drastically different, Fig. 5.17.

At position-1, nanowires and nanobelts were observed to grow with extended
length. The nanowires were found to have diameters of around 100 nm. The
majority of the 1D nanostructures are nanobelts. These nanowires and nanobelts
can grow to exceptionally long lengths of hundreds of microns and even over
2 mm. The Ga2O3 nanostructures grown on substrate II vary significantly,
depending on the distance of a region on the substrate from the gallium metal
source, as shown in Fig. 5.18.

When the substrate is placed 3–5 mm away from the Ga source mostly nano-
wires and some nanobelts were formed. The nanowires generally have diameters on

Fig. 5.17 a FE-SEM image of the as-synthesized Ga2O3 nanobelts and nanowires grown at
position-1. b FE-SEM image of the side view of these nanobelts and nanowires [58]

Fig. 5.18 SEM image of Ga2O3 nanostructures when the substrate placed at nearest to the Ga
source a and when the substrate is placed at 6–8 mm away from the Ga source b [58]
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the order of tens of nanometers and can reach lengths of hundreds of microns.
While the nanowires grown at 6–8 mm away from the source were shorter in length,
but can still reach lengths of tens of microns. The diameters of the nanowires were
largely on the order of tens of nanometers.

5.7 Application: Environmental Sensors

5.7.1 Hazardous Gas Sensors

Metal oxide nanostructures are playing major role in environmental control by
monitoring the potential hazardous gasses and toxic chemicals. Furthermore, the
metal oxide based sensors are small dimensions, low power consumption, high
sensor response, low detection limit, and high compatibility with microelectronic
processing.

The gas sensing mechanism of metal oxide semiconductors is dependent on the
interaction of oxygen and target gas at the metal-oxide surface. A molecule is
considered to be chemisorbed if there is an electronic charge transfer between the
gas and solid surface.

O2 gasð Þþ 2e� �! 2O� adsorptionð Þ ð5:9Þ

Oxygen can be adsorbed in the form of O2
−, O− or O2−. Near room temperature,

O2− species dominate the surface coverage whereas at higher temperature (423–
923 K), O− species dominate [59]. Figure 5.19a–b shows the gas sensing mecha-
nism of metal-oxide materials.
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Fig. 5.19 Simplified schematic representation of chemical reaction occurring at the surface of IO.
a Chemisorptions of oxygen from air take away electrons and creates depletion region which
results in restricted flow of current. b After exposure to the reducing gas (R-O). The reducing gas
extracts surface-bound oxygen, thereby releasing electrons back into the crystal and resulting free
flow of current
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Therefore, in ambient conditions, the near surface region of each grain is
depleted of free electrons relative to the interior of the grain and hence a cause
increases in the electrical resistance. There are number of the factor like grain size,
porosity, thickness, voids and stoichiometry etc. that affect the gas sensing in bulk
and thin films of IO oxide [60]. For improving the gas sensing characteristic, Gopel
[61] emphasized the use of oxide nanostructures with diameter of the order of
Debye’s length (LD) which is given by:

LD ¼ ee0kT
e2n

� �1=2

ð5:10Þ

where ε, ε0, T, e and n are the dielectric constant of free space and material, tem-
perature, electronic charge and density of electrons, respectively. Nanostructures, in
particular, are of great interest for gas sensing applications owing to their high
surface/volume ratio, therefore providing more sites for oxygen molecules adsorption.
In addition to the enhanced surface effect, the presence of different native defects on
the surface of nanostructures has been proposed to strongly affect their gas sensing
behavior [62, 63]. It is possible to grow the nanostructures with controlled crys-
tallinity and stoichiometry which are the crucial parameters to control the gas sensing
properties.

Kumar et al. [64] have reported that not only the high surface-to-volume ratio in
nanomaterials was important to decide the high directivity of gas sensors but the
stoichiometry of metal/oxygen ion also played a critical role. The nanowires and
nanotubes with similar diameter distribution were grown by thermal CVD tech-
niques in the presence of water, oxidizing agent, and ethanol, reducing agent,
respectively.

The typical gas sensing response of IO nanowires and nanotubes for 1000 ppm
ethanol at 300 °C is shown in Fig. 5.20a, where “ON” refers to the inclusion of
ethanol in the artificial air and “OFF” refers to the suspension of the ethanol supply.
The sensor response of IO nanowires and nanotubes for ethanol gas are 281 and 3.7

Fig. 5.20 a The gas sensor response of IO nanowires and nanotubes. b The temperature
dependence of the sensor response and the response time for IO nanowires and nanotubes in the
presence of 1000 ppm of ethanol [64]
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with response time of 12 and 20 s, respectively. The sensor response and the
response time of IO nanowires and nanotubes were measured as a function of the
sample temperature (shown in Fig. 5.20b).

Although, the IO nanotubes (diameter: 40–250 nm, length: few tens of microm-
eter) have about similar dimension in the range of IO nanowires (60 ± 15 nm and
length: few tens of micrometer), but the sensor response was found to be nearly two
orders of magnitude smaller than the nanowires. Gas sensing is a surface property and
the electron exchange between the surface states and bulk takes place at the surface
layers of a thickness value of the order of Debye length [65]. Kumar and co-authors
calculated the value of Debye length for nanowires and nanotubes and observed one
order of magnitude difference, Debye length for nanowires and nanotubes was 48 and
0.4 nm. It is to be noted that double of Debye’s length (48 nm) in case of IO
nanowires is larger than its average diameter (65 nm), whereas for IO nanotubes
Debye’s length is only 0.4 nm. Therefore, at sample temperature of 300 °C the
chemisorbed oxygen on IO nanowires surface fully depletes the conduction channel
in nanowires and increases its electrical resistance. A schematic diagram for IO
nanowires and nanotubes is shown in Fig. 5.21a–b. When the IO nanowires were
exposed to ethanol gas, the chemisorbed oxygen gets removed. This restores the
width of the conduction channel of IO nanowires and results in a decrease in its
electrical resistance.

5.7.2 Deep Ultraviolet (DUV) Photodetector

The wide band gap of metal oxide nanostructures has been realized as the potential
candidate for DUV photodetector. The UV detection reveals it’s applications for
numerous fields like in environmental control and bio applications. UV spectrum is
the broad radiation which can be further divided into following regions: UV-A
(400–320 nm), UV-B (320–280 nm), UV-C (280–200 nm), and far-UV (200–
10 nm). Solar-blind photodetector based on metal-oxides or nitrides is only

Fig. 5.21 Schematic diagram of depletion charge region due to chemisorbed oxygen on IO
nanowires surface having correct stoichiometry (a) and IO nanotubes with oxygen vacancies (b).
The LD and D are Debye length and diameter of nanostructure, respectively [64]
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sensitive to the radiation of wavelength lower than 280 nm. The photodetection
mechanism of ZnO based UV detector is shown in Fig. 5.22 [66, 67].

In ZnO nanostructures, the surface adsorbed oxygen captured the electron and
increased the resistivity of the material and create space charge region. If the created
space charge region is equal or greater than the diameter of nanostructures then it
seems like the OFF state and no conduction takes place through nanostructures.
When a photon of energy more than the band gap of ZnO shine then it create
electron-hole pair in the material. The photo generated holes can migrate to the
surface of ZnO along the potential slope produced by band bending and release
negatively charged absorbed oxygen ions. This leads to increase the photocon-
ductivity of metal-oxide nanostructures. With respect to a traditional metal-oxide
thin film, 1D metal-oxide nanostructures have huge dangling bonds on the surface
and hence more sites for oxygen adsorption and more sensitivity upon light
absorption. Therefore, 1-D nanostructures based photodetector have several
advantages like high sensitivity, superior stability owing to high crystallinity,
possible surface functionalization with target-specific receptor species, and
field-effect transistor configurations that allow the use of gate potentials controlling
the sensitivity and selectivity.

Recently, Li et al. [57] have reported solar blind deep UV photodetector based
on the individual Ga2O3 nanobelt. The SEM image of the UV photodetector is
shown in Fig. 5.23a. The irradiation single wavelength was illuminated on the

Fig. 5.22 Photoconduction mechanism in metal oxide nanowire: a Schematic of a metal oxide
nanowire photodetector. b, c Trapping and photoconduction mechanism in ZnO nanowires. The
top drawing in (b) shows the schematic of the energy band diagrams of a ZnO nanowire in dark,
indicating band-bending and surface trap states. VB and CB are the valence and conduction bands,
respectively. c Under light illumination, photogenerated holes migrate to the surface and become
trapped, leaving behind unpaired electrons in the nanowire that contribute to the photocurrent [67]
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nanobelt, and the current-voltage behavior was measured by simply the two-probe
technique. The responsivity of gallium oxide Ga2O3 nanobelts with widths from
800 to 1.6 µm is shown in Fig. 5.23b. The results revealed that the photoresponse of
nanobelt is independent of their width. The photoresponse with wavelength up to
300 nm has given no change while at shorter wavelength the sensitivity increases
up to maximum valve and then drop off.

Figure 5.24 showed the ON-OFF characteristics of UV sensor irradiated at
250 nm with a bias of 30 V across the nanobelt. The response time and recovery
time was measured which was observed to be 11.8 and <0.3 s. The fast response of
DUV detector showed it’s potential applications in futuristic applications.

Fig. 5.23 SEM image of a Ga2O3 nanobelt lying across the two electrodes. b Normalized
photoresponse of Ga2O3 different width nanobelt when shined with different photon
energy [57]

Fig. 5.24 Time response of a
Ga2O3 nanobelt when shining
with deep UV irradiation,
250 nm, with light intensity of
65 mW cm−2 and at a bias
of 30 V across the
photodetector [57]
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5.8 Summary

This article has introduced the basics of transparent conducting oxide nanomate-
rials, their synthesis, characterization and application for environmental sensors.
The effect of ambient, time, pressure, gas flow dynamics and other parameters in the
context of chemical vapor deposition technique have been discussed for the growth
of nanowires, metal-filled nanotubes, nanoflutes, octahedrons and mesocontainers.
Recent studies show that the growth ambient, oxidizing or reducing ambient and
gas flow dynamics critically affect sustainability of basic growth mechanism that
controls not only the morphology but also the elemental composition of grown
nanostructures. In addition to the intrinsic metal like electrical conductivity and
high optical transparency of metal oxide nanostructures that are suitable for
transparent conducting electrode applications, their chemical and physical proper-
ties make them suitable for a large number of other applications. The wide band gap
and high temperature stability of these nanostructures demonstrate their applica-
tions in deep UV photodetector and futuristic single photon detection.
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Chapter 6
Metal Matrix Nanocomposites and Their
Application in Corrosion Control

Pallav Gupta, Devendra Kumar, M.A. Quraishi and Om Parkash

Abstract The present chapter gives an overview of nanocomposites which are
novel materials for corrosion control. Nanocomposites comprise of more than one
phase where size of each phase is less than 100 nm respectively. There are basically
three types of nanocomposites: Ceramic-Matrix Nanocomposites, Metal-Matrix
Nanocomposites and Polymer Matrix Nanocomposites. Several synthesis routes
have been proposed for the fabrication of MMNCs such as Stir Casting, Powder
Metallurgy, CVD, PVD etc. Major applications of metal matrix nanocomposites are
in automobile and aerospace industries. Among various properties corrosion is an
important property for determining the life expectancy of any nanocomposite
material. In the present chapter a brief account of corrosion and its control using
nanocomposites has been discussed. It is expected that the present chapter will help
the readers to get a glimpse of nanocomposite materials for its wider use in
industrial applications.
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6.1 Nanocomposites

Multiphase solid material having more than two or three dimensions where size of
each dimension is less than 100 nm are known as Nanocomposites. Present defi-
nition validates for porous media, colloids, gels and copolymers, but is more
usually taken into consideration for bulk matrix and nano-dimensional structure
which differentiate in various properties [1]. Structural, Mechanical, Electrical and
Electrochemical properties of the nanocomposite will differ in comparison to the
base material.

Common examples of nanocomposites are in the structure of the abalone shell
and bone. Use of nanoparticle-rich materials increases the physical and chemical life
of the component. Nanocomposites are better material in terms of mechanical
strength. Reinforcement generally consists of sheets, fibres etc. [2]. Interfacial sur-
face between the matrix and dispersant phase(s) is generally an order of magnitude
greater than conventional composite materials. Property of matrix phase is signifi-
cantly affected in the vicinity of the reinforcement. Different types of nano partic-
ulates results in different type of enhanced optical properties, dielectric properties,
heat resistance or mechanical properties such as hardness, wear and deformation.
During processing nano size reinforcements are dispersed in the matrix [3].

6.2 Types of Nanocomposites

6.2.1 Ceramic-Matrix Nanocomposites (CMNCs)

In ceramic matrix nanocomposites both matrix and reinforcement phase consists of
a ceramic such as oxides, nitrides, borides, silicides etc. In some cases,
ceramic-matrix nanocomposites encompass a metal as the second component. In
ideal condition, ceramic is dispersed in each other so as to improve the nanoscopic
properties [4]. Nanocomposites of such combination were found to improve the
optical, electrical and magnetic properties along with tribological and corrosion
properties respectively. Binary phase diagram is an important consideration while
designing ceramic matrix nanocomposites and important measures should be taken
to avoid a chemical reaction between both parts [5]. The safest measure thus is to
carefully choose immiscible ceramic phases.

The major application of ceramic-matrix nanocomposites is in thin films. Thin
films are solid layers of few nm to some tens of µm thickness which is deposited on
an underlying substrate. It plays an important role in the functionalization of
technical surfaces. An important technique for the preparation of nanocomposite
layers is gas flow sputtering using hollow cathode technique. Current technique
operates as a vacuum-based deposition technique providing high deposition rates up
to some µm/s. Nanocomposite layers in the ceramics were fabricated by TiO2 and
Cu using hollow cathode technique. It showed a high mechanical hardness, small
coefficients of friction and a high resistance to corrosion [6].
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6.2.2 Metal-Matrix Nanocomposites (MMNCs)

Metal matrix nanocomposites (MMNCs) comprises of metal as the matrix and
ceramic as the reinforcement. This type of composites can be classified as con-
tinuous and non-continuous reinforced materials. Another emerging class of
nanocomposites is Carbon nanotube metal matrix nanocomposites (CNT-MMNC).
CNT-MMNC provides high tensile strength and electrical conductivity as com-
pared to carbon nanotube materials. Important considerations in the development of
processing techniques of CNT-MMNCs are (a) economically producible,
(b) provide a homogeneous dispersion of nanotubes in the metallic matrix, and
(c) lead to strong interfacial adhesion between the metallic matrix and the carbon
nanotubes. Apart from CNT-MMNC another important research area of MMNC are
boron nitride reinforced metal matrix composites and carbon nitride metal matrix
composites [7].

Nowadays, most metals and alloys could be used as matrix materials and they
require dispersent material which needs to be stable over a range of temperature.
The guiding aspect for the choice depends essentially on the matrix material. Only
light metals are responsive with their low density proving an advantage. Titanium,
aluminium and magnesium are the popular matrix metals which are particularly
useful for aircraft applications. High modulus reinforcements are required if
metallic matrix materials have to offer high strength. The strength-to-weight ratio of
resulting composites will be higher than most of the alloys [8]. The other types of
nanocomposite are known as super thermite nanocomposite such as hybrid sol–gel
having silica base.

6.2.3 Polymer-Matrix Nanocomposites (PMNCs)

Class of nanocomposites in which the addition of ceramic nano particles to a
polymer matrix leads to the improvement in the various mechanical and electrical
properties is known as Polymer matrix nanocomposites (PMNCs). PMNCs are also
termed as high performance composites. In PMNCs when homogeneity in the filler
is achieved, the corresponding properties of the nanoscale filler are substantially
different in comparison to the starting matrix. Polymer matrix nanocomposites are
nowadays synthesized by using much stiffer nanoparticles of ceramics such as clays
or carbon nanotubes. Improvement in mechanical properties is not limited to
stiffness or strength [9]. High aspect ratio or high surface area of the fillers improves
the physical properties of high performance nanocomposites. Future scope of
multi-functional small scale devices i.e. sensor, actuator, medical equipment basi-
cally depends on polymer nanocomposites [10].

In the recent past polymer nanocomposites were fabricated using various
one-dimensional carbon nanostructures. In order to improve the mechanical prop-
erties of polypropylene fumarate nanocomposites, for bone tissue engineering
applications, reinforcing agents such as carbon nanotubes, graphene platelets,
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molybdenum disulfide nanoplatelets were used. For lower addition of nanomate-
rials, various mechanical properties which were improved include compressive
yield strength, young’s modulus, flexural modulus and flexural yield strength. It
was observed that the property of reinforcement is found to be dependent on grain
morphology, defects structure etc. Inorganic nanomaterials served as better rein-
forcements in comparison to carbon based nanomaterials. Electrical properties were
found to improve for polymer nanocomposites reinforced with multi-walled carbon
nanotubes.

6.3 Synthesis Routes for Fabricating Metal Matrix
Nanocomposites

Metal matrix Nanocomposites can be processed in the liquid state or in the solid
state. The easiest and cheapest method for processing nanocomposites is discussed
in detail below.

6.3.1 Solid State Methods

1. Powder Metallurgy (P/M): Powdered metal and reinforcement are mixed and
then bonded through a process of compaction, degassing, and
thermo-mechanical treatment (possibly via hot isostatic pressing (HIP) or ex-
trusion). Figure 6.1 shows different steps of powder metallurgy route [11].

Powder metallurgy (P/M) is the process of mixing fine powder particles,
pressing the powder mixture into a required shape in a die, followed by heat
treatment of the compact in a controlled atmosphere furnace to increase the bonding
strength (Sintering). Powder metallurgy process involves four steps: (1) powder
manufacture, (2) powder mixing and blending, (3) compacting, (4) sintering.
Compaction is performed at room temperature, as well as at elevated-temperature.
Sintering is conducted at atmospheric pressure. Secondary processing often follows
to obtain special properties or enhanced precision.

Sintering and metal injection molding are the two major routes which are used to
manufacture and consolidate the powder. In the recent past new techniques are
developed which make use of the metal powders for the fabrication of new prod-
ucts. Mechanical strength can be improved by the use of this technique since the
powder mixture is sintered and not melted.

Sintering process completes in three stages. In the initial stage, neck growth
takes place rapidly but the powder particles remain discrete. During the second,
densifying mechanism enacts and the structure recrystallizes by particles diffusion
into each other. In the third stage, pores become spheroidal in shape and densifi-
cation continues at a much lower rate. Solid state in solid state sintering refers to
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state of material when there is a perpetual bonding between particles, solid confirms
that the material was not melted and it remains in its discrete form.

6.3.2 Liquid State Methods

1. Electroplating/Electroforming: Electroplating/Electroforming is a technique in
which a layer of composite material is deposited on a metallic or on a
non-metallic electrode using electrolysis in an electrolytic cell.

Plating means coating over a metallic item, it is a spray formed thin layer and
essentially becomes part of the object itself. Electroforming is metal built-up over a
non-metallic surface, which is thick in size and can be removed from work piece as
a standalone object. Some of the common uses for electroforming are mold making
and reproduction of parts. Figure 6.2 shows electroplating/electroforming process.

2. Stir casting: In Stir Casting technique discontinuous reinforcement is stirred
into molten metal, followed by solidification. Figure 6.3 shows stir casting
process. Stir Casting is a liquid process for the fabrication of the nanocomposite
material, in which ceramic reinforcement is mixed with a molten metal using
mechanical stirring. It is the simplest and cheapest method for the fabrication of
the composite material [12].

Fig. 6.1 Conventional powder metallurgy process
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Liquid composites are cast by conventional stir casting and metal forming
techniques. Stir Casting is characterized by addition of low percentage of rein-
forcement phase. Reinforced phase throughout the matrix is not perfectly homo-
geneous due to:

1. Presence of local clusters of the dispersant phase.
2. Gravity segregation of the reinforcement because of the difference in the density

of dispersant and matrix phase respectively.

Distribution of dispersed phase may be improved if the matrix is in semi-solid
condition. The method using stirring metal composite materials in semi-solid state
is called Rheocasting. High viscosity of the semi-solid matrix material enables
better mixing of the dispersed phase.

3. Squeeze casting: It is an important technique used for the fabrication of
MMNCs. In this technique, after a slow mold filling the melt solidifies under
very high pressure, leading to the formation of fine-grained structure. As
compared with die-casted parts the squeeze-casted parts do not contain a gas
inclusion, which helps in thermal treatment of the produced parts. One can
differentiate between direct and indirect squeeze casting. With direct squeeze
casting the pressure for the infiltration of the prefabricated preforms is applied
directly to the melt [13]. The die is thereby part of the mold, which simplifies the
structure of the tools substantially.

Disadvantage of the direct process include the following:

• Volume of the melt must be determined exactly, since no gate is present and
thus the quantity of the melt determines the size of the cast construction unit.

• Appearance of oxidation products, formed in the cast part during dosage.

Fig. 6.2 Electroplating/electroforming process

236 P. Gupta et al.



In indirect squeeze casting technique molten material is forced to flow through a
gate system. Flow rate of the molten material depends upon the diameter of the gate
which results in a less turbulent mold filling.

In pressure casting processes used for the production of composite materials a
prefabricated fiber or particle preforms is infiltrated with melt and the whole
material is solidified using pressure system. For this technique a two-stage process
is generally used. In the first stage the molten material is pressed into the form at
low pressure followed by solidification phase formation at high pressure. This
prevents damage to the preform by too fast infiltration. Due to low infiltration and
response time, squeeze casting makes use of relatively reactive materials.
Advantage of this technique is the possibility to produce intricate shaped compo-
nents which are subjected to a higher stress during service. Figure 6.4 shows direct
and indirect squeeze casting technique.

4. Spray deposition: In spray deposition technique molten metal is gas atomized in
the normal way and the spray is caused to impinge while still in the liquid or
semi-solid state on a solid former where a layer of dense solid metal of a
pre-determined shape is produced. The final product thus formed has a structure
similar to that of powder-based material with all the attendant advantages of fine

Fig. 6.3 Schematic of stir casting process (1) Stirrer spindle, (2) Sliding mechanism with impeller
position control unit, (3) Electric motor, (4) Sprue, (5) Crucible, (6) Electric furnace, (7) Impeller,
(8) Argon gas inlet, and (9) Thermocouple
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grain, freedom from macro-segregation, etc. In common with the P/M process,
spray deposition facilitates the production of alloy compositions that are difficult
if not impossible to produce conventionally, and in certain cases the benefits that
rapid solidification offers can also be obtained. Figure 6.5 shows Spray
Deposition process.

Several deposition techniques which are being used and available are:

• Immersion plating.
• Spray deposition.
• Chemical Vapor Deposition (CVD).
• Physical Vapor Deposition (PVD).
• Spray forming techniques.

Fig. 6.4 Direct and indirect squeeze casting

Fig. 6.5 Spray deposition process
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6.4 Major Applications of Metal Matrix Nanocomposites

Metal Matrix Nanocomposites have large number of applications. A list of a few
important applications is presented here:

1. The major applications served by MMNCs is in the automotive sector which
include selectively reinforced pistons for diesel engines, selectively reinforced
cylinder bores in Al engine blocks, intake and exhaust valves, driveshafts and
propshafts, brake components (discs, rotors and calipers) and power module
components for hybrid and electric cars.

2. Aeronautical MMC applications have been established in the aerostructural,
aeropropulsion and subsystem categories. Aerostructural components include
ventral fins and fuel access door covers on aircraft and rotor blade sleeves and
swash plates on the helicopters. These components are all produced from P/M
billet produced by Al Composites. The components are fracture-sensitive, and
the helicopter rotor blade sleeve is fracture-critical. Aero propulsion components
include fan exit guide vanes for the various engines used on aircraft and con-
tinuously reinforced Ti/SiC TMCs produced by FMW Composites for nozzle
actuator links in the General Electric engine [14].

3. MMNCs are used for industrial, recreational and infrastructure applications.
Industrial applications include cemented carbide and cermet materials, electro-
plated and impregnated diamond tools, Cu and Ag MMNCs for electrical
contacts, erosion-resistant cladding for the petrochemical industry, Cu-infiltrated
steel components, and TiC-reinforced Fe and Ni alloys.

TiC-reinforced Fe and Ni MMNCs are widely used for operations like cutting,
rolling, pelletizing, stamping, piercing, warm metalworking, drawing, forming and

Fig. 6.6 Ultra-hard and
wear-resistant component
manufactured from Fe/TiC
MMNCs
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punching. Other applications of MMNCs are in hammers, impact dies, canning tools,
crimp rollers, check valves, extruder nipples, bending dies, extrusion dies and hot
forging die inserts. Superior performance is provided relative to tool steels and
hardened Ni alloys that are conventionally used in these situations. Figure 6.6 shows
the Ultra-hard and wear-resistant component manufactured from Fe/TiC MMNCs.

6.5 Corrosion

Corrosion is the deterioration of metals by electrochemical process with its envi-
ronment. It involves oxidation of metals at anode and reduction at cathode. Rusting
of iron (hydrated iron oxides) is a well known example of corrosion. Corrosion
degrades the useful properties of materials and structures including strength,
appearance and permeability to liquids and gases [15].

Many alloys corrode in presence of moisture and alloys. Corrosion can be con-
fined locally in the form of a pit or crack. Since corrosion is a diffusion-controlled
process, it occurs on exposed surfaces. Corrosion can be controlled by passivation
and chromate conversion and by increasing corrosion resistance of the material.
Corrosion can be classified on the basis of the appearance of the corroded material in
following forms [16]:

1. Uniform Corrosion: It occurs uniformly all over the metal surface.
2. Localized Corrosion: It is confined to small area. It can be classified into

following three types:

• Pitting Corrosion: It is confined to small areas and appears in the form of
small cavities and holes.

• Crevice Corrosion: It occurs in shielded areas for example under gaskets.
• Filliform Corrosion: It occurs under painted surface and appears in the form

of filaments.

3. Intergranular Corrosion: It occurs along the grain boundaries.
4. Galvanic Corrosion: It occurs when two different metals are coupled together

in contact with corrosive environment. More positive metal act as anode while
less positive metal act as cathode.

5. Stress Corrosion Cracking: It occurs due to the combined action of stress and
environmental conditions.

6. Fretting Corrosion: It occurs due to friction between moving surfaces.
7. Dealloying: Selective removal of one metal from an alloy under specific

environment for example, dezincification of brass in ammonical environment.
8. Microbial Corrosion: Microbial corrosion is a corrosion caused by the activity of

microorganism in the presence or absence of oxygen. Sulfate-reducing bacteria are
active in the absence of oxygen (anaerobic); they produce hydrogen sulfide,
causing sulfide stress cracking. In the presence of oxygen (aerobic), some bacteria
directly oxidize iron to iron oxides and hydroxides, other bacteria like thiobacillus
oxidize sulfur and produce sulfuric acid causing sulfide corrosion.
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6.5.1 Mechanism of Corrosion

According to the mixed potential theory when a metal specimen is immersed in
corrosive medium metal acquires a steady state potential which is known as Ecorr.
At Ecorr rate of oxidation is equal to the rate of reduction.

It is important to note that when the specimen is polarized slightly more positive
than Ecorr, then the anodic current predominates over the cathodic current. As the
specimen potential is driven further positive, the cathodic current component
becomes negligible with respect to the anodic component. A mathematical rela-
tionship exists which relates anodic and cathodic currents to the magnitude of the
polarization. Specimen can be polarized in +ve and −ve direction with respect to
Ecorr [17]. Metal specimen can be polarized in positive as well as in negative
direction with respect to the Ecorr.

The polarization characteristics can be measured experimentally by plotting the
current versus applied potential. This plot is termed as potentiodynamic polarization
plot. Potentials negative of Ecorr give rise to cathodic currents, while potentials
positive of Ecorr give rise to anodic currents.

The potentiodynamic anodic polarization plot of a sample of 430 stainless steel
is shown in Fig. 6.7. In this Fig. region A represents active region. When potential
is applied the metal begins to corrode. At point B, further increase in potential the
rate of corrosion decreases and the onset of passivation begins. The loss of chemical
reactivity at this point is due to the formation of a passive film on the metal surface.
This point is characterized by two coordinate values, the primary passive potential
(EPP) and the critical current density (Ic). In region C, the current decreases rapidly
as the passivating film forms on the specimen. At point D the passivating film
begins to breakdown in region E. This region is known as transpassive region.

A potentiodynamic anodic polarization plot Fig. 6.7 gives following information:

Fig. 6.7 Standard
potentiodynamic anodic
polarization plot of 430
stainless steel
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1. The ability of the material to spontaneously passivate in the particular medium.
2. The corrosion rate in the passive region.
3. The potential region over which the specimen remains passive.

6.5.2 Tafel Plots

A Tafel plot shown in Fig. 6.8 is carried out on a metal by polarizing the specimen
about −250 mV anodically and cathodically from the corrosion potential, Ecorr.

The anodic or cathodic Tafel plots are described by the Tafel equation:

g ¼ b log
I

Icorr

where,
η overvoltage, the difference between the potential of the specimen and the

corrosion potential.
β Tafel constant.
Icorr current at overvoltage η, µA.

6.5.3 Formulas Used in Corrosion Measurements

C:R:ðmpyÞ ¼ 0:13IcorrðE:W :Þ
d

where,
mpy milli-inches per year.
Icorr corrosion current density (µΑcm2).
E.W. equivalent weight of the corroding species, (g).
d density of the corroding species, (g/cm3).

lp% ¼ ðIocorr � IicorrÞ=Iocorr � 100

where,
Iocorr values of corrosion current density in absence of reinforcement particles.
Iicorr values of corrosion current density in presence of reinforcement particles.
µp Corrosion Protection Efficiency.
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6.6 Corrosion Control by Metal Matrix Nanocomposites

Following methods are used for corrosion control:

1. By using corrosion resistant materials
2. Design improvement
3. Coatings
4. Inhibitors
5. Cathodic protection.

Corrosion control using MMNCs plays an important role in preventing corro-
sion. In the present chapter synthesis of Fe-Al2O3 metal matrix nanocomposites has
been described using powder metallurgy technique and corrosion inhibiting prop-
erties has been discussed using electrochemical methods.

Specimens were synthesized by compaction followed by sintering in argon
atmosphere controlled furnace in the range of 900–1100 °C for 1–3 h respectively.
Few specimens were also synthesized by adding CoO and CeO2 as dopant in
Fe-10 %Al2O3 metal matrix nanocomposites. CoO and CeO2 doped specimens were
synthesized by compaction and sintering at 1100 °C for 1 h. Corrosion behavior of
all the specimens was carried out in 1 N HCl solution and it was found that:

1. In (5/10 %) Al2O3 reinforced specimen the corrosion inhibition efficiency of
most of the specimens was found to be above 90 %. The improvement in the
corrosion characteristics can be attributed to the formation of aluminium chlo-
rate (AlCl3O12) phase. Aluminium chlorate phase forms a film on the surface of

Fig. 6.8 Experimentally measured tafel plot [Princeton Applied Research]
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the specimen due to the chemical reaction of alumina with hydrochloric acid.
Formation of aluminium chlorate film is in nano size [18, 19]. Figures 6.9 and
6.10 shows the tafel plots of Fe-(5/10 %) Al2O3 reinforced metal matrix
nanocomposite.

2. Corrosion inhibition efficiency of 1.0 % CoO doped nanocomposite specimen
was found to be highest. 0.5 % CoO doping in pure Fe also showed improved
corrosion inhibition efficiency. CoO doping in Fe-Al2O3 metal matrix
nanocomposite system leads to formation of nano size film of aluminium
chlorate (AlCl3O12) and cobalt chlorate (CoCl2) takes place. Due to the chemical
reaction between cobalt oxide and hydrochloric acid a cobalt chlorate phase
forms whereas aluminium chlorate forms due to the chemical reaction between
alumina and hydrochloric acid. Finer nano size particles of aluminium chlorate
are found after the corrosion [20]. Figure 6.11 shows the tafel polarization plots
of all the specimens doped with CoO.

Fig. 6.9 Tafel plots of Fe-5 % Al2O3 reinforced metal matrix nanocomposite [18]

Fig. 6.10 Tafel plots of Fe-10 % Al2O3 reinforced metal matrix nanocomposite [19]

244 P. Gupta et al.



3) CeO2 doped Fe-Al2O3 metal matrix nanocomposite system showed the forma-
tion of nano amorphous layer on the specimen surface. 0.5 % doped CeO2

specimen showed the highest corrosion inhibition efficiency.

Corrosion is an electrochemical reaction which involves oxidation at anode
releasing electrons. These electrons go to cathode side and reduce H+ into H2. CeO2

inhibit/prevent corrosion in two ways:

(a) By passivating the metal.
(b) By plugging pore present on metal matrix nanocomposite by CeO2 particles

itself.
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Chapter 7
Diamond Nanogrinding

Mark J. Jackson, Michael D. Whitfield, Grant M. Robinson,
Jonathan S. Morrell and Waqar Ahmed

Abstract Nanoscale fabrication requires a substrate made from an engineering
material to be truly flat so that “bottom-up” nanofabrication techniques such as
lithographically induced self-assembly and soft lithography can be used to deposit
nanofeatures. The coating of piezoelectric materials with sub-micron size diamond
particles has enabled the production of truly flat substrates so that nanofeatures can
be created on engineering materials using a new manufacturing process known as
“piezoelectric nanogrinding”. The principle of the process relies on applying an
electric current to the diamond coated piezoelectric material that causes the material
to strain. When the diamond-coated piezoelectric material is placed in close
proximity to the substrate, the diamonds remove extremely small fragments of the
substrate when the electric current is applied to the material. The magnitude of the
applied current controls the material removal rate. The process can be used to
process biomedical materials especially in the production of nanoscale ducts and
channels in micro- and nanofluidic devices. To achieve the generation of truly flat
surfaces, the process must be executed within a specially constructed vibration
dampening space frame. The chapter describes the principle of the process of
nanogrinding using coated piezoelectric materials, and correlates the wear of dia-
monds with stresses induced into the diamonds when an electric current is applied
to the piezoelectric in order to remove very small amounts of material. The removal
of material can also be performed using a porous tool with abrasive materials
embedded in them such as diamonds that increases the material removal rate as long
as the porous tool is engineered in such a way that the loss of abrasive fragments is
eliminated. This is achieved by laser assisted dressing, by engineering the bond of
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the porous tool to resist wear, and by laser assisted microstructural modification of
the surface of the porous tool. The chapter describes how the bonds in porous tools
are engineered to minimize abrasive grain loss and how vitrified bonding bridges
can be processed using a laser to form extremely sharp nanoscale cutting wedges.
The porous nanogrinding tool can be bonded to a piezoelectric material so that it
can be used in the piezoelectric nanogrinding process.

Keywords Machining � Diamond � Nanogrinding � Nanomachining �
Nanomaterials

7.1 Introduction

Nanoscale fabrication requires a substrate made from an engineering material to be
truly flat so that “bottom-up” nanofabrication techniques such as lithographically
induced self-assembly and soft lithography can be used to deposit nanofeatures.
The coating of piezoelectric materials with sub-micron size diamond particles has
enabled the production of truly flat substrates so that nanofeatures can be created on
engineering materials using a new manufacturing process known as “piezoelectric
nanogrinding”. The principle of the process relies on applying an electric current to
the diamond coated piezoelectric material that causes the material to strain. When
the diamond-coated piezoelectric material is placed in close proximity to the sub-
strate, the diamonds remove extremely small fragments of the substrate when the
electric current is applied to the material. The magnitude of the applied current
controls the material removal rate. The process can be used to process biomedical
materials especially in the production of nanoscale ducts and channels in micro- and
nanofluidic devices. To achieve the generation of truly flat surfaces, the process
must be executed within a specially constructed vibration dampening space frame.
The chapter describes the principle of the process of nanogrinding using coated
piezoelectric materials, and correlates the wear of diamonds with stresses induced
into the diamonds when an electric current is applied to the piezoelectric in order to
remove very small amounts of material. The removal of material can also be
performed using a porous tool with abrasive materials embedded in them such as
diamonds that increases the material removal rate as long as the porous tool is
engineered in such a way that the loss of abrasive fragments is eliminated. This is
achieved by laser assisted dressing, by engineering the bond of the porous tool to
resist wear, and by laser assisted microstructural modification of the surface of the
porous tool. The chapter describes how the bonds in porous tools are engineered to
minimize abrasive grain loss and how vitrified bonding bridges can be processed
using a laser to form extremely sharp nanoscale cutting wedges. The porous
nanogrinding tool can be bonded to a piezoelectric material so that it can be used in
the piezoelectric nanogrinding process.
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7.2 Piezoelectric Nanogrinding

The piezoelectric nanogrinding process is a process that relies on using a
nickel-coated ceramic material with microscale diamond particles bonded to it that
are cubo-octahedral in shape to machine nanoscale features in a variety of work-
piece materials. The diamonds are bonded to the piezoelectric material by gaseous
deposition, laser cladding, or directly bonding a porous tool to the material via an
adhesive paste. The process is executed by applying a known sinusoidal frequency
to the piezoelectric crystal in order to achieve a desired oscillatory displacement.
Rapid vibration of the crystal will allow material removal rates to be increased, thus
making it a nanomanufacturing process. The nanogrinding process is accompanied
by wear of the diamond grains, and the rate of this wear plays an important role in
determining the efficiency of the nanogrinding process and the quality of the
nanomachined surface. Wear mechanisms in nanogrinding processes appear to be
similar to that of single-point cutting tools, the only difference being the size of
swarf particles generated. Figure 7.1 shows the arrangement of grinding swarf and
abrasive grains that have been lost during the nanogrinding process.

Figure 7.1 shows abrasive grains with blunted cutting edges (wear flats), and
abrasive grains with sharp cutting edges that are released from the surface of the
piezoelectric crystal before they have chance to grind nanoscale chips from the

Fig. 7.1 Nanoscale grinding detritus showing blunt and sharp abrasive grains of diamond and
metal chips. Re-printed with kind permission from Springer Science+Business Media B.V.
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surface of the workpiece. The process suffers with a loss of diamond grains even
when the interfacial adhesion between diamond and piezoelectric material is very
good. A more closely related process that has been reported widely is that of the
wear of probes used in atomic force microscopy [1, 2]. However, these observations
were purely experimental with no explanation of how to design probes that inhibit,
or retard, wear. A performance index used to characterize diamond wear resistance
is the grinding ratio, or G-ratio, and is expressed as the ratio of the change in
volume of the workpiece removed, Dvw, to the change in the volume of the dia-
mond abrasive grain removed, Dvs, and is shown in Eq. (7.1),

G ¼ Dvw=Dvs ð7:1Þ

Grinding ratios for processes at the nanoscale have not yet been characterized.
However, the complexities of wear of abrasive materials at any scale lead us to
believe that the variety of different and interacting wear mechanisms involved,
namely, plastic flow of abrasive, crumbling of the abrasive, chemical wear etc.,
makes the wear of diamond at the nanoscale too complicated to be explained using
a single theoretical model [3]. The following analysis of diamond grains repre-
sented by loaded wedges assumes that grain fracture is the dominant wear mech-
anism when grinding at the nanoscale using the piezoelectric nanogrinding process.

7.3 Stress Analysis in a Nanogrinding Grain

7.3.1 Analysis of Loaded Nanogrinding Grains

Diamond grains are blocky in nature and possess sharp cutting points prior to
nanogrinding workpiece materials. Figure 7.2 shows a collection of diamond
abrasive grains that have well defined cutting points that form a wedge at their apex.
When bonded into a strong matrix, these grains can be considered to be repre-
sentative infinite wedges.

An infinite wedge represents the cutting point of an abrasive grain in contact
with the workpiece material (Fig. 7.3).

The wedge is loaded at the apex by a load P in an arbitrary direction at angle ω to
the axis of symmetry of the wedge. Resolving the force into components P.cos ω in
the direction of the axis, and P.sin ω perpendicular to that the stresses due to each of
these forces can be evaluated from two-dimensional elastic theory [4]. The state of
stress in the wedge, due to force P.cos ω, can be obtained from the stress function,

/ ¼ C:r:h: sin h ð7:2Þ

250 M.J. Jackson et al.



where r and θ are polar coordinates, or the point N in Fig. 7.4, and C is a constant.
The stress function yields the following radial, tangential, and shear stress

components,

rr ¼ �2C
cos h
r

ð7:3Þ

rh ¼ 0 ð7:4Þ

Fig. 7.2 A collection of diamond grains showing cutting points located at their apex, and
locations of {100} and {110} planes. Diamond grains are approximately 60 μm in diameter.
Re-printed with kind permission from Springer Science+Business Media B.V.

Fig. 7.3 The single point,
loaded infinite wedge.
Re-printed with kind
permission from Springer
Science+Business Media B.V.
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srh ¼ 0 ð7:5Þ

To determine the constant, C, the equilibrium of forces along the y-axis is:

P cosx�
Za

�a

rr: cos hdA ¼ 0 ð7:6Þ

Where dA is an element of cross sectional area within the wedge. If, t, is the
thickness of wedge, then,

cosxP ¼
Za

�a

2C
cos h
r

:t:r: cos hdh

¼ 2Ct
Za

�a

cos2 hdh

¼ Ct 2aþ sin 2a½ � ð7:7Þ

Therefore,

C ¼ P cosx
tð2aþ sin 2aÞ ð7:8Þ

And,

Fig. 7.4 The single-point, loaded infinite wedge showing force components, and the point N
within the wedge at polar co-ordinates, r and θ. Re-printed with kind permission from Springer
Science+Business Media B.V.
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rr ¼ � 2P cos h: cosx
r:tð2aþ sin 2aÞ ð7:9Þ

Note that the negative sign denotes that the stress is compressive. The state of
stress in the wedge, due to force P sin ω, can be obtained from the stress function,

/ ¼ C0:r:h0: sin h0 ð7:10Þ

Therefore,

rr ¼ �2C
cos h0

r
ð7:11Þ

rh ¼ 0 ð7:12Þ

srh ¼ 0 ð7:13Þ

Equilibrium of forces along the x-axis (Fig. 7.4) yields the following solution for
the constant, C,

P sinx�
Zp=2þ a

p=2�a

rr:t:r: cos h
0dh0 ¼ 0 ð7:14Þ

P sinx ¼ �
Zp=2þ a

p=2�a

2C
cos h0

r
:t:r: cos h0dh0

¼ 2Ct:
Zp=2þ a

p=2�a

cos2 h0dh0

¼ �C:t 2a� sin 2að Þ ð7:15Þ

C ¼ P sinx
tð2a� sin 2aÞ ð7:16Þ

Thus,

rr ¼ � 2P cos h0: sinx
r:tð2a� sin 2aÞ ð7:17Þ

Expressing in terms of the angle θ (where θ′ is negative), yields,

7 Diamond Nanogrinding 253



rr ¼ � 2P cos h: sinx
r:tð2a� sin 2aÞ ð7:18Þ

Therefore, the combined stresses are:

rr ¼ � 2P
r:t

cosx cos h
2aþ sin 2a

þ sinx cos h
2a� sin 2a

� �
ð7:19Þ

It follows that σr vanishes for angle θo defined using the expression:

tan ho ¼ 1
tanx

:
2a� sin 2a
2aþ sin 2a

ð7:20Þ

This equation corresponds to a straight line through the apex as shown in
Fig. 7.5. This natural axis separates the regions of compressive and tensile stresses.
It can be seen that for values of angle ω which gives, |θo| > |a|, the neutral axis lies
outside the included angle of the wedge. This means that the whole area of the
wedge will be under stresses of uniform sign. Expressing Eq. (7.19) in terms of the
rake angle of the abrasive grain, β, and force components Ft and nFt (Fig. 7.6),
yields,

Fig. 7.5 Stress analysis of a
single-point loaded wedge.
Re-printed with kind
permission from Springer
Science+Business Media B.V.
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rr ¼ � 2Ft

r:t
n: cosða� bÞþ sinða� bÞ½ � cos h

2aþ sin 2a

�

þ fcosða� bÞ � n: sinða� bÞg cos h½ �
2a� sin 2a

� ð7:21Þ

It can be observed that:

tanx ¼ cosða� bÞ � n: sinða� bÞ
n: cosða� bÞþ sinða� bÞ ð7:22Þ

In the simple case of a wedge with the normal force nFt along the wedge axis, a is
equal to β, hence,

tanx ¼ 1=n ð7:23Þ

It is interesting to examine the radial stresses on the left-hand face of the wedge,
which corresponds to the leading face of idealized wedge. Thus, for the left-hand
face, θ is equal to −a, and from Eq. (7.19),

rr ¼ � 2P
r:t

cosx cos a
2aþ sin 2a

þ � cos a: sinx
2a� sin 2a

� �
ð7:24Þ

This stress is zero, i.e., the neutral axis coincides with the left-hand limit of the
wedge, when,

Fig. 7.6 Ideal wedge-shaped cutting point and grinding force diagram. Re-printed with kind
permission from Springer Science+Business Media B.V.
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1
tanx

¼ sin að2aþ sin 2aÞ
cos að2a� sin 2aÞ ð7:25Þ

Thus if,

(a) a = β, then,

n ¼ sin a
cos a

:
2aþ sin 2a
2a� sin 2a

ð7:26Þ

(b) a� b ¼ p
2 � a

(as is the case when Ft is parallel to the right-hand face of the wedge). From
Eq. (7.23),

tanx ¼ sin a� n: cos a
n: sin aþ cos a

¼ sin a� n cos a
n: sin aþ cos a

ð7:27Þ

And substituting in (7.25), yields,

n sin aþ cos a
sin a� n cos a

¼ sin a
cos a

:
2aþ sin 2a
2a� sin 2a

ð7:28Þ

1
2 :n sin 2aþ cos2 a

sin2 a� 1
2 :n: sin 2a

¼ 2aþ sin 2a
2a� sin 2a

ð7:29Þ

) n ¼ 1
2a

� cot 2a ð7:30Þ

Equation (7.25) expresses the condition for the whole of the wedge’s
cross-sectional area to be under compressive stress. It can be seen that this depends
not only upon the rake angle, β, but also upon the ratio, n. In general the relative
size of the region of compressive to the region of tensile stresses depends upon β
and n as Eqs. (7.20) and (7.22) indicate. Also, from Eq. (7.21), the magnitude of the
stress on the left-hand face of the wedge is found to be dependent upon the tan-
gential force component, Ft, and the force component ratio, n. Referring to
Eq. (7.19), it can be seen that for constant stress, σr = constant,

r:C1 ¼ C2:coshþ C3: sin h ð7:31Þ

where C1, C2, C3 are constants. Equation (7.31) represents, in polar co-ordinates,
the circumference of a circle tangent to the line,
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0 ¼ C2: cos hþC3: sin h ð7:32Þ

that is to the neutral axis at the point r = 0. However, the point r = 0 must be
considered separately because the stress at that point approaches infinity, since by
definition P is a point load. The central point of these circles are of constant radial
stress, and so the point of constant maximum shear stress must lie on a line
perpendicular to the neutral axis at the point where r is equal to zero. The radius of
each of those circles depends upon the magnitude of the radial stress, σr.

7.4 Fracture Dominated Wear Model

Brittle materials exhibit high strength properties when loaded in compression than
in tension. The ratio of rupture strengths is usually between 3:1 and 10:1. The
existence of relatively low tensile stresses in the abrasive grains may cause failure
by fracture to occur. To model the action of diamonds bonded to piezoelectric
ceramics, one must consider a single active cutting grain to be classed as a wedge of
constant width loaded at its inverted apex with point loads, F, and, nF, which
represent the radial and tangential force components with reference to the grinding
wheel in which the grain is supported, and P is the resultant force (Fig. 7.6). The
stress distributions within point-loaded wedges can be determined analytically, and
the results of such an analysis indicate that if tensile stresses exist within the wedge
then it will occur at its maximum along the rake face. The existence of a tensile
stress depends on the magnitude of the force ratio, n. If the ratio is especially small
that a tensile stress exists in the wedge, then for a specific force ratio the tensile
stress is proportional to the tangential grinding force, F. Stresses of this nature
would extend to and beyond the abrasive grain-bonding interface. The fracture of
abrasive grain, bonding phase, or the interface between the two, depends on the
particular type of piezoelectric ceramic material used and the magnitude of the
tensile stress induced during nanogrinding.

Grains of diamond are 10 times stronger in compression than in tension. The
probability of grain fracture is likely to increase with an increase in tensile stress
exerted in the grain although the magnitude of the stress may be slightly higher than
one-fifth the magnitude of the maximum compressive stress in the grain.
A significant barrier to the acceptance of stress patterns evaluated for such situa-
tions arises because point loads applied to perfectly sharp wedges produce infinitely
high stresses at, and about, the point of contact. Loads must be applied over a finite
area. It seems likely that higher tensile stresses are associated with higher grain
fracture probability resulting in rapid loss of diamond grains and, consequently,
lower grinding ratios. The wear model should incorporate the fact that the loads are
spread over a finite area. This implies that point loads are applied along the rake
face. The model should allow the examination between the wear rate of a diamond
coated piezoelectric ceramic material and the general nature of stresses established
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in active cutting grains subjected to nanogrinding forces. This means that it is
necessary to estimate the force components of grinding on each active cutting grain.

7.5 Nanogrinding

7.5.1 Nanogrinding Apparatus

The experimental apparatus consisted of holding a polished specimen between the
jaws of a vice so that a piezoelectric crystal oscillator traverses back-and-forth
the specimen thus machining the specimen by creating a depth of cut between the
diamonds adhered on the piezoelectric crystal and the workpiece material.
Workpiece materials were polished with a 100 nm sized polishing compound. All
samples were divided into four sections and each section was analyzed prior to
machining and after machining occurred. The workpieces were mounted in a vice
that was attached to a x-y-z linear slide in order to achieve accurate positioning of
the workpiece. The piezoelectric crystal was mounted on a steel framework that was
orthogonal to the workpiece. The whole unit was located within a tetrahedral space
frame to dampen excess vibrations (Fig. 7.7).

7.5.2 Nanogrinding Procedure

When the crystal and workpiece were aligned, the depth of cut was incremented in
stages of 10 nm. The motion of the diamonds attached to the piezoelectric crystal
generates a machining effect that is caused by the action of diamonds grinding into
the workpiece material. Tracks or trenches are created by the diamond grain
gouging the surface of the material when an electric current is applied. The material
is removed until the end of the oscillating motion creates the material to plow.

The mechanism of oscillation can be described as a restricted bending mode that
simulates a shear displacement of the crystal. At this point it is normal procedure to
know how to estimate the number of grains contacting the surface of the workpiece.
The estimation of the number of active cutting grains is estimated quite simply by
driving the diamond coated piezoelectric ceramic at the prescribed specific metal
removal rate into a piece of lead. The impression that the grinding wheel produces
in the length of lead is equal to the number of cutting points that are active during
the grinding stroke at that particular depth of cut. The effect of oscillating the
diamond-coated crystal is shown in Fig. 7.8.

The motion of the diamonds imparted by oscillating the crystal in the bending
mode that causes a shear displacement to occur, which contributes to plowing of the
material at the end of the nanogrinding stroke, is shown in Fig. 7.9.
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The effect of using the piezoelectric to machine tracks, or trenches, in engi-
neering materials opens up the prospect of nanomanufacturing products that require
geometric features such as channels so that fluids and mixed phase flows can be
manipulated in devices such as micro- and nanofluidic “lab-on-a-chip” products.
Figure 7.10 clearly shows such a channel produced using the piezoelectric
nanogrinding process.

The measured force components of the nanogrinding operation are measured
using a dynamometer. These components of force are then applied to a model
abrasive grain by dividing the grinding force data into the number of active cutting
grains over an area that simulates the abrasive grain-workpiece contact area.
Stresses established in this area are calculated using finite elements. The wear of the

Fig. 7.7 Piezoelectric machining center capable of nanogrinding. Re-printed with kind permission
from Springer Science+Business Media B.V.
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Fig. 7.8 Material removal by oscillating a diamond-coated piezoelectric ceramic crystal.
Re-printed with kind permission from Springer Science+Business Media B.V.

Fig. 7.9 Plowed material at the end of a nanomachined track. Re-printed with kind permission
from Springer Science+Business Media B.V.
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piezoelectric material by diamond loss, expressed in terms of a grinding ratio, and
its relationship to the stress levels set up in the model grain is investigated using a
stress analysis method.

7.5.3 Stress Analysis

The assumed geometry of an ideal grain in the vicinity of its cutting edge is a
simple symmetrical wedge of constant width with an included angle of 70° that
results in a rake angle of −35°. There is no wear flat on the model cutting grain. In
order that a finite element method is used to evaluate stresses in the wedge, the
wedge was subdivided into 210 diamond-shaped elements with a total of 251
nodes. Forty-one nodes were constrained at the boundary of the wedge and the
leading five nodes on the rake face were loaded. The tangential and normal grinding
forces were replaced by equivalent forces acting perpendicular to (normal load) and
along (shear load) the rake face of the wedge.

The concentrated loads at the five nodes are representative of the distributed and
normal loads acting on the rake face over the abrasive grain-chip contact length.
The normal force distribution on the rake face was taken to be maximum at the
cutting edge and decreasing linearly to zero at the end of the abrasive grain-chip
contact length. The shear force was taken to be constant over the first half of the
contact length, decreasing linearly to zero over contact length. Grinding loads were
also applied directly to the rake face and at the tip of the grain without calculating
equivalent forces. This was performed in order to compare and contrast the effect of

Fig. 7.10 Nanomachined tracks in steel. Re-printed with kind permission from Springer Science
+Business Media B.V.
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different force distributions on the stresses generated within the wedge. To measure
the value of using the maximum tensile stress as a way to estimate grain fracture
tendency, the correlation between the two sets of data were calculated for each set
of data. The region of fracture initiation was also located using Griffith’s criterion of
fracture. For,

rc
rt

:r1 þ r3 [ 0 ð7:33Þ

Then,

r1 ¼ rt ð7:34Þ

But for,

rc
rt

:r1 þ r3\0 ð7:35Þ

Then,

r1j j � r3j jð Þ2 þ 8rt r1j j � r3j jð Þ ¼ 0 ð7:36Þ

where r1 and r3 are the principal stresses, assuming that r1 [ r3, rt is the ultimate
tensile strength of the abrasive grain, and rc is the ultimate compressive strength.
For diamond grain material, the ratio of rt and rc is 0.1. The results of the
two-dimensional stress analyses were consistent with the experimentally deter-
mined stress distribution obtained by Loladze [5] when cutting soft metal with
photoelastic tools. The maximum tensile stress always occurs at the rake face at a
distance from the cutting edge ranging from 1.5 to 4 times the abrasive grain-chip
contact length, the exact magnitude of the coefficient depends on the loading
conditions for a particular machining event. For a given value of the tangential force
component, F, the higher the force ratio, F/nF, the greater the distance the maxi-
mum tensile stress is away from the cutting edge.

These results indicate that mechanically induced fracture occurs at a finite dis-
tance away from the cutting edge. When using Griffith’s criterion, the influence of
mechanically induced stresses indicate that fracture initiation zones are established.
Figure 7.11 shows the occurrence of such zones in an idealized wedge. The first
zone is located around the point of maximum tensile stress and is always at the rake
face. Failure in this zone is tensile in nature and would initiate fracture at a point on
the rake face of the order of two-to-three times the abrasive grain-chip contact
length away from the cutting edge. This type of fracture is consistent with fracture
on scale comparable with the chip thickness. The second much smaller zone is
located at the immediate vicinity of the cutting edge. Failure is compressive in this
region and results in small-scale crumbling of the cutting edge leading to the
formation of a wear flat on the abrasive grain.
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The correlation between the magnitude of the maximum tensile stress in the
model abrasive grains and the appropriate grinding ratio (Table 7.1) is high and is
dependent on the way the forces are applied to the grains. It would be expected that
the higher the tensile stress, the greater is the rate of diamond wear and conse-
quently the corresponding grinding ratio. Perfect linear correlation in accordance
with this would result in a correlation coefficient of −1. The correlation coefficient
between the maximum tensile stress and the grinding ratio is significant. This is to
be expected as the force ratio may vary slightly. However, if the tangential com-
ponent of the grinding force changes significantly without a change in force ratio,
then it is expected that the maximum tensile stress will change significantly and
reduce the grinding ratio. The calculation and application of equivalent grinding
loads produce a lower correlation coefficient compared to directly applied grinding
loads. This implies that grinding loads are simply not point loads acting act the tip
of the inverted apex and along the abrasive grain-chip contact length of the diamond
grain. In fact, directly applied grinding forces produce better correlation coeffi-
cients. This means that for perfectly sharp diamond grains, one must apply the
component grinding loads directly to the rake face.

It can be seen from Table 7.1 that induced tensile stresses account for the loss of
grain material from the diamond coated piezoelectric ceramic material. Therefore,
the maximum tensile stress is the best indicator of diamond performance, in terms
of grinding ratio, during a nanogrinding operation. The analysis performed on
perfectly sharp diamond grains has provided a strong correlation between

+Mσ

1 b

σ + 0.2σ > 0

Zone of dangerous 
points (σ ≥ σ : tensile 
fracture)

Sample size of zone of 
dangerous points for 
compressive failure,
σ ≥ σ

σ + 0.2σ < 01 3

31

σ + 0.2σ = 0

Contact length

1 3

-b3

σ-M

Fig. 7.11 Griffith’s criterion applied to the idealized wedge showing tensile and compressive
fracture initiation zones. Re-printed with kind permission from Springer Science+Business
Media B.V.
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maximum tensile stress induced in the grain material and the wear parameter,
grinding ratio, for the experimental data used in this chapter.

Correlations with other data sets have not proved so fruitful. From this, we can
safely assume that the mechanism of grain fracture is not the dominant mechanism,
which implies that other mechanisms are operating. The correlation coefficient
demonstrates that a tougher grain material must be used in order to limit the effects of
abrasive wear and the formation of wear flats, or a stronger bond, and possibly a
higher volume of bond between diamond and piezoelectric crystal, is required to
nanogrind under the current experimental conditions. Therefore, the present method
of calculating the correlation coefficient between the maximum tensile stress and the
grinding ratio demonstrates its potential application to the wider problem of
selecting abrasive grains based on specific metal removal rates and the nature of the
nanogrinding operation. When porous tools are used to embed diamonds or any
other abrasive material, the same analysis can be used but account of the properties
of the bonding bridge must be made. The bonding bridge can be made of a variety of
different materials but the most common one used for dressable applications is the
vitrified type, which is made from a mixture of clays, glasses, and minerals. The
emphasis on using dressable types for nanogrinding is based on their ability to be
re-sharpened by dislodging worn grains and by microstructural phase transforma-
tions by focusing optical energy on the bonding bridges that hold the grains in place.

7.6 Porous Nanogrinding Tools

Porous nanogrinding tools are composed of abrasive particles (sub micron size)
embedded in a vitrified bond with porosity interspersed between grinding grains
and bonding bridges. The porosity level is approximately 15–21 %. Figure 7.12

Table 7.1 Correlation coefficient between maximum tensile stress and grinding ratio for an
idealized wedge using experimental data

Workpiece material Exact wedge model
with point loads
applied to apex of
wedge

Approximate finite
element model:
equivalent grinding
forces applied to rake
face of wedge

Approximate finite
element model:
grinding forces
applied directly to the
rake face of the wedge

Diamond on single
crystal LiF

−0.7 −0.8 −0.9

Diamond on single
crystal MgO

−0.6 −0.7 −0.8

Diamond on GaAs −0.67 −0.68 −0.74

Diamond on sapphire −0.72 −0.89 −0.97

Diamond on silicon −0.85 −0.87 −0.9

Comparison is also made between the methods of applying loads to the idealized wedge models.
Re-printed with kind permission from Springer Science+Business Media B.V.
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shows the image of a nanogrinding tool prior to laser modification. The vitrified
bonds are specially engineered to promote the formation of texture that creates
ridges of cutting planes and nanogrinding “peaks” of α-Al2O3 in the preferred
(012),(104), and (110) planes. The peaks created due to laser modification of the
surface aid the nanogrinding process. Vitrified bonds are composed of glasses that
are formed when clays, ground glass frits, mineral fluxes such as feldspars, and
chemical fluxes such as borax melt when the grinding wheel is fired at temperatures
in the range, 1000–1200 °C. With reference to raw material nomenclature, a “frit” is
a pre-ground glass with a pre-determined oxide content, a “flux” is a low melting
point siliceous clay that reduces surface tension at the bond bridge-abrasive grain
interface, a “pre-fritted” bond is a bond that contains no clay minerals (i.e., clays
and fluxes), and “firing” refers to vitrification heat treatment that consolidates the
individual bond constituents together [6]. Considering individual bond constituents,
mineral fluxes and ground glass frits have little direct effect on the ability to
manufacture grinding wheels. However, most clays develop some plasticity in the
presence of water (from the binder), which improves the ability to mould the
mixture so that the wheel, in its green state, can be mechanically handled.

Clays and clay-based fluxes contain an amount of free quartz that has a detri-
mental effect on the development of strength during vitrification heat treatment.
Clays are used to provide vitrified grinding wheels with green strength during the

Fig. 7.12 Structure of the porous tool used for nanogrinding. Re-printed with kind permission
from Springer Science+Business Media B.V.
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heat treatment process. However, when the glass material solidifies around the
particles of clay and quartz, the displacive transformation of quartz during
the cooling stage of vitrification leads to the formation of cracks in the glass around
the quartz particle (Fig. 7.13). The strength of the bonding bridge is impaired and
leads to the early release of the abrasive particle during the cutting of metal. The
basic wear mechanisms that affect vitrified grinding wheels are concerned with
grain fracture during metal cutting, fracture of bond bridges, mechanical fracture of
abrasive grains due to spalling, and fracture at the interface between abrasive grain
and bond bridge. Failure in vitrified silicon carbide grinding wheels is more
probable due to the lack of a well-developed bonding layer between abrasive grain
and glass bond-bridge. The bonding layer is approximately a few micrometers in
thickness, and is caused by the use of a high clay content bonding system. High
glass content bonding systems tend to aggressively decompose the surface of sil-
icon carbide abrasive grains. In vitrified corundum grinding wheels, high glass
content bonding systems are used extensively and lead to bonding layers in excess
of one hundred micrometers in thickness.

In addition to the formation of very thin bonding layers in vitrified silicon
carbide grinding wheels, the use of high clay content bonding systems implies that
there is an increase in the amount of quartz in the bond bridges between abrasive
grains. Although the likelihood of decomposition of silicon carbide surfaces is
reduced, the probability of bond bridge failure is increased due to the increased
quartz content. Therefore, the dissolution of quartz is of paramount importance in

Fig. 7.13 A collection of quartz particles in a vitrified bonding system. The quartz particle on the
left has a circumferential crack extending into the dissolution rim. Re-printed with kind permission
from Springer Science+Business Media B.V.
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order to compensate for thinner interfacial bonding layers. The dissolution of quartz
in a liquid phase does not require a nucleation step. One process that determines the
rate of the overall reaction is the phase-boundary reaction rate that is fixed by the
movement of ions across the interface. However, reaction at the phase boundary
leads to an increased concentration at the interface. Ions must diffuse away from the
reaction interface so that the reaction can continue. The rate of material transfer and
the diffusion rate are controlled by molecular diffusion in the presence of a
high-viscosity liquid phase. For a stationary solid in an unstirred liquid, or in a
liquid with no fluid flow produced by hydrodynamic instabilities, the rate of dis-
solution is governed by molecular diffusion.

The effective diffusion length over which mass is transported is proportional toffiffiffiffiffi
Dt

p
, where D is the diffusion coefficient and t is time, and therefore the change in

thickness of the solid, which is proportional to the mass dissolved, varies with
ffiffi
t

p
.

Natural, or free, convection occurs because of hydrodynamic instabilities in the
liquid which gives rise to fluid flow over the solid. This enhances the kinetics of
dissolution. Generally, a partially submerged solid undergoes more dissolution near
to the solid-liquid interface. Below this interface the kinetics of dissolution of the
solid can be analyzed using the principles of free convection. The boundary layer
thickness is determined by the hydrodynamic conditions of fluid flow. Viscous
liquids form much thicker boundary layers that tend to impede material transfer.
Higher liquid velocities promote the formation of thinner boundary layers and
permit more rapid material transfer. Considering the dissolution of quartz in glass
materials, the high viscosity and slow fluid flows combine to give thick boundary
layers. Also, the diffusion rate is much slower in viscous silicate liquids than in
aqueous solutions, thus giving a tendency for the reaction process to be controlled
by material-transfer phenomena rather than by interface reactions.

Difficulties encountered when developing a dissolution model arise from the fact
that the phase boundary between quartz particle and molten glass moves during the
diffusion process. The problem of a fixed boundary can be solved without difficulty
although this is not equivalent to the conditions associated with a moving boundary
between quartz particle and a highly viscous glass melt. The development of dis-
solution models is required to determine the magnitude of quartz remaining in the
bonding system after a period of heat treatment. The models are then compared with
experimentally determined quartz content of the bonding systems using X-ray
diffraction techniques.

7.6.1 Dissolution Models for Quartz in Bonding Bridges

When densification occurs in a vitrified grinding wheel, the cooling rate is reduced
to prevent thermal stress cracking in the bonding layer between abrasive particles.
Cooling rates are reduced when crystalline inversions occur that involve volume
changes. The inversion range for quartz and cristobalite are 550–580 °C and
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200–300 °C, respectively. Since the formation of cristobalite is rare in most vitrified
bonding systems used for grinding wheels, the rapid displacive transformation of
quartz tends to promote the formation of cracks in bonding bridges (Fig. 7.14).
Once the grinding grain is lost the remaining bonding bridges can be modified using
a high power laser to create an oriented texture that forms “peaks” of α-Al2O3 in the
preferred (012), (104), and (110) planes (Fig. 7.15).

When quartz-containing bonds begin to cool form the soaking, or vitrification,
temperature it is thought that the liquid phase relieves stresses resulting from
thermal expansion mismatch between itself and the phases, β-quartz, β-cristobalite,
and mullite, to at least 800 °C. At 800 °C, stresses will develop in quartz particles
and the matrix that causes micro-cracking to occur. The shrinkage behaviour of
quartz and the glass phase has been described by Storch et al. [7]. Between the
temperature range, 573 and 800 °C, the glass phase shrinks more than the quartz
phase that causes tangential tensile stresses to form cracks in the matrix. At 573 °C,
β-quartz transforms to α-quartz that causes residual stresses to produce circumfer-
ential cracking around quartz particles (Fig. 7.14). Some of these cracks have been
seen to propagate into the glass phase [8]. Similar observations occur in the

Fig. 7.14 Bonding bridge failure in a vitrified grinding wheel caused by the displacive
transformation of quartz at high temperature during heat treatment. Re-printed with kind
permission from Springer Science+Business Media B.V.
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cristobalite phase. Spontaneous cracking of quartz has been found to occur over a
temperature range that depends on the size of the quartz particles [9]. Particles
larger than 600 μm diameter cracked spontaneously at 640 °C, whereas smaller
particles of less than 40 μm diameter cracked at 573 °C. This observation agrees
with temperature-dependent micro-cracking reported by Kirchhoff et al. [10]. To
maintain the integrity of the bond bridges containing coarse quartz particles, the
grinding wheel must remain at the vitrification temperature until the quartz particles
have dissolved.

The dissolution model assumes that at a constant absolute temperature, T, a
particle of quartz melts in the surrounding viscous glass melt, and that the rate of
change of the volume of quartz present in the melt at a particular instant in time is
proportional to the residual volume of quartz. The above assumption is based on the
fact that alkali ions diffuse from the viscous glass melt to the boundary of the quartz
particle, thus producing a dissolution rim around each quartz particle. A high
reaction rate will initially occur which continuously decreases as the quartz particle
is converted to a viscous melt. Jackson and Mills [11] derived a mathematical
relationship that accounts for the change in density when β-quartz transforms to
α-quartz on cooling from the vitrification temperature, thus,

Fig. 7.15 X-ray diffraction spectrum of China clay showing crystallographic planes and
interplanar distances of various mineral phases in the clay. Re-printed with kind permission from
Springer Science+Business Media B.V.
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mT ;t ¼ Mc exp �At1=2 exp
�B
T

� �� �
ð7:37Þ

where, mT,t, is the residual mass fraction of quartz at a constant time and temper-
ature couple, M is the original mass fraction of quartz prior to heat treatment, γ is
the ratio of densities of β-quartz and α-quartz, A and B are constants, t is time, and
T is absolute temperature. The model was compared with experimental data
determined using the powder X-ray diffraction method. The experimental work was
divided into two parts. The first part concentrates on comparing the dissolution
model with X-ray diffraction data using “sintering” bond compositions that are used
in vitrified silicon carbide nanogrinding tools, while the second part focuses on
comparing the model with “fusible” bond compositions that are used in
high-performance vitrified corundum nanogrinding tools.

7.6.2 Preparation of Bonding Bridges for Nanogrinding
Wheels

The raw materials used in the experimental study were Hymod Prima ball clay,
standard porcelain China clay, potash feldspar, and synthetic quartz (supplied as
silica flour). The chemical analysis of the raw materials is shown in Table 7.2.
Rational analysis of the raw materials was performed to reveal the mineralogical
composition of the raw materials. The rational analysis appears in Table 7.3. The
characteristic X-ray diffraction spectra for ball clay and China clay are shown in
Figs. 7.1 and 7.16. The bond mixture described is one typically used in vitrified
silicon carbide grinding wheels where the erosion of the abrasive grain is reduced
by using high clay content bonding systems.

Fusible bonding systems using a mixture of ball clay and potassium-rich feldspar
were made to test the model developed by Jackson and Mills [11]. The ball clay

Table 7.2 Chemical analyses of raw materials

Oxide (wt%) China clay Ball clay Potash feldspar Quartz

Al2O3 37 31 18.01 0.65

SiO2 48 52 66.6 98.4

K2O 1.65 1.8 11.01 0.35

Na2O 0.1 0.2 3.2 0.04

CaO 0.07 0.2 0.09 0.00

MgO 0.03 0.3 0.09 0.00

TiO2 0.02 0.9 0.00 0.07

Fe2O3 0.68 1.1 0.11 0.03

Loss on ignition 12.5 16.5 0.89 0.20

Re-printed with kind permission from Springer Science+Business Media B.V.
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used contained 12.77 wt% quartz, and the feldspar contained 4.93 wt% quartz. The
bonding system was composed of 66 wt% ball clay, and 34 % feldspar. The initial
quartz content, M, of the bond mixture was 10.1 wt%. The bond mixture described
is one typically used in high-performance vitrified corundum grinding wheels.

The raw materials were mixed in a mortar, pressed in a mold, and fired at various
temperatures. A heating rate of 2.9 °C min−1 was employed until the vitrification
temperature was reached.

The typical soaking temperature was varied between 1200 and 1400 °C for
“sintering” bond compositions, and 950 and 1050 °C for “fusible” bond

Table 7.3 Mineralogical analyses of raw materials

Compound (wt%) China clay Ball clay Potash feldspar Quartz

Quartz 4.05 12.77 4.93 98.40

Orthoclase 0.00 15.23 64.96 0.00

Kaolinite 79.70 62.71 2.17 0.00

Mica 13.94 0.00 0.00 0.00

Soda feldspar 0.8 1.69 27.07 0.00

Miscellaneous oxides/losses 1.51 7.60 0.87 1.60

Re-printed with kind permission from Springer Science+Business Media B.V.

Fig. 7.16 X-ray diffraction spectrum of ball clay showing crystallographic planes and interplanar
distances of various mineral phases in the clay. Re-printed with kind permission from Springer
Science+Business Media B.V.
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compositions in order to simulate industrial firing conditions. The samples were
cooled at a rate of 1.8 °C min−1 to avoid thermal stress fracture. The fired samples
were crushed to form a fine powder in preparation for X-ray diffraction.

7.6.3 X-ray Diffraction of Bonding Systems

The dissolution model was compared with experimental data using the X-ray
powder diffraction method. X-ray diffraction of the raw materials was performed on
a Phillips 1710 X-ray generator with a 40 kV tube voltage and a 30 mA current.
Monochromatic Cukα radiation, λ = 0.154060 nm, was employed. A scanning
speed of 2° per minute for diffraction angles of 2θ was used between 2θ angles of
10° and 80°, and the X-ray intensity was recorded using a computer. The spectrum
was then analyzed and compared with known spectra. Powder specimens were
prepared by crushing in a mortar and pestle in preparation for quantitative X-ray
diffraction. To eliminate the requirement of knowing mass absorption coefficients of
ceramic samples for quantitative X-ray diffraction, Alexander and Klug [12]
introduced the use of an internal standard. First, the ceramic sample is crushed to
form a powder—the sizes of particles should be small enough to make extinction
and micro-absorption effects negligible. Second, the internal standard to be added
should have a mass absorption coefficient at a radiation wavelength such that
intensity peaks from the phase(s) being measured are not diminished or amplified. It
should be noted that the powder diffraction mixture should be homogeneous on a
scale of size smaller than the amount of material exposed to the X-ray beam, and
should be free from preferred orientation. The powder bed that is subjected to
“X-rays” should be deep enough to give maximum diffracted intensity.

The expected equilibrium phases from the fired mixtures are quartz (unreacted
and partially dissolved), mullite, cristobalite and glass. However, from the samples
tested, the compounds quartz, mullite and glass were successfully detected.
A calibration curve was constructed using a suitable internal standard (calcium
fluoride), a diluent (glass made by melting potash feldspar), and a synthetic form of
the phase(s) to be measured. Synthetic mullite had a purity greater than 99.8 %,
whilst powdered quartz had a purity greater than 99.84 % SiO2. The method used
for quantitative analysis of ceramic powders was developed by Khandelwal and
Cook [13]. The internal standard gave a fairly intense (111) reflection
(d = 0.1354 nm) lying between the (100) reflection for quartz (d = 0.4257 nm) and
the (200) reflection for mullite (d = 0.3773 nm). Using copper kα radiation
(λ = 0.15405 nm), the corresponding values of diffraction angle 2θ are:
(100) quartz = 20.82°; (111) calcium fluoride = 28.3°; and (200) mullite = 32.26°.
Figure 7.17 shows the calibration curve generated by varying proportions of cal-
cium fluoride, synthetic quartz and mullite. Mass fractions of the crystalline phases
in the mixture can be read from the calibration lines by measuring the intensity ratio
of the phase(s) to the internal standard.
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Figure 7.18 shows the diffraction peaks of interest for quantitative analysis lying
between 15° and 40° of the diffraction angle 2θ. The figure shows the reflections of
the (111) plane of calcium fluoride, (200) plane of mullite, and the (100) plane of
quartz. In order to calculate the mass fractions of quartz and mullite in the mixture,
the height of the chosen diffraction peak and its width at half-height were measured
from the diffraction spectrum. The product of these two measures were then
compared with that of the internal standard, and the resultant intensity ratio was
used to find the exact mass fraction of the phase(s) measured in the glass that has
been subjected to X-rays.

7.6.4 Refractory Bonding Systems—Verification
and Comparison of Dissolution Models for Quartz

In addition to comparing the experimental results to the dissolution model, results
published in the literature were also used to test the accuracy of the model. The
composition of the experimental mixtures was matched to those specified by Lundin
[6]. Lundin’s experimental mixtures were composed of 25 wt% quartz (13.2 μm
particle size), 50 wt% clay (kaolin), and 25 wt% flux (potassium feldspar—25 μm
particle size). The constants A and B for the sintering bonding system were
calculated,

Fig. 7.17 Calibration curve
for quantitative analysis of
X-ray determined quartz and
mullite using the CaF2
(111) plane generated by the
internal standard. Re-printed
with kind permission from
Springer Science+Business
Media B.V.
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A ¼ 5:62� 108 ð7:38Þ

B ¼ 33374 ð7:39Þ

From which the experimental activation energy, Q, is 132.65 kcal/mole. The
residual quartz content for the sintering bonding system is,

mT ;t ¼ 26:25: exp �5:62� 108:t1=2:e
�33374

T

h i
ð7:40Þ

The data comparing Lundin’s experimental results, the author’s experimental
results, and the dissolution model are shown in Table 7.4. When the data are plotted
as the logarithm of (−ln[m/M]/t1/2) versus the reciprocal of absolute temperature,
1/T, then all data fits a straight-line relationship. The gradient was calculated to be
33,374, the constant B, using two data points. Lundin’s experimental gradient gave
a value of 32,962 using the least squares method, and 34,000 for the present work.
The corresponding activation energies for both systems are 131 kcal/mole for
Lundin’s work [6], and 135 kcal/mole for the present work, respectively.
Figures 7.19 and 7.20 show the effects of time on residual quartz content at different
temperatures according to Eq. (7.40) together with comparative experimental data.

Fig. 7.18 X-ray diffraction spectrum of a vitrified bonding system showing the interplanar
distances of crystallographic planes of mullite, quartz and calcium fluoride. Scan rate was 2° per
minute. Re-printed with kind permission from Springer Science+Business Media B.V.
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A comparison was made with dissolution models published in the literature. One of
the earliest models was derived by Jander [14]. The equation can be expressed:

1�
ffiffiffiffiffiffiffiffiffiffiffiffi
1� Z3

p	 
2
¼ C1:D

r2

� �
:t ð7:41Þ

where Z is the volume of quartz that has been dissolved, r is the original particle
radius, and D is the diffusion coefficient for the diffusing species. This equation can
be transformed into mass fractions using Archimedes’ law, thus,

1�
ffiffiffiffiffi
m
M

3

r� �2

¼ C2:t ð7:42Þ

where C is a constant dependent on soaking temperature and initial particle size of
quartz. Krause and Keetman [15] expressed the dissolution of quartz as a function
of isothermal firing time, viz,

M � m ¼ C3: ln t ð7:43Þ

where M is the initial quartz content, and m is the residual quartz content after time,
t. The unit of time here is seconds such that after one second of firing the residual
quartz content is equal to the initial quartz content. Monshi’s dissolution model [16]
can be transformed into the following equation assuming isothermal firing
conditions:

ln
m
M

n o
¼ �C6

ffiffi
t

p ð7:44Þ

Jackson and Mills’ model [11] for isothermal firing conditions is transformed
into:

ln
m
c:M

� �
¼ �C7

ffiffi
t

p ð7:45Þ

where γ is the ratio of densities of b� and a-quartz. Constants for all the equations
presented here are calculated using quartz mass fraction data after 18 h firing. The
constants are dimensioned in seconds. The equations shown were compared with
experimental data generated by Lundin [6] for a clay-based material containing
40 wt% kaolin, 40 wt% quartz, and 20 wt% feldspar. According to the transformed
equations, the mass fraction of quartz can be calculated as follow
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• Jander’s model [14]

m ¼ 41:9: 1� 1:55� 10�6:t
� �
 �3=2 ð7:46Þ

• Krause and Keetman’s model [15]

m ¼ 41:9� 2:58: ln tð Þ ð7:47Þ

Table 7.4 Residual quartz content of a sintering bonding system at various vitrification
temperatures

Temp. (°C) Time (h) Lundin’s exp.
result (wt%)

Exp. result
(wt%)

Jackson and
Mills’ [11]
result (wt%)

1200 (1473 K) 1 24.1 24.2 24.2

1200 1 24.7 24.3 24.2

1200 1 26.1 24.8 24.2

1200 2 23.7 23.8 23.4

1200 2 23.6 23.9 23.4

1200* 2 23.4 23.4 23.4

1200 4 21.3 22.2 22.3

1200 8 20.3 20.9 20.8

1200 18 19.0 18.5 18.6

1200 18 18.9 18.6 18.6

1200 48 15.2 15.1 14.9

1250 (1523 K) 1 22.7 22 22.1

1250* 2 20.6 20.6 20.6

1250 4 18 18.5 18.6

1250 8 15.5 16 16.2

1250 18 12.6 12.5 12.6

1250 48 8.3 7.8 8.0

1300 (1573 K) 0.5 22.6 20.4 20.6

1300 0.5 21 20.9 20.6

1300 1 20 18.3 18.6

1300 2 16.1 15.9 16.2

1300 4 13.4 12.8 13.2

1300 8 10 9.7 9.9

1300 18 5.9 5.8 6.1

1300 50 1.6 1.8 2.3

1300 120 0.3 0.2 0.6

Lundin’s [6] experimental data are compared with the author’s experimental data and the model
[11]. The asterisk indicates values used for deriving the constants used in the theoretical model.
Re-printed with kind permission from Springer Science+Business Media B.V.
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Fig. 7.19 Effect of time on residual quartz content of a sintering bonding system according to
Jackson and Mills’s model [11], and compared with Lundin’s experimental data [6]. Re-printed
with kind permission from Springer Science+Business Media B.V.
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Fig. 7.20 Effect of time on residual quartz content of a sintering bonding system according to
Jackson and Mills’s model [11] and compared with the authors’ experimental data. Re-printed with
kind permission from Springer Science+Business Media B.V.
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• Monshi’s model [16]

m ¼ 41:9:e�4:5�10�3
ffi
t

p
ð7:48Þ

• Jackson and Mills’ model [11]

m ¼ 41:73:e�4:5�10�3
ffi
t

p
ð7:49Þ

The transformed equations are then tested using data provided by Lundin [6].
Referring to Table 7.5, it can be shown that the mass fraction of quartz obtained
using the equations derived by Jander [14] and Krause and Keetman [15] did not
agree with Lundin’s experimental results [6].

The results obtained using Monshi’s model [16] are in much better agreement
compared to Lundin’s data. However, the results obtained using Jackson and Mills’
model [11] is more accurate at predicting the mass fraction of quartz remaining
owing to the differences in the density of quartz. After long periods of heat treat-
ment, the model predicts lower magnitudes of mass fractions of quartz when
compared to Lundin’s experimental results [6].

Table 7.5 Residual quartz content for different soaking times at 1300 °C for a sintering bonding
system composed of 40 wt% kaolin, 40 wt% quartz, and 20 wt% feldspar (Lundin’s mixture
number M21 [6]) compared with other dissolution models

Time (h) Lundin’s
exp. data [6]

Jander
[14]

Krause and
Keetman [15]

Monshi [16] Jackson and Mills [11]

0 41.9 41.9 0.00 41.9 41.9

0.5 35.9 41.72 22.55 34.61 34.76

1 32.8 41.54 20.76 31.97 32.12

2 29.2 41.19 18.97 28.58 28.72

4 23.2 40.49 17.18 24.39 24.51

8 19.5 39.11 15.39 19.49 19.59

18 13.3 35.72 13.30 13.30 13.36

24 10.7 33.74 12.56 11.13 11.19

48 6.9 26.18 10.77 6.43 6.51

120 3.6 7.85 8.96 2.17 2.17

190 2.7 0.00 7.22 1.00 1.01

258 2.0 0.00 6.43 0.54 0.55

Re-printed with kind permission from Springer Science+Business Media B.V.
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7.6.5 Fusible Bonding Systems—Verification
and Comparison of Dissolution Models for Quartz

The constants, A and B, for the fusible bonding system were determined using time
and temperature couples at 2 and 10 h and were calculated to be, −5.2 × 108 and
−33,205, respectively. The dissolution equation then becomes,

mT ;t ¼ 10:06 exp �5:2� 108t1=2:e
�33205

T

h i
ð7:50Þ

Equation (7.50) is used to compare the experimentally determined mass fraction
of quartz remaining after heat treatment with the predicted values. The calculated
mass fraction of quartz remaining after a period of heat treatment is calculated using
the equation derived by Jackson and Mills [11]. The results of the dissolution model
compare well with the experimental data over short periods of time. However, over
longer periods of heat treatment the model tends to become less accurate
(Fig. 7.21). A comparison was made with published dissolution models. The
equations shown were compared with experimental data at 1050 °C. The equations
shown were compared with experimental data at 1050 °C. According to the
transformed equations, the mass fraction of quartz can be calculated as follows:
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Fig. 7.21 Effect of time on residual quartz content of a fusible bonding system according to
Jackson and Mills’s model [11] and compared with the author’s experimental data. Re-printed with
kind permission from Springer Science+Business Media B.V.
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Jander’s model [14]

m ¼ 10:1: 1� 3:44� 10�6:t
� �
 �3=2 ð7:51Þ

Krause and Keetman’s model [15]

m ¼ 10:1� 0:59: ln tð Þ ð7:52Þ

Monshi’s model [16]

m ¼ 10:1:e�6:4�10�3
ffi
t

p
ð7:53Þ

Jackson and Mills’ model [11]

m ¼ 10:06:e�6:37�10�3
ffi
t

p
ð7:54Þ

With reference to Table 7.6, it can be shown that the mass fraction of quartz
obtained using the equations derived by Jander [14] and Krause and Keetman [15],
did not agree with the experimental results at 1050 °C. The results obtained using
Monshi’s model [16] are in much better agreement compared to the experimental
data. However, the results obtained from Jackson and Mills’s model are more
accurate at predicting the mass fraction of quartz remaining owing to the differences
in the density of quartz. After long periods of heat treatment, the model predicts
slightly lower magnitudes of mass fractions of quartz when compared to the

Table 7.6 Residual quartz content for different soaking times at 1050 °C for a fusible bonding
system compared with other dissolution models

Time (h) Exp. data Jander
model [14]

Krause and
Keetman model [15]

Monshi’s
model [16]

Jackson and
Mills’ model [11]

0 10.1 10.1 0 10.1 10.1

1 6.84 9.91 5.23 6.88 6.86

2 5.79 9.72 4.82 5.87 5.86

3 5.13 9.54 4.58 5.21 5.19

4 4.7 9.36 4.41 4.7 4.68

5 4.28 9.18 4.28 4.28 4.28

10 3.2 8.28 3.87 2.99 3

20 2 6.6 3.46 1.81 1.82

40 1.1 3.62 3.04 0.89 0.89

Re-printed with kind permission from Springer Science+Business Media B.V.
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experimental results. The dissolution of quartz during heat treatment has a signif-
icant effect on the wear of vitrified grinding wheels. Figure 7.22 shows the effect of
using a high and a low quartz content bonding system on the wear of vitrified
corundum grinding wheels grinding a large number of tool steel materials [17]. The
classification of tool steels is in the form of an abrasive hardness number, which is a
weighted average of the number of carbides contained within the tool material. As
shown in Fig. 7.22, the grinding ratio, or G-ratio, is a measure of the efficiency of
the grinding wheel. It is the quotient of the volume of workpiece material removed
and the volume of the wheel material removed. The figure demonstrates the
effectiveness of reducing the quartz content of the bonding system of porous
nanogrinding tools.

7.7 Laser Dressing of Nanogrinding Tools

The processing of abrasive materials by locally restructuring their surface using a
high power laser allows one to provide a localized heat source at high speed that
produces surface features that are able to remove material at the nanoscale. The
depth of thermal processing of the surface that allows the material to melt, solidify
and cool is controlled by parameters such as fluence (energy per unit area), laser
beam scanning speed, and input power. Previous studies on laser dressing of
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grinding wheels have resulted in the localized modification of the morphology of
corundum abrasive materials [18–20]. The grinding wheel is initially made by
sintering corundum grains with a low melting point binding material, which is
subsequently melted, vaporized, and selectively removed using a concentrated
beam of optical energy that changes surface topography and composition. The
refinement of grain size, densification of grinding layer, and evolution of com-
petitive grains with sharp vertices is shown to occur during laser dressing [18].
These changes result in an increase in grinding ratios, especially when grinding tool
steels [18].

X-ray diffraction (XRD) of the laser dressed surface indicated that crystallo-
graphic texture occurs on the surface of the grinding wheel, and the identification of
planar texture is considered important as it controls the formation of multifaceted
grains that take part in removing workpiece material. Pole figure analysis of laser
dressed corundum composite materials indicates that crystallographic texture is
preferred along the (110) plane [18–20]. Grinding properties are particularly sen-
sitive to preferred orientation and as such variations in grinding are apparent. To
predict the performance of these materials, it is important to identify crystallo-
graphic texture using XRD techniques. Orientation imaging microscopy (OIM) is
used to characterize micro-texture [21] as it gives phase specific crystallographic
texture. The OIM technique uses Kikuchi patterns to predict crystallographic tex-
ture at various points on the surface of the laser dressed material. Microstructural
variations are observed on the laser dressed surface owing to temperature gradients
and variations in cooling rates. Corundum, or alumina, has poor thermal conduc-
tivity compared to metals that allows thermal energy to be retained in the surface for
a longer period of time compared to the workpiece material. The occurrence of
porosity between grains also reduces thermal conductivity, which results in the
retardation of heat lost from the surface of the abrasive material [22]. In addition to
the effects of porosity, consolidation of the corundum abrasive material with the
bonding material changes the thermal properties during laser dressing [23–25].
Therefore, the combined thermophysical properties of the composite material must
be used. Table 7.7 shows the thermophysical properties of the abrasive material. It
is important to quantify the cooling rate in order to understand how the
microstructure evolves into preferred orientation during laser dressing. Many

Table 7.7 Thermophysical
properties of vitrified
corundum abrasive material

Thermophysical property Numerical value of propertya

Density, ρ 2.7 × 103 kg/m3

Melting temperature, Tm 2045 K

Latent heat of fusion, ΔHm 1.03 × 106 J/mol

Specific heat, Cp 1137 J/kg K

Thermal diffusivity, D 1.08 × 10−6 m2/s

Re-printed with kind permission from Springer Science+Business
Media B.V.
aSource Vitrified Technologies Inc., Central Research and
Development Laboratory, P.O. Box 3724, West Lafayette, IN
47996
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models have been generated that predict how microstructures form under rapid
solidification conditions [26–28]. The chapter presents an understanding of how
cooling rates affect the formation of multiple cutting points on the surface of the
abrasive material and how it affects grindability of a hypereutectoid steel such as
AISI 52100 bearing steel. This is achieved by observing cooling rates using a
two-color pyrometer, by characterizing the microstructural texture using OIM, and
by determining grinding ratios when grinding AISI 52100 bearing steel.

7.7.1 Experimental Procedures

Vitrified corundum abrasive products were supplied by Vitrified Technologies Inc.,
and were composed of corundum grains doped with 0.25 % wt. chromia that were
bonded together using a bonding system composed of borosilicate glass and
orthoclase feldspar. The chemical composition of the abrasive grain material is
99.52 % Al2O3, 0.18 % Na2O, 0.05 % Fe2O3, and 0.25 % Cr2O3. A 2.5 kW Hobart
continuous-wave Nd:YAG laser equipped with a fiber optic beam delivery system
was used for dressing the surface of the grinding wheel. Laser power was varied
from 400 to 1000 W, whilst the overlap between dressed layers was less than 20 %.
The laser beam was scanned at a linear speed of 250 cm/min on the surface of the
grinding wheel. Full experimental details of the dressing procedure are provided in
Refs. [18, 20]. Laser dressed grinding wheels were finally compared to conven-
tionally dressed grinding wheels grinding a hypereutectoid steel typically used for
bearing applications that is capable of being super finished.

7.7.1.1 Measurement of Dressing Temperatures

A two-color optical pyrometer was used to measure the temperature of the abrasive
surface during dressing. The temperature range of the pyrometer is 600–1500 °C
with a response time of 0.5 ms. The pyrometer is calibrated against National
Institute standards to within 10 °C over the range 800–3000 °C. A specially con-
structed telescope with filter was constructed in order to measure the laser beam
temperature at the surface, and a program was written to directly record temperature
against processing time. When the laser beam dresses the surface, a large plume of
light is emitted that interferes with the intensity of the light collected by the tele-
scope. To overcome the large emission of light, a delay was programmed in the
software program to prevent the erroneous measurement of temperature. As the
plume of light fades away, the pyrometer records the temperature. The temperature
is measured at 400 and 500 W of laser power, but at very high laser power such as
1000 W the temperature is almost impossible to record because of the intensity of
light. Therefore, data are presented at the lower values of laser power because the
plume lasts for less than 1 s.

7 Diamond Nanogrinding 283



7.7.1.2 Orientation Imaging Microscopy

To gain high-quality Kikuchi patterns from laser dressed grinding wheels, samples
were cross-sectioned by polishing with a water solution on SiC abrasive papers then
followed by polishing with a diamond paste to achieve a fine surface. The samples
were then carbon coated with a uniform thickness of 3 nm. Electron backscattered
diffraction patterns (EBSD), or backscattered Kikuchi patterns, were generated using
a Philips FEG SEM equipped with an orientation-imaging microscope [29–31]. OIM
analysis was conducted at Oak Ridge National Laboratory. To produce crystallo-
graphic orientation maps, the electron beam is scanned over a selected surface area
and the resulting EBSD patterns are automatically indexed and the local orientation
is determined [32, 33]. For the present study, a sample processed at 1000 W was
used in order to provide a crystallographic map of the whole re-solidified layer.
From XRD and energy dispersive analysis (EDS), it was found that the primary
phase created was α-alumina [18, 19] and so the hexagonal crystal structure of
alumina was selected to index the EBSD Kikuchi patterns obtained during the
analysis. For OIM analysis, the 1000 W laser dressed surface was used whereas the
lower power processed samples were used to measure cooling rates. This does not
affect solidification behavior as all samples follow the same morphological features
during solidification, the only variable being the depth of the re-solidified layer.

7.7.1.3 Nanogrinding Experiments

To characterize the differences between conventional abrasives, sol-gel abrasives,
monocrystalline alumina abrasives and laser dressed chromium-doped alumina, a
series of grinding experiments were conducted in order to confirm results gained in
field trials. In order to duplicate the field trials, a series of controlled experiments
were conducted under increasing feed rates. The experiments were terminated when
a condition of severe burn, chatter, or grinding wheel breakdown was reached. The
initial trial wheels used were: angular white alumina wheel with low temperature
bonding system (Wheel specification: 77A60JV); sol-gel and angular white abra-
sive mixture wheel with low temperature bonding system (Wheel specification:
73A60JV); monocrystalline alumina grinding wheel with a low temperature
bonding system (Wheel specification: SA60JV); and laser dressed chromium-doped
alumina bonded with a high temperature bonding system. All grinding wheels were
manufactured with a vitrified bond, 60 mesh-size abrasive (approximately 220 μm
in diameter), J-mechanical grade, and a fairly open structure. Experiments were
performed on a Jones and Shipman series 10 cylindrical grinding machine using a
450 mm diameter grinding wheel rotating at 33 m/s surface speed. The
mechanically-dressed wheels were dressed using a D25 blade tool supplied by
Unicorn-Van Moppes, and the dressing conditions were: 3 passes at 0.15 mm/rev at
a depth of 0.03 mm plus one pass at 0.015 mm depth at the start of each batch.
Stock removal was 0.25 mm on diameter grinding AISI 52100 ball bearing steel
(59 HRC) using 2 % concentration soluble oil at 0.5 bar pressure and a flow rate of
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15 l/min. Forty experimental test pieces were ground per experiment. The laser
dressed samples were mounted in a modified grinding wheel that holds segments of
samples that have been laser dressed. The segmented grinding wheel acts in the
same way as a conventional grinding wheel but has the advantages of quick and
easy replacement of laser-processed samples. The most important measurements
made during the grinding experiments are grinding power, surface roughness of the
workpiece, and the wheel wear parameter, grinding ratio, which is the ratio of
workpiece machined to the amount of grinding wheel lost during grinding.

7.7.2 Experimental Results and Discussion

7.7.2.1 Laser Dressing Temperatures

The rapid solidification of the laser dressed samples show that a refined
microstructure and reduced segregation of phases is possible. Very high cooling
rates are possible over a small region of the workpiece where non-equilibrium
structures are produced owing to rapid solidification of the material. High cooling
rates can be achieved using a laser beam that tends to diminish as the laser beam
moves along the track. Therefore, the microstructure will change at the edges of the
track toward the unaffected part of the grinding wheel. Laser irradiation is con-
sidered to be a point source with heat energy flowing radially away from the point.
The system is assumed to attain quasi-steady-state conditions when the melt
velocity at the melt/solid interface becomes constant [34]. Incident radiation is
partly reflected and absorbed by the abrasive material, whilst some absorbed energy
is lost by re-radiation and convection and some is conducted into the material. The
melt zone is heated from the surface at the center of the track, which established
convection currents within the melt pool and transports heat away very quickly
from the melt/solid interface (Fig. 7.23). Experimentally determined cooling rates
during laser processing for processing at two different power levels (400 and
500 W) are shown in Table 7.8. The data are calculated from temperature and time
data collected using the two-color pyrometer. The data is obtained by curve fitting
the time dependent equation for the processing temperature so that cooling rates can
be estimated close to the melting point of the abrasive material. Experimental data
is provided for two tracks and cooling rates are calculated at the melting temper-
ature of the abrasive material (2045 K), which is assumed to be the maximum
cooling rate (Fig. 7.24). The cooling rates in samples processed at higher laser
power are lower compared to that at lower laser power. This is explained by the fact
that the abrasive material is a poor conductor of heat compared to metals. Therefore,
an increase in laser beam power will provide a greater input of heat to the material
that will provide a larger melt zone and an increase in the interaction volume. Thus,
it takes more time to dissipate the heat built-up and causes a drop in cooling rates.
Therefore, for high laser power the cooling rate is expected to be lower compared to
those calculated for 400 and 500 W (Fig. 7.25).

7 Diamond Nanogrinding 285



The cooling rate in the second track is slightly lower than track 1 for both 400 W
and 500 W samples. As the laser passes the over the first track it pre-heats the
material adjacent to it that results in a reduced cooling rate for the second track
owing to the decrease in the thermal gradient.

Fig. 7.23 Scanning electron micrograph showing center of laser processed track, resolidified
layer, and original structure [18, 19, 45]. Re-printed with kind permission from Springer Science
+Business Media B.V. Source Vitrified Technologies Inc., Central Research and Development
Laboratory, P.O. Box 3724, West Lafayette, IN 47996

Table 7.8 Cooling rates for laser processed grinding wheel [18, 19, 45]

Laser
power
(W)

Maximum cooling
rates, dT/dt, (°C/s),
for track 1 at the
melting temperature

Cooling rates,
dT/dt, (°C/s), for
track 1 at the start
of solidification

Cooling rates,
dT/dt, (°C/s), for
track 1 at the start
of solidification

Cooling rates,
dT/dt, (°C/s), for
track 2 at the start
of solidification

400 −770.8 −437 −702.8 −382.2

500 −701.5 −401 −580.6 −299.7

Re-printed with kind permission from Springer Science+Business Media B.V.
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Table 7.8 shows the cooling rate at 2.2 s after solidification, which corresponds
to the temperature of the sample near to the lower calibrated temperature range of
the pyrometer. The trend observed shows that the cooling rate is similar to that seen
at the solidification temperature, but cooling rates are much lower due to thermal
gradients and heat loss from the sample. Solidification occurs in directions that are
opposite to the direction of heat extraction. It is also assumed that grain growth is
equal in all directions owing to the fact that the directed laser energy is a point
source of heat dissipation. Microstructural texture is assumed to form in accordance
with the model of heat extraction. A full range of microstructures such as planar,
cellular, and dendritic, are observed in laser processed samples [35, 36].

A planar solidification front is observed when the interface is at the equilibrium
liquidus temperature and when every point at the front of the interface is above the
liquidus temperature. Any instability dissolves back in the melt and if it is super-
cooled, then the perturbation formed on the interface will grow fast into the liquid
melt. Under the influence of a positive temperature gradient, constitutional super-
cooling is solute driven. The type of solidification microstructure formed during
constitutional supercooling depends on the G/R ratio, where G is the thermal
gradient and R is the solidification rate [35, 36]. The solidification structure
observed in the laser-processed tracks of the abrsive material changes the surface
morphology. Referring to Fig. 7.26, grains are multifaceted at the center of the laser
track and are equiaxed possessing a dendritic structure. The edges of the tracks

Fig. 7.24 Temperature and time profiles of laser processed tracks [18, 19, 45]. Re-printed with
kind permission from Springer Science+Business Media B.V.
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show elongated columnar grains that grow away from the point source in a direction
normal to the laser beam. The columnar structures are similar to those reported by
other authors [37–39] who have conducted laser based processing of alumina
ceramics.

The heat transfer equation for a moving heat source is given by the following
equation, where the substantial derivative of temperature, i.e., T = T(y, t), and is
given a partial derivative [40–43],

d
dt
½tðy; tÞ� ¼ @T

@t
þ @y

@t
:
@T
@y

¼ D
@2T
@y2

þ _q
Cpq

ð7:55Þ

For the time-independent situation, i.e., quasi-steady state heat transfer for a
moving boundary problem, the time derivative tends to zero in Eq. (7.55). Hence,

Fig. 7.25 SEM image showing equiaxed grains with dendritic structure in the center of the track
(a) and columnar growth of grains near the edge of the track (b) [18, 19, 45]. Re-printed with kind
permission from Springer Science+Business Media B.V. Source Vitrified Technologies Inc.,
Central Research and Development Laboratory, P.O. Box 3724, West Lafayette, IN 47996
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the surface cooling rate dT/dt in the direction opposite to the laser under the
quasi-steady state (T/t = 0) can be estimated as [42],

dT
dt

¼ dT
dy

:
dy
dt

or, G ¼ 1
m
:
dT
dt

ð7:56Þ

where v is the velocity of the laser beam.
Thus, the thermal gradients (G) are calculated from the temperature and time

diagrams assuming quasi-steady state conditions using Eq. (7.56). During solidi-
fication, the velocity of the liquid/solid interface or growth rate, R, is provided by
the Neumann solutions to the Stefan problem [43]. Assumptions made include:
strong convective currents exist in the melt pool and the total energy absorbed at the
free surface of the liquid is transported to the interface by convection. The solution
to the Stefan problem is,

ViqDHm � js:
@T
@y

¼ Viq DHm þCpðTm � ToÞ
� � ¼ Ia ð7:57Þ

where Vi is the liquid/solid interface velocity, and y is the distance in the melt pool.
This equation gives the average velocity of the interface during the time that the
treated zone solidifies. The solidification front velocity at the start of solidification

Fig. 7.26 Image quality cross section of the laser processed track showing the re-solidified region
laser dressed at 1000 W using OIM [18, 19, 45]. Re-printed with kind permission from Springer
Science+Business Media B.V.
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is greater than Eq. (7.57) estimates. Therefore, at the start of solidification the local
temperature gradient is very large and this leads to a maximum interface solidifi-
cation velocity that is approximated by [44]:

Vmax
i � 1

D
s1

� �0:5

ð7:58Þ

where τ1 is the dwell time of the laser and ζ is provided by the solution of,

1 1þ erf ð1Þ½ � expð12Þ ¼ CpðTm � ToÞffiffiffi
p

p
:DHm

ð7:59Þ

It can be shown from Eq. (7.59) that the average and maximum interface
solidification rates are dependent on laser beam intensity and velocity. By using
Eqs. (7.57) and (7.58), the velocity of the solid/liquid interface, or growth rate (R),
is calculated at the center of the track. G/R ratios are calculated and are given in
Table 7.9. The ratios are high near to the edge of the track where solidification starts
and decreases toward the center of the track.

The observed solidification structure varied from equiaxed grains with dendritic
structure within the track to columnar grains at the edges of the track. Constitutional
supercooling theory predicts that increasing the G/R ratio causes a progressive
change in solidification structure from fully dendritic to cellular dendritic, then to
cellular and then finally to a planar morphology. A similar trend is observed in the
laser track. Therefore, the observed microstructure agrees with the predictions made
by theory.

7.7.2.2 Orientation Imaging Microscopy of Laser-Dressed Materials

Figure 7.29 shows the image quality (IQ) micrograph obtained from the OIM. The
area selected for analysis is of a cross-section of the re-solidified layer of one of the
tracks. IQ represents the sharp character of the EBSD pattern and thus local crystal
perfection. Hence, the IQ represents the real microstructure as demonstrated in an
optical microscope.

Table 7.9 G/R ratios for laser processing parameters [18, 19, 45]

Track
position

G/R ratio for
laser power of
400 W: track 1

G/R ratio for
laser power of
400 W: track 2

G/R ratio for
laser power of
500 W: track 1

G/R ratio for
laser power of
500 W: track 2

Center 4.43 × 106 4.04 × 106 4.03 × 106 3.34 × 106

Edgea 1.74 × 109 1.74 × 109 1.74 × 109 1.74 × 109

Re-printed with kind permission from Springer Science+Business Media B.V.
aG/R ratios are the same for all conditions at the edge of the track because Eq. (7.58) is used for
calculating the growth rate, R, which is independent of G
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The dark regions of the image are pores where the IQ intensity is zero. Grain
boundaries are easily detected, which is in sharp contrast to a scanning electron
microscopic image that does not resolve grain boundaries at that particular mag-
nification. The growth direction is radial from the surface of the center of the track
where the beam is focused. Figure 7.28 shows the inverse pole figure (IPF) map of
the area shown in Fig. 7.27.

The grains are color-coded that represents the crystallographic orientation of the
normal surface. The key used for color-coding is provided in the stereographic

Fig. 7.27 Inverse pole figure (IPF) color-coded map of the resolidified region shown in Fig. 7.26
generated using a laser power level of 1000 W [18, 19, 45]. Re-printed with kind permission from
Springer Science+Business Media B.V.
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triangle at the base of the figure. The orientation of some of the grains are in the
form of the hexagonal cell for α-alumina. It is observed from the figure that growth
takes place along the c-axis in the hexagonal α-alumina lattice during solidification
of the molten abrasive bonding material. Grains numbered 1–4 possess an orien-
tation that extends radially away from the center of the track as shown by the heat
extraction model.

These grains lie within the re-solidified layer, whilst the outer grains lie parallel
to the surface of the track. There are smaller grains that have their c-axes oriented
differently than other smaller grains and not along the direction radially outward
from the center of the laser-processed track.

These grains do not grow in size compared to other grains. Thus, a competitive
growth mechanism is observed in which the growth is very fast for grains whose
c-axis is parallel to the growth direction, and very slow for all other grains. Pole
figure analysis and XRD during previous studies [18, 45] indicated that a preferred
orientation occurs on the (110) plane, as shown in Fig. 7.28.

The (110) planes are prismatic planes that are parallel to the c-axis in the
hexagonal α-alumina cell. OIM maps suggest that growth takes place along the
c-axis direction, which tends to favor (110) planes.

7.7.2.3 Nanogrinding Experiments

Figures 7.29, 7.30 and 7.31 show the grinding results of mechanically-dressed and
laser-dressed grinding wheels. None of the grinding wheels tested produced chatter
or burn when grinding the experimental test pieces. Each experiment was termi-
nated as a result of wheel breakdown, which showed itself as changes in grinding

Fig. 7.28 Pole figure for (110) plane in (a) undressed sample and (b) laser dressed sample
(1000 W). Note Asterisk denotes intensity [18, 19, 45]. Re-printed with kind permission from
Springer Science+Business Media B.V. Source Vitrified Technologies Inc., Central Research and
Development Laboratory, P.O. Box 3724, West Lafayette, IN 47996
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power, such as a rapid decrease in power or in the form of erratic fluctuations in
power. At the lowest feed rate of 0.015 mm/s, all wheels gave a similar performance
regarding power level, surface finish, and grinding ratio. At the intermediate feed
rate of 0.02 mm/s, it was possible to differentiate between all three grinding wheels.
The sol-gel abrasive wheel gave the best surface roughness and the highest grinding
ratio (G-ratio) while the angular white alumina wheel gave the worst performance.
At a feed rate of 0.03 mm/s, the white alumina (77A) wheel ground between 20 and
25 components satisfactorily and then the power became erratic and the surface
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Fig. 7.29 Grinding power as function of feed rate for vitrified corundum grinding wheels with
different types of abrasive and dressing conditions. Re-printed with kind permission from Springer
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roughness deteriorated, indicating wheel breakdown. The monocrystalline alumina
wheel ground around 30 test pieces before surface roughness deteriorated, although
grinding power showed a slight fluctuation. The sol-gel abrasive wheel showed no
sign of breakdown. Subsequent tests were conducted up to 0.08 mm/s. However,
only the sol-gel wheel could grind twenty test pieces after which it slowly broke
down. In conclusion, although the sol-gel wheel operates at a higher power level, it
is capable of working at much higher stock removal rates than either the white
alumina or monocrystalline alumina grinding wheels. At moderately high stock
removal rates, white alumina and monocrystalline alumina abrasives can remove
metal at the same rate, but the monocrystalline alumina wheel tends to give a better
surface finish and works longer before it requires dressing. At low stock removal
rates there is no significant difference between sol-gel, angular white alumina, and
monocrystalline alumina grinding wheels.

The effects of dressing conditions show interesting results in that laser-dressed
grinding wheels require less grinding power at increasing feed rates (Fig. 7.29).

This implies that laser-dressed wheels are breaking down at a faster rate than
mechanically-dressed grinding wheels as the feed rate increases, which is confirmed
by the reduction in grinding ratio as shown in Figs. 7.30 and 7.31. However, even
though more of the grinding wheel is lost through grinding, a significant
improvement in surface roughness is gained at the expense of wheel loss.

Figures 7.29, 7.30 and 7.31 show that laser-dressed grinding wheels possess a
free-cutting ability compared to the mechanically-dressed grinding wheels, but in
contrast to those wheels they are able to provide a finer surface roughness to the
workpiece due to the predominance of oriented vertices of α-alumina created by
laser dressing that remove very small amounts of workpiece material. This process
is known as “nanogrinding”.
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Fig. 7.31 Grinding ratio as a function of feed rate for vitrified corundum grinding wheels with
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7.8 Future Directions

For perfectly sharp diamond coated piezoelectric ceramic materials, grain fracture
appears to be the dominant cause of abrasive material loss during a grinding
operation. Grain fracture is much more likely to be caused by mechanically induced
tensile stresses within abrasive grains than by mechanically induced compressive
stresses. The best indicator of diamond grain performance during a nanogrinding
operation under different operating conditions is the level of tensile stress estab-
lished in abrasive grains. High tensile stresses are associated with grain fracture and
low grinding ratios in perfectly sharp diamond-coated piezoelectric ceramic mate-
rials. Finite element models of perfectly sharp grinding grains can be applied to the
piezoelectric nanogrinding process where the dominant wear mechanism is grain
fracture. Piezoelectric nanogrinding is a process that has demonstrated its capability
of being developed into a nanomanufacturing process of the future. The dissolution
model derived by Jackson and Mills has been compared with experimental data
using sintering and fusible vitrified bonding systems that are used extensively with
high performance nanogrinding tools. The results predicted by the model compare
well with the experimental results presented in this chapter. However, over longer
periods of isothermal vitrification, the model becomes less accurate due to the
assumptions made in the dissolution model. The model may be of use when pre-
dicting the mass fraction of quartz using high temperature firing cycles that are
characterized by short soaking periods. The development of porous nanogrinding
tools lies in their ability to be dressed using a directed photon beam that sharpens
worn grains or promotes the formation of textured peaks from the vitreous bonding
system. The development of quartz-free bonding systems that has high corundum
content is of paramount importance if porous nanogrinding tools are to be effective
when machining engineering materials at the nanoscale. Cooling rates of the order
of approximately 100 °C/s are observed during laser dressing of vitrified corundum
grinding wheels. High laser power tends to generate slower cooling rates because of
the thermal properties of these complex ceramic materials. The observed solidifi-
cation structures tend to be dendritic at the center of the laser-processed track, and
columnar near to the edges of the track. OIM analyses of the laser processed tracks
showed a preferred growth of grains along the c-axis and in a direction opposing
heat flow. In association with XRD and pole figure analysis, preferred orientation
favors growth on the (110) planes that are parallel to the c-axis in the hexagonal
alumina cell. Competitive growth of grains takes place in the re-solidified layer
during which time the grains with their c-axes not orientated from the center of the
track are prevented from growing in their favored directions. Grinding experiments
suggest that laser-dressed grinding wheels cut freely but produce lower surface
roughness on AISI 52100 workpiece material owing to the predominance of ori-
ented vertices of α-alumina that remove very small amounts of material even at
increasing rates of feed.
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Chapter 8
Epitaxial GaN Layers: Low Temperature
Growth Using Laser Molecular Beam
Epitaxy Technique and Characterizations

Sunil S. Kushvaha and M. Senthil Kumar

Abstract Generally, the GaN growth by conventional techniques like metal
organic chemical vapor deposition (MOCVD) and plasma assisted- molecular beam
epitaxy (PA-MBE) techniques employ a higher growth temperature (900–1000 °C
in MOCVD and >720 °C in PA-MBE), in which, the probability of forming
unwanted alloys or compounds with the substrate at interface will be quite high. To
minimize the formation of undesirable interfacial compounds, a low temperature
growth is favorable. Here, we have explored the possibility of low temperature
growth of GaN layers on sapphire (0001) substrates using an ultra-high vacuum
laser assisted molecular beam epitaxy (LMBE) system under different growth
conditions. GaN epitaxial layers have been grown by laser ablating liquid Ga metal
and polycrystalline solid GaN targets in the presence of active nitrogen environ-
ment supplied by radio frequency nitrogen plasma source. The structural and optical
properties of the epitaxial GaN layers were characterized using reflection high
energy electron diffraction, high resolution x-ray diffraction, atomic force micro-
scopy, Raman spectroscopy, Rutherford Backscattering Spectroscopy, secondary
ion mass spectroscopy and photoluminescence spectroscopy. The low temperature
LMBE grown GaN layers showed high crystalline structures with a screw dislo-
cation density in the range of 107 cm−2 as calculated from the x-ray rocking
measurements along (0002) plane, which is the lowest value obtained so far using
LMBE technique. A strong near band-edge photoluminescence emission has been
obtained for the grown GaN layers at room temperature with a relatively weak
yellow band emission. Our results indicate that the LMBE technique is capable of
growing high quality III-nitride crystalline films at a relatively lower growth tem-
perature compared to the conventional growth techniques.
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diffraction � Atomic force microscopy � Raman spectroscopy � Rutherford backscat-
tering spectroscopy � Secondary ion mass spectroscopy � Photoluminescence
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8.1 Introduction

The III-nitride based compounds (GaN, AlN and InN) and alloys have been
demonstrated to be promising materials for applications in the field of optoelec-
tronic devices such as laser diodes (LDs), light emitting diodes (LEDs), ultra-violet
detectors and solar cells [1–8]. The most important property of III-nitrides is their
wide, direct bandgap ranging from 0.7 eV for InN, to 3.4 eV for GaN, to 6.2 for
AlN, therefore covering a large part of electromagnetic spectrum that is not covered
by other semiconductor technology, as shown in Fig. 8.1. Also, there is a small
lattice mismatch among III-nitrides with broad range of energy band gap in com-
parison to the other III-V compound semiconductors. Among these III-nitrides,
GaN is most important since its bandgap can be engineered between 0.7 and 6.2 eV
by proper alloying of In and Al metals with a minimum lattice-mismatch. In
addition, GaN has excellent material properties such as high saturation velocity,
large electric critical field (3 MV/cm) and excellent thermal and chemical stability.

At present, after III-nitride technology, semiconductor optical devices emitting all
the three primary colors of the visible spectrum are established and thus the gen-
eration of pure white light has become possible, which have a great impact on the
solid state lighting and display industry. High power and high temperature electronic
devices have also been fabricated using nitrides due to their wide band gap, high
breakdown field and good thermal conductivity (1.3 W/cm-K) [9, 10]. GaN devices

Fig. 8.1 Energy band gap
versus lattice constant plot
of various technologically
important semiconductors.
D—Direct band gap, ID—
Indirect band gap
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are also emerging as a replacement for vacuum electron devices in radar system due
to high power and high linearity which is required at high frequencies. Although
several researchers reported the applications of GaN based materials in developing
monolithic microwave integrated circuits for use in wireless broadband communi-
cation and satellite, still better performance are desirable for applications [11].

Generally, epitaxial GaN films are grown using metal organic chemical vapor
deposition (MOCVD) [12–17], metalorganic vapour phase epitaxy (MOVPE)
[18–20], plasma assisted molecular beam epitaxy (PA-MBE) [21–27] and hydride
vapor phase epitaxy (HVPE) [28–30]. In MOCVD, the film is deposited through a
chemical reaction which occurs between metal organic precursors and hydrides on a
hot substrate surface maintained at atmospheric or low pressure regime. The Ga
precursors used for GaN growth are mainly trimethylgallium and triethylgallium.
The vapor pressure of the source metal organic is important as it greatly influences
the reaction and deposition rates. In HVPE growth technique, Ga and NH3 are used
for GaN growth. Commonly, HCl gas is reacted with liquid Ga at 820–850 °C to
form GaCl, which is transported to the growth zone of the reactor and then reacted
with precursor NH3 at 1000–1100 °C forming GaN molecules. The reactor pressure
in HVPE is kept at around atmospheric pressure [29]. The growth rate is very high
in case of MOCVD, MOVPE and HVPE techniques. However, these techniques
involve very high growth temperature with involvement of various chemical and
poisonous gases. In case of MBE, the growth of GaN can be controlled in a very
precise way, to the extent, that a monolayer of thin film could be accomplished.
However, the MBE also involves moderately higher growth temperature in the
range of 750–800 °C.

The conventional techniques employ a high growth temperature for the GaN
layer, which leads to the formation of undesirable interfacial compounds or alloys.
This affects the functionalities of the film due to the surface-interface imperfections,
especially in case of ultra-thin layer and multi-layer structures. Since the repro-
ducibility and reliability of the multi-layer device structures depend on the nature of
interface and a sharp or abrupt interface is very much desirable. To get an abrupt
interface, one of the easy ways is to use low temperature growth. In this respect, the
laser molecular beam epitaxy (LMBE) (also referred as ultra high vacuum pulsed
laser deposition or UHV-PLD) has the advantage that GaN growth could be
achieved at a relatively low temperature due to high-kinetic energy of the film
precursors produced by laser ablation of the targets [31–37]. Kim et al. [37]
reported that epitaxial GaN films were grown on nearly lattice-matched SiC sub-
strate even at room temperature using LMBE technique. The MBE consists several
Knudsen cells and plasma sources to get the high quality film in UHV environment
with several in situ characterization tools. The difference in conventional MBE and
LMBE is that the material is laser ablated in case of LMBE instead of Knudsen cells
in presence of a radio-frequency (r.f.) N2 plasma. Previous reports describe the
growth of GaN using LMBE or PLD system either using the compressed GaN
powder as a polycrystalline solid GaN target or liquid Ga target in an atomic
nitrogen source or NH3 gas environments [31, 34]. The sintered GaN targets nor-
mally contain trapped oxygen and the grown GaN layers are characterized with
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substantial level of oxygen contamination [34]. Here, we employed two different
targets such as liquid Ga metal and HVPE grown solid GaN target to ensure the
high purity source without any trapped oxygen.

For GaN growth, sapphire is the most commonly used substrate because of its low
cost, crystal symmetry, high thermal stability and availability of large-sized wafers
[3]. For example, GaN based LED devices composed of multi-layers of p- and
n-type doped GaN and their alloys are fabricated on sapphire substrates which has
large lattice-mismatch (*16 %). In this chapter, we discuss on the LMBE growth of
good quality epitaxial GaN layers on sapphire (0001) substrates using liquid Ga
metal and HVPE grown solid GaN targets in presence of r.f. N2 plasma at different
growth temperatures and deposition rates. The effect of growth temperature on the
crystalline properties of GaN film has been studied extensively. We obtained good
structural quality GaN epitaxial layers employing both liquid Ga and solid GaN
targets in the temperature range of 600–700 °C, which is lower than the conventional
MOCVD and MBE techniques. The obtained results suggest that the LMBE growth
technique could be an alternative for developing efficient GaN based devices.

8.2 Experimental Section

The growth of epitaxial GaN films on sapphire (0001) substrates were carried out in
a LMBE system equipped with reflection high energy electron diffraction (RHEED)
for in-situ monitoring, a r.f. N2 plasma source to supply nitrogen radicals to the
growth surface and various laser ablation targets (liquid Ga and solid GaN).
The schematic of LMBE system is shown in Fig. 8.2. The base pressure of the

Fig. 8.2 Schematic diagram of laser molecular beam epitaxy (LMBE) system
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LMBE growth chamber is*2 × 10−10 Torr that can provide a clean environment to
minimize the residual gas contamination. Liquid Ga metal (99.99999 % purity),
HVPE grown polycrystalline solid GaN target (99.9999 % purity) and semicon-
ductor grade N2 gas were used as the growth precursors. The resistive heater has the
capability to raise the substrate temperature maximum up to 1000 °C via infra red
(IR) radiation. The back side of the sapphire substrate was coated with a 1 µm thick
layer of molybdenum by magnetron sputtering to increase the absorption of IR heat
radiation and uniform heat distribution. The substrates were cleaned using standard
organic solvents and de-ionized water. The substrates were then degassed for
several hours at 250 °C in the entry load lock chamber before introducing them into
the growth chamber. The sapphire substrates were thermally cleaned at 850 °C in
the growth chamber followed by nitridation at 700 °C using r.f. generated nitrogen
radicals with RF plasma power of 400 W and N2 gas flow of 1.2 sccm. A KrF
excimer laser (248 nm wavelength, 25 ns pulse) was used to ablate the targets with
an energy density of *2–8 J/cm2 and a laser repetition rate ranging 5–45 Hz,
depending on the nature of targets and the requirement of the growth rate. Nitrogen
radicals are also supplied via r.f. N2 plasma source during the ablation of Ga or GaN
targets to avoid any N2 deficiency [31]. All GaN samples were grown on sapphire
(0001) for 2 h with 2 rpm clock wise rotation of substrate and anti-clock wise
spinning of target. Sapphire cleaning, nitridation and GaN growth were monitored
in-situ using RHEED. The liquid N2 was circulated to the cryo- shroud of the
growth chamber to minimize any cross contamination from the chamber during
heating of the sapphire at high temperature.

The structural properties of the grown epitaxial GaN films were characterized
using high resolution x-ray diffraction (HR-XRD), atomic force microscopy
(AFM), Raman spectroscopy, secondary ion mass spectroscopy (SIMS) and
Rutherford backscattering spectroscopy (RBS). A PANalytical HR-XRD system
was employed to characterize the quality of crystalline GaN films grown on sap-
phire substrate using CuKα1 radiation. The 2θ scan was performed to check the
orientation of the film on the substrates while the rocking curve measurement was
used to characterize the crystalline quality. The broadening of rocking curve is
generally used to estimate the defects such as dislocation density and mosaic spread
in the epitaxial layer. Here, the rocking curves of the GaN layers for (0002) and
(10-12) diffraction planes were recorded in incident beam configuration using a
multilayer graded mirror with channel-cut 2-bounce Ge (220) monochromator.
A scintillation detector was used to record the diffracted beam from the GaN layers
for measurements of rocking curve and ϕ-scan. An AFM was employed in the
tapping mode to characterize the surface morphology of the GaN films using Si tips
of curvature radii less than 10 nm. The micro-Raman spectra were collected in
backscattering geometry by triple monochromator spectrometer (T-64000,
Jobin-Yvon/Horiba group) using an excitation source of 514.5 nm wavelength with
resolution 0.1 cm−1. The quantitative analysis of crystalline quality of LMBE
grown GaN was also analyzed using RBS technique. A well-collimated He++ ion
beam of energy 3 MeV from 1.7 MV Pelletron accelerator source was used for the
channeling measurements. A Si based detector at an angle of 165° with respect to
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the incident beam was used to detect the backscattered particles correspond to Ga,
N, O and Al. SIMS data was acquired by using time of flight (TOF)-SIMS 5
(ION-TOF GmbH Germany). The pulsed primary ion beam of Bi+ with 25 keV
energy was incident on the sample to produce secondary ions. The Bi current was
kept at 1.1 pA with a dose density of 8.72 × 1013 ions/cm2. On the other hand, the
depth profile data was obtained by sputtering the sample by 1 keV Cs+ ions. The Cs
current was 86.1 nA with a dose density of 4.81 × 1017 ions/cm2.

For photoconductivity measurements, ohmic contacts were prepared by
depositing aluminum dots with a separation of *1 mm. The radiation from xenon
lamp (250–700 nm) was passed through a monochromator to select monochromatic
light beam. A conventional optical setup was used to focus the light on the samples
from the front side of the monochromator. Photoconductivity data were collected in
DC mode with continuous illumination of different monochromatic light beam of
desired wavelengths in ambient conditions. An Agilent B2900A source meter was
used for the DC photoconductivity measurements. Two different photon energies of
365 and 490 nm were used. The beam power was measured by a calibrated DH-Si
detector.

8.3 Result and Discussion

Several researchers have used LMBE/UHV-PLD technique to grow heteroepitaxial
GaN films [31–36]. The key factor to grow high quality GaN film depends on
several parameters such as substrate cleaning, substrate nitridation and buffer layers
[38], as well as the type and purity of the target materials, background pressure and
growth environment during ablation of targets. In our study, we have grown GaN
on pre-nitridated sapphire substrates using liquid Ga and solid GaN targets in the
presence of r.f. N2 plasma with varying laser parameters and substrate temperatures.
The process involved has been discussed in more details in below sections.

8.3.1 Cleaning and Nitridation of Sapphire

GaN has been heteroepitaxially grown on various substrates such as SiC [37, 39], Si
(111) [40, 41], sapphire (0001) [31, 35, 36, 42, 43], ZrB2 [44, 45], and other
substrates [46–49]. Despite poor structural mismatch, sapphire is preferred over
other substrates as it is chemically and thermally stable which is important for
epitaxial growth. Different orientation of the sapphire has been used as substrate,
some of which are the (0001), (10-10), (11-20) and (1-102) orientations commonly
known as c-plane, m-plane, a-plane and r-plane, respectively. The best orientation
for GaN growth is the m-plane while considering crystal symmetry and
lattice-match. However, undesirable formation of GaN crystalline twins was
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obtained due to the non alignment of c-axis GaN on m-plane sapphire. Hence out of
these orientations, c-plane is commonly used for growth of smooth and flat epitaxial
GaN films [31, 33].

The degree of in-plane alignment of GaN relative to the sapphire (0001) sub-
strate, determined by ϕ-scan of HR-XRD, is shown in Fig. 8.3. The scanning planes
used in ϕ-scan were (10-1-10) for sapphire and (10-12) for GaN. The three peaks at
120° intervals are seen in the ϕ-scan for sapphire substrates (Fig. 8.3a). The
diffraction peaks from the (10-12) plane of GaN film were observed at intervals of
60° as seen in Fig. 8.3b, which confirms the hexagonal structure of the epitaxial
GaN film. From Fig. 8.3, it is observed that there is a 30° rotation of the GaN unit
cell with respect to the sapphire. This indicates the in-plane epitaxial relationship of
GaN grown on sapphire as (10-10)GaN/(11-20)sapphire. This is also observed during
in-situ RHEED analysis.

In-situ RHEED analysis and ex-situ AFM characterization were performed to
check the surface modification of the sapphire substrates as a result of thermal
cleaning and nitridation processes. The RHEED provides information about the
surface reconstruction as it is sensitive only to the first few atomic layers.
The RHEED pattern of thermally cleaned c-plane sapphire substrate was obtained
as shown in Fig. 8.4a. The streaky RHEED pattern of sapphire indicates that the

Fig. 8.3 XRD in-plane
ϕ-scan of: a sapphire
(10-1-10) plane; b (10-12)
plane of GaN layer grown
by LMBE system
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surface is flat and clean. In addition, AFM image as shown in Fig. 8.4b reveals that
the UHV cleaned sapphire surface is atomically flat root-mean-square (rms) surface
roughness: 0.16 nm) with steps and terraces. The rms roughness of the surfaces was
determined from AFM images of 2 µm × 2 µm area.

It has been reported that the buffer layer play a critical role on the growth of high
quality GaN film on sapphire substrates. For example, the presence of AlN on
sapphire substrate will lead to growth of Ga-face GaN whereas without any buffer
layer, N-face GaN growth occurs. Generally, the Ga-face GaN has smooth surface
and is preferred for device applications [38]. The pre-nitridation of sapphire sub-
strates using nitrogen radicals forms a thin AlN which acts as an intermediate (or
buffer) layer for growing a high quality GaN film. Figure 8.4c shows the diffused
RHEED pattern of the sapphire substrate after nitridation at 700 °C. The AFM
image as shown in Fig. 8.4d also shows that the surface of sapphire has been
modified with a surface roughness of 0.1 nm. Thus, the RHEED and AFM analyses
show the signature of AlN formation on the substrate surfaces by the nitridation
process. Here, all the GaN films have been grown on pre-nitridated sapphire
substrates.

Fig. 8.4 A typical a RHEED pattern along [11-20] direction and b AFM image of sapphire (0001)
substrate after cleaning at 850 °C for 10 min in UHV. c RHEED pattern and d AFM image of
sapphire (0001) substrate after nitridation at 700 °C for 35 min; AFM scan area: 2 μm × 2 μm
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8.3.2 Growth of GaN Films on Sapphire Using Liquid Ga
Target

Firstly, the laser energy density and repetition rates were varied between 5 and
10 J/cm2 and 10 and 50 Hz, respectively, to optimize the Ga flux, keeping the r.
f. N2 plasma condition constant. A well defined laser plume pattern was obtained
for a energy density of 5 J/cm2 and a laser repetition rate of 45 Hz [33, 43]. The
laser ablated Ga plume contains a variety of Ga species such as neutral Ga, Ga+ and
Ga2+ ions. Mckiernan and Mosnier [50] also studied the dynamics of laser ablated
plumes from Ga and GaN targets using stigmatic emission spectroscopy and found
that the laser plume contains only neutral Ga and the plume ionization is com-
paratively small if the distance between target and substrate kept more than 4 cm. In
our studies, the substrate-to-target distance was kept ≥6 cm and hence, it is
expected that the neutral Ga atoms will mainly participate in the GaN growth.

For growth of GaN, the laser parameters were fixed as follows: energy density
*5 J/cm2, repetition rate at 45 Hz, and the substrate-to-target distance as *10 cm
to obtain a uniform Ga flux. The growth of the GaN films on sapphire were
monitored using in-situ RHEED and the RHEED patterns of GaN layer after
GaN growth along [11–20] direction are shown in Fig. 8.5a, b. The GaN layers
grown at <500 °C exhibited streaky pattern after growth while slightly spotty
RHEED pattern was observed for the films grown at >500 °C. It has been clearly
observed that there is 30° in-plane rotation of GaN (11-20) to sapphire (10-10) as
confirmed from in-situ RHEED and HR-XRD ϕ-scan [51]. XRC of GaN (0002)
plane was also measured for the samples grown at growth temperature ranging from
300 to 700 °C. The (0002) plane XRC of GaN epilayer grown on sapphire (0001) at
500, 600 and 700 °C is presented in Fig. 8.5c. The crystalline quality of GaN layer
shows a strong dependence on the growth temperature. The XRC GaN (0002)
FWHM values dramatically decreased from 2030 arc sec at 300 °C to 245 arc sec at
500–600 °C. The good crystalline quality GaN layers have been achieved at the
growth temperature of 500–600 °C, which is about 150 °C lower than the con-
ventional MBE growth [21]. The low temperature growth can be attributed to the
high kinetic energy of ablated species in the laser MBE process. The obtained
(0002) rocking curve width of 245 arc sec is one of the lowest values reported for
GaN layer grown on sapphire (0001) by LMBE technique and is comparable to that
of GaN layers grown on sapphire by other conventional techniques. Ohta et al.
(2003) have obtained 1260 arc sec for the GaN grown on sapphire with AlN buffer
by LMBE [52]. The growth rate was decreased from 300 to 160 nm/h when the
growth temperature increased from 300 to 700 °C possibly due to increase in
desorption of Ga from the surface at higher growth temperatures [33].

The XRCs of different orientation planes have been used to indirectly estimate
the presence of dislocation density in the GaN epitaxial layers [53]. The FWHM
value of the GaN (0002) plane reflects lattice distortion from screw dislocations and
mixed dislocations whereas the FWHM of asymmetric GaN (10-12) plane is related
with lattice distortion from edge dislocations and mixed dislocations [53–57].
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We have estimated the dislocation density in laser MBE grown GaN (0001) film on
sapphire at 600 °C using the following equations [42, 54–57]:

Dscrew ¼ b2ð0002Þ
9b2screw

; Dedge ¼
b2ð10�12Þ
9b2edge

ð8:1Þ

Ddis ¼ Dscrew þDedge ð8:2Þ

where Dscrew is the screw dislocation density, Dedge is the edge dislocation density,
β is the FWHM values measured for HR-XRD rocking curves of (0002) and
(10-12) planes in the degree and b is the Burgers vector length (bscrew = 0.5185 nm,
bedge = 0.3189 nm). The values for β(0002) and β(10-12) obtained from HR-XRD
rocking curves for GaN grown at 600 °C are 0.068° and 0.62°, respectively. The
calculated screw and edge threading dislocation densities are 5.82 × 107 and

Fig. 8.5 A typical RHEED
pattern along [11–20]
direction after growth of GaN
on pre-nitritated sapphire
(0001) by laser MBE at
a below and b above 500 °C
growth temperature.
c Normalized x-ray rocking
curves of GaN (0002) plane
for GaN growth on
sapphire (0001) using liquid
Ga target at substrate
temperature 500, 600 and
700 °C
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8.3 × 109 cm−2, respectively. It indicates that a high density of edge dislocation is
present in these GaN layers compared to that of screw dislocation.

Figure 8.6 shows the AFM images of the GaN films grown at various temper-
atures. For 300 °C growth, we obtained un-coalesced flat-surface GaN islands with
a rms surface roughness of *5.6 nm (Fig. 8.6a). With increasing substrate tem-
perature to 400 °C, a smooth surface GaN with few large pits is obtained as shown
in Fig. 8.6b. Mostly large, flat hexagonal GaN islands are found for the GaN film
grown at 500 °C as shown in Fig. 8.6c. The morphology of the GaN film abruptly
changed when growth of GaN film was done at 600 °C. Mostly uniform particles of
size *60–80 nm is observed from the AFM image (see Fig. 8.6d). The rms surface
roughness of the GaN layers grown between 400 and 600 °C is obtained to be same
*4.5 nm. The rms value increased to 5.2 nm for the film grown at 700 °C
(Fig. 8.6e), with random-sized island morphology. The conversion of GaN growth
from flat island to rough particles with increasing temperature implies that the
growth mode is converted from 2D to 3D due to enhanced desorption of Ga flux at
the higher growth temperatures which alters the flux condition from Ga-rich to
N-rich as observed by in-situ RHEED [33].

In order to identify the structural quality of the GaN films, we also performed
micro-Raman spectroscopy using an excitation source of 514.5 nm wavelength at
room temperature. Figure 8.7a shows the typical micro-Raman spectrum of the
LMBE grown GaN film. For hexagonal GaN films grown on sapphire, there are
several Raman scattering phonon modes such as A1(LO), A1(TO), E1(LO), E1(TO)
and E2(high). The E1(LO) and E1(TO) modes are forbidden in the back scattering
geometrymeasurements. There exists few reports in which E1(TO) peak is detected in
the backscattered Raman measurements. This is attributed to the high density of
dislocations or defects in the heteroepitaxially grownGaN film [58]. According to the
selection rules, the A1(LO) and E2(high) phonon modes are expected to be more
pronounced. The line shape, FWHM value and shift in E2(high) peak disclose the
crystalline quality and the stress present in the GaN films, whereas A1(LO) peak
determines the free carrier concentration (or doping level) and electron mobility [59,
60]. The two active Raman modes E2(high) and A1(LO) have been observed at 568
and 736 cm−1, respectively. These peak values are consistent with the previously
reported values for hexagonal GaN films [61, 62]. The shoulder peaks at 576 and
750 cm−1 arise from the sapphire (0001) substrate [63]. The quantitative analysis of
crystalline quality near interface and film region of the grownGaN layer has also been
examined using RBS in channeling condition as shown in Fig. 8.7b. The RBS signals
from Ga, Al, O and N were clearly observed. The channeling is poor with large yield
(χ) (the ratio of the backscattering yield of aligned direction to that from the random
direction in the near surface region) at the GaN/sapphire interface region due to the
formation of high dislocation density and low angle grain boundaries [64]. The ion
channeling yield in the film region is *6 %, which is comparable to the previous
reported value [31] and it indicates the good crystalline property in bulk region.

We have also performed SIMS depth profile analysis to know the impurity levels
present in the LMBE grown GaN film as well as the nature of the interface.
Figure 8.8 shows a typical SIMS depth profile of GaN film grown on sapphire using
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Fig. 8.6 AFM images of GaN films grown on sapphire (0001) using liquid Ga target in presence
of r.f. nitrogen plasma at different growth temperatures: a 300 °C, b 400 °C, c 500 °C, d 600 °C
and e 700 °C. Scan area: 1 μm × 1 μm
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Fig. 8.7 Room temperature
a Raman and b RBS spectra
of GaN films grown on
sapphire (0001) using liquid
Ga target in presence of
r.f. N2 plasma at 600 °C

Fig. 8.8 SIMS depth profile
on GaN film grown on
sapphire (0001) substrate
using liquid Ga target in
presence of r.f. N2 plasma at
600 °C
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liquid Ga target. A steady signal of Ga species is observed in the film region, which
falls sharply at the interface indicating an abrupt interface between the GaN film
and the substrate. The substrate region shows the signals corresponding to Al and O
species sharply rising from the interface. The low intensity of O is because of its
low sensitivity factor for detection by Bi+ ion. The presence of carbon and oxygen
impurity is below the detectable limit in the GaN film. Thus, the LMBE technique
yields GaN films with uniform composition and a sharp interface with negligible
impurity levels [33].

8.3.3 Growth of GaN Layers on Sapphire Using
Solid HVPE GaN Target

We have also grown GaN layers on pre-nitrated sapphire substrates by laser
ablating a HVPE grown polycrystalline solid GaN target. During ablation, nitrogen
radicals were additionally supplied using the r.f. plasma cell to compensate any
nitrogen deficiency. In this section, we discuss the effect of growth temperature,
laser repetition rate and laser energy density on the structural properties of GaN
layers grown using GaN solid target.

8.3.3.1 Effect of Growth Temperature

The structural quality of GaN film was studied in the growth temperature ranging
500–750 °C keeping the laser energy density of *5 J/cm2 and the laser repetition
rate of 10 Hz constant in the presence of r.f. N2 plasma. From in situ RHEED
monitoring, it was observed that the GaN grew mostly in 3D mode within the
experimental conditions adopted in this study as shown in Fig. 8.9. The XRD 2θ
scans of all GaN films grown on pre-nitridated sapphire at different growth

Fig. 8.9 A typical RHEED
pattern along a [11–20] and
b [10-10] directions after
growth of GaN on
pre-nitritated sapphire (0001)
by LMBE using solid GaN
target
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temperature showed a high degree of texturing of {000 l} wurtzite GaN indicating
the heteroepitaxial relationship between (0001)GaN and (0001)sapphire. Figure 8.10a
shows a typical XRD 2θ scan of the LMBE grown GaN film on sapphire (0001)
substrate using HVPE grown solid GaN target. In addition, ϕ-scan for GaN film
grown on sapphire using solid GaN target show a 30° in-plane rotation between GaN
and sapphire as shown in Fig. 8.3. Figure 8.10b shows the normalized XRCs for
GaN (0002) plane on sapphire grown at different temperatures. The GaN layers
grown at 500 °C revealed a poor crystalline property with a (0002) plane
XRC FWHM of 1582 arc sec. However, the value dramatically decreased to 153 arc
sec when the growth temperature was increased from 500 to 600 °C indicating the
high crystalline quality. The FWHM value further decreased with the increase of
growth temperature and a lowest value of 110 arc sec has been achieved for the GaN
layers grown at 700 °C [42, 64]. The FWHM for the GaN film grown at 750 °C was
as large as *610 arc sec, where the layer thickness was *40 nm. The GaN growth

Fig. 8.10 a Typical XRD 2θ-
scan of GaN layer grown on
sapphire (0001);
b Normalized XRCs of GaN
(0002) plane for GaN grown
on sapphire using HVPE GaN
solid target with laser energy
density of *5 J/cm2 and laser
repetition rate of 10 Hz at
substrate temperature between
500 and 750 °C
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rate decreased with increasing growth temperature and a practically low growth rate
was noticed for the layers grown above 700 °C. The XRC measurements revealed
that the GaN film grown at 700 °C has better crystalline property with a low spread
of mosaicity. The screw dislocation density has been calculated for the film grown at
700 °C taking the XRC FWHM (0002) value of 0.03° into account. Using Eq. (8.1),
we obtained a lower screw dislocation density of 1.13 × 107 cm−2 in comparison to
that of GaN grown using the liquid Ga target (5.82 × 107 cm−2). This indicates that
the GaN layers grown using high purity HVPE grown polycrystalline GaN solid
target in presence of r.f. N2 plasma have less crystalline defects.

Surface morphology of the GaN films grown on sapphire at different growth
temperatures were investigated using AFM measured in tapping mode. The AFM
image of the GaN film grown at 500 °C shows mostly hazy features with grain size
of 75–85 nm with rms roughness of*10 nm as presented in Fig. 8.11a. For the GaN

Fig. 8.11 AFM images of GaN films grown on sapphire using solid GaN target with laser energy
density of*5 J/cm2 at different growth temperatures: a 500 °C, b 600 °C, c 700 °C, and d 750 °C.
AFM scan area: 2 μm × 2 μm
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film grown on sapphire at 600 °C in Fig. 8.11b, very uniformly grown grains of size
80–85 nm with a rms surface roughness*4.9 nm have been obtained [4]. The lateral
size of the grains is large (*200–280 nm) as shown in Fig. 8.11c for GaN film
grown at 700 °C with a rms surface roughness of*6.2 nm. Whereas, the GaN layer
grown at 750 °C shows random grown grains of size varying between 180 and
300 nm (rms roughness of *9.8 nm) as shown in Fig. 8.11d. The high temperature
growth generally promotes the coalescence of crystallite islands or particles due to
enhanced migration of surface adatoms or clusters. However, non-uniform GaN
growth obtained at growth temperature 750 °C might be due to increased desorption
rate of Ga flux at higher growth temperatures [31]. It has been observed from
HR-XRD and AFM characterizations that good crystalline film quality is only
obtained at growth temperature higher than 500 °C but below 750 °C [42].

The differences in the surface morphologies of GaN on sapphire at 600 and 700 °C
are related with the diffusivity and characteristic coalescence time of GaN adatoms on
sapphire during the growth. The surface diffusion coefficient mainly depends on the
growth temperature as [65]:

DðTÞ ¼ D0 exp �Ea=kT

h i
ð8:3Þ

where D(T) is the surface diffusion coefficient, D0 the attempt frequency, Ea the
activation energy, T the growth temperature in Kelvin and k the Boltzmann con-
stant. The surface diffusion coefficient increases with growth temperature. At
growth temperature of 700 °C, the diffusion coefficient will be about one order
higher than that at 600 °C. For a given island or crystallites, the characteristic
coalescence time is inversely proportional to the surface diffusion coefficient [66].
The shorter coalescence time is the reason why bigger GaN grains were obtained on
sapphire at 700 °C compare to low growth temperature 600 °C in the same growth
conditions.

8.3.3.2 Effect of Laser Repetition Rates

After optimization of the growth temperature, the effect of laser repetition rate on
the properties of the GaN layers has been studied. Keeping the laser energy density
and the substrate temperature constant, respectively, at *2.5 J/cm2 and 700 °C, we
grew the GaN film on pre-nitridated sapphire substrates at different laser repetition
rates ranging from 10 to 40 Hz. The variation of FWHM values of (0002) plane
XRC as a function of laser repetition rate is presented in Fig. 8.12a. The (0002)
plane XRC FWHM of GaN layer grown at 10 Hz is 540 arc sec. However, the value
dramatically decreased to 189 arc sec when the laser repetition rate was increased
from 10 to 20 Hz indicating the high crystalline quality. The FWHM value further
decreased with the increase in laser repetition rate. A lowest value of 121 arc sec
was achieved for the GaN layers grown at 30 Hz [67]. However, with further
increase to 40 Hz, the FWHM (0002) XRC value increased as *1580 arc sec.
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The increase is attributed to the low surface migration of the adatoms or clusters
due to high flux rate at 40 Hz. The previously reported FWHM XRC value for
LMBE GaN film on sapphire was 420 arc sec grown by laser ablating a poly-
crystalline GaN solid target under NH3 ambient [31]. A similar trend is also
observed in the XRC FWHM value for the GaN (10-12) plane (Fig. 8.12b). The
screw dislocation density present in the film grown at 30 Hz has been calculated
using FWHM XRC (0002) value of 0.0336°. From Eq. (8.1), the screw dislocation
density present in the GaN film is 1.42 × 107 cm−2. This screw dislocation density
is almost similar with the GaN film grown at 10 Hz with the laser energy density of
*5 J/cm2 at 700 °C. At high growth temperature, the desorption of surface adatoms
is quite high due to the lower growth rate [31] and therefore, a relatively higher
growth rate should be maintained to achieve good quality layers with a considerable
growth rate either using high laser energy density or increasing laser repetition rate
at low energy density.

Fig. 8.12 XRC FWHM of
a (0002) and b (10-12) GaN
planes as a function of laser
repetition rate. All the
samples were grown with a
laser energy density of
*2.5 J/cm2 at 700 °C
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Surface morphologies of the GaN films grown at temperature 700 °C with the
laser energy density *2.5 J/cm2 for various repetition rates from 10 to 40 Hz were
also characterized using AFM. Figure 8.13a represents the AFM image of the GaN
film grown using the laser repetition rate of 10 Hz. Mostly granular film with grain
sizes of 100–220 nm have been observed. With further increase in laser repetition
rates to 20 and 30 Hz, the lateral grain size increased as shown in Fig. 8.13b, c.
However, the film grown at 40 Hz shows the un-coalesced islands as in Fig. 8.13d.
This observation indicates that the GaN film grown at the laser energy density of
*2.5 J/cm2 with laser repetition rate 20–30 Hz has better surface properties.

The GaN layers of better crystalline and surface properties grown at 700 °C with
high laser energy density *5 J/cm2 at laser repetition rate 10 Hz were further
characterized using Raman and RBS channeling. Figure 8.14a shows the typical
Raman spectroscopy of the GaN layer grown using HVPE solid target. Two active

500 nm

(a)

(c)

(b)

500 nm

500 nm 500 nm

(d)

Fig. 8.13 AFM images of GaN films grown on sapphire using solid GaN target at growth
temperature of 700 °C with various laser repetition rates: a 10 Hz, b 20 Hz, c 30 Hz, and d 40 Hz.
AFM scan area: 2 μm × 2 μm
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Raman modes A1 (LO) and E2 (high) have been observed at 568 and 736 cm−1 and
these are the Raman allowed peaks for wurtzite GaN in backscattered geometry
[61]. The shoulder peaks obtained in the spectrum at 576 and 750 cm−1 is from the
sapphire substrate itself [63]. The RBS channeling spectrum was also measured
for the GaN films grown using solid target with high laser energy density
*5 J/cm2 and it has been shown in Fig. 8.14b. The ion channeling yield (χ) is very
low as*2.3 %. Vispute et al. [31] previously reported 3 % yield for the GaN layers
grown on sapphire (0001) by laser ablating a polycrystalline, stoichiometric GaN
target in the presence of NH3 ambient. The low RBS yield value in the aligned
direction is an indication of the high crystalline quality of the grown GaN layer. The
layers are also found to be stoichiometric. It should be noted that the defects created
near the interface is confined within a short distance in the GaN layer grown using
HVPE GaN target compared to the liquid Ga one (χ * 6 %) [64]. Further, the
presence of oxygen at the surface of the film has also been observed in the sample
that may be due to the oxide formation after exposure to the atmosphere.

Fig. 8.14 Room temperature
a Raman and b Typical
RBS spectra of GaN films
grown on sapphire (0001)
using solid GaN target at
substrate temperature of
700 °C with laser energy
density of *5 J/cm2
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We have performed TOF-SIMS depth profile analysis to find the impurity levels
present in GaN film grown using HVPE GaN solid target. Figure 8.15 shows
the SIMS depth profile of a typical GaN film grown on sapphire using LMBE. In
the GaN film region, we observed uniform distribution of Ga species throughout the
layer and a sharp GaN/sapphire interface as well. The oxygen impurity level was
obtained to be below detection limit. Whereas, GaN layers grown using PLD
technique are generally found with substantial levels of oxygen contamination as
the sintered GaN targets contain trapped oxygen [34]. The lack of oxygen impurity
or other residual gas contamination is achieved due to the low background pressure
in the growth chamber as well as the use of high purity HVPE grown GaN solid
target [42].

Fig. 8.15 Typical SIMS
depth profile on GaN film
grown on sapphire substrate
using HVPE grown solid GaN
target at 700 °C at high laser
energy density *5 J/cm2.

Fig. 8.16 A typical PL
spectrum of GaN film grown
on sapphire (0001) using solid
GaN target at high laser
energy density *5 J/cm2
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The typical PL spectrum recorded for the LMBE grown GaN on sapphire using
solid GaN target with laser energy density* 5 J/cm2 is shown in Fig. 8.16. The GaN
film was excited with a laser line of 266 nm at room temperature. The emitted signal
from the sample was passed through an emission monochromator and recorded using
a CCD detector. Wurtzite bulk GaN has the near band edge (NBE) emission at
*3.4 eV and defects related peaks in the range of 1.4–2.8 eV [21, 68–73]. Here, we
obtained a broad yellow luminescence (YL) band at wavelength*544 nm (2.28 eV)
and the NBE related luminescence feature at *363 nm (3.41 eV). The origin of the
NBE transition peak is known from earlier experiments [74, 75]. Cazzanelli et al. [76]
also observed the band edge emission at 3.36 eV for a PLD grown GaN films on
sapphire. The NBE region is mainly dominated by free exciton transition,
donor-to-valence band transition and donor-bound exciton transitions among others.
Thermal broadening and defect related disorder in the film also increase the broad-
ening of the NBE peak. Generally, YL peak in GaN films has been associated to
various kinds of defect related transitions such as transition from shallow donors (O
and C complexes, ON: oxygen is substituted for nitrogen, CN: carbon is substituted for
nitrogen) to deep acceptors (Ga vacancies, VGa) [69–71]. The FWHM of YL is quite
large as compared to the NBE transitions peak, which is a signature of the contri-
bution of multiple defect bands in the mid-gap region. The high intensity NBE to YL
band ratio normally indicates the high quality nature of the LMBE grown GaN film.

In general, unintentionally doped GaN epitaxial thin films are mostly n-type [77,
78] and a high carrier concentration is seen to reduce the performance of opto-
electronic devices like, LEDs, photodetectors and diode lasers. The photoconduc-
tivity (PC) effect has been studied using PC measurement to know the nature of the
unintentional doping in our LMBE grown GaN. The PC can persist for a long time
after the excitation light source is turned off. This persistent photoconductivity
(PPC) has been reported in GaN thin films grown by MOCVD on c-plane sapphire
substrates [79, 80]. Figure 8.17 shows the time scan of the photocurrent behavior

Fig. 8.17 Room temperature
photocurrent response of GaN
film grown on sapphire
substrate using HVPE grown
solid GaN target with laser
energy density *5 J/cm2
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using 365 and 490 nm excitation wavelengths. The sample was stored in dark
condition for up to 24 h prior to each illumination. For both the wavelengths, the
photocurrent initially increased rapidly, and then settled to a slower increase. The
photocurrent saturation was slow for the total of 50 min of its exposure. The rapid
rise in photocurrent can be explained by the initial excitation of electrons to higher
energy states. The slower increase in photocurrent is attributed to photo-excited
states that exhibit a short lifetime, and it may be due to the surface lattice relaxation.
As suggested in Ref. [81], such a mechanism could convert shallow donor to deep
donor states, allowing electron to remain in a metastable state. As time progresses,
the surface state relaxation decreases and the relaxation time increases. The pho-
tocurrent decay follows a similar pattern as the rise, but in reverse way i.e. with an
exponential decay. We have defined normalized photocurrent by ΔI/ID (%), where
ΔI = I(t) − ID, ID is the current at dark condition and I(t) is the current under light
illumination. There is a significant difference in photocurrent for two excitation
wavelengths, as shown in Fig. 8.17. The photocurrent increases to 6.3 and 3.8 %
with 365 and 490 nm radiations, respectively. When illuminated by 365 nm radi-
ation, the rise in photoconductivity is observed to be higher than that by 490 nm
excitation. Observed photo-induced current using below-band gap visible light
(490 nm) can be attributed to defect states like Ga vacancies (VGa) [70, 71].
A decrease in photoconductivity observed with 490 nm radiation is consistent with
our observation of decreased yellow emission in PL spectrum (Fig. 8.16).

To describe persistent behavior of photoconductivity, we used the stretched
exponential function, which is a convenient and relatively flexible fitting function
[82]. The function consists of a “stretching” parameter (γ) that distinguishes it from
a classical exponential decay function. Mathematically,

I(t) ¼ A exp½�ðt=sÞc� ð8:4Þ

where A is the saturation photocurrent, and τ is the relaxation time constant. The
parameter γ falls in the range 0 to 1. As γ approaches 1, the function approaches to a
classical single-exponential behavior without stretching. One so called, Kohlrausch
analysis is a convenient fitting function for processes in which slight deviations
from single-exponential behavior occur due to the combination of multiple energy
transfer mechanisms. The fit yields the γ values as 0.31 for the 365 nm and 0.37 for
the 490 nm consistent with the previous reports [83, 84]. The estimated τ values are
8522 and 7987 s for 365 and 490 nm excitations, respectively. There is no sig-
nificant difference in either τ or in γ for the two radiations suggesting that the 365
and 490 nm radiation do not play a significant role in the photocurrent relaxation
process [70].

The photocurrent relaxation involves two physical processes. The control decay,
which is rapid, refers to a recombination of conduction band electrons with
photo-generated holes at the surface. Thereafter, the decay slows which may be
attributed to the lattice relaxation process of surface states or defect states. The
365 nm illumination creates more photo-generated carriers compared to 490 nm
excitation. Therefore, surface band bending is large at 365 nm illumination. The
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surface band bending can increase the surface energy barrier, which slows transport
of photo-generated carriers. Therefore, the small differences in decay time (τ)
between two excitations could be due to more surface band bending caused by the
large number of photo-generated carriers to the surface at 365 nm illumination.

8.4 Conclusion and Future Remarks

The epitaxial GaN films were grown on sapphire (0001) substrates by LMBE
system under various growth conditions such as using different targets, laser energy
density, laser repetition rates and growth temperatures. The grown GaN layers were
characterized by HRXRD, RHEED, AFM, Raman, SIMS and PL spectroscopy for
their structural and optical properties. In case of liquid Ga metal target in presence
of r.f. N2 plasma, the III/V flux ratio is found critical in determining the growth
mode of GaN and has been successfully optimized for GaN epitaxial layer growth
with a smooth surface. The influence of growth temperature in the range of 300–
700 °C on the structural properties of GaN layer has been also studied and it is
found that the structural quality of GaN layers improves with increase in growth
temperature. The GaN layers grown on sapphire exhibited a narrow (0002) rocking
curve width of 245 arc sec at the temperature range of 500–600 °C, which is 150 °C
lower when compared to conventional PA-MBE growth.

The GaN film growth on sapphire using HVPE grown GaN polycrystalline target
at different growth temperature, laser energy density and laser repetition rate has
also been studied. AFM images showed that the surface roughness of the GaN
epilayer is largely dependent on the growth temperature and laser repetition rate.
For the GaN layers grown with the laser parameters of *5 J/cm2 and 10 Hz, the
average grain size of the GaN film increases with growth temperature and flat
hexagonal islands of size *200–280 nm are observed for the GaN layer grown
700 °C whereas small grains of uniform size 80–85 nm has been obtained for GaN
layer grown at 600 °C. The FWHM value of XRC (0002) plane is obtained to be
110 arc sec for the film grown at 700 °C, indicating highly c-axis oriented growth.
Raman spectroscopy studies also complimented the growth of high quality wurtzite
GaN films at 700 °C. Besides, the PL measurement also confirmed the high quality
of the GaN layers with minimum yellow defect levels. Similar results have also
been observed for the GaN layers grown with a lower energy density of*2.5 J/cm2

and a high laser repetition rate of 30 Hz.
The use of liquid Ga metal and solid polycrystalline GaN targets in LMBE

system for the growth of epitaxial GaN films in presence of the r.f. nitrogen plasma
was studied systematically. It is found that the crystalline quality of GaN layers
grown using bulk solid GaN target show high crystallinity (110 arc sec) compared
to that grown using liquid Ga target (245 arc sec), as characterized by the narrow
XRC FWHM value and the low backscattering yield obtained from RBS mea-
surements. The SIMS analysis revealed that there is non-traceable amount of
oxygen and carbon present in the LMBE grown epitaxial GaN films. These results
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ensure the capability of LMBE system to produce high quality GaN epitaxial film
on sapphire at a relatively low growth temperature compared to other conventional
epitaxial growth techniques. Use of LMBE techniques opens up a unique possibility
to explore a variety of substrate materials that are chemically vulnerable and
softening at higher growth temperatures but well-suited for growth of III-nitrides
and their alloys for III-nitrides based device applications.
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Chapter 9
Aperiodic Silicon Nanowire Arrays:
Fabrication, Light Trapping Properties
and Solar Cell Applications

Sanjay K. Srivastava, C.M.S. Rauthan, Vikram Kumar
and P.K. Singh

Abstract Solar photovoltaic (SPV) is capable of providing the most feasible
carbon-free route to the worldwide traditional power consumption. During the last
decade, there has been tremendous development in silicon wafer based photovoltaic
(PV) cells technology and today commercial silicon PV cells over 20 % efficiencies
have been achieved. However, large-scale implementation of silicon wafer PV is
currently not economical because of their high cost as compared to traditional
power sources. One of the primary cost components for silicon PV cells is the
starting silicon wafer, which requires extensive purification to maintain reasonable
performance. Therefore, development of efficient and low cost PV devices is
extremely important. Silicon nanowires (SiNWs) are a very promising candidate for
next generation PV. The SiNW arrays exhibit low reflection, strong broadband light
absorption and may be used as antireflection surface in solar cells. In addition to
enhanced optical properties, nanowire arrays also have the potential for efficient
charge carrier collection across the nanowire diameter for radial junction
(homo/hetro p-n junctions) solar cells and therefore may relax high quality material
requirement, enabling lower-cost PV cells. In the chapter, a short review of ape-
riodic SiNW arrays fabrication by silver assisted wet chemical etching method, their
light trapping properties and PV applications with emphasis on SiNW arrays based
solar cells would be presented. Finally, challenges in effective use of SiNW arrays
in PV devices and future perspective would also be briefly discussed.
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9.1 Introduction

During the last decade, solar energy production, in particular solar photovoltaic
(PV) has increased rapidly. The solar PV is capable of providing the most feasible
carbon-free route to displacing tera-Watt (TW) of worldwide non-renewable power
consumptions. However, large-scale implementation of silicon wafer PV is cur-
rently not economical because their cost is still high as compared to the traditional
power sources. There has been tremendous development in silicon wafer based
photovoltaic (PV) cells technology. Silicon based PV contribution has increased
steadily and presently it is *90 % of the global production. Moreover, commercial
silicon PV cells over 20 % efficiencies have been achieved. However, present R&D
efforts are focused on improvements of device efficiency and optimal uses of the
material in terms of gm/W. One of the primary cost components for silicon PV cells
is the starting silicon wafer, which requires relatively large quantity (*10–11 gm
for *200 µm thick 156 × 156 mm2 silicon wafer) material. Moreover, It requires
high quality silicon material to realize reasonable performance of the solar cells.
Therefore, reducing the required quality and quantity of Si materials and simulta-
neously development of efficient device will help in making low cost PV devices
which may consequently lead to large-scale implementation of silicon PV. In order
to reach this goal, in the recent past unique optical and physical properties of
complex nanostructures as well as novel materials and compounds are being
exploited.

Silicon based PV devices offer several inherent advantages, including the natural
silicon abundance, lack of toxicity, and compatibility with mature micro-electronics
fabrication techniques. Silicon nanowires (SiNWs) are a very promising candidate
for next generation PV [1–13]. The SiNW arrays exhibit ultra-low reflection, strong
broadband light absorption and may be used as antireflection surface in solar cells.
In addition to enhanced optical properties, nanowire arrays also have the potential
for efficient charge carrier collection across the nanowire diameter for radial
junction (homo/hetro p-n junctions) solar cells. Therefore may relax the require-
ment of high quality Si material, enabling lower-cost PV cells. The SiNWs solar
cells with radial homo/hetero-junctions offer unique advantages over conventional
solar cells due to their orthogonal photon absorption and improved carrier collec-
tion [1, 6, 14, 15]. This device structure open doors for the use of thin and low
grade silicon materials on flexible/glass substrates hence cheap PV devices [16, 17].
Prime focus has been to achieve simple ways of synthesis/fabrication of nanowire
(NW) arrays, to increase the light absorption and generation of charge carriers and
designing of SiNWs based PV device for efficient harvesting of generated charge
carriers and therefore electrical energy generation.

In this chapter, we focus on fabrication of aperiodic SiNW arrays by a simple
metal assisted electroless wet chemical etching (MA-EWCE) in particular,
Ag-assisted EWCE method, their light trapping/antireflection properties and recent
developments and challenges in SiNW arrays based p-n junction solar cells.
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9.2 Large Area Fabrication of Silicon Nanowire Arrays

Fabrication of SiNWs in a controlled manner is extremely important for their solar
photovoltaic and other opto-electronic applications. However, a simple and efficient
way to fabricate highly oriented, tunable length SiNWs with desired electronic
characteristics at low temperature has been a challenge for the scientific community.
In general, there are two main approaches for the SiNWs fabrication viz
‘bottom-up’ and ‘top-down’. Several bottom–up methods such as the vapor–liquid–
solid or VLS [18–20] method by chemical vapor deposition, molecular beam
epitaxy [21], laser ablation [22, 23], thermal evaporation [24, 25], and few more
[26, 27] have been successfully developed to prepare SiNWs. However, these
processes generally require complex and expensive equipments, high temperatures,
templates and hazardous silicon precursors which make them time consuming and
expensive and therefore limits their suitability for cost effective solar PV. Moreover,
SiNWs fabrication over large area is also difficult to achieve by bottom-up
approaches. In top-down approach, there are mainly three methods, namely litho-
graphic methods [28], reactive ion etching (RIE) [29] and the MA-EWCE [30–32].
The first two approaches are also expensive where large area and homogeneous
SiNWs fabrication is not easy. The MA-EWCE method, on the other hand, is free
from all these limitations. It is a very simple, room temperature, solution based
beaker process that enables production of vertically aligned SiNW arrays over
wafer scale [33]. In addition, MA-EWCE offers production of SiNWs with identical
structural and electronic properties such as doping type and conductivity as that of
parent wafers which, in general, is very difficult to achieve in bottom-up approa-
ches. Both aperiodic (randomized) and periodic arrays of SiNWs can be fabricated
by this process. However, for periodic arrays, an additional lithographic process
employing colloidal or nanospheres lithography etc. is essential prior to the
MA-EWCE process [34, 35]. On the other hand, conventional MA-EWCE process
results aperiodic array of SiNWs. Herein, the scope of this chapter is limited to
aperiodic SiNW arrays only.

In MA-EWCE process, there are two known approaches; (a) single-step
MA-EWCE, and (b) two-step MA-EWCE. The former is a self-controlled process
and simply involves placing of clean silicon wafer in an aqueous solution of HF
containing metal ions such as Ag, Au, Fe etc. [30, 33, 35–37] whereas in the later one
metal (Ag, Au) particles are first deposited either by a wet chemical process (elec-
troless plating) or by a physical vapor deposition followed by placing of metal coated
silicon wafer in the etching solution (aqueous HF and H2O2) to fabricate SiNW arrays
[38–41]. The schematic of the experimental set-up commonly used for SiNWs fab-
rication by single- or two-step MA-EWCE process is presented in Fig. 9.1.

The fabrication of SiNW arrays by MA-EWCE has been extensively reported
wherein most of the studies are based on Ag assisted EWCE process [30–35, 38–43].
In addition to Ag, metals such as Au, Fe, Cu, Pt etc. have also been used (as catalytic
agent) for the fabrication of SiNW arrays by MA-EWCE method [36–39], however,
the investigations are limited. One possible reason for the preference of Ag as
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catalyst over others could be due to its advantages such as redox potential of Ag+/Ag
system is overlapping with Si valence band and therefore ease the silicon etching by
the self-sustained EWCE process [38, 39, 42–44]; Other possibilities may be related
to avoid the side effects of Au, Fe, Cu, etc. on the electronic properties of SiNWs
formed since these metals are known deep level impurities and have adverse effect
on the electronic properties (particularly life time of minority charge carriers) of
silicon based devices. The minority carrier lifetime is a very critical parameter for
solar cells applications [45–47]. The etch bath in the Ag-assisted EWCE process of
SiNW arrays fabrication consists of aqueous HF solution containing Ag+ ions (aq.
AgNO3 solution). This bath is also known as oxidizing HF solution.

In general, fabrication of SiNW arrays is carried out on both p and n-type
conductive silicon wafers with (1–10 Ω cm) doping density in a beaker using
aqueous HF (*5.0 mol/L) solution containing *0.02 mol/L AgNO3 at room
temperature. Most of the reports are focused on silicon wafers with (100) crystal
orientation [30–35, 38–43], since for PV applications silicon wafers with these
electronic properties and crystal orientations are preferred. However, effect of
crystal orientation on the nanowire formation have also been investigated using
(110), (111) oriented silicon wafers [48–50]. In general, the MA-EWCE method
consists of the following sequential steps for SiNW arrays fabrication. (i) Prior to
the etching, the wafers are sequentially cleaned with acetone, ethanol, de-ionized
(DI) water and boiling in piranha solution (H2SO4:H2O2 = 3:1 by volume, for 30–
60 min). (ii) The wafers are then rinsed thoroughly with de-ionized water followed
by dipping in 5–10 % HF solution to remove silicon oxides either native or grown
during the process on the surface. (iii) Cleaned silicon wafers are then immersed in
the etching solution for the desired time duration for etching. (iv) Finally
residual/deposited Ag particles are removed. This can be achieved by treating the
samples in NH4OH:H2O2::3:1 or dilute HNO3 solution [30–35, 38–43] followed by

Fig. 9.1 Schematic of experimental set-up commonly used for SiNW arrays fabrication by
single-step MA-EWCE method. Etching bath is mainly comprised of aqueous HF solution
containing either of metal (Ag, Au, Cu etc.) ions
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rinsing in DI water copiously and drying. Recently, Srivastava et al. [43] have
reported that this method (single step MA-EWCE) provides a wide range of flex-
ibility in the processing parameters for fabrication of aligned SiNW arrays. In this
article, they have reported extensive investigations on the influence of several etch
parameters such as etch time, etch bath temperature, etch bath components like HF
and AgNO3 concentrations and also the surface area of the silicon samples under a
given etch conditions on the formation of SiNW arrays. Another very important
feature of this method is that it is a room temperature beaker process and there is no
limitation on the size of the samples. Further, Kumar et al. [33] have reported
fabrication of SiNW arrays on 50 mm diameter silicon wafers. With suitable design
of the set-up it can easily be scaled up for large scale fabrication of SiNW arrays
[51, 52].

9.3 Morphology and Structure of SiNWs

Typical cross-sectional and planer view SEM images of the as-prepared SiNW
arrays are shown in Fig. 9.2. In this method a thick film composed of tree-like
dendritic structures (a cluster of Ag particles/dendrites) is deposited on and around
the silicon samples. Underneath of this layer, vertically aligned SiNWs are formed
as can be seen in Fig. 9.2a. Energy dispersive x-ray spectroscopy analysis has
revealed that thick film of dendrites is made of pure Ag. The Ag particles are also
found at the bottom of the pores as can be seen from Fig. 9.2b wherein a highly
magnified view is also shown in the figure inset. The presence of Ag particle in the
nanowires valley is, indeed, the confirmation of Ag assisted etching of Si. A typical
cross-sectional view of the vertically aligned SiNW arrays formed on Si samples
after etching out Ag particles/dendrites (in NH4OH and H2O2 solution) is shown in
Fig. 9.2c. The SiNWs are, in general, bundled together (after Ag etching in
NH4OH + H2O2 or HNO3 solution, cleaning with DI water followed by drying) and
are firmly attached with the substrate. The top view of bunching of SiNW arrays is
shown in Fig. 9.2d.

The etched silicon wafers consist of dense and vertically aligned one dimen-
sional nanostructures. The lateral widths or diameters of SiNWs are randomly
distributed within 50–300 nm range (as estimated by SEM investigations).
However, little percentage of the SiNWs could also be of ≥500 nm lateral width.
These nano-structures are similar to surface relief structures with dimensions less
than the wavelength of visible light. An important aspect of the single-step
MA-EWCE method is that the length of the SiNW arrays can be tailored in a
controlled manner by judiciously controlling the etch parameters. For example,
Srivastava et al. [43] reported that the length of the SiNW arrays varies linearly with
etch time (up to 120 min.) at ambient temperature (10–50 °C), and for given set of
etch bath composition (HF and AgNO3). The SiNW arrays length versus etching
time curve is shown in Fig. 9.3c. The dimensions of the nanostructures, particularly
the diameter, remain practically the same throughout the length as can be seen from
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Fig. 9.3a, b for etching time of 45 and 90 min where the NWs length are *13
and * 25 μm respectively. The estimated average etching rate is *0.25 µm min−1

for HF and AgNO3 concentration of 5 and 0.02 mol L−1 respectively at *25 °C.
Similar observations have been made by others also [52–55]. For longer etching
durations (>120 min) in a given set of etch parameters, the SiNW arrays formation
rate slows down (to *0.18 µm min−1) as can be seen from Fig. 9.3c [43]. The
observed slowdown in the etch rate for prolonged etching (>120 min) has been
attributed to the followings: (i) continuous consumption of Ag+ content in a given
etching solution with time; (ii) The thick Ag film deposited over the sample may
decrease the efficiency of charge transfer between Si and Ag and hence etch rate
beneath this film; (iii) Decrease in HF reactivity, due to ambient exposure (as the
experiment is normally performed in an open vessel); (iv) Continuous consumption
of HF (as H2SiF6 during etching); and (v) etching of already formed SiNWs from
the top also cannot be ruled out. As shown in Fig. 9.3, It is evident that longer
SiNWs are tangled with each other near the top, and are held together in bundles.
This could be attributed to the flexibility of SiNWs and surface tensional forces
which are effective during the drying process. Subsequently the van der Waals
forces hold SiNWs together and these forces become dominant with the progress of

Fig. 9.2 SEM images showing the (a) cross sectional view (45° tilted) of the as prepared SiNW
array samples covered with Ag dendritic film, (b) cross sectional (45° tilted) view of the bottom
section showing Ag particles at the bottom of the pores (a magnified view is shown in the inset),
(c) cross sectional view of the SiNW arrays after removal of the Ag dendrites and (d) planar top
view of the SiNW arrays shown in (c). Ref. [43] © IOP Publishing. Reproduced by permission of
IOP Publishing. All rights reserved
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etch time (for longer SiNW arrays). At times, SiNWs collapse as their length
becomes too large to stand alone (as can be seen in Fig. 9.3b).

Another important feature of this top-down approach is that it enables to produce
SiNWs of almost identical structural (in terms of crystal structure, orientation) and
electronic properties (such as doping conductivity/type etc.) as that of the silicon
wafer used for etching (i.e.; identical to the starting silicon wafer property) [35, 47]
without any metal impurities as normally observed in VLS approaches of SiNWs
preparation [56, 57]. For example, the structural and elemental analyses (as shown
in Fig. 9.4) have indicated that the SiNWs produced from (100) oriented Si wafer
were single crystalline with axial orientation along <100> direction, the orientation
of the starting silicon wafer used [33].

Fig. 9.3 Cross sectional SEM images of SiNW arrays prepared on p-type (boron doped, (100) Si
wafer at room temperature for etch time of 45 min (a) and 90 min (b). Longer SiNWs are bundled.
Length of the NW arrays is almost doubled on increasing the etch time two times under given etch
conditions like etch bath concentration, temperature, Si wafer property, sample size etc. (c) Length
of SiNW arrays as a function of etch time prepared by single step MA-EWCE method using HF
and AgNO3 solution at room temperature using boron doped Si (100). Length increases linearly
with etch time up to 120 min after which it starts slowing down if etched for longer etch time
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9.4 Fabrication Mechanism

Catalytic activity of Ag nanoparticles is well known in electrochemical etching of
silicon in HF solution where deep cylindrical nano holes were produced in
(100) silicon using Ag nanoparticles as catalyst. This process is called as metal
assisted chemical etching of silicon [44]. The mechanism of formation of vertically
aligned SiNW arrays can be understood as being a self assembled Ag induced
selective etching process based on localized microscopic electrochemical cell model
as presented schematically in Fig. 9.5. The process is based on the continuous

Fig. 9.4 a Bright field TEM image of SiNWs, corresponding selected area electron diffaction
(SAED) pattern is shown in the inset. b High resolution transmission electron microscope
(HRTEM) image of a nanowire showing single crystalline. c Representative energy dispersive
specroscopic (EDS) spectrum of a single nanowire. Reprinted from Ref. [33] © Springer Science
+Business Media B.V. 2009; with kind permission from Springer Science and Business Media
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galvanic displacement of Si by Ag+ via Ag+ → Ag reduction on the silicon surface
and hence forming many local nano-electrochemical cells on the silicon surface. The
deposited Ag nanoparticles act as cathode and silicon surface in contact with the Ag
nanoparticles as anode. In brief, Ag+ ions get reduced to Ag onto the silicon surface
by injecting holes (h+) into the Si valence band (VB) and oxidizing the silicon surface
locally in contact with Ag nanoparticles. The oxidized Si surface is subsequently
etched away by HF as illustrated in Fig. 9.5. The complete self-controlled redox
reaction occurring in aq. HF + AgNO3 etch bath on Si surface can be divided into two
parts: cathode and anode reactions which are described below as [33, 39, 43].

At cathode site:

Agþ þ e�ðVBÞ!AgðsÞ

At anode site:

SiðsÞþ 2H2O ! SiO2 þ 4Hþ þ 4e�ðVBÞ
SiO2ðsÞþ 6HF ! H2SiF6 þ 2H2O

The initial reduction of Ag+ forms Ag nanoclusters which act as catalytic site for
subsequent cathodic reaction (Fig. 9.5a). Subsequently Ag+ ions get reduced to Ag
preferably on the Ag nanoclusters (but not on the uncovered Si surface) by electron
transfer from the underlying wafer (since Ag is relatively more electronegative than
the silicon and hence provide easy injection path for holes) (Fig. 9.5b). The
complete self-assembled Ag assisted redox reaction is also illustrated schematically

Fig. 9.5 Schematics of the SiNWs growth mechanism by Ag- induced selective chemical etching
of silicon surface in HF-AgNO3 solution via self assembled nano-electrochemical cell model.
a Virgin cleaned Si sample, b Deposition of Ag-nanclusters as a result of Ag+ reduction on Si
(as shown by SEM image in e), c Subsequent Ag-assisted localized etching of Si and trapping of
Ag particles in the pores formed (as shown in the magnified view), d Agglomeration of Ag
nanclusters forming non-compact Ag dendrites and evolution of SiNWs on larger etching duration,
f A magnified SEM image showing the Ag nanopartilces in the bottom of the SiNW
arrays. Reprinted from Ref. [33] © Springer Science+Business Media B.V. 2009; with kind
permission from Springer Science and Business Media
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in the magnified view of Fig. 9.5c. In the next step, agglomeration of Ag nan-
oclusters in the form of dendritic structures (a non-compact Ag layer) occurs as
shown in Fig. 9.5d, which lead to selective oxidation and dissolution of Si in the
aqueous HF + AgNO3 solution. Once the Ag nanoclusters get trapped into the
silicon pores they move deeper and deeper resulting into the 1-D nanostructures or
SiNWs. The complete etching process of SiNW arrays fabrication by Ag-assisted
EWCE method using HF and AgNO3 solution can be represented in five basic steps
and are presented schematically in Fig. 9.6.

Fig. 9.6 Schematic presentation of the mechanism of etching of the Si wafer leading to SiNW
array formation in an Ag assisted single step EWCE process. a Reduction of Ag+ ions to elemental
Ag via hole (h+) injection into the VB of Si, leading to the formation of Ag nuclei at the Si surface,
and simultaneously hole injection into the Si substrate, oxidizing the Si to SiOx. b Growth of Ag
nuclei into large particles with increasing etching time, oxidative dissolution of Si atoms (in the
presence of HF) under the Ag particles and sinking of the particles into the Si substrate. c The
charge transfer preferentially occurring at the etching front (Ag/Si interface) and vertical
propagation for the Ag/Si interface. d Schematic representation of the complete etching
mechanism of Si in aqueous HF/AgNO3 solution: (1) reduction of (Ag+) to elemental Ag at the
silicon surface; (2) injection of holes (h+) into the Si valence band at the Ag/Si interface, oxidation
of Si at the Ag/Si interface and dissolution of oxides by HF; (3) diffusion of the etchants (HF) and
byproducts (H2SiF6) along the Ag/Si interface; (4) preferential charge transfer at the Ag/Si
interface leading to faster etching of the Ag/Si interface as compared to non-Ag regions and
vertical propagation of the Ag/Si interface (i.e. the pore bottom); and (5) diffusion of excess holes
at the Ag/Si interface to off Ag regions (side walls) leading to rough side walls (NW surface). Ref.
[43] © IOP Publishing. Reproduced by permission of IOP Publishing. All rights reserved
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The SiNW arrays of desired length can be produced by controlling the etch time
and temperature for a given etch-solution composition and sample size. It has been
shown that surface area of the Si samples exposed in the etch-solution has an strong
influence on the formation kinetics of the NWs. The AgNO3 concentrations
(0.005–0.04 M) and HF concentrations (2–12 M) are ideal for uniform, controlled
formation of SiNWs [43]. Short and well aligned NW arrays could be made at low
AgNO3 concentrations, which may be important for PV device applications [6].
Generally, the higher AgNO3 and HF concentrations lead to side etching and
tapering of the NWs.

It has been observed that the lateral dimension or diameter of the SiNWs pre-
pared by the MA-EWCE process depends on the dimension and distribution of the
Ag nanoparticles formed on the Si surface. It is difficult to control the cluster size in
such a self-assembled MA-EWCE process. In practice, controlling the diameters of
SiNWs in a single-step MA-EWCE process (without using any lithography
process/templates) is rather difficult. Even though based on experimental obser-
vations, efforts have been made to develop a model which can estimate the dis-
tribution and diameter of the SiNWs by this method [58]. It is also important to note
that the MA-EWCE method can also be applied to produce SiNW arrays on
multi-crystalline (mc-) silicon substrates. Though the process is anisotropic in
nature and SiNWs orientation and morphology are found to be strictly grain ori-
entation dependent [43].

9.5 Light Trapping and Enhanced Optical Absorption
in SiNW Arrays

9.5.1 SiNW Arrays on Bulk Silicon Wafer

The optical absorption properties of solar cells in the solar spectrum are important
in determining cell efficiency. For example, polished silicon surface has a high
natural reflectivity (>35 %) with a strong spectral dependence and therefore,
minimization of reflection losses is a prerequisite for efficient Si solar cells [59]. To
achieve this, the top surface of the Si solar cell is typically textured or coated with
an antireflection layer. Anisotropic etching in aqueous alkaline solution (such as
KOH or NaOH) is a standard process for mono-crystalline Si and is widely applied
in Si-wafer based PV industry. Such approach of surface-texturing of Si forms
densely packed random micro-pyramids which results in the reduction of reflection
losses in a broad spectral range [60, 61]. With this process reflection losses can be
reduced to *10 %. For further reduction of reflection (to *2–3 %), antireflection
coating (ARC) based on quarter wavelength transparent layers of dielectrics such as
SiOx, TiOx, or SixNy is used [59, 61]. Such ARCs have resonant structures and
work effectively only in a limited spectral range and at an specific angles of light
incidence. Recently, sub-wavelength structures (SWSs) based non-reflecting sur-
faces have also been investigated using dry etching methods such as fast atom beam
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and reactive ion etching employing nano-imprint lithography, different masks and
templates [62–69]. However, these methods are complex, expensive and therefore
have limited applications to produce cost-effective and efficient Si solar cells at
industrial scale. On the other hand, the MA-EWCE is a cost effective approach for
large area fabrication of SWS, and can be upgraded to mass production required for
Si solar cells with minor changes in the fabrication protocol.

The SiNW arrays possess several unique optical properties owing to their high
surface areas and structural features smaller than the wavelength of light and
therefore have potential applications in solar cells. Excellent anti-reflection or light
trapping properties of the aperiodic SiNWs arrays prepared by MA-EWCE method
has been reported by many groups in the recent past [3, 7, 43, 51–54, 70–83]. For
example, Peng et al. [70] reported that SiNW arrays fabricated on single-crystal Si
wafers drastically suppress light reflection (<1.4 %) over a wide spectral range
(300–600 nm). Srivastava et al. [72] performed systematic investigations on the
anti-reflectance property of the SiNWs fabricated by MA-EWCE method for dif-
ferent arrays length (etch time). The hemispherical reflectance of SiNW arrays for
different length along with the reflectance of the polished planar silicon wafer is
shown in Fig. 9.7 which clearly illustrates that SiNW arrays drastically suppress
light reflection over a broad spectral range. They observed that reflectance
decreases with increase in etching time (i.e., with increasing SiNW arrays length)
and reaches a minimum of *1.5 % in the 300–600 nm range and *4 % in the
spectral range 600–1000 nm in the samples etched for 15 min or more (corre-
sponding to the NW arrays length of *4 µm or more). Digital image of the SiNW
arrays sample is shown in the inset of Fig. 9.7 along with that of a

Fig. 9.7 Reflectivity (Rλ) as function of wavelength (λ) of silicon (or sample) surface with Si wires
obtained after different etching times of (1): 0 min (polished wafer); (2): 1 min; (3): 1.5 min; (4):
2 min; (5): 5 min; (6): 15 min and (7): 45 min. Inset shows the optical photograph of a polished Si
wafer and a silicon wafer with vertically aligned-SiNW arrays prepared for 45 min (black
appearance). Reprinted from Ref. [72]. Copyright (2010), with permission from Elsevier
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chemically-mechanically polished silicon surface for comparison. The corre-
sponding diffused reflectance plot for polished and SiNW arrays based silicon
wafers are also shown. The black surface is due to extremely low reflectance and
therefore such surfaces are also known as ‘black’ silicon [71]. The excellent
anti-reflection (AR) property of the SiNW arrays confers them as a potential can-
didate for an effective antireflective layer in silicon solar cells. Till date a number of
articles have been reported on the SiNW arrays based solar cells exploiting the
efficient light trapping/anti-reflection characteristics of the aperiodic SiNW arrays
prepared by MA-EWCE method and will be discussed later.

The excellent AR or light trapping property of the aperiodic SiNW arrays has
been attributed to the followings: (i) highly rough surfaces and network assembly of
the NWs may lead to strong light scattering interactions among the NWs making
light to travel path many folds than the NWs array thickness. This eventually leads
to almost complete light trapping and its absorption as shown in Fig. 9.8a in

Air

(b)

nSi~3.5Silicon substrate

(a)

(c) (d)

Silicon substrate Silicon substrate

Silicon substrate

Fig. 9.8 Schematic presentation of (a) diffuse scattering of incident light from highly rough
surfaces of SiNWs enhances the path length of incident light and therefore reduces vertical
distance for light absorption as compared to the planar silicon surface, (b) light interaction in a
planar silicon surface, (c) sub-wavelength structures (SWSs), (d) effective media with gradually
varying effective refractive index, n, (from top to bottom). c and d are reprinted from Ref. [72].
Copyright (2010), with permission from Elsevier
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contrast to the light striking the planar silicon surface only once as shown in
Fig. 9.8b [70–72]; (ii) the NWs arrays have structural morphology similar to
sub-wavelength structures (SWSs) surface as shown schematically in Fig. 9.8c,
which can suppress the reflection loss over a wide spectral range [62–69, 84, 85];
(iii) the NW arrays surface has varying porosity from top (air–SiNWs interface) to
the bottom end of the NWs (NWs–Si substrate interface). The porosity gradient
causes a graded refractive index layer from top to bottom (refractive index ‘n’
increases with decrease in porosity in the SiNW arrays layer) as shown schemati-
cally in Fig. 9.8d [52, 72, 80, 81, 83, 86–90] which closely resembles a multi layer
antireflection coating [72, 88].

9.5.2 SiNW Arrays on Silicon Thin Film on Glass
Substrates

The MA-EWCE method has also been used to fabricate the SiNW arrays on thin
silicon films supported on glass substrates to examine the excellent light harvesting
quality of SiNW arrays for thin solar cell concepts. The optical absorption prop-
erties of SiNW array films fabricated on glass substrates by MA-EWCE have been
measured by Tsakalakos et al. [3] and Sivakov et al. [17]. The SiNWs array films on
glass exhibited very low reflectance (<10 % at 300–800 nm), strong broadband
optical absorption (>90 % at 500 nm), and an optical absorption much higher than
Si films of the equivalent thickness (as shown in Fig. 9.9). The enhanced broadband
absorption has been attributed to the strong resonance among the vertical SiNW
arrays, while the observed absorption is partly due to the high-density surface states
in the SiNW film also [3, 17].

Fig. 9.9 a Reflectance spectra of SiNWs prepared via AgNO3/HF etching of mc-p+nn+-Si layers
on glass; as a reference, single or double side polished single crystalline silicon wafers were used.
b Optical transmission (T), reflectance (R), and absorption (A = 1 – T − R) of SiNWs prepared by
etching of *2.7 μm thick mc-p+nn+-Si layers on glass. Reprinted with permission from Ref. [17],
Copyright (2009) American Chemical Society
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9.5.3 Theoretical Modelling/Simulation of ARC/Light
Trapping for MA-EWCE SiNW Arrays

As described above with the help of experimental observations, it is of no doubt that
the optical properties of the SiNW arrays are strikingly different from those of Si
bulk wafer and thin films. Recently, detailed simulation of the optical properties of
SiNWs has also been performed by several research groups looking at their
potential application in efficient and cost effective solar PV devices or SiNW-based
solar cells [8, 91–93]. However, most of these simulations/analyses have been done
for ordered SiNWs. For example, Hu et al. [8] simulated the effects of NWs
diameter, length and filling ratio on the absorptance of NW arrays. They found that
NW arrays with moderate filing ratio have much lower reflectance compared to the
thin films of equivalent thicknesses. Lin et al. [92] used the transfer matrix method
(TMM) to calculate the optical absorptance of vertically-aligned SiNW arrays. It
was found that for a fixed filling ratio, significant optical absorption enhancement
occurs when the lattice constant was increased from 100 to 600 nm. The
enhancement was attributed to an increase in field concentration within the NW as
well as excitation of guided resonance modes. It was also shown that an optimized
SiNW array with lattice constant of 600 nm and wire diameter of 540 nm has a
72.4 % higher ultimate efficiency than a Si thin film of equal thickness.

Similarly, there are several efforts made to simulate the optical properties for
aperiodic SiNW arrays. For example, Bao et al. [94] numerically investigated the
optical properties for vertically aligned SiNW arrays with three types of structural
randomness, random position, diameter, and length. It was shown that the NW
arrays with random position exhibited slight absorption enhancement, while those
with random diameter or length exhibited significant absorption enhancement,
which was attributed to the stronger optical scattering in a random structure as
depicted in Fig. 9.8a. Further, It was also shown that SiNW arrays structural ran-
domness can further enhance optical absorption compared to ordered NW arrays
[94]. Rigorous coupled-wave analysis (RCWA) has also been widely used to
simulate the experimental observations of excellent light trapping of the vertical
SiNW arrays [52, 82, 95]. For example, Xie et al. [95] have experimentally found
that the reflectance can be significantly suppressed (< 1 %) over a wide solar
spectrum (300–1000 nm) in the as-prepared SiNW arrays. Using the bundled
model, they have used RCWA to simulate the reflectance in SiNW arrays, and
found that the calculated results are in good agreement with the experimental data.

9.6 Omni-directional Light Trapping Properties

In addition to excellent AR property, the SiNW arrays are found to exhibit other
favorable AR properties, including omni-directionality and polarization-insensitivity
[52, 95]. Critical features of the AR coatings, such as broadband, angularly
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insensitive, and polarization- insensitive characteristics have been demonstrated in
the SiNW arrays under both unpolarized and polarized light by Chang et al. [52].
The effective elimination of spectral and angular reflection was accounted to the fact
that controlled geometrical configurations, such as density of SiNW arrays and
interfaces of air/NW arrays layers and NW arrays layers/substrate, which resulted in
an intermediate transition region, exhibit a favorable gradient of effective refractive
index. The smooth refractive index gradient of SiNW arrays due to increased
interface roughness and decreased filling fraction was shown to be critical to con-
siderable reflection elimination, leading to the excellent broadband and
omni-directional AR characteristics of the aperiodic SiNW arrays. They could
achieve the averaged specular and diffuse reflectance of the NWs arrays as low as
0.03 and 1.46 % respectively within the wavelength ranges of 200–850 nm. TE and
TM reflectance can be as low as 0.1 % for the angle of incidence up to 55° measured
at wavelength of 528 nm [52].

9.7 Solar Cells Basics and Importance of Silicon
Nanowires

The solar cell operation principle can be understood from Fig. 9.10. It is based on an
unbiased p-n junction diode connected to a load (RL) to generate power [59, 96].
There is a region of high (in-built) electric field, called the depletion region (labeled as
Jd), at the junction of the p- and n-type semiconductors where photo-generated charge
carriers (electrons and holes) are separated by the in-built electric field, producing a
current. In addition, carriers generated in either the p- or n-type regions within a
minority charge carrier diffusion length (Id) of the depletion region can be collected at
the junction and contribute to the total current. The key criteria for efficient solar cells
are high absorption of the incident light in the active region of carrier collection and
minimal loss of carriers due to recombination (bulk and surface defects).
Conventional wafers based crystalline silicon solar cells rely primarily on thick
diffusion regions (*200 μm), compared to the much thinner drift region (Jd), for
carrier collection as schematically illustrated in Fig. 9.11a. This scheme is inevitable
due to the poor absorption of light by silicon across the solar spectrum [59], and
therefore a substantial thick silicon is used to absorb the incident light effectively in
wide spectral range. However, as illustrated in the cross sectional view of typical high
efficiency planar silicon solar cell geometry (Fig. 9.11a), the charge carriers generated
away from the junction have to diffuse long distance to reach the junction (without
recombination) for collection, therefore, requires large diffusion length. This
requirement restricts the quality of the silicon materials to be reasonably high. Thus,
high-efficiency silicon solar cells require defect-free material with long minority
carrier lifetimes (or large diffusion lengths). The current record efficiency under
terrestrial illumination conditions (AM 1.5 G, 100 mW/cm2) for silicon solar cell is
*25 % which was achieved over two decades ago at Martin Green’s laboratory in
Australia (UNSW). This efficiency is quite close to the maximum theoretical
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efficiency *31 % predicted for a single junction solar cell by Shockley–Queisser,
also known as Shockley–Queisser limit [97]. However, the fabrication costs are quite
high for such record efficiency cells. Commercial silicon solar cells efficiency typi-
cally range from *15 to 22 % depending on solar cell structure and design [98].

9.7.1 Solar Cells Basic Parameters

The expression for net current (I) flowing across the load can be expressed as,

I ¼ IL � I0 exp q V þ Irsð Þ=nkTð Þ � 1f g � V þ Irsð Þ=rsh
Isc Short circuit current; Jsc: Short circuit current density
IL light generated current,
I0 dark saturation current,
Voc = kT/q{ln(IL/Io) + 1} open circuit voltage {since at Voc, I = 0)
Vm and Im Operating point yielding the maximum power output

(a) (c)

(b)
(d)

Fig. 9.10 a Top is schematic of a p-n junction showing depletion region (Jd) with ionized
immobile dopant charges. b Bottom is the correspondent energy-band diagram. Incident light
creates an electron–hole pair that is swept across the junction by the in-built drift electric field to
the charge-neutral regions. c An equivalent circuit of a practical solar cell connected to an external
load (RL). In the circuit, parasitic resistances, series (rs) and shunt (rsh) are also shown. d Typical
I-V characteristics of a p-n junction solar cell under dark and illumination conditions. The solar
cell’s basic performance parameters are also shown in the I-V characteristics
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Fill Factor (F.F.) = Vm Im/Voc Isc
Power conversion efficiency (η):

g = Pmax=Pin¼VmIm=Pin = F:F:VocIsc=Pin

In solar cell operation, generally, key aim is to generate power by (1) generating
a large short circuit current, Isc, (2) a large open-circuit voltage, Voc and (3) min-
imise parasitic power loss mechanisms (particularly series and shunt resistances)
and therefore, maximize the fill factor (F.F.) [59, 96].

9.7.2 Silicon Nanowire Arrays Based Solar Cell Concept

In crystalline silicon solar cells, the solar grade silicon materials growth (which
involves extensive purification, ingot growth) and slicing account for up to *50 %
of the overall cost of wafer based Si solar cells [97]. Single junction solar cell
geometries based on SiNWs with radial p-n junctions are attracting immense
interest as they provide new opportunities for enhanced light absorption and
improved device performance, as well as using significantly less silicon compared
with wafer based cells [6, 16, 17, 99]. The radial geometry is illustrated in
Fig. 9.11b wherein the direction of solar radiation is parallel to the SiNW axis such
that light is absorbed parallel to the p-n junction. Therefore, light absorption and
charge carriers separation are orthogonalised, with generation of photo carriers in
the close vicinity of the junction leading to their efficient collection. This relaxes the
stringent requirement on carrier diffusion lengths and therefore low quality wafers
with much shorter diffusion length than that in wafer based Si solar cells (as
illustrated in Fig. 9.11a) can be used to make cells. This may lead to lower device
cost. Therefore, the potential for improved performance and cost reductions of
SiNW arrays over their bulk PV counterparts is possible which may be primarily
due to (i) increased absorption (due to diffuse light scattering in the NW arrays)
relaxing the requirement of thick silicon materials, (ii) short collection lengths of
minority carriers (if radial p-n junction) that are radially separated and collected
normal to the light absorption direction relaxing the quality material requirement,
and (iii) flexibility of cell integration on a variety of low-cost supporting substrates
(such as glass for example). It is possible to achieve thin layers of NWs fabricated
on or transferred to low-cost substrates [16, 17]. Therefore, a NW approach enables
to use a less purity Si (almost 10 times lesser) along with lower cost material and
device fabrication techniques. Although improvements in efficiency over conven-
tional crystalline silicon solar cells are not anticipated at present but achieving
reasonably good efficiencies (*15–18 %) in combination with low-cost thin-film
processing could dramatically impact the application of solar cells. Measurements
on single wire solar cells and optoelectronic simulations have projected that large
area SiNWs array solar cells have potential to achieve >17 % energy conversion
efficiency [100].
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9.8 Silicon Nanowire Arrays Based Photovoltaic Devices:
Recent Developments

To exploit the excellent light trapping properties of vertical aperiodic SiNW arrays
for solar cells, Peng et al. [70] first reported SiNW arrays based p-n junction solar
cells following the conventional fabrication protocol using thermal diffusion

Top contact

n

p-Si

Back contact

(a)

(b)

Fig. 9.11 a Schematic of a conventional planar Si solar cell with antireflection coating and surface
(µ-pyramid) texturing. In this scheme, typical cell thickness, W * 200 µm, is used to absorb the
light and the charge carriers collection is primarily from the diffusion region (ld) where ld ≫ Jd, the
junction drift region. Further, the light absorption and carriers collection are in the same direction
(longitudinal to the solar cell surface). b Schematic of solar cell employing SiNWs in radial p-n
junction geometry, the charge carriers are collected radially (have to travel *0.5-1 μm only in the
radial direction) compared to *200 µm in planar cells and light is absorbed along the longitudinal
(NW axis) direction normal to radial direction
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process. They fabricated the SiNW based solar cells using the following processing
sequence: (i) fabrication of SiNWs arrays on p-type Si wafers; (ii) RCA (the Radio
Corporation of American) cleaning to remove the residual metal and organic con-
taminants followed by removal of SiOx in a buffered HF solution; (iii) formation of
thin emitter (n++ layer) on SiNWs via phosphorous (P) diffusion at >900 °C;
(iv) evaporation of an Al layer onto the rear Si surface and removal of the rear
parasitic p-n junction; and (v) deposition of Ti/Pd/Ag grid contacts onto the front
sides of SiNW arrays. Such a solar cell on a mono-crystal Si substrate exhibited a Voc

of 548.5 mV and a F.F. of 65 %, giving η = 9.31 %, which was lower than that of a
planar solar cell (without SiNWs) fabricated in the same batch. The low conversion
efficiency was mainly attributed to the surface or interfacial recombination, high
series resistance, and low-current-collection efficiency of the front-grid electrodes.
Later on, Fang et al. [101] fabricated solar cells on slantingly aligned SiNWs on a Si
(111) wafer, which yielded an improved efficiency of 11.37 % under AM 1.5 G
illumination. Though, this efficiency was still lower than that of the planar solar cell
fabricated under identical processing conditions. The improved SiNWs based cell
performance was attributed to the combined effects of excellent antireflection
properties and better electrical contacts as compared to the vertical SiNW arrays used
in earlier approach [70]. However, the high surface recombination of minority
carriers in SiNW arrays remained the main challenging issues to the solar cell
performance.

As mentioned earlier in Sect. 9.1, the SiNWs prepared have tendency to be
bunched/bundled particularly for longer lengths and also affect the optical as well as
solar cell characteristics. To address this, Jung et al. [83] demonstrated that verti-
cally aligned, tapered SiNWs prepared using MA-EWCE process followed by
post-KOH treatment were very promising for solar cells because of their stronger
light trapping ability. It was shown that compared to the bunched NW arrays,
tapered SiNWs could further suppress the optical reflectance over a broad spectral
range due to a gradual transition of the effective refractive indexes. The conversion
efficiency of the tapered SiNW solar cell was reported higher than that of bunched
NWs arrays. However, the cell efficiency was quite low (*6.56 %) as compared to
that achieved earlier by Peng et al. [70] and Fang et al. [101].

It is to be noted that in most of the efforts made in the MA-EWCE prepared
SiNW arrays based solar cells as discussed earlier used vertically aligned SiNWs
directly on Si wafers [70, 83, 101]. In such cases, metal contact quality was rather
poor due to non-compact contacts between electrodes and SiNW arrays and thus
might lead to significant electrical loss. Fang et al. [101] tried to overcome the
problem by fabricating solar cells on slantingly aligned SiNW arrays on p-type Si
(111) substrate. However, highly compact contacts could not even be made on
slantingly-aligned SiNW arrays as that on the planar silicon surface made in the
conventional silicon solar cells. Kumar et al. [102] tried to address the problem of
metal contacts on SiNW arrays surfaces by fabricating SiNW arrays selectively in
the active area (i.e. emitter exposed to light) of the solar cell and keeping metal grid
pattern on planar surface. The n+-p-p+ structure based solar cells were fabricated by
conventional cell fabrication protocol (similar to that used by Peng et al. [70] except
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the selective SiNWs fabrication) only as presented schematically in Fig. 9.12. In
this approach they improved the quality of front metal electrodes of the SiNW
arrays based solar cells while retaining the excellent AR property. SEM images of
different regions of such SiNW arrays based solar cell are also shown in Fig. 9.12.
With this approach, the Jsc increased significantly to 37 mA/cm2 but Voc decreased
marginally (544 mV) as compared with the cell made on planar Si substrates
(without SiNWs). The efficiency (13.7 %) realized was improved by absolute 1 %
compared with the cell made on planar Si substrates (without SiNWs) which was
basically attributed to enhanced light absorption due to SiNW arrays. They also
concluded that low efficiency of SiNW arrays cell was due to enhanced recombi-
nation losses caused by large surface area of the SiNWs.

Formation of a selective emitter in crystalline silicon solar cells improves pho-
tovoltaic conversion efficiency by decoupling emitter regions for light absorption
(moderately doped) and metallization (degenerately doped). Recently, Um et al.
[103] demonstrated a self-aligned selective emitter successfully integrated into an
antireflective SiNW solar cell. Using the single-step MA-EWCE, NW arrays
formed only at light absorbing areas between top-metal grids while selectively
retaining Ohmic contact regions underneath the metal grids. They observed a
remarkable *40 % enhancement in blue responses of internal quantum efficiency
(IQE), corresponding to a conversion efficiency of 12.8 % in comparison to the
8.05 % of a conventional NW solar cell. In a similar development, Chen et al. [104]
demonstrated a simple and convenient double-step diffusion process to form a
highly doped n+ region at the tips of the SiNW arrays. With this approach, the
electrode-contact enhancement was achieved reducing the series resistance effec-
tively which eventually lead to an increase in the Jsc of the cell. They could achieve
a 40.2 % increase in Jsc in two step diffused processed solar cells as compared to
that fabricated by one-step diffusion process. Further, there has been number of
reports investigating the influence of SiNW arrays length, their aspect ratio and
density [105–111] including few on large area (e.g.; 125 × 125 mm2 or
156 × 156 mm2) SiNW arrays based solar cells with efficiencies as high as over
16 % depending on processing conditions. However, in almost all the cases it was
observed that SiNWs reduces the reflectance of solar cells significantly but this
optical gain does not improve the performance of the solar cells, such as power
conversion efficiency, quantum efficiency etc. The solar cells performance param-
eters are strongly influenced by the length of the NWs, their aspect ratio, and
density. Researchers have unanimously pointed out the concern of increased
recombination losses (both bulk as well as surface recombination) of charge car-
riers, and the series resistance due to enhanced surface area. Indeed an increase in
these parameters has a negative effect on the performance of the solar cells in
contrast to the expected improvement due to the enhanced optical absorption.
Therefore, the design principle of the SiNWs based solar cell is that the ultra-low
reflectance is not the only pursuit but optimizing the surface passivation, improving
the electrode-contact property must also be considered for high efficiency SiNW
arrays based solar cells.
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9.9 Problems and Challenges of Aperiodic SiNW Arrays
Based Solar Cells

It is of no doubt that there has been tremendous progress in the MA-EWCE based
SiNW arrays based solar cells in the recent past. However, there are several obvious
questions to be answered like it is not fully clear whether the p-n junction is also
formed coaxially in such SiNWs or the SiNWs get converted fully into n-type after
high temperature dopant diffusion process. As described in the previous section, the
majority of the work reported on aperiodic SiNW arrays based solar cells is on bulk
Si wafer substrates where photogeneration from the substrate most likely con-
tributes to device performance but has rarely been quantified. In most cases the
NWs are heavily doped and utilized purely for their antireflective property only in a
silicon wafer solar cell (as indicated in Fig. 9.13b). Consequently, the as-prepared
SiNW solar cells are similar to a conventional planar p-n junction solar cell with the

Fig. 9.12 Schematic illustration of the fabrication process for preparing a SiNWs based silicon
solar cell (flow chart in the centre): (i) initial p-type silicon wafer, (ii) fabrication of vertically
aligned SiNW arrays on exposed silicon wafer by selective chemical etching in an aqueous
HF/AgNO3 solution at room temperature, (iii) conversion of p-type SiNW arrays to n-type SiNW
emitters by phosphorus diffusion using solid dopant source, (iv) coating of Al layer on the rear
surface by thermal evaporation method and alloying it to make back surface field, (v) making of
metal contacts of Ti/Ag on the pattern of un-etched silicon surface in the front and on entire area
on the back surface followed by sintering to make Ohmic contacts. The solar cell fabrication on
conventional planar silicon wafer is also shown in the left side. SEM images of the selective area
SiNW arrays, top and side view of the metal contacts on planar area and NWs regions are also
shown in the right side
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SiNW arrays acting as an antireflection coating for enhanced optical absorption as
shown in Fig. 9.13b. However, in the aperiodic SiNW arrays prepared by
MA-EWCE method, there is a wide distribution in the NWs diameter and possi-
bility of radial p-n junction in NWs (particularly, in large diameter NWs) cannot be
ruled out. Therefore, there could be possibility of combination of both radial p-n
junction as well as fully diffused (n-type) NWs as schematically shown in
Fig. 9.13c. Though the percentage of purely radial p-n junction based NWs may be
quite less. However, this aspect has not been addressed convincingly so far. In
addition, dopant diffusion kinetics may not be the same in the case of SiNWs as that
in conventional planar substrates. Therefore, the process requires further opti-
mization of various parameters related with SiNW formation, optimum arrays
depth, dopant diffusion, contact formation, surface recombination/passivation etc.
which may result in improved cell performance.

(a)

OR
(b) (c)

n-Si

Fig. 9.13 Schematic illustration of the conventional fabrication of p-n junctions in aperiodic
SiNW arrays based solar cells. a Fabrication of vertically aligned SiNW arrays layer by
MA-EWCE Method using aqueous HF + AgNO3 solution. After phosphorus dopant diffusion by
using high temperature diffusion process, there are two possibilities. b Formation of a subsurface
p-n junction in SiNW arrays wherein SiNWs are fully become n-layer and the arrays just act as an
effective light trapping media. c It may result in combination of subsurface p-n junction as in (b) as
well as formation of radial p-n junction in the SiNWs particularly large diameter NWs
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9.10 Effective Surface Passivation of SiNW Arrays Based
Solar Cells

A number attempt have been made to develop effective surface passivation schemes
employing single layer or double layer stacking of dielectrics such as SiOx, SiNx,
SiOx + SiNx, atomic layer deposition (ALD) based Al2O3 and so on [112–115]. For
example, Lin et al. [112] have demonstrated an effective and industrially compatible
technique of dielectric passivation to improve the electrical properties of SiNW
based solar cells without compromising with the optical properties of the SiNW
arrays. It was shown that the SiNx based passivation could reduce defect state
density quite effectively and also suppressed the Auger recombination due to the
well known surface passivation and hydrogen-diffusion-induced bulk passivation.
They further combined the SiNx with the SiO2 surface passivation (SiO2/SiNx

stack) to obtain the best Shockley–Read–Hall (SRH) and Auger recombination
suppression in the SiNWs based solar cells to realize the high performance SiNW
based solar cells with a conversion efficiency of 17.11 % on a large size of
125 × 125 mm2. The key factor for success lies in an efficient approach of dielectric
passivation to greatly enhance the electrical properties while keeping the advantage
of excellent light trapping of the SiNW structure. The schematic of the proposed
passivation schemes and cell fabrication protocol are presented in Fig. 9.14.
Similarly, Zhao et al. [113] investigated the performance of SiNWs based silicon
solar cells with single and double stack layer of dielectrics passivation on large area
(156 × 156 mm2). It was observed that the conversion efficiency of SiNWs based
silicon solar cell without passivation could be 13.8 % which was enhanced to 16.1
and 16.5 % respectively with SiO2 and SiNx:H passivation of SiNWs surfaces.
Further, it was shown that the SiO2/SiNx:H stacks exhibited better efficiency
(17.1 %) as compared to single dielectric layer based surface passivation of such
solar cells. It was suggested that the SiO2/SiNx:H stacks layer decreased the Auger
recombination through reducing the surface doping concentration and surface state
density of the Si/SiO2 interface, and SiNx:H layer suppresses the SRH recombi-
nation in the SiNWs based silicon solar cell yielding the best electrical
performance.

Wang et al. [114] developed efficient SiNW arrays based black silicon solar cells
passivated by highly conformal Al2O3 layer deposited by thermal ALD. The Al2O3

passivation layer contributes to the suppressed surface recombination, which was
explored in terms of the chemical and field-effect passivation effects. The nanos-
tructured black silicon wafer covered with the Al2O3 layer exhibited a total
reflectance of ∼1.5 % in a broad spectrum from 400 to 800 nm. An 8 % increment
of Jsc and 10.3 % enhancement of efficiency were achieved due to the ALD-Al2O3

surface passivation and forming gas annealing. They could realize a high efficiency
up to 18.2 % in the ALD Al2O3-passivated nano-structured silicon solar cells.

Recently, Oh et al. [115] suggested slightly different approach to achieve high
efficient SiNW arrays based bulk silicon solar cells. They used a wafer [300 μm
thick, p-type (100)] based cell with SiNW arrays wherein a junction was formed by
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conventional phosphorus diffusion. It was shown that not simply the surface
recombination associated with the high surface area of the NWs, but Auger
recombination caused by excessive doping also limit the photogenerated charge
collection and the efficiency. By suppressing Auger recombination efficiency of
18.2 % was achieved without any additional ARC. The Jsc was 36.45 mA/cm2, with
a Voc of 628 mV and an F.F. of 79.6 %. Based on this work, design rule for radial
p-n junction cell were also proposed suggesting that in addition to excellent surface
passivation, Auger recombination needs to be suppressed for efficient PV devices
based on aperiodic SiNW arrays. These results are quite encouraging towards the
way to develop cost effective efficient silicon solar cells employing SiNWs.

Fig. 9.14 Schematic
fabrication process diagrams
of the SiNW based solar cells
with different passivations for
series A (in black, bare
SiNWs without dielectric
shell); B (in red, thermal
oxidation of *10 nm SiO2

layer); C (in green, thermal
oxidation *10 nm SiO2 layer
combined with 60 nm SiNx

deposition); and D (in blue,
70 nm SiNx deposition only).
Ref. [112]. © IOP Publishing.
Reproduced by permission of
IOP Publishing. All rights
reserved
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9.11 Solar Cells Based on a Vertically Aligned Radial
Hetero p-n Junction SiNW Arrays

Examples of purely radial p-n junction SiNW arrays based solar cells using
the MA-EWCE based aperiodic SiNWs are very limited. However, there are few
successful demonstrations of radial p-n junction on Si wafer substrates using hetero
emitter such as amorphous Si layer deposited by PECVD. In the year 2008, Garnett
and Yang [5] reported the first such radial hetero p-n junction solar cells (see
Fig. 9.15). They fabricated SiNWs of *18 µm length in an n-type Si wafer using
MA-EWCE method followed by coating the NWs with p-type amorphous silicon
yielding radial junctions. Such solar cell had efficiencies only up to 0.5 %. The
limited performance was ascribed to interfacial recombination and high series
resistance. Four years later, Jia et al. [116] reported transparent conducting oxide
(TCO)/a-Si/SiNW heterojunction solar cells on arrays also prepared by MA-EWCE
of an n-type silicon wafer. They fabricated NWs with diameter ranging up to
*300 nm and lengths of *900 nm. This was followed by deposition of the
intrinsic (i-layer) and p-type a-Si layers around the NWs by PECVD and finally
TCO layer to complete the device. The mesa-structured 7 mm2 area cells yielded a
quite impressive conversion efficiency of 7.29 % with a Voc of 476 mV, Jsc of
27 mA/cm2 and F.F. of 56.2 %. Further, electron beam induced current measure-
ments demonstrated that the NWs played an active role in the cell’s PV response.

Fig. 9.15 Silicon nanowire solar cell structure. a Schematic cell design with the single crystalline
n-Si NW core in brown, the polycrystalline p-Si shell in blue, and the back contact in black.
b Cross-sectional SEM of a completed device demonstrating excellent vertical alignment and
dense wire packing. c TEM image showing the single crystalline n-Si core and polycrystalline p-Si
shell. The inset is the selected area electron diffraction pattern. d TEM image from the edge of the
core-shell nanowire showing nano-crystalline domains. Reprinted with permission from Ref. [5].
Copyright (2008) American Chemical Society
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9.12 Solar Cells Based on a Vertically Aligned p-n
Junction SiNW Arrays on Cheap Glass Substrates

As described earlier, for a conventional planar Si solar cells, the active Si layer has
to be sufficiently thick (≥200 µm) in order to harvest incident photons significantly.
Experiment and theory have shown that vertically aligned SiNW arrays enable
efficient broadband absorption of light, less than 1 % of the Si material (having NW
arrays) would have the same absorption efficiency as in the conventional Si-wafer
based devices. The reduced Si materials requirement in SiNW arrays based solar
cells would decrease the production cost, since the Si material is a major cost for Si
based PV cells. The work employing this concept using aperiodic SiNWs on glass
substrates are limited. Sivakov et al. [17] demonstrated a solar cell from SiNWs
with (non-radial) axial p+-n-n+ junctions on glass substrates, as shown in Fig. 9.16.
They first fabricated a large-grained 2.5–3 µm thick multi-crystalline p+-n-n+ Si
layer stack on a glass substrate by electron beam evaporation deposition followed
by laser crystallization. Vertical SiNWs with axial p+-n-n+ junctions were then
fabricated from the mc-Si layer by MA-EWCE process in HF–AgNO3 solution.
Under AM 1.5G illumination, the cells exhibited a maximum Voc of 450 mV and a
Jsc of 40 mA cm−2 resulting to overall efficiency of 4.4 %. It was suggested that
severe shunting and large series resistance are responsible for the relatively low
device performance. In this series, a group at Institute of Photonic Technology
(IPHT) Jena, Germany [117, 118] has made significant development. Recently, they
reported an efficiency of 8.8 % with a Voc of 530 mV in radial p-n junction based
cells on glass substrates. The SiNWs were fabricated by MA-EWCE of an n-type,
8 µm thick laser crystallized multi-crystalline Si thin film on glass [117]. PECVD
was used to deposit an a-Si hetero-emitter around the NWs. In this device structure,
ALD based Al2O3 passivation layer was also utilized. Finally, ZnO:Al was con-
formally deposited as a TCO in the NWs arrays to have a planar transparent
conducting layer as shown in Fig. 9.17. Later, the same group reported realization
of 10 % efficient prototype solar cell employing SiNWs on a polycrystalline (pc) -Si
thin film with a thickness of only 8 µm formed on glass [118]. By improved
nanowires engineering (cleaning of the metal contamination from the metal-assisted
wet chemical etching and passivation by a-Si:H emitter as well as by an ultrathin
Al2O3 tunnel layer on the emitter surface) and by appropriate design of the cell
structure (superstrate configuration), the detrimental effects related to the NWs can
be avoided while retaining the light trapping properties. Though the efficiencies of
such solar cells are not so impressive at present compared to the conventional
planar silicon solar cells, nevertheless, such solar cells with SiNW arrays as
effective light absorber on cheap glass substrates could impact next generation PV
technologies particularly the device cost.

In summary, the full potential of aperiodic SiNWs cells is yet to be realized. The
cells on Si wafer substrates have better performance reflecting the superior wire
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material quality. Efficiencies in the range of 17–18 % have been demonstrated in the
cells but photogeneration in the Si substrate is likely to be contributing in most
cases. The performance of MA-EWCE based SiNWs cells on glass has also reached
a promising level of 10 % which is quite encouraging for next generation PV
technologies.

Fig. 9.16 a Schematic cross sectional view of the mc-Si p-n junction layer stack on a glass
substrate (left) and the SiNWs after wet chemical etching (right). b Cross sectional SEM
micrograph of the AgNO3/HF etched mc-p+nn+-Si layer on glass. c Schematic representation of
the I-V curve measurements of SiNW based p-n junctions. d Non-illuminated and illuminated
(AM1.5) I-V curves of SiNWs etched into a mc-p+nn+-Si layer on glass. SiNW are irradiated
through the glass substrate (superstate configuration) and contacted by metal tips at four different
sample positions. The right-hand scale gives real measured current values and the left-hand scale
current density values. Reprinted with permission from Ref. [17]. Copyright (2009) American
Chemical Society
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9.13 Concluding Remarks and Future Perspective

SiNWs have been shown both experimentally and theoretically to be an important
and a promising class of nanoscale building blocks for cost-effective and
high-performance solar cells, primarily because of their superior light absorption
and charge separation. The MA-EWCE is very simple and inexpensive top-down
method for the fabrication of large area aperiodic SiNW arrays of desired length,
optical and electronic properties. The SiNW arrays act as tunable antireflection
layer that is controlled by the NWs length and surface reflection loss as low as
*1 % in the wide spectral range have been achieved with omni-directional optical
properties. The simplicity of the process may lead to the advancements and
applications of SiNWs in opto-electronics and nano-electronic devices. Owing to its
simplicity, it has potential to be implemented in nano-structured based next gen-
eration silicon solar cells, both as an effective anti-reflection surface as well as an
active component of the solar cells in the radial p-n junction geometry. A lot of
efforts are being put world over in this new exciting area of research. Several
examples of MA-EWCE fabricated SiNWs based solar cells with improved per-
formances have been demonstrated both in conventional Si wafer based solar cells
as well as in Si thin films on glass substrates. Power conversion efficiencies >17 %
have been achieved depending on the processes and device structure. Most of the
efforts are based on wafer based silicon solar cells wherein the exact role of SiNW
arrays is yet to be identified, i.e., whether it serves only as an effective optical media
for enhanced light absorption or it has also an active role in electrical characteri-
zation of solar cells. In this series, the radial p-n junction SiNW arrays may offer a
viable approach to cost-effective thin solar cells with performance competitive

Fig. 9.17 Schematic of thin
film solar cells using SiNW
arrays on polycrystalline
(pc) Si thin film on glass
substrate using Ag reflector.
Reprinted from Ref. [118].
Copyright (2014), with
permission from Elsevier
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against conventional planar Si solar cells and significant progress have been made
in this novel concept achieving *10 % efficiency.

However, despite the promising potential of aperiodic SiNW arrays based solar
cells, many questions are yet to be worked out. In particular, the excessive
recombination at the high surface and interface areas of SiNWs must be reduced by
developing effective surface passivation scheme in order to capitalize on the
advantages of SiNWs in light absorption and charge collection (in case of radial
junction geometry). Besides optimal fabrication of high-quality p-n junctions, better
device design and quantification of NWs’ role in PV performance is needed to
improve device performance. Another major constraint on device performance is
excessive shunting due to poor contacts, fragile nature of the NWs or impurities at
the junctions. In this regard, optimal contacts for SiNW fabrication should be
designed. Overall, intensive efforts to improve surface passivation, device design,
contacts, light trapping etc., for improved PV device efficiency are going on around
the world. In view of the exciting developments in recent years, researchers are
quite optimistic to make the SiNW arrays based solar cells as a cost-effective and
efficient alternative to the conventional planar Si solar cells.
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Chapter 10
Recent Trends of Gelatin Nanoparticles
in Biomedical Applications

Prem Prakash Sharma, Anshu Sharma and Pratima R. Solanki

Abstract Today’s scenario is nanoscience and nanotechnology performing sig-
nificant contributions of protein nanoparticles (PNPs) for delivery of various life
savings biomolecules. Among the various PNPs, gelatin nanoparticles (GNPs)
exhibit good capabilities for biomedical application because of their biodegrad-
ability, biocompatibility, non-toxicities and its cost-effectiveness. In this chapter,
we have discussed different methods for GNPs preparation and their functional-
ization for target delivery of drugs and genes for a range of diseases like cancer,
malarial and infectious. We also discussed ocular, pulmonary drugs as well as
nutraceutical, proteins and peptides delivery. We also come across their application
in tissue engineering.

Keywords Gelatin nanoparticles � Drug delivery � Diseases � Tissue engineering

10.1 Introduction

Proteins are a class of natural biomacromolecule of living beings that have unique
advantages which makes them potential candidate for both biomedical and material
sciences applications. Protein attracts researcher for nanoparticles (NPs) preparation
owing to their amphiphilic nature and availability of surface functional group, to
enhance their high binding affinity towards other molecules which allow attachment
of drugs and targeting ligands [1]. The protein nanoparticles (PNPs) have many
advantages such as biocompatibility, biodegradability, high loading capacity,
simplicity of manufacture and surrounding protein environment, over synthetic
polymers. PNPs have been synthesized from water-soluble proteins like bovine
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serum albumin (BSA), human serum albumin (HSA) and insoluble proteins like
zein and gliadin. It has been observed that very few review articles reported on
PNPs and most of them are focused on the preparation and characterization of NPs
derived from albumin, gelatin, and gliadin [2]. Thus, in this chapter, we have
discussed gelatin nanoparticles (GNPs) synthesis and their biomedical applications
including drug, gene delivery and tissue engineering.

Gelatin is a well known natural biopolymer having long history, derived from
collagen by irreversible acidic or basic hydrolysis and is being use as plasma
expander as its is biocompatible [3]. The gelatin term was originated from Latin
called gelatus means stiff or frozen. This biopolymer is a brittle solid when dry,
without flavor, translucent and colorless biomaterial substance. In ancient years it
was using as glue and now a days it still under consideration as pharmaceutical and
food products including gummy candies as well as other products such as marsh-
mallows, gelatin dessert etc. [4, 5]. US Food and Drug Administration
(FDA) categorized gelatin into “Generally Recognized as Safe” (GRAS) due to
natural abundance biocompatibility and biodegradability in physiological environ-
ment [6].

Recently, GNPs have received a growing attention for biomedical application
because it’s potential for efficient delivery and release of drugs in controlled manner
[7]. They are biodegradable, nontoxic, bioactive and economical which makes
GNPs compatible candidate for delivery of many therapeutic agents. The
crosslinking between anionic and cationic group has significant influential role on
GNPs swelling and thermal properties [8, 9]. Thus GNPs have been used in dif-
ferent form such as micro or nanoparticles and hydrogels [10, 11]. It has been
observed that most of studies reported in literature are based on drug delivery and
tissue engineering (Fig. 10.1).

Drug delivery
80%

Gene delivery
13%

Tissue engineering
7%

Fig. 10.1 GNPs applications
in various biomedical fields
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10.2 Chemical Structure

Gelatin is a polyampholyte derived from collagen by the process of acid or alkaline
hydrolysis. Gelatin is a heterogeneous fusion of single- or multistranded
polypeptides containing amino acid residues range from hundred to few thousand
(300–4000). It has both positive and negative charged residues as well as
hydrophobic groups (approximate ratio 1:1:1) that drive this polypeptide especially
for biomedical applications. The gelatin molecule contains *25 % charged amino
acids (both positive and negative) residues. Positive charged amino acids includes
lysine (K) and arginine (R) while negative charged contains glutamate (E) and
aspartate (D). Nearby 11 % of gelatin chain contains hydrophobic amino acids
residues such as leucine (L), isoleucine (I), methionine (M) and valine (V). The
remaining gelatin chain composed of glycine (*33 %) and proline (P) or
hydroxyproline (O) (*33 %). Commercially, the cationic gelatin type A is pre-
pared from pig skin type 1 collagen by an acid hydrolysis. On other side anionic
gelatin type B prepared from bovine collagen by alkaline hydrolysis. Both com-
mercial proteins are synthesized without any additional functionalization [8, 9, 12].
Figure 10.2 shows the molecular structure and amino acid composition of gelatin.

10.3 Preparation of GNPs

Several methods have been used to synthesize GNPs and its derivatives as NPs
including desolvation, coacervation, solvent evaporation method, spontaneous
emulsification/solvent diffusion method, nanoprecipitation method, salting out
method etc.
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10.3.1 Desolvation Method

In desolvation method, NPs are synthesized by thermodynamically driven
self-assembly process. The size of NPs influenced by various factors such as protein
content, ionic strength, pH, agitation speed, concentration of crosslinking agent and
desolvating agents etc. The aqueous disolvation of protein and polysaccharide are
driven by the 3 factors such as change in pH, temperature and counter ions con-
centration. Even these factors may also influence cross linking to the desolvation
step. Protein desolvation contains three steps; dissolution, aggregation and
disaggregation.

For GNPs, gelatin is initially solubilized in distilled water in the presence of
invariable heating temperature range. Then acetone (DMK) or ethanol (EtOH) was
added as desolvating agents to turn gelatin solution into high molecular weight
(HMW) gelatin precipitate. After discarding supernatant, the HMW gelatin was
further dissolved into distilled water at uniform heating. The gelatin solution pH
should be maintained in the range of from 2.5 to 12. Then a drop-wise desolvating
agent was added for NPs formation. Glutaraldehyde was also added in the last as
cross-linking agents which affects the particle size [13].

10.3.2 Coacervation

Coacervation is well known for a liquid-liquid phase separation method where
homogenous charged macromolecules solution undergoes phase separation where
bottom region is polymer rich and a transparent supernatant above. In this method,
both two incompatible and immiscible liquid phases are in equilibrium. In simple
polyelectrolyte coacervation, adding up salt or alcohol normally promotes coacer-
vation and NPs present in supernatant in dilute liquid phase [14].

10.3.3 Solvent Evaporation Method

In this method, initially polymer is solubilised in organic solution [dichloromethane
(DCM), chloroform (CHF) or ethyl acetate (EA)] then drug is dissolved or dis-
persed within it followed by polymer solution emulsification. During emulsification
surfactant/emulsifying agents such as gelatin and polyvinyl alcohol are used to form
oil/water (o/w) emulsion. Once the stable emulsion formed it undergoes solvent
evaporation process under applied temperature and pressure Fig. 10.3 [15]. The
stirring speed, stabilizers and polymers concentration are the influencing factors for
NPs size determination.
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10.3.4 Spontaneous Emulsification/Solvent Diffusion
Method

This is also known as modified solvent diffusion method where both water-miscible
solvents [DMK or methanol (MeOH)] and water insoluble organic solvent (DCM or
CHF) are considered as oil phase. During the process an interfacial turbulence is
developed between two phases due to spontaneous diffusion of solvents that leads
to the small particle formation. Smaller particle can be prepared by increasing the
water-soluble solvent concentration [9].

10.3.5 Nanoprecipitation Method

Nanoprecipitation method can be used for both hydrophobic and hydrophilic drug
entrapment. Polar, water-miscible solvent [DMK, acetonitrile (ACN), ethanol
(EtOH), or MeOH] are used for dissolving polymers and drugs then the solution
poured into an aqueous solution with surfactant in dropwise manner. Finally NPs
are formed immediately by rapid solvent diffusion along with solvent removal
under reduced pressure [9].

Polymer + Drug in water
non-miscible solvent
Aqueous solution
Stabilizer in water

Organic solution

Step 1

Step 2

Solvent
evaporation

Fig. 10.3 Schematic representation of the emulsification evaporation technique
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10.3.6 Salting Out Method

In this method, the polymer is solubilised in the water-miscible organic solvent, like
acetone or tetrahydrofuran. Then solution is emulsified in an aqueous phase, under
applied strong mechanical shear stress. The organic phase insoluble emulsifier and
salts (magnesium chloride hexahydrate (MgCl2.6H2O) and magnesium acetate
tetrahydrate (CH3COO)2Mg.4H2O are presents in aqueous phase. This method is
somewhat different from emulsion diffusion method because of no solvent diffusion
due to salts occurrence. The ionic strength of o/w emulsion reduces upon addition
of pure water that induces nanosphere formation by migration of the water-soluble
organic solvent to the aqueous phase. Finally NPs are purified by cross flow fil-
tration or centrifugation to remove the salting out agent [9].

10.4 Crosslinking with GNPs

Crosslinking is requiring for modification of GNPs which provide stability, shape
with improved circulation time on in vivo administration over bared (uncrosslinked
nanoparticles). Because bared NPs can easily undergo aggregate with disturbing its
3D pattern upon ageing. Thus different types of crosslinker have been utilized for
functionalization of GNPs: (i) Glutaraldehyde (GA) is an effective crosslinker
which keep GNPs stable for more than 10 months at 2–8 °C. GA induces crosslinks
during polymer formation by joining lysine or hydroxylysine residues via their free
amino groups. GA has no side effects because of it completely removed from GNPs
crosslinking. D,L-Glyceraldehyde is a non-toxic cross linking agent as compared
to GA and well known material for pharmaceutical applications. (ii) Genipin is also
used as a crosslinker which is natural extracted from gardenia fruit. Genipin is
approximately 10,000 times less cytotoxic than GA but requires longer crosslinking
time. Both amino groups of lysine residue bind with one molecule of genipin.
Genipin-crosslinked recombinant human gelatin (rHG) nanoparticles are signifi-
cantly non-toxic for the host cell once efficiently internalized. (iii) Carbodiimide
and N-hydroxysuccinimide (CDI/NHS) is a mixture carbodiimide and
N-hydroxysuccinimide (CDI/NHS) which is water soluble and used as a non-toxic
crosslinker for GNPs. CDI/NHS cross-linking has more advantage over GA in
terms of smoother and homogenous NPs with small size and narrow size distri-
bution. It also provides higher drug entrapment and loading efficiencies than GA
crosslinked GNPs. (iv) Microbial transglutaminase (MTG) is an acyltransferase
which forms intra- and intermolecular isopeptide bonds by crosslinking the ε-amino
groups of lysine to the side chain amide group of glutamine that results in releasing
of one molecule of NH3 per crosslink. Crosslinking reactions should be at room
temperature, neutral pH, ion-free solvent and at last terminated after 12 h. Particles
below 250 nm size and narrow size distribution stable for a short duration.
Double-crosslinked gelatin–chitosan NPs are also reported where both polymers are
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ionically-crosslinked with sodium sulfate [16]. PEGylated GNPs conjugate were
prepared in the presence of glyoxal cross-linker. These conjugate was studied for
biodistribution in subcutaneous Lewis lung carcinoma (LLC)-bearing female
C57BL/6J mice. It was found that PEGylated GNPs conjugate was occurred in the
blood pool for long lasting due to the steric repulsion effect of PEG chains as
compared to the GNPs alone [17].

10.5 Characterization

Characterization of bare and drug loaded GNPs a drug molecule becomes extremely
important which can be characterized using different techniques. Scanning electron
microscopy (SEM), atomic force microscopy and high resolution transmission
electron microscope (HRTEM) can be used to monitor shape and size of loaded and
unloaded GNPs. Figure 10.4 exhibits spherical shape GNPs. The particle size
analyzer and zeta potential can be utilized to study the particle size and surface
charge, respectively. The conformation of functionalization of bare GNPs can be
studied by using Fourier transform infrared spectrophotometer and UV-Vis
spectrophotometer.

10.6 Applications of GNPs

GNPs have been used for various applications such as drug deliver, gene delivery,
protein and vaccine, gene, ocular drug delivery etc.

Fig. 10.4 TEM image (left side) and SEM image (right side) the GNPs synthesized by reverse
method
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10.6.1 GNPs for Drug Delivery for Cancer and Infectious
Diseases

GNPs are promising vector to deliver drug and gene due to their potential possi-
bility for chemical modification and cross-linking, which can increase anti-tumor
efficacy. Even controlled and target delivery of drugs to the tumor site reduces
unwanted toxicity. The drug release from GNPs mostly depends on the three
important phenomenon including desorption, biodegradation and diffusion. GNPs
are simple, reproducible, cost effective, very low cytotoxic and can be produced in
large scale. It is also reported that the GNPs passive target delivery of drug through
EPR effects, where nanoparticles stay at the tumor region for enough longer that
leads to the accumulation of drug at the target site with high concentration even
with low doses and low frequency. Lu et al. loaded paclitaxel into GNPs and
administered intravesically into dogs. They found that that paclitaxel-GNPs for-
mulation has more than 2.5 times concentration into bladder tumor compared to
commercial cremophor/EtOH formulation. The gelatin-drug nanoparticles remark-
ably lower cytotoxicity as well as impeded tumor growth and defeated pulmonary
metastasis as compared with free drug and the superior efficacy of drug loaded in
both in vitro and in vivo system [18]. The drug loaded GNPs shows higher cyto-
toxicity against different cancer cell lines compared to free drug which might be
explained by higher endocytotic uptake of GNPs in cancer cells. Even
noscapine-loaded GNPs has lower IC50 i.e., 26.3 µM on human breast cancer cell
line (MCF7) than free noscapine (40.5 μM) [19].

GNPs and its hybrid with other NPs have been extensively used for the delivery of
various anti-cancer drugs both hydrophilic and hydrophobic including doxorubicin
(DOX) [20], methotrexate [21], cytarabine [22], camptothecin [23], 17-AAG [24],
curcumin [25], cycloheximide [26], resveratrol [27], paclitaxel [18], cisplatin [28]
and noscapine [19]. Harsha entrapped amoxicillin antibiotic which known for
β-lactum semi synthetic penicillin into GNPs. They found that this nanoarchitecture
is stabled for 12 months at 25 ± 2 °C and 60 ± 5 % relative humidity and amoxicillin
was released in sustained manner for up to 12 h. The original drug was released by
90 % in first 30 min while only 15.9 % was released for this new formulation [29].
Kuntworbe and Al-Kassas synthesized cryptolepine hydrochloride-loaded GNPs a
novel approach for malaria treatment. Their formulation was less haemolytic that
pure compound. They found sustained released drug from all formulation types for
more than 192 h period which is important in terms of increased contact time between
drug and infected RBCs. Nanosuspension and freeze dried samples were found to be
stable at 4 and 25 °C, respectively. Over one year period, the former was less stable at
room temperature [30]. The matrix metalloproteinase like MMP-2 and MMP-9 have
GNPs hydrolysis properties or even some bacteria also secretes gelatinase. Li et al.,
worked in the development of gelatinase responsive antibiotic delivery system
(Van�SGNPs@RBC) which could deliver drug to the bacterial infection site i.e.
“on-demand” antibiotic delivery. The core, crosslinked supramolecular GNPss
(SGNPs) where its surface was decorated by RBCmembranes (SGNPs@RBC) along
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with vancomycin (Van) was encapsulated within it. The shell coated with uniform
red blood cell membranes represents whole structure as part of host body that reduces
the clearance of the antibiotic delivery by the immune system simultaneously absorbs
the exotoxin secreted during bacterial infection [31].

10.6.2 GNPs for Protein and Vaccine Delivery

Since the late 20th century numerous therapeutically important proteins and pep-
tides have emerged in the pharmaceutical market. The biocompatibility as well as
biological activity of many proteins and peptides entities makes them competent
therapeutic agents. Enzymes are the best group of protein drugs delivery for
example lysosomal enzymes are require for a patient who suffer from deficiency of
some lysosomal enzymes (so-called storage diseases), that can be treated with
exogenous enzymes therapeutics. Moreover, some other enzymes required for
antitumor activity by disrupting tumor requiring amino acids which can reduce the
further growth of tumor cells.

BSA also used as a model protein for delivery and other proteins including
insulin, alkaline phosphatase (ALP), tissue-type plasminogen activator (t-PA),
angiogenic basic fibroblast growth factor (bFGF) and bone morphogenetic
protein-2 (BMP-2), reported for effectively encapsulated into GNPs with the bio-
logical activity and used for delivery of protein drug in vivo system. Azimi et al.
[32] reported BSA loaded in GNPs with 87.4 % efficiency and found that its
released was followed biphasic release modulation where initially released by rapid
then slower. Kaintura et al. [7] reported hydrophilic GNPs for delivery of BSA and
HSA and obtained encapsulation efficiency as 90 % (w/w) of BSA and 80 % (w/w)
of HAS. It was found that murine bone marrow dendritic cells uptake antigen
loaded GNPs provide specific immunoadjuvant reported by Coester et al. [33].
Toxoid loaded GNPs subcutaneously injected in BALB/c mice where the formu-
lation shows significant immune response over IgG [34]. Chen et al., developed
gelatin nanocomposites (DG-NPs) based on glycidyl methacrylate derivatized
dextrans (DEX-GMA) with particle size 20–100 nm. DG-NPs possessed good
swelling and degradation properties against dextranase environment. They also
entrapped bone morphogenetic protein (BMP) and noticed its releasing from
DG-NPs in sustained manner where 90 % BMP was released for more than 12 days
without any positive cytotoxic results [35].
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10.6.3 GNPs for Gene Delivery

Gene therapy is a novel approach to treat disease at genetic level. In gene therapy,
target gene expression is developed in administering or injecting foreign genes.
GNPs are considered as a non-viral gene delivery vector. These GNPs makes
conjugate with other compounds that stimulate receptor-mediated endocytosis.
GNPs have multiple plasmids encapsulation efficiency as well as DNA bioactivity
could be improved by preventing digestion from nucleases and by using
long-circulating PEGylated NPs. Kaul et al., studied tumor-targeted gene delivery,
capability of PEGylated GNPs. They encapsulated plasmid DNA encoding for
β-galactosidase (pCMV-β) in PEGylated GNPs and transfected Lewis lung carci-
noma (LLC) cells with pCMV-β. The pCMV-β expression was measured quanti-
tatively in LCC cells using an enzymatic assay for the conversion of o-nitrophenyl-
β-D-galactopyranoside to o-nitrophenol. Additionally they also administered plas-
mid DNA-encapsulated gelatin and nanoparticle intravenously and intratumorally
to LLC-bearing female C57BL/6J mice and noticed that this systems were signif-
icantly superior in transfecting tumor mass but intratumor administration had better
transfection than intravenous administration [36].

Kaul and Amiji [37] initially developed type B GNPs as noncondensing gene
delivery systems. DNA condensing positive charged lipids and polymers are
opposed by negative charged type B gelatin (encapsulated reporter and therapeutic
nucleic acid) at neutral pH. These plasmid DNA (pDNA) encapsulated matrix
protects DNA in the systemic circulation and upon cellular transport. The released
pDNA should have super coiled structure at the nuclear membrane surface for its
efficient uptake and transfection by host cell [38]. The surface of GNPs can be
modified with quaternary amine (e.g. cholamine) to increase ionic interaction for
negative charged nucleic acids [39].

Amiji co-workers also studied non-condensing type B GNPs potential for sys-
temic and oral gene therapy. GNPs loaded tetramethylrhodamine-labeled dextran
(TMR–dextran) as a model hydrophilic drug used to studies cell trafficking in BT-20
cells where the formulation is taken up by endocytosis which ultimately reach to the
perinuclear area in the cytoplasm [37, 40]. Kommareddy and Amiji synthesized PEG
modified thiolated GNPs (PEG-SHGel) to deliver plasmid DNA driven by intra-
cellular glutathione concentration (Fig. 10.1). The glutathione reduces disulphide
crosslinks and drive DNA release. They observed that PEG-SHGel (40–45 %)
released greater fraction of DNA than unmodified gelatin particle (25–30 %). The
encapsulated DNA stability was intact confirmed by agarose gel electrophoresis.
Finally, both PEG-Gel and PEG-SHGel nanoparticles shown highest transfection
efficiency of plasmid in murine fibroblast cells (NIH3T3) (in vitro) [41].

Magadala and Amiji synthesized gelatin-based engineered nanocarrier systems
(GENS) where epidermal growth factor receptor—targeting peptides are placed on
nanocarrier surface by using a heterobifunctional poly(ethylene glycol) spacer. They
encapsulated plasmid DNA code for enhanced green fluorescent protein into
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surface-modified GENS. It also noted that when the pDNA was loaded with EGFR
cells enhance the both quantitative and qualitative transgene expression [38].

10.6.4 GNPs for Ocular Drug Delivery

The ocular drugs delivery remains a great challenge due to several barriers and
hurdles faced by this kind of administration. The GNPs were used successful as
ocular delivery as it derived from collagen which is present in the stroma of eye
cornea. The cationic colloidal nanoparticles are expected to penetrate ocular tissues
more efficiently than anionic carriers because of negative surface charge of cornea
and conjunctiva. GNPs used for encapsulate hydrophilic (pilocarpine HCl) and
hydrophobic (hydrocortisone) drugs for topical ophthalmic use [42]. They have
reported that the transport of NPs form the cornea cell layers (first) depends on their
nanometric size and reported that sustained release of both drugs from GNPs was
observed that about zero order release kinetics. The dry eye causes multifactorial
decencies related to ocular surface and tear film. The tear film responds to very
delicate neuroregulatory phenomena and hormonal stimulation. The dry eye syn-
drome is associated with many factors such as lacrimal gland secretion blockage,
decreased tear production and hyperosmolar tears. Among all of the factors related
to tear film stability under normal circumstances, a type of mucin called MUC5AC
have special interest because its low level are associated with conditions like dry
eye syndrome. Recently, the elevation of MUC5AC level is achieved for the first
time using a new plasmid and cationized gelatin NPs as vehicles. These GNPs and a
new plasmid successfully transfected the ocular epithelial cells in vitro and in vivo
encoding a modified human MUC5AC mucin protein [43]. Corneal cell lines
showed detectable MUC5AC mRNA expression in cells exposed to the NPs. It also
observed that the cationic GNPs useful for transfecting the epithelial layer of ocular
cells and protect pDNA which increase transfection efficacy and in vitro studies
experiment reported that spermine-cationized GNPs is efficient to transfect human
corneal epithelial (HCE) cells [44].

10.6.5 GNPs for Pulmonary Drug Delivery

Pulmonary drug delivery is a tremendous scientific and biomedical interest in the
health well fare care research area. The lung is capable of absorbing drugs either by
local deposition or by systemic delivery. It has been reported that the pulmonary
route is a potential non-invasive pathway for systemic and local delivery of ther-
apeutic agents. The high permeability, great absorptive surface area of lungs,
(*70–140 m2 in adult humans) and good blood supply make lung potential for
non-invasive administration of drugs. Pulmonary route has further advantages such
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as rapid absorption of drug, low enzymatic activity and the capacity for overcoming
first-pass metabolism over per oral adsorption [45].

GNPs are under consideration for its promising vector capabilities to transport
drugs efficiently to the lung via inhalation. As gelatin itself biocompatible, so that
inhalation of GNPs does not cause any lung inflammation. They delivered cisplatin
via GNPs as nanocarriers to treat lung cancer reported by Tseng et al. [46]. On one
side nanocarriers make target drug delivery more efficient and on other side its
nano-sizes becomes obstacle in its pulmonary application. Due to mass median
aerodynamic diameter (MMAD) of nanosized, large fraction of carriers will be
exhaled and little fraction will reach the site of action. Sham et al. [47] took forward
step to deal with these issues and prepared lactose containing spray-dried
micrometer-sized carrier NPs which facilitate the immediate delivery of GNPs to
the lung via a dry powder inhaler. An aerosol formulation of cationized GNPs also
played significant role to enhance towards immunotherapy efficacy for treatment of
equine recurrent airway obstruction over hypersensitivity [48, 49] in horses.

10.6.6 GNPs for Nutraceutical Delivery

Nutraceutical are food or products derived from foods that have health benefits.
These do not come under FDA guidelines so vast number of foods or their derived
products is come under nutraceuticals. In addition to drug and gene delivery, GNPs
showing great potential for efficient delivery of nutraceuticals with better their
bioavailability, stability and bioactivity in addition to providing controlled release.
Chen et al. [50] reported the antioxidant activity of tea catechins in encapsulated
GNPs can be retained after three weeks of storage. Both catechins and gelatin are
prevented from enzymatic digestion and oxidation, thus tea catechin-GNPs might
be a functional antioxidant carrier. Natural polyphenols, tannic acid, epigallocate-
chin gallate (EGCG), the aflavin and curcumin are also encapsulated into
layer-by-layer (LbL) coated GNPs also reported to improve their bioavailability and
half-life prolongation [51]. The gelatin–dextran micelles have high loading capacity
for tea polyphenol (TPP) and sustained release TPP (in vitro). The gelatin–dextran
micelles have significantly higher cytotoxicity against breast cancer cells over free
TPP [52]. Nanoencapsulation of cocoa procyanidins (CPs) into GNPs has signifi-
cantly superior CPs strength with good apoptotic activity in human acute monocytic
leukemia cells over free CPs [53].

10.6.7 GNPs for Enzyme Immobilization

Enzyme immobilization is a process in which an enzyme is attach to several carrier
or support nanomaterial or material which can improve the enzyme activity and
stability as compared to free enzyme in solution. Various methods have been
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reported for enzyme immobilization such as physical adsorption or ionic binding,
covalent binding and crosslinking. Physical adsorption or ionic binding is the
simplest and easy method based on the nonspecific adsorption via non-covalent
interaction such as hydrogen bonding, hydrophobic interactions and van der Waals
forces for enzyme immobilized/cross linking on the carrier matrix. The enzyme
immobilized by this method preserves the catalytic activity however the adsorption
based on the physiochemical conditions for example pH, temperature, ionic
strength etc. But this method suffers from the problem of enzyme leakage. So
researcher is being used cross linking or covalent binding using different linkers
which discuses in previous section (crosslinking of GNPs). The enzyme immobi-
lization has been widely used in various biomedical and food industries.

Gan et al. [54] reported the GA-crosslinked GNPs for glucoamylase immobi-
lization and optimized enzyme activity with temperature. They have studied the
repeated heating and cooling effect of the reversible swelling and contracting of the
crosslinked GNPs with several cycles of heating and cooling and found that this
system could be used for enzyme immobilization and release. They have optimized
the temperature for immobilized enzyme release and found that above 40° per-
formed high activity similar to free enzyme, while no enzyme release below 40 °C.
The loading efficiencies obtained as 59.9 and 24.7 % for immobilized glucoamylase
by entrapment and adsorption methods, respectively and efficiency of
temperature-triggered release reported as 99.3 % for adsorption method. The
authors described that GA react with glucoamylase where gelatin and glucoamylase
linked together by covalent bond which results in elevated immobilization effi-
ciency for entrapment method. However, the covalently linked enzyme was hardly
to be released. In case of adsorption method, the glucoamylase get adsorb on the
gelatin matrix which facilitated its release [54].

10.7 Tissue Engineering

Tissue engineering is emerging as a significant hope for patients having tissue and
organ failure conditions. Tissue engineering addressed these conditions by
implanting natural, synthetic or semi synthetic tissue/organ mimics. These mimics
are fully efficient from the start even develop into the required functionality [55].
Day by day, number of research papers is increasing on GNPs application in tissue
engineering which shows good potential in this field.

Hydroxyapatite (HAp) is a calcium-containing biomaterial composed of chem-
ical elements similar natural bone mineral components. The HAp possesses
excellent properties that are required for bone grafts such as great stiffness, cell
affinity, biocompatibility and osteoconductivity. Chang et al., prepared and char-
acterized gelatin-HAp nanocomposite. The chemical bonding between calcium ions
and carboxyl ions of HAp confirmed by FT-IR analysis and found red-shift of the
1339 cm−1 band of gelatin. The gelatin solution exhibits significant influential role
in size of Hap nanocrystals development i.e., as the concentration of gelatin
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decreases the size of Hap nanocrystals increases [56]. Chiu et al., reported that this
gel-Hap nanocomposites mimics natural bone microstructure. They have developed
HAp-gelatin modified siloxane nanocomposite. The successfully coated
HAp-GNPs with amino silane to provide strength that preserves them from damage.
They observed that only titania additives revealed good in vivo bone formation in
rat with calvarium defects [57]. Binding of gelatin onto titanium was significantly
enhanced by dopamine conjugation [58]. Day by day titanium application in
biomedical fields is continuously increasing so in tissue engineering is necessary
that tissue should attach to the titanium. Yang et al., synthesized recombinant
human gelatin-dopamine conjugate (D-rhG) using carbodiimide as a surface
modifier. The affinity of human recombinant gelatin for titanium surface is sig-
nificantly enhanced by conjugation with dopamine. They used human umbilical
endothelial cells to assay the cell attachment and growth on this surface modified
gelatin-dopamine conjugate where gelatin directly enhanced cell attachment. The
D-rhG-coated surface is suitable for the capture and sequestering of a specific
growth factor that supports cell proliferation [58].

Taguchi and Endo designed novel biodegradable amphiphilic polymer to
assemble liposomes and cells. They synthesized cholesteryl group-modified tilapia
gelatin (Chol-T-Gltns) using standard nucleophilic substitution reaction. The above
formulation has gelatin-based backbone. They formed liposome gel where the Chol
groups in Chol-T-Gltns anchor into the lipid membranes of dimethyldioctadecyl
ammonium bromide liposomes to form liposome gel. The Chol-T-Gltn contains
gelatin as backbone where gelatin has the cell adhesion sequence RGD
(Arg-Gly-Asp). Once Chol groups attach to the phospholipid cell membrane then
integrin in HepG2 cells recognizes the RGD sequence of Chol-T-Gltn, resulting in
cell assembly [59]. Yang et al., prepared succinylated gelatin (s-GL) NPs synthe-
sized by crosslinked aldehyde heparin using Schiff’s base linkage. These NPs
exhibit the possible nanotherapeutic application for injectable hydrogel or use as
potential multifunctional devices like nano [60].

10.8 Conclusions

GNPs are receiving growing attention as a result of their increased used in
biomedical applications. Due to its biocompatibility, biodegradability, non-toxic
and cost-effectiveness making more robust transporter for target and controlled
delivery of drugs. GNPs are in its initial phase of its research so there is a need to
explore the opportunities for GNPs application in other biomedical areas.
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Chapter 11
Deployment of New Carbon
Nanostructure: Graphene for Drug
Delivery and Biomedical Applications

Mahe Talat and O.N. Srivastava

Abstract Graphene, the well awarded and popularly known as 2D carbon allo-
trope, is a versatile material. Its unique physico-chemical properties finds its
application in a wide range of areas ranging from quantum physics, nanoelec-
tronics, energy research, catalysis and engineering of nanocomposites, biomaterials
and drug delivery. In principle, it is possible to produce graphene from high purity
graphite sheet. Since graphite is stacked layers of many graphene sheets, bonded
together by week van der Waals force and if these forces are disrupted individual
graphene sheets can be separated out. In the present chapter we will discuss dif-
ferent methods of the synthesis of graphene like LPCVD, CVD (Chemical Vapor
Deposition), thermal exfoliation, arc discharge, electrochemical exfoliation and
chemical reduction. Since graphene having an innate property of hydrophobicity
have the tendency to agglomeration and insolubility. To overcome the aforemen-
tioned insolubility some functionality needs to be attached to the graphene sheet.
Therefore, different methods of functionalization like covalent and non-covalent
approaches are also discussed. The last part of the chapter will deal with the
application of graphene particularly in the drug delivery and biomedical field.

Keywords Graphene � Exfoliation � Functionalization � Application � Drug
delivery

11.1 Introduction

Graphene, the superstar of the 2010 bagged the Nobel Prize in physics and has been
a constant source of attraction in the material science in the recent past. Graphene, a
single layer 2-D structure nanomaterial with unique physicochemical properties has
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found vast applications in a wide range of areas. Having high surface area, excellent
electrical mobility, strong mechanical strength, unparalleled thermal conductivity
[1] together with remarkable biocompatibility and ease of functionalization, has
received increasing attention in physical, chemical and biomedical fields.

Graphene, a single layer of sp2-hybridized single layer of carbon atoms arranged
in a honeycomb lattice, has evoked enormous inquisitiveness throughout the sci-
entific community since its debut in 2004 [1].

The distinctive properties of graphene enabled it to be considered as an ideal
candidate for broad range applications right from quantum physics to nanoelec-
tronics, energy research, nanocomposites, nanomedicine and bionanomaterials [2–
5]. The discovery of graphene has also gained an increased research attention and it
is now being explored as a new material for drug delivery applications. In the field
of nanomedicine, graphene and its other carbon variant have emerged as new vector
for drug delivery. This provides new avenues for the development of extensive
applications including fabrication of biosensors, nano-carriers for drug delivery,
and probes for cell and biological imaging [6–9]. Graphene and other graphene
derivatives including graphene oxide (GO) have been widely explored in the last
five years for drug delivery applications by many research groups world wide.
Although graphene-based delivery of nanomedicine, is still in its infancy, however
initial reports appear to be motivating and may appear as novel opportunities for
future disease diagnosis in medical science.

If Graphene is compared with the Carbon Nano Tubes (CNTs), it appears to be
superior to CNTs in terms of its properties which are desirable in many applica-
tions. Therefore, the dominance of Graphene is visible now because of its signif-
icant properties like having large surface area which is a prerequisite for high drug
loading capacity, lower toxicity, higher biocompatibility and ease of functional-
ization. Some workers have used functionalized graphene sheet as a vehicle for
in vitro intracellular drug delivery of anticancer chemotherapy. It was demonstrated
that polyethylene glycol (PEG)-functionalized graphene oxide (NGO) can be used
as a novel drug carrier to transport anticancer drugs via non-covalent interaction and
have in vitro cellular uptake capacity [10, 11].

In this chapter, we will discuss the latest progress and developments of using
graphene for various biomedical applications, including drug delivery, and
biosensing. This chapter will also summarize some of the work of our group on the
applications of Graphene focusing on drug delivery and biomedical aspects. But
before discussing the application of graphene sheet, it is important to understand the
characteristics and methods of synthesis of various graphene materials from dif-
ferent routes and its methods of functionalization. First segment of the chapter will
give a brief introduction of method of synthesis and functionalization of graphene
and the last part of the chapter will deal with the applications of graphene in
medicine and biomedical done in our laboratory.
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11.2 Synthesis of Graphene

In principle, it is possible to synthesize graphene sheet from high purity graphite.
Since graphite is stacked layers of many graphene sheets, held together by week
Van der Waals forces and with the help of exfoliation these bonds can be broken
and individual graphene sheets can be separated out. Different methods of synthesis
of graphene used in our lab are LPCVD, CVD (Chemical Vapor Deposition),
thermal exfoliation, arc discharge, electrochemical exfoliation and chemical
reduction method. Table 11.1 summarizes the methods, precursors, experimental
set-up and product obtained through different method of graphene synthesis. An
optical image of the unit employed in our lab is also given in Fig. 11.1.

11.3 Functionalization of Graphene Sheets

Biomolecules play indispensable roles in all life processes including disease
development, so the accurate detection of biomolecules is critical to disease diag-
nosis, drug delivery and therapy. Graphene having an innate property of
hydrophobicity have the tendency to agglomeration and insolubility. To overcome
the insolubility and hydrophobicity, covalent and non-covalent functionalization
approaches have been developed. This kind of approach not only improves the
solubility and dispersion but also facilitates the attachment of ligand/moiety of
interest which is further used for biomedical or drug delivery applications etc.
Broadly, the functionalization methods could be divide into two categories: cova-
lent and non-covalent. Covalent functionalization is based on the formation of a
covalent bond between functional entities and the graphene sheet while
non-covalent functionalization is mainly through non covalent forces such as Van
der Waals force, hydrogen bonding, electrostatic force and pi-pi interactions [12].

Choice of functionalization depends upon the requirement of the application. In
covalent functionalization, aggressive chemical such as the use of neat acids at high
temperatures is employed, which might introduce structural defects resulting in the
change in unique properties of Graphene. Non-covalent treatment is particularly
attractive because it is based on interactions of the hydrophobic part of the adsorbed
molecules with Vander-waals, pi-pi, CH-pi, and other interactions, and aqueous
solubility is provided by the hydrophilic part of the molecules. Also treatment with
harsh chemicals is overcome thereby preserving the innate property of graphene
and leaving the electronic structure intact [13]. We have functionalized graphene
using both the methods of i.e., covalent and non-covalent. However, in order to
avoid the effect of chemicals, non-covalent functionalization method is preferred in
drug delivery and biomedical applications.
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Table 11.1 The methods, precursors, experimental set-up and product obtained through different
method of graphene synthesis

S. No. Methods Precursor Set-up
temperature/atmosphere

Product

1 LPCVD At an elevated
temperatures
gaseous
hydrocarbons
like methane,
ethylene etc. used
as the carbon
source

Low pressure chemical
vapor deposition
(LPCVD) technique
employed for the
synthesis of graphene
by catalytic
decomposition of
hydrocarbon gases like
methane and ethylene
onto the
Ferritin/Fe-SiO2

substrates

A highly
programmed
LPCVD Unit is
used to grow
Single and
few-layer
graphene films

2 Thermal/chemical
exfoliation

In this method
oxidation of
graphite in the
presence of neat
acids and
oxidants is done

The graphite oxide is
placed in a quartz tube
(diameter *25 mm and
length *1.3 m). The
sample is flushed with
inert gas for e.g.: Ar for
10–15 min and the
quartz tube is inserted
into a furnace preheated
to 1050 °C and held in
the furnace for 30 s
Single/few-layer
graphene oxide via
stirring or mild
sonication in water is
obtained. Severe
oxidation treatment
converts graphite to
hydrophilic graphite
oxide

Functionalized
graphene oxide is
obtained having
functionalities of
hydroxyl, epoxy
and carboxylic
groups. These
groups provide,
reactive sites for
chemical
modifications and
ligand attachment

3 Arc discharge
method

In the inner wall
region of the arc
chamber Graphite
rod is used as an
electrodes

A current of 100 A
passes through the
electrodes, creating
plasma between them.
The temperature of this
plasma typically
reaches the temperature
of *4000 K under
relatively high pressure
of hydrogen in the
absence of catalyst

Because of the
high temperature
the carbon on the
anode is
vaporized. This
vaporized carbon
later gets
deposited onto
the cathode

(continued)
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In this method Graphene sheets were functionalized with 0.1 M cysteine using
gentle steps like ultrasonication, filtration, magnetic stirring and centrifugation etc.
simple scheme below depicts the functionalization of graphene sheet Fig. 11.2.

Table 11.1 (continued)

S. No. Methods Precursor Set-up
temperature/atmosphere

Product

4 Electrochemical
exfoliation

Involve the
application of
cathodic or
anodic potentials
or currents in
either aqueous
(acidic or other
media) or
non-aqueous
electrolytes

A set up of anode and
cathode is prepared
where graphite is used
as anode and platinum
is used as a cathode and
voltage is applied.
Within few minutes
Graphite foil is
exfoliated into thin
graphene sheets. These
exfoliated graphene
sheet floating on
electrolyte can be
collected

Single- or
multi-layered GN
flakes can easily
be produced in
less time
A high quality
graphene with
improved
electrical
properties
superior to
reduced graphene
oxide is obtained

Setup of low pressure
chemical vapor
deposition (LPCVD)
(Atomate ,USA)

Optical photograph of electric arc 
discharge method

Optical photograph of tubular furnace  
for thermal exfoliation of Graphite 
Oxide

Fig. 11.1 An optical image of the units employed in our lab
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11.4 Applications of Graphene Sheet

Applications of graphene are currently being investigated by many research groups
in the scientific community and some of them are producing a lot of promising
results although mostly it is preliminary results. The exploration of graphene in
drug delivery and biomedicine was first initiated by the Hongjie Dai group at
Stanford University (CA, USA) in 2008 [14, 15]. After getting encouraging results
on CNTs for drug delivery our group extended this work for Graphene based drug
delivery. Since graphene has approximately double the surface area of (600 m2/g)
CNT i.e., (2630 m2/g), which could prove an efficient carrier for drug loading.
Similarly in biotechnological applications enzyme will get more free sites for
immobilization on Graphene sheet owing to its high surface area. Some of the
applications of Graphene done in our lab are given below.

11.4.1 Graphene in Drug Delivery: Amine-Functionalized
Graphene for the Delivery of Amphotericin B
for the Treatment of Visceral Leishmaniasis: In Vivo
and in Vitro Studies

Visceral leishmaniasis (VL) is one of the most neglected tropical diseases caused by
intracellular protozoan parasites of the Leishmania donovani complex.
Amphotericin B (AmB) is used as a first-line drug for VL in India and constitutes
an alternate treatment for patients resistant to antimonials elsewhere. However, it
has major drawbacks in terms of protracted hospitalization and significant
nephrotoxicity [16, 17]. Previously, we described that nanoparticles of AmB have
significantly greater efficacy than conventional AmB, with an improved safety
profile. Subsequently, we also reported functionalized carbon nanotubes (f-CNTs)
as an effective nanovector for AmB for oral administration in the treatment of VL

Fig. 11.2 Animated scheme of functionalization of graphene sheet with the amino acid L-cysteine
non-covalently
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[18, 19]. Functionalized graphene oxide has been shown to be a promising
nanovector for the efficient delivery of drugs into cells. In spite of having great
application potential, it is important to mention that graphene itself possesses zero
band gap as well as inertness to reaction. The π-π interaction between graphene
sheets (GS) results in the stacking of graphene sheets which eventually results in the
formation of multilayered graphite. In this work we explored the efficacy and
toxicity of a novel Amp-B formulation as a conjugate (f-Gr-AmB) with
amine-modified graphene (f-Gr) in the treatment of VL. The results of this work are
published in Drug Design, Development and Therapy 2014:8. These results were so
well received since it went online that within 4 weeks of uploading there was 420
views.

This novel formulation of AmB conjugated to amine-modified graphene (f-Gr) is
preferred for safety and efficacy over conventional AmB. The f-Gr was prepared in
a gentle one-step process of noncovalent (amine) functionalization with the help of
amino acid L-cysteine (Fig. 11.3). This f-Gr was further conjugated to AmB by
peptide bond. It was found that f-Gr-AmB exhibited lesser cytotoxicity toward
J774A.1 cells than AmB, and did not induce any hepatic or renal toxicity in Swiss
albino mice. In vitro antileishmanial assay in J774A.1 cells showed significantly
enhanced efficacy of f-Gr-AmB over AmB (Fig. 11.4). Furthermore, percentage
inhibition of amastigote replication in a hamster model of VL was significantly
higher in the f-Gr-AmB treated group (87.8 %) compared to the AmB group
(70.4 %) [20].

11.5 Biomedical Application of Graphene

11.5.1 Immobilization of Beta-Galactosidase
onto Functionalized Graphene Nano-sheets
for Analytical Applications

ß-Galactosidase is commercially important enzyme and has two main commercial
applications in food industry: reduction of lactose in dairy products for safe con-
sumption by the patients who are lactose intolerant and secondly producing
galacto-oligosaccharides (GOS) for maintaining gastrointestinal flora via trans-
galactosylation reaction. Lactose is an integral component of breast milk which
causes flatulence and uneasiness in such patients and this condition aggravates with
the aging due to reduced secretion of the gastric beta-galactosidase.
Galacto-oligosaccharides (GOS) are containing two to five molecules of galactose
held together through glycosidic bonds. Also they fall under the category of
non-digestible sugars. Thus enzyme ß-Galactosidase can be used for the above
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purpose but enzymes are too expensive to be discarded after single use, which
makes them commercially non-viable. However, this obstacle can be tackled by
coupling of enzyme with a suitable support material. This kind of immobilization

Fig. 11.3 Micrograph
(TEM) of GS (a), f-Gr (b),
and f-Gr-AmB (c) Ref. [20]
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Fig. 11.4 Spleen sizes of hamsters of different experimental groups. a Healthy control (2.4 cm);
b vehicle control (3.4 cm); c f-Gr-AmB treated (2.6 cm); d AmB treated (3 cm) Ref. [20]

Fig. 11.5 Micrographs of functionalized and immobilized graphene nano sheets (A) TEM images
of functionalized (a) coupled (b) graphene showing fine transparent sheets with inset showing the
Selected Area electron Diffraction pattern (SAD). Amine functionalized graphene sheets appear
transparent whereas islands of immobilized enzyme can be seen in coupled graphene (B) SEM
images of functionalized (a) and coupled (b) graphene Ref. [21]
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provides many advantages such as high enzyme reusability and shelf life, high
yield, improvement of thermal stability, continuous operation, controlled product
formation, etc. Out of several support matrices, nano-materials, particularly carbon
variant graphene is preferred over bulk materials. Graphene, because of their
miniature size, large surface area with high enzyme loading capacity and aqueous
suspendibility prove to be most appropriate support system for enzyme immobi-
lization. Graphene, unlike other regular nanoparticles, provide single carbon atoms
thick graphite sheets with enormous surface area; perfect for uniform attachment of
enzymes. Enzyme beta-galactosidase from plant source (Cicer arietinum) has been
isolated by our group and further this isolated and purified enzyme is used for
covalent attachment to functionalized graphene (Fig. 11.5). The enzyme kinetics
and other parameters has also been studied to obtain best catalytic performance. The
immobilization efficiency was significantly very high and was recorded 84.2 % and
enhanced reusability with greater storage ability was also observed [21].

11.5.2 Functionalized Graphene Sheets
for the Immobilization of Pharmaceutically
Important Enzyme, β-Amylase

Β-Amylase enzyme has an important role in mashing and brewing process. It is
essential enzyme for the generation of maltose from cereal grain starch. β-amylase
also plays an important role in the production of diphtheria pertussis tetanus vac-
cine, in being the exclusive source of carbon. In this work graphene sheets were
functionalized and customized as a matrix which is further used for the covalent
immobilization of Fenugreek β-amylase using glutaraldehyde as a cross-linker.
Statistical software was used to optimize the factors affecting the process using
Response Surface Methodology based Box-Behnken design of experiment which
resulted in 84 % immobilization efficiency. The results are published in PLOS-1
(2014) [22]. Below given is an FTIR spectra of different stages of immobilization,
which is an important technique to confirm that the immobilization /attachment of
enzyme has occurred (Fig. 11.6). A unique signature of the functional groups in the
spectra is recorded and which was analyzed in the results. Detailed analysis of the
results are given in Ref. [22].
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11.6 Conclusions

Today the development of improved drug delivery systems with efficient thera-
peutic profile and efficacy is one of key issues faced by modern medical science,
which may be satisfied with this new wonder material called Graphene. Knowing
the fact that there are still many challenges in graphene-assisted drug delivery, the
distinctive physico-chemical properties of many graphene variants are still very
attractive platform for various innovative applications in biological sensing, drug
delivery and other related biomedical field. The research on graphene and its
derivatives emerge as a novel nanomaterials platform for application and is rela-
tively a new direction that deserves special attention, yet many challenges need to
be addressed and solved by effective collaborations crossing multiple disciplines

Fig. 11.6 FTIR spectra of graphene sheets during different stages of immobilization Ref [22]
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including chemistry, biology, medicine etc. Certainly some concrete research work
is needed and will hopefully appear in the next few years as the potential carbon
material to offer very powerful new tools for the treatment and diagnosis of diseases
and other applications.
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Chapter 12
Optical Coherence Tomography
as Glucose Sensor in Blood

Hafeez Ullah, Ejaz Ahmad and Fayyaz Hussain

Abstract Optical coherence tomography is a modern imaging modality that can
visualize the biological tissues on micron levels. This chapter describes the use of
OCT technique for measuring glucose in liquid phantoms, whole blood (in vitro
and in vivo) based on temporal dynamics of light scattering. Whole blood smears
imaged with microscope reveal the effect of red blood cells deformation and
aggregation with white light microscope for animal and human blood. We found the
changes in the shape of individual cells from biconcave discs to spherical shapes
and eventually the lysis of the cells at optimum concentration of glucose. The
increase of glucose in blood causes the changes in diffusion coefficients and shapes
of the erythrocytes of glucose in stagnant and flowing fluids. The relative contri-
butions of these competing effects have been studied by examining the motion
dynamics of deformable asymmetrical RBCs and non deformable symmetrical PMS
as flowing scattering particles. These systematic studies are aimed at eventual
in vivo tissue imaging scenarios with speckle-variance OCT to visualize normal and
malignant blood microvasculature in three and two dimensions and to monitor the
glucose levels in blood by analyzing the Brownian motion of the red blood cells.
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12.1 Introduction

The OCT 1-15 μm axial resolution (in situ and in real time) is a high resolution
imaging modality of biological tissues, transparent tissue that uses low-coherence
interferometry to perform high-resolution imaging [1]. A low coherent light source
of coherence length (*10–15 μm) for measuring an interferometeric signal is used
in the system of OCT with moving mirror in the reference arm, the sample arm, and
a photodetector [2]. Reference mirror and the light signals from the sample are
combined in the beam splitter and the axial resolution specifying system interfer-
ometeric signal coherence length is acquired within the photodetector. Depth scan
can be obtained up to *2 mm limit by scanning the reference mirror. Tissue
surface can be scanned, if the sample is introduced in laterally movable mirror
scanning; therefore, by making the two-dimensional image with a high resolution
[3, 4]. Notable applications of OCT systems include cardiovascular, joints, gas-
trointestinal tract, the bladder, the female reproductive tract, respiratory tract, sur-
gical and dental clinical diagnosis guidance [5–12].

The leading cause of death in developed countries is low-density lipoprotein
(LDL). The lipid bearing materials, calcium and other substances cause blood to
accumulate in atherosclerotic disease of the arterial wall. Blood by finger prick for
blood glucose control is the prerequisite that makes it unpleasant and painful.
Therefore, it is necessary to introduce a non-invasive method of monitoring blood
glucose from the skin can provide a wonderful relief to patients with diabetes [13,
14]. These methods include for example, optical methods, ultrasonic, impedance,
heat capacitance, etc. [15, 16]. However, in these methods, the measurement can be
different according to the skin because the skin topography and has a non-uniform
structure of the blood vessel biophysical characterization of the complex, thereby
relying on an upper layer of skin (the epidermis and upper dermis) only [13].

Therefore, the development of the technology for monitoring and quantification
of vascular molecular diffusion can promote new therapeutic agents, drug delivery
technologies, as well as a novel method for clinical diagnosis [17]. Many tech-
niques have been used for this purpose in the past, such as spectrophotometry,
fluorescence spectrophotometry, fluorescence microscopy, microdialysis, optical
coherence tomography [18], Raman spectroscopy, near infrared absorption and
scattering and photoacoustics [19, 20]. These techniques, for example low sensi-
tivity, specificity, and accuracy in the measurement of physiological glucose result
in limitations. OCT has been considered in functional imaging, monitoring, and
quantification of epithelial and connective tissue in the diffusion process to be
applied due to the importance of the diagnosis and treatment of various diseases for
in vivo applications [17]. In OCT, the scattering signal’s main reason is the
refractive index of scattering particles such as collagen and elastic fibers and
extracellular fluid [21]. Thus the denser medium (i.e. extra cellular fluid causes the
decrease in mismatch and hence scattering coefficient decreases as whole for the
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tissue [22]. The OCT’s capability to image the structure *0.2–2 mm in depth and
1500 µm2 make it potentially applicable to visualize the epithelium, subepithelium,
and part of the dermal structure that could measure the capillary regions [20].

12.2 OCT’s Basic Principle: Mechanism of Time
Domain OCT

In OCT, back reflection of light intensity is not easy to measure due to the high
speed and spread of light. Measurements for interfering signals are made by
Michelson interferometer in general. Figure 12.1 shows a schematic view for the
time domain (TD-OCT) with a simple Michelson interferometer. Reference arm
strength is to be measured indirectly assess interference back reflection intensity. In
TD-OCT, light from a light source is split at beam splitter, half towards the sample
and half towards the movable mirror [23]. Light is reflected back from the mirror
and the sample, recombine the two signals in the beam splitter and is usually
detected by a photodiode or a CCD camera. Interference signal depends on the
difference in path length and the coherence length of the system. If the path length
is less than the coherence length of the light source, the intensity of the interference
is generated as interferogram [24, 25].

Fig. 12.1 A conceptual diagram of Michelson interferometer in OCT system. The resultant
interferogram is sent to detector

12 Optical Coherence Tomography as Glucose Sensor in Blood 399



12.3 Glucose Levels in Blood

Hypoglycemia and hyperglycemia in diabetes are life-threatening condition. For
Patients at critical stage, the glucose quantification in the blood of the rapid and
non-invasive measurement is important. In recent years, many methods have been
used to monitor blood glucose, comprising of test strips and reflectometer.
Although, these methods are reliable and cost effective glycemic, but piercing the
skin can cause skin irritation and injury. Different blood glucose test strips and
quality control comparison is other problems. OCT explores the blood glucose as
noninvasive monitoring methods [24, 25].

12.4 Application of OCT for Glucose Monitoring

If, μs ≫ μa then only the scattering (ballistic) photon is enough to explore
the scattering centers (such as cell membranes, cellular components, and protein
aggregates) caused by changes in the optical characteristics, ns, and interstitial
fluid (ISF), nISF. The 10 mg/dl increase in glucose increase by a factor of
1.52 × 10−5 and consequently, ns is decreased by decreasing the index mismatch

Dn ¼ ns
ðnISF þ 1:52� 10�5=10 mg/dlÞ [2, 24, 25].

OCT glucose monitoring for average structured OCT image (Fig. 12.2a) for a 1D
optical temporal distribution (Fig. 12.2b), we can get information about the changes
in optical parameters, for example, by optical attenuation contour analysis of
scattering from porcine aorta [26, 27]. OCT has the ability to monitor the diffusion
of glucose from in vitro porcine aortic health epithelial tissue in the eye [17, 28, 29].
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Fig. 12.2 OCT data from healthy pig aorta (a) structured OCT image (b) and corresponding OCT
signal
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12.5 SS-OCT in Glucose Sensing

Dynamic light scattering (DLS) or ballistic photon (single) scattering underlying
Brownian motion can be analyzed using SS-OCT in M-mode scanning [30] to
quantify the glucose levels in fluids [30]. Translation relax and rotation relaxation:
two types of motions are relate to the Brownian motion of particles in turbid media.
Translational relaxation or light contrast to the relevant time provides liquid and
solid tissues. This quantitative data is base line for translating the in vitro study into
in vivo environment where blood viscosity can be measured to monitor glucose
levels [24, 25].

12.6 Glucose Quantification in Stagnant Blood

OCT techniques have been used in the determination of glucose, based on a
dynamic light scattering from liquid phantom and whole blood (in vitro) in time
domain. Adding glucose affects scatterers’s mirage and erythrocyte’s Brownian
motion in the blood, polystyrene microspheres (PMS) carrying fluids [24, 25, 31].

12.6.1 Samples Preparation

Three types of scattering samples with varying glucose concentrations have been
investigated:

1. The first set was water phantoms with 1.4 µm diameter PMS and six different
concentrations of glucose (0, 100, 200, 300, 400, and 500 mM). The micro-
sphere concentrations were increased from 0.69 % (weight/volume) for
glucose-free suspension to 0.76 % for the 0.5 mM phantom, in order to keep the
scattering coefficient μs constant in the presence of the refractive index matching
effect. Assuming the refractive index of water *1.33, μs was calculated from
Mie theory at 1310 nm to be 100 cm−1 [24, 25, 31, 32].

2. The second experimental series was a symmetric scatterer set [PMS as in (1)]
suspended in blood plasma instead of water. Figure 12.3 shows the photo of a
centrifuged blood plasma heparin tube in which *55 % of plasma can be
observed while remaining 45 % consists of red blood cells (erythrocytes). In
these plasmas we added a fixed concentration 0.0073 % of 1.4 µm diameter
PMS and varying glucose amounts (0, 80, 160, 240, 320, and 400 mM). Here,
our Mie scattering calculations assumed a refractive index value *1.34 for rat
plasma, extrapolated from previously-reported n * 1.35 at 630 nm for human
blood plasma [24, 25, 31, 33, 34].

3. Finally, asymmetric RBC scatterers in the natural blood environment were
investigated. Whole blood drawn from five months old Lewis rats was admixed
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with additional glucose to 0, 20, 40, 60 and 80 mM levels. These add glucose
levels were lower than in sets (1) and (2), and indeed closer to the level above
human physiology; this was aimed is to better gauge the applicability of this
approach to finally in vivo situation [24, 25, 31].

12.6.2 Measurement System

A Custom built 36 kHz of SS-OCT system was used for M-mode scanning. For
M-mode measurements a snapshot (Fig. 12.4) of the experimental apparatus is
shown for a typical blood sample. Briefly, the SS-OCT system consists of a
frequency-domain mode-locked (FDML) fiber ring laser sources, including
polygon-based tunable filter. The FDML cavity length configuration includes 3.3–
4.5 km. A fiber Bragg grating is used for A-scan (depth scan) triggering. Coherence
length and spectral scanning range were respectively 6 and 112 nm, the center
wavelength of 1310 nm. Average output power and axial resolution were 48 mW
and 8 microns respectively [24, 25, 31].

Figure 12.5 shows OCT images for a typical glucose concentration of 80 mM in
whole blood. Figure 12.5a depicts a raw 2-D OCT image (640 × 512 pixels and
5 mm × 2 mm, width × depth) and Fig. 12.5b shows an M-mode 2-D OCT image
with (64 × 512 pixels and 0 mm × 3 mm, width × depth). Figure 12.5 ensures that
ballistic scattering region near top surface (above *70 µm) below glass cover is
more suitable for dynamic light scattering. To obtain M-mode data, it was

Red blood cells 

Blood plasma 

Heparin tube 

Fig. 12.3 Centrifuged
plasma from drawn rat blood
in heparin tube. We can see
that *55 % of blood consists
of plasma and other 45 % is
retained by red blood cells
[24, 25]
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repeatedly acquired full depth (*2 mm) A-scans for *5 s at the same central
sample lateral location and averaged 64 consecutive A-scans to obtain average
signal intensity at our selected 70 μm depth. The experimental temperature was
21 °C [24, 25, 31].

12.6.3 Signal Processing and Results

The signal recorded at the detector of the SS-OCT system is given by [24, 25, 35];

ID ¼ 1
2

Z1
0

IsoðkÞ 1þ cos kxð Þdk ¼ 1
2
Iso þ 1

4

Z1
�1

IsoðkÞeikxdk; ð12:1Þ

where x is the path length difference, ISO(k) is the source intensity and the integralR1
0
Iso(k)eikxdk is called autocorrelation function (ACF). The power spectrum P(ω)

and ACF are related by Weiner-Khinchin theorem as a Fourier pair [24, 25]:

FDML laser source

MZI and detector

Sample arm

Fig. 12.4 Photograph of experimental setup during M-mode measurements of a typical blood
sample set (3) [24, 25]
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ACF(x) ¼
Z

P(x)e�ixx=cdx: ð12:2Þ

Raw OCT intensity M-mode data at a depth of 70 μm is shown in Fig. 12.6a for
six different glucose concentrations in the blood plasma + PMS phantom set (2) up to
*2.0 s for the purpose of illustration. Equation (12.2) yielded The ACFs as pro-
cessed using Matlab and is shown in Fig. 12.6b. As can be seen, increased blood
glucose levels can lead to longer relaxation OCT signal attenuation, from the slow
Brownian motion of the scattering particles as expected. Differences can be observed
in the decay very careful, because the decay time interval, Δτ is within the range of
milliseconds. Figure 12.7a, b display the OCT intensity and ACF for whole blood
phantom set (3) similar to plasma as stated above for all five concentrations of
glucose. Figure 12.7 shows the characteristic behavior of the medium (whole
blood + glucose) like Fig. 12.6 of medium (plasma + PMS + glucose). Figure 12.8a–
c shows ACFs as a function of time for*5 s extracted from OCT (power spectrum)
data for samples sets (1,2, and 3) in glucose free conditions [24, 25, 31].
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Two distinct signal decorrelation mechanisms i.e. translation and rotation for
scattering particles undergoing Brownian motion have been investigated for sym-
metrical and asymmetrical particles carrying samples respectively [24, 25, 31].

A single exponential fit function f1 = A*exp(−t/τT) was applied to each ACF to
extract the translational decorrelation time τT to sample water and plasma samples
with the correlation coefficient r2, typically *0.98. A typical exponential to the
plasma + PMS sample is shown in Fig. 12.9 prior to glucose addition. Translational
decorrelation time τT derived obtained from single exponential fit is related to the
translational diffusion coefficient DT, which in turn depends on the medium vis-
cosity. For spherical scatterers of radius R [24, 25, 31, 36];

sT ¼ 1
2k2DT

and DT ¼ kBT
6pgR

ð12:3Þ
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Fig. 12.6 a OCT M-mode intensity signals at a depth of 70 μm for six different glucose
concentrations in the blood plasma + PMS phantom set (2) at 21 °C. The decrease in OCT signal
can be exclusively observed for higher glucose concentrations specially at 400 mM [24, 25].
b Signal autocorrelation functions (ACF) obtained from the OCT M-mode data. ACF curves
exhibit exponential decay, which is characteristic of Brownian motion of the scatterers. Slower
relaxation is seen in samples with higher glucose concentration [24, 25]
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where k = 4πn/λ is wave number, n is the refractive index, kB is Boltzmann constant,
T is absolute temperature, and η is the viscosity of the medium [24, 25, 31].

For whole blood, results having asymmetric RBCs, a double exponential fit form
f2 ¼ B� exp �t=s0T

� �þC� exp �t=sRð Þ (where s0T and τR are the translational and
rotational decorrelation times of erythrocytes) to account for both translational and
rotational relaxations was applied to the OCT’s ACFs. By considering the ery-
thrcytes as a flattened ellipsoid of radius R we can write ½ of the average thickness
a, in analogy with Eq. (12.3) [24, 25, 31, 36];

s0T ¼ 1
2k2D0

T
and D0

T ¼ kBT
6pga

G(q) ð12:4Þ
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Fig. 12.7 a OCT M-mode intensity signals at a depth of 70 μm for six different glucose
concentrations in the whole blood phantom set (3) at 21 °C. The OCT signal can be clearly
observed in decreasing trend for glucose concentrations. The effect is more pronounced at 80 mM,
where RBCs are more likely to burst up after deformation [24, 25]. b Signal autocorrelation
functions (ACF) obtained from the OCT M-mode data. ACF curves exhibit exponential decay,
which is characteristic of Brownian motion of the scatterers. Slower relaxation is seen in samples
with higher glucose concentration [24, 25]
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where G is a geometrical factor given by GðqÞ ¼ q2 � 1ð Þ1=2 � q � arc tan q2 � 1ð Þ
and q ¼ R

a
[ 1. For a red blood cell, R* 3.5 µm and a* 1.0 µm [31]. Looking at

the ratio of B/C to estimate the relative importance of translational against rotational
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Fig. 12.8 Autocorrelation functions obtained from OCT average intensity data for sample sets
a for 1, b for 2, and c for (3) prior to glucose addition [24, 25]
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relaxation for the five blood samples experimental group (3), this ratio was *2.7,
indicates that translational decorrelation is dominant over the rotational relaxation
[24, 25, 31].

12.6.4 Discussions

Table 12.1 summarizes the quantitative study findings for the samples investigated
in this work [31]. Prior to glucose in water + PMS sample, the obtained viscosity
ηwater = 0.88 MPa s, agreeing with the literature i.e. 0.98 MPa s at 20 °C [37]. The
10 % difference may be due to due to the imprecise experimental temperature
because the viscosity is highly temperature dependent. Comparing with literature,
our derived viscosity value of 1.44 MPa s for the 500 mM sample (9 % w/w) is in
reasonable agreement with the previously-reported η = 1.24 MPa s for 10 % w/w
glucose solution [24, 25, 38].

Table 12.1 Summary of the OCT experimental results and analysis for the three phantom sets,
demonstrating the quantification of glucose-induced viscosity changes [24, 25, 31]

Sample glucose concentration
(mM)

Translational decorrelation time
(ms)

Viscosity r2-
value

Phantom set (1)—single exponential fit

0 8.77 ± 0.04 0.88 0.97

100 9.25 ± 0.06 0.93 0.98

200 10.21 ± 0.06 1.03 0.98

300 11.20 ± 0.10 1.13 0.99

400 12.20 ± 0.06 1.24 0.97

500 14.10 ± 0.05 1.44 0.95

Phantom set (2)—single exponential fit

0 11.46 ± 0.14 1.16 0.99

80 12.27 ± 0.16 1.25 0.99

160 15.70 ± 0.12 1.60 0.98

240 21.12 ± 0.21 2.17 0.97

320 26.4 ± 0.16 2.72 0.94

400 44.1 ± 0.29 4.61 0.99

Phantom set (3)—double exponential fita

0 8.20 ± 0.04 9.03 0.93

20 9.52 ± 0.08 (8.41 ± 0.04) 10.26 0.99

40 12.00 ± 0.05 (10.40 ± 0.06) 10.81 0.91

60 26.30 ± 0.13 (12.2 ± 0.06) 24.61 0.93

80 63.00 ± 0.40 (25.00 ± 0.14) 51.05 0.99
aFor the blood samples, the bracketed decorrelation times represent measurement baseline drift due
to blood exposure to air, in the absence of glucose aliquots (see text for details). It is corrected for
this prior to using Eq. (12.4) to derive the displayed viscosity values in column (3), via s0T
(corrected) = s0T (0 mM) + [difference between the s0T values in column (2)]
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The plasma + PMS phantom set results exhibit a similar trend to the
water + PMS phantoms. Its baseline viscosity is of 1.16 MPa s * 28 % higher than
that of water, and agrees reasonably well with literature values of 1.29 MPa s [39].
Comparing the ηplasma glucose dependence to water-based results as displayed in
Fig. 12.10, a slightly higher increase in viscosity has been observed.

The derived viscosity value for the blood sample without added glucose is *8
times that of water. This static ηblood value also agrees well with the literature,
where a value of *10 MPa s is reported [40, 41]. It shows that the addition of
glucose in whole blood has a more drastic change compared to the average vis-
cosity of water or plasma being the non-Newtonian fluid. The blood is difficult to
explain because of supra- exponential behavior. This, perhaps, is not surprising,
given the complex nature of the environment—the viscosity changes, irregular
shape of the RBC and its changes, exposure to air complications, may RBC
aggregations, etc. [24, 25, 31].

Further study includes the potential complications caused by the red blood cell
shape change and aggregation after increases in glucose concentrations in a whole
blood smear are shown in Fig. 12.11 in microscopy results. Normal rat blood’s
erythrocytes behavior in Fig. 12.11a is expected, and is seen as *7 µm diameter
and a double concave disc-like shape. With addition of glucose (20 mM in
Fig. 12.11b, 40 mM in 12.11c), deformation of individual erythrocytes into
spheroidal shapes, and their multi-particle aggregation behavior are becoming
evident. The former is a well known osmotic effect, which may be an indication of
the formation of rouleaux [24, 25, 31, 42–46].
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Fig. 12.10 Viscosities of water and plasma phantom sets [with PS microsphere scatterers,
analyzed via Eq. (4.3)], and of whole blood [with RBC scatterers, analyzed via Eq. (12.4)].
a Linear scale b Semi-logarithmic scale, showing exponential dependence of viscosity on glucose
levels in water and plasma systems, and a more complicated (supra-exponential) behavior in whole
blood. Symbols are the results of experimental measurements (with errors bars = standard devi-
ations) [24, 25, 31]

12 Optical Coherence Tomography as Glucose Sensor in Blood 409

http://dx.doi.org/10.1007/978-81-322-2668-0_4


12.7 Microscopic Images for Qualitative Monitoring

White light microscope in transmission mode has been used to examine the
behavior of rupturing of RBCs after admixing of three types of glucose concen-
tration in blood (in vitro) [47].

12.7.1 Materials and Methods

Glucose (C6H12O6) was dissolved in the whole blood sample. For prevention of
clotting of 29 years human blood, 9 heparin tubes were used and anticoagulant
(citrate phosphate dextrose adenine (CPDA-1) was added in each tube. The sample
consisted of [whole blood + nine different concentrations of glucose (0, 50, 100,
150, 200, 250, 300, 350, 400 mM)] that were admixed in each of heparin tube and

(a) (b)

(c)

Fig. 12.11 Microscopy results demonstrating deformation and rouleaux formation of RBCs in rat
whole blood samples with the addition of glucose. a No glucose added, b 20 mM, and c 40 mM.
The shape of individual cells changes from biconcave discs in a to more spheroidal shapes in b and
c. In addition, the collective aggregation in c is suggestive of rouleaux formation. (Image size:
width × height = 1392 × 1040 pixels, 1 pixel = 6.45 µm). Field of view of microscope objective
was 8.98 × 6.71 mm [24, 25, 31]
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shake well gently to mix-up the glucose completely. After getting mixed the glu-
cose, a blood smear was prepared on a glass slide for all aforementioned concen-
trations and was kept under a transmission mode microscope with 40X
magnification [47].

12.7.2 Results and Discussions

Figure 12.12 shows a clear effect of cell’s deformations from its natural shape and
aggregations as the concentrations of glucose is increased from 0 to 400 mM. The
complete burst-up starting from biconcave disc like shape to sphereoidal shape and
ultimately damaging of the whole structure has been observed. Figure 12.12a shows
the native structure of erythrocytes i.e. a complete pan cake like shape [44] is
visible. Figure 12.12b, c show the clumping of RBCs tending towards the rouleaux
formation. After, the addition of 150–200 mM of glucose, the RBCs are deformed
and there shape start transition from biconcave discs to more spheroidal shape,
getting swellings perhaps due to hyperglycaemic shock and consequently, drasti-
cally the burst up of RBCs have been observed as shown in Fig. 12.12d, e. In
Fig. 12.12f–h, for higher concentration i.e. 250–350 mM a very pronounced change
of destruction/lyses of the RBCs can be observed. It gets totally deformed in size
and shape in drastic shrivelling as shown in Fig. 12.12i creating the irreversible
situation where RBCs become unable to re-function and die out ultimately [47].

The, normal glucose levels in human blood lie in the range of 70–140 mg/dl
before meals (fasting level) and fluctuates up to 200 mg/dL after two hours of the
meal. According to American diabetes association (ADA) [48] report, the hyper-
glycaemic condition for the diabetes is greater than 240 mg/dl. The patients at this
level need the proper medication, dieting and exercise to bring this level down [48].
We have investigated the optimum level of glucose in the human blood after those
the erythrocytes become non-functional [47].

In order to examine potential complications due to RBC shape changes and
aggregation in the presence of higher glucose concentrations, the images with the
help of microscope from blood smears are shown in Fig. 12.12. Normal human
blood in Fig. 12.12a exhibits expected biconcave (disc like) shapes of RBCs* 7 μm
diameter with a central void in this microscopic image [44]. Figure 12.12b, c show
the just start-up of the aggregation/clumping of RBCs after addition of 50 and
100 mM glucose concentration respectively. Evidently, the aggregation of multi-
particle (indicative of the rouleaux formation) and deformation of individual ery-
throcytes from disc like shape to spheroidal shapes have been initiated. This
transition is due to a well known osmotic pressure effect [43, 45, 46]. Figure 12.1b, c
with glucose concentrations of 50–100 mM lies in the physiologically levels [49]
(that forms the surrounding of RBC’s cytoplasm is compatible with the blood
plasma) tries to keep the erythrocytes in its original size and shape. After, the
addition of 150–200 mM of glucose, the RBCs have been deformed and there shape
has started to change from biconcave discs to more spherulated (spheroidal shape),
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perhaps due to hyperglycaemic shock and consequently a drastic change tending
towards the burst up of RBCs is shown in Fig. 12.12d, e. These results have good
agreement with literature [44] where 100 and 200 mM of glucose concentration
made a significant change in the size and shape of RBCs in which the spheroidal
shape has been reported. For higher concentrations of glucose i.e. more than
250 mM, the well known effect of hyperglycemic shock of erythrocyte is observed.
This is an evidence of morphological changes of the whole blood underlying the
physiological and hyperglycemic conditions. In Fig. 12.12f–h, for 250–350 mM
concentration, a very pronounced change of destruction (drastic shrivelling) can be
observed i.e. getting totally deformed in shape and causing the reduction in number
of normocytes as well. Figure 12.12i shows the situation for 400 mM glucose
creating the irreversible situation where RBCs become unable to re-function and die
out ultimately [44, 50]. This is actually due to the reduction in the diameter of RBCs,
while their outer membrane rings got thicker and ultimately gets burst [44]. These
changes in shapes support the characteristic of transformation from an essentially
flattened shape to a spherical shape as well as rod like shape. This might be sup-
ported by reduction in the optical attenuation due to refractive indices mismatching
effect [49, 51]. The effect is dominant in scattering properties with negligible
absorption of light in whole blood. The effective optical scattering will gradually
decrease due to increase in mismatch of refractive indices between plasma serum and
RBCs [52]. Thus, by losing the immunity, erythrocytes couldn’t face the severe
hyperglycemic conditions and after swelling the outer membrane were permanently
damaged. In diabetics, these changes can be measured for in vivo cases in accurate
glucose monitoring as a significant non-invasive application [47, 53].

12.8 Flow Phantom Measurements

This work is an extension of stagnant blood quantification results where glucose
was monitored via its effect on medium viscosity modulation [31]. Brownian
motion plays a crucial role in explanation of the flowing fluid diffusion theory [54–
56]. In this work, the diffusion coefficient of the PMS from the relaxation time in
the water and plasma’s OCT M-mode measurements, and whole blood’s erythro-
cytes have been carried out. The resulting relaxation/decorrelated time’s changes
were caused by glucose addition by modulating flow rate. These results are
enabling steps towards further elucidating the source of glucose-induced contrast in
various OCT imaging modes (M-mode, SV-OCT). As we have demonstrated an
initial SV-OCT imaging of polymer capillary tube mimic to blood vessels in which
blood was flown under the action of gravity [24, 25, 57, 58].

b Fig. 12.12 2D images of erythrocytes in whole blood of 19 years old human obtained with light
microscope in transmission mode for glucose concentrations of a 0 mM, b 50 mM, c 100 mM,
d 150 mM, e 200 mM, f 250 mM, g 300 mM, h 350 mM, and i 400 mM [47]
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Like stagnant experiments, three types of phantoms (water, blood plasma and
whole blood) have been investigated flowing under the action of gravity trough a
capillary polymer tube of 600 µm diameter. This study includes the measurements
of translational diffusion coefficient DT for spherical and disc shaped particles with
different glucose concentrations under the effect of dynamics light scattering [24,
25, 58].

12.8.1 Samples Preparation

(1) The first set was water phantoms with 1.4 µm diameter PMS and four different
concentrations of glucose (0, 100, 200, and 300 mM). The PMS concentration was
increased from 0.69 % (weight/volume) for glucose-free suspension to 0.74 % for
the 0.3 M phantom, in order to keep the scattering coefficient μs constant in the
presence of the glucose-caused refractive index matching effect [59]. Assuming the
refractive index of water *1.33, μs was calculated from Mie theory at 1310 nm to
be 100 cm−1 [32]. (2) The second sample was blood plasma with PMS suspensions.
A fixed concentration 0.0073 % of 1.4 µm microspheres was added to plasma along
with varying glucose amounts (0, 100, 200, and 300 mM). Its refractive index was
assumed to be *1.34, extrapolated from previously-reported n * 1.35 at 630 nm
for human [34] blood plasma. (3) Finally, whole blood containing asymmetric
RBCs scatterers was admixed with additional glucose of 0, 20, 40, 60 and 80 mM
levels [24, 25, 58].

12.8.2 Measurements and Signal Processing

Phantom fluid was allowed to flow under gravity through the inner diameter
600 μm polymer capillaries with different flow rates and velocity due to changes in
glucose concentration. Figure 12.13 shows a snapshot of the experiment for the
blood flow measurement under the SS-OCT scanning head [24, 25].

For a typical water phantom set (1) with a 0 mM glucose, as shown in
Fig. 12.14, the flow rate, Q was determined from time data versus the mass flow.
The average flow velocity v was calculated from measured mass flow, density, from
the tube cross-sectional area with the equation [24, 25];

v ¼ Q g/sð Þ � 1
q g/mlð Þ �

1
Area mm2ð Þ : ð12:5Þ

where Q is flow rate and ρ is the density of the fluid. Shear rate c
�
is an important

parameter in specific flow dynamics in hemodynamic as it is correlated with the
shape deformation behavior of red blood cells [60]. Shear rate of each sample set
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for different glucose concentrations was calculated by c
� ¼ 8v

d [61], where v is the
velocity of the fluid and d is the diameter of the capillary tube.

A Typical SV-OCT image of polymer tube with flown whole blood prior to
glucose addition is shown in Fig. 12.15a (6400 × 1520 × 512 pixels). This is mainly
(display perhaps typically observed parabolic velocity profile) that is intended to

Whole blood 
(higher reservoir)

Capillary tube

Whole blood 
(lower reservoir)

Scanning head

Fig. 12.13 Experimental setup snapshot consisting on higher reservoir, lower reservoir, balance
and SS-OCT sample arm for a typical sample set (3) [24, 25]
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Fig. 12.14 Flow rate
evaluation: The slope gives
the mass flow rate for a
typical sample of water
phantom with 0 mM glucose
in it which is 6.0 mg/s [24,
25]
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indicate a velocity gradient in the tube under a higher rate of medium flow con-
ditions [24, 25, 60]. The M-mode analyses were performed at a depth of 40 μm
below the liquid surface (lower interface of the upper wall of the tube). The
scanning protocol and signal analysis was same as described in previous section for
stagnant phantoms [25, 31, 58].

For sample set (1) and (2) a single exponential fit function f1 ¼ A � exp �t=sT

� �
was applied to each ACF for extraction of the translational decorrelation time τT.
The mono-exponential decay with correlation coefficient r2 (for goodness of fit) was
*0.98 for samples in sets (1) and (2) yielding τT to derive the translational diffusion
coefficient DT. For spherical scatterers of radius R, DT is evaluated using [24, 25,
31, 58],

sT ¼ 1
2k2DT

: ð12:6Þ

where k = 4πn/λ is wave number, n is the refractive index, and λ is wavelength.
DT for phantom set (1 and 2) was evaluated with Eq. (12.6) for different glucose

concentrations.
Whole blood samples (3) were analyzed with double exponential fit function

f1 ¼ B � exp �t�
s0T

� �
þC � exp �t=sR

� �
, where s0T and τR are the translational and

rotational decorrelation times of erythrocytes [31, 58]. There is a possibility that has
been pursued for another estimate of as well the corresponding rotational relaxation
analysis τR. However, we have analyzed the translation by examining the B/C ratio

Fig. 12.15 Speckle variance OCT image of blood mimic capillary tube (600 µm) carrying whole
blood (with 80 mM glucose concentration) flowing through it depicts that velocity of fluid is
higher in the center of tube. Dimensions: (6400 × 1520 × 512, pixels) and (6 mm × 6 mm × 3.2 mm).
Scale bar 750 µm [25, 58]
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(relative importance to the rotational relaxation). This ratio was suggesting the
importance of the translational over the rotation relaxation to 1.4. Blood D′T was
evaluated using the same Eq. (12.6) at different glucose concentrations [24, 25, 58].

12.8.3 Results and Discussion

Table 12.2 summarizes the quantitative results including density, flow rate, velocity
of three phantom sets and shear rates with different glucose additions in flowing
phantom set (1, 2, and 3). Table 12.3 contains the quantitative parameters including
derived translational decorrelation times for (1), (2), and (3), diffusion coefficients
for (1), (2), and (3) and the fitting correlation coefficients r2. Table 12.4 compares
these flowing-fluid findings with our previous results for non-flowing phantoms
[24, 25, 58].

Considering the water + PSM phantom set (1) first, our determined
DT = 2.14 × 10−12 m2/s for the 0 mM glucose sample can be compared with a
reported literature value with a value 4.0 × 10−13 m2/s [62], although the experiment
was performed at significantly lower shear rates (280/s for our result versus 21/s in
[62]). Speed of flow, perhaps indeed we have observed as, for faster decorrelation,
will be yield large diffusion coefficient. The possible reasons include the difference
in microsphere size and concentration (1.4 µm, 0.71 % vs. 1.1 µm, 0.11 %) for the

Table 12.2 Summary of the flow phantom OCT experimental results and analysis for the three
phantom sets, demonstrating the density, flow rate and velocity [24, 25, 58]

Sample glucose
concentration (mM)

Density
(g/ml)

Flow rate
(mg/s)

Avg. speed
(mm/s)

Shear rate
(s−1)

Phantom set (1) [water]

0 1.009 6.0 21.0 280.1

100 1.012 5.6 19.5 260.7

200 1.023 5.3 18.3 244.1

300 1.025 5.1 17.2 229.8

Phantom set (2) [blood plasma]

0 1.025 3.2 11.0 147.1

100 1.028 2.7 9.3 123.7

200 1.030 2.4 8.2 109.8

300 1.035 1.9 6.6 87.4

Phantom set (3) [whole blood]

0 1.060 4.8 1.6 21.3

20 1.069 4.3 1.4 18.9

40 1.077 3.9 1.3 17.1

60 1.086 3.3 1.1 14.3

80 1.099 2.0 0.6 8.6
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Table 12.3 Summary of the OCT experimental results and analysis for the three phantom sets,
demonstrating the quantification of glucose-induced diffusion coefficient changes [24, 25, 58]

Sample glucose
concentration (mM)

Translational
decorrelation time (ms)

Translational diffusion
coefficient (m2/s)

r2-
value

Phantom set (1) [water]—single exponential fit

0 1.44 ± 0.002 2.14 × 10−12 0.99

100 2.30 ± 0.003 1.33 × 10−12 0.99

200 2.95 ± 0.005 1.03 × 10−12 0.99

300 3.37 ± 0.007 9.12 × 10−13 0.99

Phantom set (2) [Plasma]—single exponential fit

0 1.90 ± 0.006 1.59 × 10−12 0.99

100 2.74 ± 0.006 1.10 × 10−12 0.97

200 3.34 ± 0.001 8.99 × 10−13 0.96

300 5.80 ± 0.006 5.16 × 10−13 0.86

Phantom set (3) [Blood]—double exponential fit

0 34.01 ± 0.69 8.65 × 10−14 0.99

20 46.30 ± 0.40 6.39 × 10−14 0.99

40 58.12 ± 0.55 5.06 × 10−14 0.99

60 68.43 ± 0.57 4.31 × 10−14 0.99

80 129.02 ± 0.94 2.27 × 10−14 0.99

Table 12.4 Comparison of flow phantom results with previous results of static fluids [24, 25,
31, 58]

Sample glucose
concentration
(mM)

Translational diffusion
coefficient-static fluids
(m2/s)

Translational diffusion
coefficient-flowing fluids
(m2/s)

Flowing/static
ratio

Phantom set (1) [water]—single exponential fit

0 3.51 × 10−13 2.14 × 10−12 6.11

100 3.31 × 10−13 1.33 × 10−12 4.02

200 2.99 × 10−13 1.03 × 10−12 3.45

300 2.71 × 10−13 9.12 × 10−13 3.34

Phantom set (2) [plasma]—single exponential fit

2.64 × 10−13@0 mM
glucose

1.59 × 10−12 @0 mM
glucose

6.02

2.46 × 10−13@80 mM
glucose

1.10 × 10−12 @100 mM
glucose

4.47

1.92 × 10−13@160 mM
glucose

8.99 × 10−13 @200 mM
glucose

4.68

1.13 × 10−13@320 mM
glucose

5.16 × 10−13 @300 mM
glucose

4.56

Phantom set (3) [blood]—double exponential fit

0 3.59 × 10−13 8.65 × 10−14 0.24

20 3.09 × 10−13 6.39 × 10−14 0.21

40 2.45 × 10−13 5.06 × 10−14 0.21

60 1.12 × 10−13 4.31 × 10−14 0.39

80 4.65 × 10−14 2.27 × 10−14 0.49
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*5X difference in the measured diffusion coefficient values for the water + PMS
glucose-free medium. A similar trend of glucose-caused decrease in DT is observed
in plasma + PMS phantom set (2). Note that the corresponding flow speeds are
lower in plasma than in water phantoms (1), likely owing to greater viscosity of the
plasma compared to water. For example, water phantom without glucose flows with
21 mm/s than plasma phantom which has speed of 11 mm/s and corresponding
diffusion coefficients are 2.14 × 10−12 m2/s and 1.59 × 10−12 m2/s. These values are
*6X greater than our previous stagnant-fluids findings [24, 25, 58].

It’s reassuring to note that the value of D′T for whole blood (without added
glucose) agrees well with the literature, where a translational diffusion coefficient of
*6.5 × 10−14 m2/s is reported [24, 25, 56, 58]. Thus, many possibilities by forced
convection caused modulations in the shear rate of the phantom flow and the
glucose concentration is significantly indicates a change of DT. Therefore, OCT has
the potential to quantify the glucose levels in the blood stream, based on the
dynamic light scattering underlying the Brownian motion [24, 25, 58, 63].

A significant application of these methods lies in the patients of hyperglycemia
where oxygen carrying capability of blood is enhanced by lowering blood viscosity
after fibrinogen depletion. the occurrence of atherothrombotic vascular disease is
monitored with the increased viscosity of blood or plasma an indicator. This works
has reported the reference value of glucose diffusion by measuring diffusion
coefficient of healthy animals that can be implemented clinically and lab experi-
ments as a non invasive method. The OCT’s capability for monitoring glucose in
blood vessels of diameters in micron ranges has a worth of non invasive light
scattering methods as we imaged animal’s blood vessels without injection of glu-
cose. It provides the route to enhance the application for further glucose concen-
trations quantifications in the presence of RBCs [24, 25, 58].

12.9 In Vivo Blood Glucose Quantification

SV-OCT and structured OCT have been utilized to map out the normal and
malignant blood microvasculature in three and two dimensions and to monitor the
glucose levels in blood by analyzing the Brownian motion of erythrocytes under-
lying dynamic light scattering. The technique has been applied on nude live
mouse’s skin for which the microscopic images have also been obtained for both
types of blood vessels i.e. normal and tumor [24, 25, 64].

12.9.1 The Dorsal Skinfold Mouse Window Chamber Model

Dorsal skinfold mouse windows chamber (DS-MWCM) has been widely used in
microscopy for the investigation of striated skin muscle of nude mouse in
immunoincompetent [65] and for quantitative analysis of the microhemodynamic
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parameters such as microvessel diameter, RBC’s velocity in arterioles and the
autochthonous microvasculature [66]. The DS-MWCM has been implemented to
image normal micro blood vessels, tumor angiogenesis with SV-OCT [67].
The crucial parameter required for SV-OCT includes the minimization of tissue
motion artifacts; therefore, DS-MWCM provides a stationary platform (free from
bulk motion) and is shown in Fig. 12.16a implanted on a nude mouse. In
Fig. 12.16b the white light microscopy image of window chamber model have been
depicted for illustration purpose that delineates the blood vessels for SV-OCT
mapping [24, 25, 64].

(a)

(b)

Fig. 12.16 a The dorsal
skin-fold window chamber
model implanted in a female
NcrNu nude mouse, and
b white light microscopy
image of Window chamber
model that delineates the
blood vessels for SV-OCT
mapping. Scale bar 2 mm
[24, 25]
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12.9.2 Animal Model

The SV algorithm has been used to image microvasculature net of normal and
tumor induced mice (in vivo). A DS-MWCM was applied on anesthetized mouse
under. The mouse was anesthetized with a ketamine–xylazine (90–10 mg/kg)
mixture. A 10 mm diameter region of skin is placed between the titanium plates of
DS-MWCM. A 12 mm diameter and 250 μm thick cover slip is used to protect the
exposed fascia and vasculature. OCT imaging was performed by fixing the
DS-MWCM into the removable light weight aluminum plate to keep the animal at
37 °C after recovery of the animal from surgery. The tumor ME180 human cervical
carcinoma cells were transfected with the DsRed2 fluorescent protein into the mice.
We waited for one week so that tumor would grow before imaging after injection
the tumor into the fascia. The use of fluorescent protein enhances the visibility of
tumor through microscope for subsequent coregistration of fluorescent and
SV-OCT images [24, 25, 64].

12.9.3 OCT Imaging System

OCT data were obtained from 36 kHz SS-OCT system as described earlier [24, 64].
OCT system, using a broadband light source is based on dispersion of a number of
the k-values signal. In SS-OCT, the laser source does not directly sweep linearly
into k-space but rather time space. Thus, firstly re-calibration is required from the
data of the linear-in-time to data in a linear -k. The general approach to achieve this
goal is to fix the optical path length for interferometeric signal. Therefore, it can be
written the SS-OCT signal in k-space like [24, 25, 64];

IðkÞ � SðkÞ cos 2knz0ð Þ; ð12:7Þ

where, S(k) is the incident intensity for each k-value used (the swept source
spectrum) and z0 = offset distance between reference plane and object surface.
A photograph of scanning head with animal under measurements is shown in
Fig. 12.17a [24, 25, 64].

12.9.4 Speckle Variance OCT: Blood Vessel Images

The interframe OCT fluid contrast algorithm termed as SV-OCT is based on the idea
that the image speckle/texture of relatively solid regions will persist between con-
secutive images, whereas speckle will show greater inter-image speckle washout in
regions of greater fluidity [68]. The algorithm for generation of speckle variance
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images of OCT data needs to calculate the variance of pixels from a set of N, B-mode
images (N is gate length), acquired from the same spatial location [24, 25, 64];

SVijk ¼ 1
N

XN
i¼1

Iijk � 1
N

XN
i¼1

Iijk

 !2

: ð12:8Þ

where i, j and k are indices for the frame (up to N), transverse, and axial pixels, and
I is the corresponding pixel intensity value at the imaging speeds of 20 frames per
second. A more clearly schematic representation of the data set and pixel indices for
three dimensional frames stacking according to Eq. (12.8) is shown in Fig. 12.17b.

12.9.5 Results and Discussions

Figure 12.18a shows a blood vessels image of normal nude mouse obtained with
SV-OCT. this 3D processed image of blood microvasculature shows the distinction
between the individual blood vessels with dimensions of 6 mm × 6 mm × 2.2 mm.
Figure 12.18b shows a light microscopic image displaying the micro vessels with
high lateral resolution with dimension of 6.2 × 6.2 mm in DS-MWCM.
Figure 12.19a shows blood vessels having tumor induced in nude mouse obtained
with SV-OCT with dimensions of 6 mm × 6 mm × 2.2 mm. Figure 12.19b shows
corresponding maximum-intensity projection image of a fluorescence confocal
z-stack image obtained using 500 kD Fluorocein labeled dextran with dimensions
of 2.2 × 2.2 mm [24, 25, 64].

Different layers under laying the fascia can be observed in an image
(Fig. 12.20a) that depicts the original structured OCT image but the image is not
clearer for diagnostic point of view. Anyhow, sufficient information is available to

(a) (b)  

Heated imaging 
platform 

Scanning Galvos

CollimatorScan Lens

N frames 

Pixel (j,k) of the ith

500 µm

frame

Fig. 12.17 a A nude mouse with WCM implanted to image blood vessels with SV-OCT under the
scanning head of OCT system, b A conceptual diagram of an acquired speckle variance data set of
N frames and corresponding indices used to label the frame (i), transverse pixel location (j) and the
axial pixel location (k) [24, 64]
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the limit for layers differentiations. The corresponding OCT signal decaying
exponentially for nude female mouse skin in vivo is shown in Fig. 12.20b. The first
peak corresponds to the backscattering of cover glass and second peck represents
the surface of the tissue [24, 25, 64].

The SV-OCT image was used to select the ROI for in vivo study of glucose
monitoring in five animals. With the help of M-mode imaging the average value of
DT was yielded *5.85 × 10−14 m2/s (Table 12.5). The only 10 % difference was
observed from theoretical value of diffusion coefficient (5.85 × 10−14 m2/s vs.
6.50 × 10−14 m2/s [56]). The reason for this difference may include the forced
convection, shear effect and technique employed for measurements. A clearer 3D
image of glucose free mouse’s microvasculature bed helps to visualize the suitable

(a)

(b)

RO

Fig. 12.18 a SV-OCT microvasculature image of a normal mouse in WCM, a low bulk tissue
motion situation with gate length N = 8. This shows a 3D processed image of blood
microvasculature to distinguish the individual blood vessels. Dimensions: (6400 × 1520 × 512,
pixels) and/or (6 mm × 6 mm × 2.2 mm). The ROI is represented with magnification and depth
encoded color bar used to specify the depth of the vessel. Scale bar 250 µm, b a microscopic
z-stack image displaying the micro vessels with high lateral resolution but minimal axial
information. Dimension (6.2 × 6.2 mm) and Scale bar 1 mm [24, 64]
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blood microvessells provides easy selection of the ROI to obtain M-mode data
(Fig. 12.18a). In this way, we have achieved the threshold measurement to quantify
glucose levels for in vivo case scenario of injected higher glucose concentrations
intravenously [24, 25, 64].

(a) (b) 

Tumor

Fig. 12.19 a Blood vessels of nude tumor induced mouse obtained with SV-OCT. This shows a
3D processed image of blood microvasculature to distinguish the individual blood vessels.
Dimensions: (6400 × 1520 × 512, pixels) and/or (6 mm × 6 mm × 3.2 mm) and Scale bar: 250 µm
and b corresponding maximum-intensity projection image of a fluorescence confocal z-stack
obtained using 500 kD Fluorocein labeled dextran. Dimensions (2.2 × 2.2 mm) and Scale bar
500 µm [24, 64]

(a) (b) 
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Fig. 12.20 a original gray scale structured OCT image of mouse skin. Dimensions (640 × 512
pixels) pixels, where 1 pixel = 3.9 µm. b The OCT signal decaying exponentially for nude female
mouse skin in vivo. The first peak is due to the backscattering of cover glass and second peck
represents the surface of the tissue. The depth contains a total of 512 pixels in*3 mm depth, again
1 pixel *3.9 µm [24, 64]
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OCT is increasing the effectiveness of dramatically preclinical studies to
monitor the disease in real-time. Especially in SV-OCT, speckle contrast levels
provide a better 3D understanding than original structured unprocessed images for
in vivo skin. The OCT technique, by monitoring the vascular system to a depth of a
few millimeters in the case of superficial tumors, can be applied during the
photodynamic therapy (PDT) procedures [69]. But during PDT and post PDT, there
are multiple tissue reactions. Thus, the data response will interfere with the
signal quality and resolution in ensuring the SV-OCT imaging after PDT session
[24, 25, 64].
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