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Preface

This research book provides the reader with a selection of high-quality texts
dedicated to the recent advances, developments, and research trends in the area of
feature selection for data and pattern recognition.

The book can be treated as a continuation of our previous multi-authored volume
as below:

Urszula Stańczyk, Lakhmi C. Jain (Eds.)
Feature Selection for Data and Pattern Recognition
Studies in Computational Intelligence vol. 584
Springer-Verlag, Germany, 2015

In particular, this second volume points to a number of advances topically
subdivided into four parts:

• nature and representation of data;
• ranking and exploration of features;
• image, shape, motion, and audio detection and recognition;
• decision support systems.

The volume presents one introductory and 14 reviewed research papers,
reflecting the work by 33 researchers from nine countries, namely Australia, Brazil,
Canada, Germany, Hungary, Poland, Romania, Turkey, and USA.

Preparation and compilation of this monograph has been made possible by a
number of people. Our warm thanks go to the commendable efforts of many
institutions, teams, groups, and all individuals who have supported their laudable
work. We wish to express our sincere gratitude to the contributing authors and all

v



who helped us in the review process of the submitted manuscripts. In addition, we
extend an expression of gratitude to the members of staff at Springer, for their
support in making this volume possible.

Gliwice, Poland Urszula Stańczyk
Sosnowiec, Poland Beata Zielosko
Canberra, Australia Lakhmi C. Jain
August 2017
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Chapter 1
Advances in Feature Selection for Data
and Pattern Recognition: An Introduction

Urszula Stańczyk, Beata Zielosko and Lakhmi C. Jain

Abstract Technological progress of the ever evolving world is connected with the
need of developing methods for extracting knowledge from available data, distin-
guishing variables that are relevant from irrelevant, and reduction of dimensionality
by selection of the most informative and important descriptors. As a result, the field
of feature selection for data and pattern recognition is studied with such unceasing
intensity by researchers, that it is not possible to present all facets of their investiga-
tions. The aim of this chapter is to provide a brief overview of some recent advances
in the domain, presented as chapters included in this monograph.

Keywords Feature selection · Pattern recognition · Data mining

1.1 Introduction

The only constant element of the world that surrounds us is its change. Stars die and
new are born. Planes take off and land. New ideas sprout up, grow, and bear fruit,
their seeds starting new generations. We observe the comings and goings, births and
deaths, neglect and development, as we gather experience and collect memories,
moments in time that demand to be noticed and remembered.

Human brains, despite their amazing capacities, the source of all inventions, are
no longer sufficient as we cannot (at least not yet) grant anyone a right to take a
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direct peek at what is stored inside. And one of irresistible human drives is to share
with others what we ourselves notice, experience, and feel. Mankind has invented
language as means of communication, writing to pass on our thoughts to progeny and
descendants, technologies and devices to help us in our daily routines, to seek answers
to universal questions, and solve problems. Both human operators and machines
require some instructions to perform expected tasks. Instructions need to be put
in understandable terms, described with sufficient detail, yet general enough to be
adapted to new situations.

A mother tells her child: “Do not talk to strangers”, “take a yellow bus to school”,
“when it rains you need an umbrella”, “if you want to be somebody, you need to study
hard”. In a factory the alarm bells ring when a sensor detects that the conveyor belt
stops moving. In a car a reserve lights up red or orange when the gasoline level in a
tank falls bellow a certain level. In a control room of a space centre the shuttle crew
will not hear the announcement of count downunless all systems are declared as “go”.
These instructions and situations correspond to recognition of images, detection of
motion, classification, distinguishing causes and effects, construction of associations,
lists of conditions to be satisfied before some action can be taken.

Information about environment, considered factors and conditions are stored in
some memory elements or banks, retrieved when needed and applied in situations
at hand. In this era of rapid development of IT technologies we can observe un-
precedented increase of collected data, with thousands and thousands of features and
instances. As a result, on one side we have more and more data, on the other side,
we still construct and look for appropriate methods of processing which allow us to
point out which data is essential, and which useless or irrelevant, as we need access
to some established means of finding what is sought and in order to do that we must
be able to correctly describe it, characterise it, distinguish from other elements [15].

Fortunately, advances in many areas of science, developments in theories and
practical solutions come flooding, offering new perspectives, applications, and pro-
cedures. The constant growth of available ways to treat any concept, paths to tread,
forces selection as an inseparable part of any processing.

During the last few years feature selection domain has been extensively studied
by many researchers in machine learning, data mining [8], statistics, pattern recog-
nition, and other fields [11]. It has numerous applications, for example, decision
support systems, customer relationship management, genomic microarray analysis,
image retrieval, image andmotion detection, and text categorisation [33]. It is widely
acknowledged that a universal feature selection method, applicable and effective in
all circumstances, does not exists, and different algorithms are appropriate for dif-
ferent tasks and characteristics of data. Thus for any given application area a suitable
method (or algorithm) should be sought.

The main aim of feature selection is the removal of features that are not in-
formative, i.e., irrelevant or redundant in order to reduce dimensionality, discover
knowledge, and explore stored data [1]. The selection can be achieved by ranking of
variables according to some criterion or by retrieving a minimum subset of features
that satisfy some level of classification accuracy. The evaluation of feature selection
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technique or algorithm can be measured by the number of selected features, perfor-
mance of learning model, and computation time [19].

Apart from the point of view of pattern recognition tasks, feature selection is also
important with regard to knowledge representation [17]. It is always preferable to
construct a data model which allows for simpler representation of knowledge stored
in the data and better understanding of described concepts.

This book is devoted to recent advances in the field of feature selection for data and
pattern recognition. There are countless ideas and also thosewaiting to be discovered,
validated and brought to light. However, due to space restriction, we can only include
a sample of research in this field. The book that we deliver to a reader consists of 14
chapters divided into four parts, described in the next section.

1.2 Chapters of the Book

Apart from this introduction, there are 14 chapters included in the book, grouped
into four parts. In the following list short descriptions for all chapters are provided.

Part I Nature and Representation of Data

Chapter2 is devoted to discretisation [10, 13]. When the entire domain of a
numerical attribute is mapped into a single interval, such numerical attribute
is reduced during discretisation. The problem considered in the chapter is
how such reduction of data sets affects the error rate measured by the C4.5
decision tree [26] generation system using cross-validation. The experiments
on 15 numerical data sets show that for a Dominant Attribute discretisation
method the error rate is significantly larger for the reduced data sets. However,
decision trees generated from the reduced data sets are significantly simpler
than the decision trees generated from the original data sets.
Chapter3 presents extensions of under-sampling bagging ensemble classifiers
for class imbalanced data [6]. There is proposed a two phase approach, called
Actively Balanced Bagging [5], which aims to improve recognition of mi-
nority and majority classes with respect to other extensions of bagging [7].
Its key idea consists in additional improving of an under-sampling bagging
classifier by updating in the second phase the bootstrap samples with a limited
number of examples selected according to an active learning strategy. The re-
sults of an experimental evaluation of Actively Balanced Bagging show that
this approach improves predictions of the two different baseline variants of
under-sampling bagging. The other experiments demonstrate the differenti-
ated influence of four active selection strategies on the final results and the
role of tuning main parameters of the ensemble.
Chapter4 addresses recently proposed supervisedmachine learning algorithm
which is heavily supported by the construction of an attribute-based decision
graph (AbDG) structure, for representing, in a condensed way, the training
set associated with a learning task [4]. Such structure has been successfully

http://dx.doi.org/10.1007/978-3-319-67588-6_2
http://dx.doi.org/10.1007/978-3-319-67588-6_3
http://dx.doi.org/10.1007/978-3-319-67588-6_4
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used for the purposes of classification and imputation in both stationary and
non-stationary environments [3]. The chapter provides the motivations and
main technicalities involved in the process of constructing AbDGs, as well as
stresses some of the strengths of this graph-based structure, such as robustness
and low computational costs associated to both training and memory use.
Chapter5 focuses on extensions of dynamic programming approach for opti-
misation of rules relative to length, which is important for knowledge repre-
sentation [29]. “Classical” optimising dynamic programming approach allows
to obtain rules with the minimum length using the idea of partitioning a de-
cision table into subtables. Basing on the constructed directed acyclic graph,
sets of rules with the minimum length can be described [21]. However, for
larger data sets the size of the graph can be huge. In the proposed modification
not the complete graph is constructed but its part. Only one attribute with the
minimum number of values is considered, and for the rest of attributes only
the most frequent value of each attribute is taken into account. The aim of the
research was to find a modification of an algorithm for graph construction,
which allows to obtain values of rule lengths close to optimal, but for the
smaller graph than in “classical” case.

Part II Ranking and Exploration of Features

Chapter6 describes an overview of reasons for using ranking feature selection
methods and the main general classes of this kind of algorithms, with defini-
tions of some background issues [30]. There are presented selected algorithms
based on random forests and rough sets, and a newly implemented method,
called Generational Feature Elimination (GFE) is introduced. This method is
based on feature occurrences at given levels inside decision trees created in
subsequent generations. Detailed information about its particular properties,
and results of performance with comparison to other presented methods, are
also included. Experiments were performed on real-life data sets as well as
on an artificial benchmark data set [16].
Chapter7 addresses ranking as a strategy used for estimating relevance or im-
portance of available characteristic features. Depending on applied method-
ology, variables are assessed individually or as subsets, by some statistics
referring to information theory, machine learning algorithms, or specialised
procedures that execute systematic search through the feature space. The in-
formation about importance of attributes can be used in the pre-processing
step of initial data preparation, to remove irrelevant or superfluous elements.
It can also be employed in post-processing, for optimisation of already con-
structed classifiers [31]. The chapter describes research on the latter approach,
involving filtering inferred decision rules while exploiting ranking positions
and scores of features [32]. The optimised rule classifiers were applied in
the domain of stylometric analysis of texts for the task of binary authorship
attribution.
Chapter8 discusses the use of a method for attribute selection in a dispersed
decision-making system. Dispersed knowledge is understood to be the knowl-

http://dx.doi.org/10.1007/978-3-319-67588-6_5
http://dx.doi.org/10.1007/978-3-319-67588-6_6
http://dx.doi.org/10.1007/978-3-319-67588-6_7
http://dx.doi.org/10.1007/978-3-319-67588-6_8
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edge that is stored in the form of several decision tables. Different methods
for solving the problem of classification based on dispersed knowledge are
considered. In the first method, a static structure of the system is used. In more
advanced techniques, a dynamic structure is applied [25]. Different types of
dynamic structures are analyzed: a dynamic structure with disjoint clusters,
a dynamic structure with inseparable clusters, and a dynamic structure with
negotiations. A method for attribute selection, which is based on the rough set
theory [24], is used in all of the described methods. The results obtained for
five data sets from the UCI Repository are compared and some conclusions
are drawn.
Chapter9 contains the study of knowledge representation in rule-based knowl-
edge bases. Feature selection [14] is discussed as a part of mining knowledge
bases from a knowledge engineer’s and from a domain expert’s perspective.
The former point of view is usually aimed at completeness analysis, consis-
tency of the knowledge base and detection of redundancy and unusual rules,
while in the latter case rules are explored with regard to their optimization, im-
proved interpretation and a way to improve the quality of knowledge recorded
in the rules. In this sense, exploration of rules, in order to select the most im-
portant knowledge, is based in a great extent on the analysis of similarities
across the rules and their clusters. Building the representatives for created
clusters of rules bases on the analysis of the premises of rules and then selec-
tion of the best descriptive ones [22]. Thus this approach can be treated as a
feature selection process.

Part III Image, Shape, Motion, and Audio Detection and Recognition

Chapter10 explores recent advances in brain imaging technology, coupled
with large-scale brain research projects, such as the BRAIN initiative in the
U.S. and the European Human Brain Project, as they allow to capture brain
activity in unprecedented detail. In principle, the observed data is expected
to substantially shape the knowledge about brain activity, which includes the
development of new biomarkers of brain disorders. However, due to the high
dimensionality selection of relevant features is one of the most important
analytic tasks [18]. In the chapter, the feature selection is considered from
the point of view of classification tasks related to functional magnetic reso-
nance imaging (fMRI) data [20]. Furthermore, an empirical comparison of
conventional LASSO-based feature selection is presented along with a novel
feature selection approach designed for fMRI data based on a simple genetic
algorithm.
Chapter11 introduces the notion of classes of shapes that have descriptive
proximity to each other in planar digital 2D image object shape detection [23].
A finite planar shape is a planar region with a boundary and a nonempty inte-
rior. The research is focused on the triangulation of image object shapes [2],
resulting in maximal nerve complexes from which shape contours and shape
interiors can be detected and described. A maximal nerve complex is a col-
lection of filled triangles that have a vertex in common. The basic approach is

http://dx.doi.org/10.1007/978-3-319-67588-6_9
http://dx.doi.org/10.1007/978-3-319-67588-6_10
http://dx.doi.org/10.1007/978-3-319-67588-6_11
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to decompose any planar region containing an image object shape into these
triangles in such a way that they cover either part or all of a shape. After
that, an unknown shape can be compared with a known shape by comparing
the measurable areas covering both known and unknown shapes. Each known
shape with a known triangulation belongs to a class of shapes that is used to
classify unknown triangulated shapes.
Chapter12 presents an experimental study of several methods for real mo-
tion and motion intent classification (rest/upper/lower limbs motion, and
rest/left/right hand motion). Firstly, EEG recordings segmentation and fea-
ture extraction are presented [35]. Then, 5 classifiers (Naïve Bayes, Decision
Trees, Random Forest, Nearest-Neighbors, Rough Set classifier) are trained
and tested using examples from an open database. Feature subsets are selected
for consecutive classification experiments, reducing the number of required
EEG electrodes [34]. Methods comparison and obtained results are given, and
a study of features feeding the classifiers is provided. Differences among par-
ticipating subjects and accuracies for real and imaginarymotion are discussed.
Chapter13 is an extension of the work presented where the problem of clas-
sifying audio signals using a supervised tolerance class learning algorithm
(TCL) based on tolerance near sets was first proposed [27]. In the tolerance
near set method (TNS) [37], tolerance classes are directly induced from the
data set using a tolerance level and a distance function. The TNSmethod lends
itself to applications where features are real-valued such as image data, audio
and video signal data. Extensive experimentation with different audio-video
data sets was performed to provide insights into the strengths and weaknesses
of the TCL algorithm compared to granular (fuzzy and rough) and classical
machine learning algorithms.

Part IV Decision Support Systems

Chapter14 overviews an application area of recommendations for customer
loyalty improvement, which has become a very popular and important topic
area in today’s business decision problems. Major machine learning tech-
niques used to develop knowledge-based recommender system, such as deci-
sion reducts, classification, clustering, action rules [28], are described. Next,
visualization techniques [12] used for the implemented interactive decision
support systemare presented. The experimental results on the customer dataset
illustrate the correlation between classification features and the decision fea-
ture called the promoter score and how these help to understand changes in
customer sentiment.
Chapter15 presents a discussion on an alternative attempt to manage the grids
that are in intelligent buildings such as central heating, heat recovery ventila-
tion or air conditioning for energy cost minimization [36]. It includes a review
and explanation of the existing methodology and smart management system.
A suggested matrix-like grid that includes methods for achieving the expected
minimization goals is also presented. Common techniques are limited to cen-
tral management using fuzzy-logic drivers, and redefining of the model is

http://dx.doi.org/10.1007/978-3-319-67588-6_12
http://dx.doi.org/10.1007/978-3-319-67588-6_13
http://dx.doi.org/10.1007/978-3-319-67588-6_14
http://dx.doi.org/10.1007/978-3-319-67588-6_15
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used to achieve the best possible solution with a surplus of extra energy. In
a modified structure enhanced with a matrix-like grid different ant colony
optimisation techniques [9] with an evolutionary or aggressive approach are
taken into consideration.

1.3 Concluding Remarks

Feature selection methods and approaches are focused on reduction of dimensional-
ity, removal of irrelevant data, increase of classification accuracy, and improvement
of comprehensibility and interpretability of resulting solutions. However, due to the
constant increase of size of stored, processed, and explored data, the problem poses
a challenge to many existing feature selection methodologies with respect to effi-
ciency and effectiveness, and causes the need for modifications and extensions of
algorithms and development of new approaches.

It is not possible to present in this book all extensive efforts in the field of feature
selection research, however we try to “touch” at least some of them. The aim of this
chapter is to provide a brief overview of selected topics, given as chapters included
in this monograph.
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Chapter 2
Attribute Selection Based on Reduction
of Numerical Attributes During
Discretization

Jerzy W. Grzymała-Busse and Teresa Mroczek

Abstract Some numerical attributes may be reduced during discretization. It hap-
pens when a discretized attribute has only one interval, i.e., the entire domain of
a numerical attribute is mapped into a single interval. The problem is how such
reduction of data sets affects the error rate measured by the C4.5 decision tree gen-
eration system using ten-fold cross-validation. Our experiments on 15 numerical
data sets show that for a Dominant Attribute discretization method the error rate
is significantly larger (5% significance level, two-tailed test) for the reduced data
sets. However, decision trees generated from the reduced data sets are significantly
simpler than the decision trees generated from the original data sets.

Keywords Dominant attribute discretization · Multiple scanning discretization ·
C4.5 Decision tree generation · Conditional entropy

2.1 Introduction

Discretization based on conditional entropy of the concept given the attribute (fea-
ture) is considered to be one of the most successful discretization techniques [1–9,
11, 12, 15–17, 19–22]. During discretization of data sets with numerical attributes
some attributes may be reduced, since the entire domain of the numerical attribute is
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mapped into a single interval. A new numerical data set may be created by removing
attributes from the original numerical data set indicated by single-intervals. Such
data sets are called reduced. Our main objective is to compare quality of numerical
data sets, original and reduced, using the C4.5 decision tree generation system. To
the best of our knowledge, no similar research was ever conducted.

We conducted a series of experiments on 15 data sets with numerical attributes.
All data sets were discretized by the Dominant Attribute discretization method [12,
14]. In Dominant Attribute method, first the best attribute is selected (it is called
the Dominant Attribute), a then for this attribute the best cutpoint is chosen. In
both cases, the criterion of quality is the minimum of corresponding conditional
entropy.New, reduceddata setswere created. For pairs of numerical data sets: original
and reduced, the ten-fold cross-validation was conducted using C4.5 decision tree
generation system. Our results show that the error rate is significantly larger (5%
significance level, two-tailed test) for the reduced data sets. However, decision trees
generated from the reduced data sets are significantly simpler than the decision trees
generated from the original data sets. Complexity of decision trees is measured by
the depth and size.

2.2 Dominant Attribute Discretization

An example of a data set with numerical attributes is presented in Table2.1. In this
table all cases are described by variables called attributes and one variable called a
decision. The set of all attributes is denoted by A. The decision is denoted by d. The
set of all cases is denoted byU . In Table2.1 the attributes are Length,Width, Height
and Weight, while the decision is Quality. Additionally, U = {1, 2, 3, 4, 5, 6, 7, 8}.
A concept is the set of all cases with the same decision value. In Table2.1 there are
three concepts, {1, 2, 3}, {4, 5} and {6, 7, 8}.

Table 2.1 A numerical data set

Case Attributes Decision

Length Height Width Weight Quality

1 4.7 1.8 1.7 1.7 High

2 4.5 1.4 1.8 0.9 High

3 4.7 1.8 1.9 1.3 High

4 4.5 1.8 1.7 1.3 Medium

5 4.3 1.6 1.9 1.7 Medium

6 4.3 1.6 1.7 1.3 Low

7 4.5 1.6 1.9 0.9 Low

8 4.5 1.4 1.8 1.3 Low
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Let a be a numerical attribute, let p be the smallest value of a and let q be the
largest value of a. During discretization, the domain [p, q] of the attribute a is divided
into the set of k intervals,

{[ai0 , ai1), [ai1 , ai2), . . . , [aik−2 , aik−1), [aik−1 , aik ]},

where ai0 = p, aik = q, and ail < ail+1 for l = 0, 1, . . . , k − 1. The numbers ai1 ,
ai2 ,…, aik−1 are called cut-points. Such intervals are denoted by

ai0 . . . ai1 , ai1 . . . ai2 , . . . , aik−2 . . . aik−1 , aik−1 . . . aik .

For any nonempty subsetB of the setA of all attributes, an indiscernibility relation
IND(B) is defined, for any x, y ∈ U , in the following way

(x, y) ∈ IND(B) if and only if a(x) = a(y) for any a ∈ B, (2.1)

where a(x) denotes the value of the attribute a ∈ A for the case x ∈ U . The relation
IND(B) is an equivalence relation. The equivalence classes of IND(B) are denoted
by [x]B.

A partition onU is the set of all equivalence classes of IND(B) and is denoted by
B∗. Sets from {d}∗ are concepts. For example, for Table2.1, if B = {Length}, B∗ =
{{1, 3}, {2, 4, 7, 8}, {5, 6}} and {d}∗ = {{1, 2, 3}, {4, 5}, {6, 7, 8}}. A data set is
consistent if A∗ ≤ {d}∗, i.e., if for each set X from A∗ there exists set Y from {d}∗
such that X ⊆ Y . For the data set from Table2.1, each set from A∗ is a singleton, so
this data set is consistent.

We quote the Dominant Attribute discretization algorithm [12, 14]. The first task
is sorting of the attribute domain. Potential cut-points are selected as means of two
consecutive numbers from the sorted attribute domain. For example, for Length there
are two potential cut-points: 4.4 and 4.6.

Let S be a subset of the setU . An entropy HS(a) of an attribute a, with the values
a1, a2,…, an is defined as follows

−
n∑

i=1

p(ai) · log p(ai), (2.2)

where p(ai) is a probability (relative frequency) of the value ai of the attribute
a, a1, a2, . . . , an are all values of a in the set S, logarithms are binary, and i =
1, 2, . . . , n.

A conditional entropy for the decision d given an attribute a, denoted by
HS(d|a) is

n∑

i=1

p(ai) ·
m∑

j=1

p(dj|ai) · log p(dj|ai), (2.3)
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p(dj|ai) is the conditional probability of the value dj of the decision d given the value
ai of a and d1, d2, . . . , dm are all values of d in the set S. The main ideas of Dominant
Attribute discretization algorithm are presented below.

Procedure Dominant Attribute
Input: a set U of cases, a set A of attributes, a set {d}∗ of concepts
Output: a discretized data set
{A}∗ := {U };
{B}∗ := ∅;
while {A}∗ � {d}∗ do

X := SelectBlock({A}∗);
a := BestAttribute(X);
c := BestCutPoint(X, a);
{S1, S2} := Split(X, c);
{B}∗ := {B}∗ ∪ {S1, S2};
{A}∗ := {B}∗;

end

In the Dominant Attribute discretization method, initially we need to select the
dominant attribute, defined as an attribute with the smallest entropy HS(a). The
process of computing ofHU (Length) is illustrated in Fig. 2.1. In the Figs. 2.1 and 2.2
l stands for low, m for medium, and h for high, where {low, medium, high} is the
domain of Quality.

HU (Length) = 1

4

(
−1

2
· log 1

2

)
2 + 1

2

((
−1

4
· log 1

4

)
2 − 1

2
· log 1

2

)
+ 1

4
· 0 = 1.

Similarly, we compute remaining three conditional entropies:HU (Height) ≈ 0.940,
HU (Width) ≈ 1.439 and HU (Weight) = 1.25. We select Height since its entropy is
the smallest.

Let a be an attribute and q be a cut-point of the attribute a that splits the set S into
two subsets, S1 and S2. The conditional entropy HS(d|a, q) is defined as follows

|S1|
|S| HS1

(d|a) + |S2|
|S| HS2(d|a), (2.4)

Fig. 2.1 Computing
conditional entropy
HU (Length)
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Fig. 2.2 Computing
conditional entropy
HU (Quality|Height, 1.5)

where |X| denotes the cardinality of the set X. The cut-point q for which the condi-
tional entropy HS(d|a, q) has the smallest value is selected as the best cut-point.

Thus, the next step is to find the best cutpoint for Height. There are two
candidates: 1.5 and 1.7. We need to compute two conditional entropies, namely
HU (Quality|Height, 1.5) and HU (Quality|Height, 1.7). Computing the former
entropy is illustrated in Fig. 2.2. HU (Quality|Height, 1.5) = 1

4 (− 1
2 · log 1

2 )2 + 3
4

(− 1
3 · log 1

3 )3 ≈ 1.439.
Similarly, HU (Quality|Height, 1.7) ≈ 1.201. We select the cut-point with the

smaller entropy, i.e., 1.7.
After any selection of a new cut-point we test whether discretization is completed,

i.e., if the data set with discretized attributes is consistent. So far, we discretized
only one attribute, Height. Remaining, not yet discretized attributes, have values
p..q, where p is the smallest attribute value and q is the largest attribute value. The
corresponding table is presented in Table2.4. For Table2.4, A∗ = {{1, 3, 4}, {2, 5,
6, 7, 8}}, so A∗ � {d}∗, the data set from Table2.4 needs more discretization. The
cut-point 1.7 of Height splits the original data set from Table2.1 into two smaller
subtables, the former with the cases 1, 3 and 4 and the latter with the cases 2, 5,
6, 7 and 8. The former subtable is presented as Table2.2, the latter as Table2.3.
The remaining computing is conducted by recursion. We find the best attribute for
Table2.2, then the best cut-point, and we check whether the currently dicretized
data set is consistent. If not, we find the best attribute for Table2.3, the best cut-
point, and we check again whether the currently dicretized data set is consistent. If
not, we compute new numerical data sets that result from current cut-points, and
again, compute the best attribute, the best cut-point, and check whether the currently
discretized data set is consistent.

Table 2.2 Numerical data set restricted to {1, 3, 4}

Attributes Decision

Case Length Height Width Weight Quality

1 4.6..4.7 1.7..1.8 1.7..1.9 1.5..1.7 High

3 4.6..4.7 1.7..1.8 1.7..1.9 0.9..1.5 High

4 4.3..4.6 1.7..1.8 1.7..1.9 0.9..1.5 Medium
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Table 2.3 A numerical data set restricted to {2, 5, 6, 7, 8}

Attributes Decision

Case Length Height Width Weight Quality

2 4.3..4.6 1.4..1.7 1.7..1.9 0.9..1.5 High

5 4.3..4.6 1.4..1.7 1.7..1.9 1.5..1.7 Medium

6 4.3..4.6 1.4..1.7 1.7..1.9 0.9..1.5 Low

7 4.3..4.6 1.4..1.7 1.7..1.9 0.9..1.5 Low

8 4.3..4.6 1.4..1.7 1.7..1.9 0.9..1.5 Low

Table 2.4 Numerical data set with discretized Height

Attributes Decision

Case Length Height Width Weight Quality

1 4.3..4.7 1.7..1.8 1.7..1.9 0.9..1.7 High

2 4.3..4.7 1.4..1.7 1.7..1.9 0.9..1.7 High

3 4.3..4.7 1.7..1.8 1.7..1.9 0.9..1.7 High

4 4.3..4.7 1.7..1.8 1.7..1.9 0.9..1.7 Medium

5 4.3..4.7 1.4..1.7 1.7..1.9 0.9..1.7 Medium

6 4.3..4.7 1.4..1.7 1.7..1.9 0.9..1.7 Low

7 4.3..4.7 1.4..1.7 1.7..1.9 0.9..1.7 Low

8 4.3..4.7 1.4..1.7 1.7..1.9 0.9..1.7 Low

Table 2.5 Completely discretized data set

Attributes Decision

Case Length Height Width Weight Quality

1 4.6..4.7 1.7..1.8 1.7..1.9 1.5..1.7 High

2 4.3..4.6 1.4..1.5 1.7..1.9 0.9..1.1 High

3 4.6..4.7 1.7..1.8 1.7..1.9 1.1..1.5 High

4 4.3..4.6 1.7..1.8 1.7..1.9 1.1..1.5 Medium

5 4.3..4.6 1.5..1.7 1.7..1.9 1.5..1.7 Medium

6 4.3..4.6 1.5..1.7 1.7..1.9 1.1..1.5 Low

7 4.3..4.6 1.5..1.7 1.7..1.9 0.9..1.1 Low

8 4.3..4.6 1.4..1.5 1.7..1.9 1.1..1.5 Low

Our finally discretized data set, presented in Table2.5, is consistent. The last step
is an attempt to merge successive intervals. Such attempt is successful if a new
discretized data set is still consistent. It is not difficult to see that all cut-points are
necessary. For example, if we remove cut-point 4.6 for Length, cases 3 and 4 will be
indistinguishable, while these two cases belong to different concept.

Note that the discretized data set, presented in Table2.5, has four attributes and
five cut-points. One of attributes,Width, is redundant. Thus, the reduced attribute set
consists of three attributes: Length, Height and Weight.
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2.3 Multiple Scanning Discretization

TheMultiple Scanning discretization is also based on conditional entropy. However,
this method uses a different strategy. The entire attribute set is scanned t times,
where t is a parameter called the total number of scans. During every scan the best
cut-point is computed for all attributes. The parameter t is provided by the user.
If t is too small, the discretized data set is not consistent and Dominant Attribute
method is used.

Procedure Multiple Scanning
Input: a set U of cases, a set A of attributes, a set {d}∗ of concepts, a number of scans t
Output: a discretized data set
{A}∗ := {U };
foreach scan := 1 to t do

if {A}∗ ≤ {d}∗ then
break;

end
C := ∅;
foreach a ∈ A do

cut_point := BestCutPointMS({A}∗, a);
C := C ∪ {cut_point};

end
{A}∗ := Split({A}∗, C);

end

The main ideas of the Multiple Scanning algorithm are presented above. For
details see [10, 11, 13, 14]. Obviously, for the same data set, data sets discretized
by the Dominant Attribute and Multiple Scanning methods are, in general, different.
We consider the Multiple Scanning method as auxiliary one.

Since during every scan all attributes are discretized, usually the discretized data
set has all original attributes. The only chance to eliminate some attributes is during
the last step, i.e., merging successive intervals.

2.4 Experiments

Our experiments were conducted on 15 data sets with numerical attributes presented
in Table2.6. All of these data sets are accessible at the University of California at
Irvine Machine Learning Repository. First we discretized all data sets using Domi-
nantAttributemethod. Thenwe identified data setswith single interval attributes, i.e.,
discretized values in which the entire domain of a numerical attribute was mapped
into a single interval. For two data sets, Abalone and Iris, no single interval attributes
were discovered, so these two data sets were removed from further experiments. For
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Table 2.6 Data sets

Data set Cases Number of attributes Concepts

Abalone 4,177 8 29

Australian 690 14 2

Bankruptcy 66 5 2

Bupa 345 6 2

Connectionist Bench 208 60 2

Echocardiogram 74 7 2

E coli 336 8 8

Glass 214 9 6

Image Segmentation 210 19 7

Ionoshere 351 34 2

Iris 150 4 3

Pima 768 8 2

Wave 512 21 3

Wine Recognition 178 13 3

Yeast 1,484 8 9

any data set with single interval attributes, a new data set with numerical attributes
was created by removing single interval attributes from the original, numerical data
set. Such data sets are called reduced.

Reduced data sets are presented in Table2.7. As it was observed in Sect. 2.3,
Multiple Scanning discretization seldom produces reduced data sets. In our exper-
iments, Multiple Scanning produced reduced data sets only for three original data
sets: Connectionist Bench, Image Segmentation and Ionosphere, so during analysis
of experimental results Multiple Scanning was ignored.

All numerical data sets, original and reduced, were subjected to single ten-fold
cross-validationusingC4.5 system [18].The systemC4.5was selected aswell-known
classifier. Note that C4.5 has an internal discretization method similar to Dominant
Discretization algorithm. Error rates computed by C4.5 and ten-fold cross-validation
are presented in Table2.8. For our results we used the Wilcoxon matched-pairs two-
tailed test with 5% significance level. We conclude that the error rate is significantly
larger for reduced data sets. An additional argument for better quality of original data
sets was reported in [10, 11, 13, 14]. Multiple Scanning discretization method was
better than other discretization methods since in the majority of data sets discretized
by Multiple Scanning all discretized attributes have more than one interval.
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Table 2.7 Reduced data sets

Data set Number of single-interval attributes for data sets reduced by

Dominant Attribute Multiple Scanning

Abalone 0 0

Australian 9 0

Bankruptcy 3 0

Bupa 2 0

Connectionist Bench 57 8

Echocardiogram 3 0

E coli 3 0

Glass 3 0

Image Segmentation 15 1

Ionoshere 29 1

Iris 0 0

Pima 2 0

Wave 15 0

Wine Recognition 9 0

Yeast 3 0

Table 2.8 C4.5 error rate, data sets reduced by dominant attribute

Name Original data set Reduced data set

Australian 16.09 15.36

Bankruptcy 6.06 12.12

Bupa 35.36 35.94

Connectionist Bench 25.96 25.96

Echocardiogram 28.38 44.59

E coli 17.86 19.35

Glass 33.18 33.18

Image Segmentation 12.38 10.48

Ionoshere 10.54 11.97

Pima 25.13 26.95

Wave 26.37 32.42

Wine Recognition 8.99 8.99

Yeast 44.41 48.45

We compared complexity of decision trees generated by C4.5 from original and
reduced data sets as well. Results are presented in Tables2.9 and 2.10. The tree depth
is the number of edges on the longest path between the root and any leaf. The tree
size is the total number of nodes of the tree. These numbers are reported by the C4.5
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Table 2.9 C4.5 tree depth, data sets reduced by dominant attribute

Name Original data set Reduced data set

Australian 11 5

Bankruptcy 1 3

Bupa 8 8

Connectionist Bench 7 2

Echocardiogram 4 3

E coli 9 7

Glass 8 8

Image Segmentation 8 7

Ionoshere 11 10

Pima 9 7

Wave 10 9

Wine Recognition 3 3

Yeast 22 20

Table 2.10 C4.5 tree size, data sets reduced by dominant attribute

Name Original data set Reduced data set

Australian 63 11

Bankruptcy 3 7

Bupa 51 33

Connectionist Bench 35 5

Echocardiogram 9 7

E coli 43 37

Glass 45 45

Image Segmentation 25 25

Ionoshere 35 25

Pima 43 35

Wave 85 63

Wine Recognition 9 9

Yeast 371 411

system. Using the same Wilcoxon test we conclude that decision trees generated
from reduced trees are simpler. The depth of decision trees is smaller for reduced
data sets with significance level 5%. On the other hand, the size of decision trees is
smaller with significance level 10%.
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2.5 Conclusions

Let us recall that our main objective is to compare quality of numerical data sets,
original and reduced, using the C4.5 decision tree generation system. Our experi-
ments on 15 numerical data sets show that for a Dominant Attribute discretization
method the error rate computed by C4.5 and ten-fold cross-validation is significantly
larger (5% significance level, two-tailed test) for the reduced data sets than for the
original data sets. However, decision trees generated from the reduced data sets are
significantly simpler than the decision trees generated from the original data sets.
Thus, if our top priority is accuracy, the original data sets should be used. On the
other hand, if all what we want is simplicity we should use reduced data sets.
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Chapter 3
Improving Bagging Ensembles for Class
Imbalanced Data by Active Learning

Jerzy Błaszczyński and Jerzy Stefanowski

Abstract Extensions of under-sampling bagging ensemble classifiers for class
imbalanced data are considered. We propose a two phase approach, called Actively
Balanced Bagging, which aims to improve recognition of minority and majority
classes with respect to so far proposed extensions of bagging. Its key idea consists
in additional improving of an under-sampling bagging classifier (learned in the first
phase) by updating in the second phase the bootstrap samples with a limited number
of examples selected according to an active learning strategy. The results of an exper-
imental evaluation of Actively Balanced Bagging show that this approach improves
predictions of the two different baseline variants of under-sampling bagging. The
other experiments demonstrate the differentiated influence of four active selection
strategies on the final results and the role of tuning main parameters of the ensemble.

Keywords Class imbalance · Active learning · Bagging ensembles ·
Under-sampling

3.1 Introduction

Supervised learning of classifiers from class imbalanced data is still a challenging
task in machine learning and pattern recognition. Class imbalanced data sets are
characterized by uneven cardinalities of classes. One of the classes, usually called
a minority class and being of key importance in a given problem, contains signifi-
cantly less learning examples than other majority classes. Class imbalance occurs in
many real-world application fields, such as: medical data analysis, fraud detection,

J. Błaszczyński (B) · J. Stefanowski
Institute of Computing Science, Poznań University of Technology, Piotrowo 2,
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technical diagnostics, image recognition or text categorization. More information
about them can be found in [24, 54, 57].

If imbalance in the class distribution is severe, i.e., some classes are strongly
under-represented, standard learning algorithms do not work properly. Constructed
classifiers may have difficulties, in some cases they may be even completely unable,
to classify correctly new instances from the minority class. Such behaviour have
been demonstrated in several experimental studies such as [23, 29, 39].

Several approaches to improve classifiers for imbalanced data have been pro-
posed [11, 25, 54]. They are usually categorized as: classifier-independent pre-
processingmethods ormodifications of algorithms for learning particular classifiers.
Methods within the first category try to re-balance the class distribution inside the
training data by either adding examples to the minority class (over-sampling) or by
removing examples from the majority class (under-sampling). The other category of
algorithm level methods involves specific solutions dedicated to improving a given
classifier. Specialized ensembles are among the most effective methods within this
category [40].

Besides developing new approaches, some researchers attempt to better under-
stand the nature of the imbalance data and key properties of its underlying distri-
bution, which makes the class imbalanced problem difficult to be handled. They
have shown, that so called, data difficulty factors hinder the learning performance
of classification algorithms [22, 29, 41, 53]. The data difficulty factors are related
to characteristics of class distribution, such as decomposition of the class into rare
sub-concepts, overlapping between classes or presence of rare minority examples
inside the majority class regions. It has been shown that some classifiers and data
pre-processing methods are more sensitive to some of these difficulty factors than
others [45, 52].

Napierała et al. have shown that several data difficulty factors may be approxi-
mated by analyzing the content of theminority example neighbourhood andmodeling
several types of data difficulties [45]. Moreover, in our previous works [6, 7] it has
been observed, that neighbourhood analysis of minority examples may be used to
change the distribution of examples in bootstrap samples of ensembles. The result-
ing extensions of bagging ensembles are cable to significantly improve classification
performance on imbalanced data sets. The interest in studying extensions of bagging
ensembles is justified by recent promising experimental results of their comparison
against other classifiers dedicated to imbalanced data [6, 7, 33, 37].

Nevertheless, a research question could be posed, whether it is still possible to
improve performance of these ensembles. In experimental studies, such as [5, 7, 37],
it has been shown that the best proposals of extending bagging by under-sampling
may improve the minority class recognition at the cost of strong decrease of recogni-
tion ofmajority class examples.We claim that it would bemore beneficial to construct
an ensemble providing a good trade-off between performance in both classes instead.

To address this research question we plan to consider a quite different perspective
of extending bagging ensembles than it is present in the current solutions, which
mainly modify the generation of bootstrap samples. Here, we propose instead a two
phase approach. First, we start with construction of an ensemble classifier according
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to one of under-sampling extensions designed for imbalanced data. Then, we modify
bootstrap samples, constructed in the first phase, by adding a limited number of learn-
ing examples, which are important to improve performance in both classes. To per-
form this kind of an example selection we follow inspiration coming from the active
learning paradigm [2]. This type of learning is commonly used in the semi-supervised
framework to update the classifier learned on labeled part of data by selecting the
most informative examples from the pool of unlabeled ones. Active learning can
also be considered to filter examples from the fully labeled data sets [2]. In this way,
active strategies have been already applied to imbalanced learning, although these
attempts are still quite limited, see Sect. 3.3.

In this chapter we will discuss a new perspective of using active learning to select
examples while extending under-sampling bagging ensembles. We call the proposed
extension Actively Balanced Bagging (ABBag) [8].

In the first phase of the approach, ABBag is constructed with previously pro-
posed algorithms for generating under-sampling bagging extensions for imbalanced
data. In the experiments we will consider two different efficient algorithms, namely
Exactly Balanced Bagging (EBBag) [13], and Neighbourhood Balanced Bagging
(NBBag) [7]. Then, in the second phase the ensemble classifier will be integrated
with the active selection of examples. In ABBag this strategy exploits the decision
margin of component classifiers in ensemble votes, which is more typical for the
active learning. Since, contrary to typical active learning setting, we are dealing
with fully labeled data, errors of component classifiers in ensemble will be taken
into account as well. Moreover, following experiences from the previous research
on data difficulty factors, the neighbourhood analysis of the examples will be also
explored. All these elements could be integrated in different way, which leads us to
consider four versions of the active selection strategies.

The preliminary idea of ABBag was presented in our earlier conference paper [8].
In this chapter, we discuss it in more details and put in the context of other related
approaches. The next contributions include carrying out a comprehensive experimen-
tal study of ABBag usefulness and its comparison against the baseline versions of
under-sampling extensions of bagging for imbalanced data. Furthermore, we exper-
imentally study properties of ABBag with respect to different active selection strate-
gies and tuning its parameters.

The chapter is organized as follows. The next section summarizes the most related
research on improving classifiers learned from class imbalanced data. The following
Sect. 3.3, discusses use of active learning in class imbalanced problems. Ensembles
specialized for imbalanced data are described in Sect. 3.4. The Actively Balanced
Bagging (ABBag) is presented in Sect. 3.5. The results of experimental evaluation
of ABBag are given in Sect. 3.6. The final section draws conclusions.
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3.2 Improving Classifiers Learned from Imbalanced Data

In this section we discuss concepts, which are the most related to our proposal. For
more comprehensive reviews of specialized methods for class imbalanced data the
reader could refer to, e.g., [11, 25, 54]. In this chapter, we consider only a typical
binary definition of the class imbalance problem, where the selected minority class is
distinguished from a single majority class. This formulation is justified by focusing
our interest on the most important class and its real-life semantics [24, 54]. Recently
some researchers study more complex scenarios with multiple minority classes, see
e.g., reviews in [49, 56].

3.2.1 Nature of Imbalanced Data

In some problems characterized by high class imbalance, standard classifiers have
been found to be accurate, see e.g., [3]. In particular, it has been found that, when
there is a good separation (e.g., linear) between classes, the minority class may
be sufficiently recognized regardless of the high global imbalance ratio between
classes [46]. The global imbalance ratio is usually expressed as either Nmin:Nmaj or
Nmin
N , where Nmaj , Nmin , N are the number of majority, minority, and total number

of examples in the data set, respectively.
Some researches have shown that the global class imbalance ratio is not nec-

essarily the only, or even the main, problem causing the decrease of classification
performance [22, 32, 41, 42, 47, 51]. These researchers have drawn attention to
other characteristics of example distributions in the attribute space called data com-
plexity or data difficulty factors. Although these factors should affect learning also
in balanced domains, when they occur together with class imbalance, then the dete-
rioration of classification performance is amplified and affects mostly the minority
class. The main data difficulty factors are: decomposition the minority class into rare
sub-concepts, overlapping between classes, and presence of outliers, rare instances,
or noise.

The influence of class decomposition has been noticed by Japkowicz et al. [29,
32]. They experimental showed that the degradation of classification performance has
resulted from decomposing the minority class into many sub-parts containing very
few examples, rather than from changing the global imbalance ratio. They have also
argued that the minority class often does not form a compact homogeneous distribu-
tion of the single concept, but is scattered into many smaller sub-clusters surrounded
by majority examples. Such sub-clusters are referred to small disjuncts, which are
harder to learn and cause more classification errors than larger sub-concepts.

Other factors related to the class distribution are linked to high overlapping
between regions of minority and majority class examples in the attribute space.
This difficulty factor has already been recognized as particularly important for stan-
dard, balanced, classification problems, however, its role is more influential for the
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minority class. For instance, a series of experimental studies of popular classifiers on
synthetic data have pointed out that increasing overlapping has been more influential
than changing the class imbalance ratio [22, 47]. The authors of [22] have also shown
that the local imbalance ratio inside the overlapping region is more influential than
the global ratio.

Yet another data difficulty factor which causes degradation of classifier perfor-
mance on imbalanced data is the presence of minority examples inside distributions
of the majority class. Experiments presented in a study by Napierała et al. [42] have
shown that single minority examples located inside the majority class regions cannot
be always treated as noise since their proper treatment by informed pre-processing
may lead to improvement of classifiers. In more recent papers [45, 46], they have
distinguished between safe and unsafe examples. Safe examples are the ones located
in homogeneous regions populated by examples from one class only. Other examples
are unsafe and they are more difficult to learn from. Unsafe examples were further
categorized into borderline (placed close to the decision boundary between classes),
rare cases (isolated groups of few examples located deeper inside the opposite class),
and outliers.

The same authors have introduced an approach [45] to automatically identify the
aforementioned types of examples in real world data sets by analyzing class labels
of examples in the local neighbourhood of a considered example. Depending on the
number of examples from the majority class in the local neighbourhood of the given
minority example, we can evaluate whether this example could be safe or unsafe
(difficult) to be learned.

3.2.2 Evaluation of Classifiers on Imbalanced Data

Class imbalance constitutes difficulty not only during construction of a classifier but
also when one evaluates classifier performance. The overall classification accuracy is
not a good criterion characterizing classifier performance, in this type of problem, as
it is dominated by the better recognition of the majority class which compensates the
lower recognitionof theminority class [30, 34]. Therefore, othermeasures defined for
binary classification are considered, where typically the class label of the minority
class is called positive and the class label of the majority class is negative. The
performance of the classifiers is presented in a binary confusionmatrix as inTable3.1.

Table 3.1 Confusion matrix for the classifier evaluation

Predicted
Positive

Predicted
Negative

True Positive T P FN

True Negative FP T N
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Onemay construct basicmetrics concerning recognition of the positive (minority)
and negative (majority) classes from the confusion matrix:

Sensi tivi t y = Recall = TP

TP + FN
, (3.1)

Speci f ici t y = T N

FP + T N
, (3.2)

Precision = T P

TP + FP
. (3.3)

Somemore elaboratedmeasuresmayalsobe considered (please see e.g., overviews
of the measures presented in [25, 30]).

As the class imbalance task invariably involves a trade off between false posi-
tives FP and false negatives FN , to control both, some single-class measures are
commonly considered in pairs, e.g., Sensi tivi t y and Speci f ici t y or Sensi tivi t y
and Precision. These single-class measures are often aggregated to form fur-
ther measures [28, 30]. The two admittedly most popular aggregations are the
following:

G-mean = √
Sensi tivi t y · Speci f ici t y, (3.4)

F-measure = (1 + β) · Precision · Recall
β · Precision + Recall

. (3.5)

The F-measure combines Recall (Sensi tivi t y) and Precision as a weighted
harmonic mean, with the β parameter (β > 0) as the relative weight. It is most
commonly used with β = 1. This measure is exclusively concerned with the posi-
tive (minority) class. Following inspiration from its original use in the information
retrieval context, Recall is a recognition rate of examples originally from the positive
class while precision assesses to what extent the classifier was correct in classifying
examples as positive that were actually positive. Unfortunately it is dependent to the
class imbalance ratio.

The most popular alternative, G-mean, was introduced in [34] as a geometric
mean of Sensi tivi t y and Speci f ici t y. It has a straightforward interpretation since
it takes into account the relative balance of the classifier performance in both positive
class and negative class. An important, useful property of the G-mean is that it
is independent of the distribution of examples between classes. As both classes
have equal importance in this formula, various further modifications to prioritize
the positive class, like the adjusted geometric mean, have been postulated (for their
overview see [30]).

The aforementioned measures are based on single point evaluation of classifiers
with purely deterministic predictions. In case of scoring classifiers, several authors
use the ROC (Receiver Operating Characteristics) curve analysis. The quality of the
classifier performance is reflected by the area under a ROC curve (so called AUC



3 Improving Bagging Ensembles for Class Imbalanced Data by Active Learning 31

measure). Alternative proposals include Precision Recall Curves or other special cost
curves (see their review in [25, 30]).

3.2.3 Main Approaches to Improve Classifiers
for Imbalanced Data

The class imbalance problemhas received growing research interest in the last decade
and several specialized methods have been proposed. Please see [11, 24, 25, 54] for
reviews of these methods, which are usually categorized in two groups:

• Classifier-independent methods that rely on transforming the original data to
change the distribution of classes, e.g., by re-sampling.

• Modifications of either a learning phase of the algorithm, classification strategies,
construction of specialized ensembles or adaptation of cost sensitive learning.

The first group include data pre-processing methods. The simplest data pre-
processing (re-sampling) techniques are: random over-sampling, which replicates
examples from the minority class, and random under-sampling, which randomly
eliminates examples from the majority classes until a required degree of balance
between classes is reached. Focused (also called informed) methods attempt to take
into account the internal characteristics of regions around minority class examples.
Popular examples of such methods are: OSS [34], NCR [38], SMOTE [14] and some
extensions these methods: see e.g., [11]. Moreover, some hybrid methods integrating
over-sampling of selected minority class examples with removing the most harmful
majority class examples have been also proposed, see e.g., SPIDER [42, 51].

The other group includes many quite specialized methods based on different prin-
ciples. For instance, some authors changed search strategies, evaluation criteria or
parameters in the internal optimization of the learning algorithm - see e.g., exten-
sions of induction of decision tress with the Hellinger distance or the asymmetric
entropy [16], or reformulation of the optimization task in generalized versions of
SVM [24]. The final prediction technique can be also revised, for instance authors
of [23] have modified conflict strategies with rules to give more chance for minor-
ity rules. Finally, other researchers adapt the imbalance problem to cost sensitive
learning. For a more comprehensive discussion of various methods for modifying
algorithm refer to [24, 25].

The neighbourhood analysis has been also used to modify pre-processing meth-
ods, see extensions of SMOTE or over-sampling [9], rule induction algorithm
BARCID [43] or ensembles [7].
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3.3 Active Learning

Active learning is a research paradigm in which the learning algorithm is able to
select examples used for its training. Traditionally, thismethodology has been applied
interactively with respect to unlabeled data. Please refer to the following survey for
a review of different active strategies in semi-supervised learning perspective [50].
The goal of active learning, in this traditional view, is to minimize costs, i.e., time,
effort, and other resources related to inquiring for class labels needed to update /
train classifier.

Nevertheless, active learning may also be applied when class labels are known.
The goal is then to select the best examples for training. Such definition of a
goal is particularly appealing to learning from imbalanced data, where one has a
limited number of examples from the minority class and too high number of exam-
ples from the majority class. Thus, a specialized selection of the best examples from
majority class may be solved by an active approach. The recent survey [11] clearly
demonstrates an increasing interest in applying active learning strategies to
imbalanced data.

In pool-based active learning, which is of our interest here, one starts with a given
pool (i.e., a set) of examples. The classifier is first built on examples from the pool.
Then one queries these examples outside the pool that are considered to be potentially
the most useful to update the classifier. The main problem for active learning strategy
is computing the utility of examples outside the pool. Various definitions of utility
have already been considered in the literature [48]. Uncertainty sampling and query-
by-committee are the two most frequently applied solutions.

Uncertainty sampling queries examples one by one, at each step, selecting the one
for which the current classifier is the most uncertain while predicting the class. For
imbalanced data, it has been applied together with support vector machines (SVM)
classifiers. In such a case, uncertainty is defined simply as a distance to the margin of
SVMclassifier. Ertkin et al. have started this direction and proposed an active learning
with early stopping with online SVM [17]. These authors have also considered an
adaptive over-sampling algorithm VIRTUAL, which is able to generate synthetic
minority class examples [18]. Another method, also based on uncertainty sampling,
has been proposed by Ziȩba and Tomczak. This proposal consists in an ensemble of
boosted SVMs. Base SVM classifiers are trained iteratively on examples identified
by an extended margin created in previous iteration [60].

Query by committee (QBC) [1], on the other hand, queries examples, again,
one by one, at each step selecting the one for which a committee of classifiers
disagrees themost. The committeemaybe formed in differentways, e.g., by sampling
hypotheses from the version space, or through bagging ensembles [48]. Yang andMa
have proposed a random subspace ensemble for class imbalance problem that makes
use of QBC [59]. More precisely, they calculate the margin between two highest
membership probabilities for the two most likely classes predicted by the ensemble.

The idea of QBC have also been considered by Napierala and Stefanowski in
argument based rule learning for imbalanced data, where it selects the most difficult
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examples to be annotated [44]. The annotated examples are further handled in gen-
eralized rule induction. The experimental results of [44] show that this approach
significantly improved recognition of both classes (minority and majority) in partic-
ular for rare cases and outliers.

Other strategies to compute utility of exampleswere also considered. For example,
Certainty-Based Active Learning (CBAL) algorithm has been proposed for imbal-
anced data [20]. In CBAL, neighbourhoods are explored incrementally to select
examples for training. The importance of an example is measured within the neigh-
bourhood. In this way, certain, and uncertain areas are constructed and then used
to select the best example. A hybrid algorithm has been also proposed for on-line
active learning with imbalanced classes [19]. This algorithm switches between dif-
ferent selection strategies: uncertainty, density, certainty, and sparsity.

All of the algorithmsmentioned this far query only one example at time. However,
querying more examples, in a batch, may reduce the labeling effort and computation
time. One does not need to rebuild the classifier after each query. On the other hand,
batch querying introduces additional challenges, like diversity of batch [10]. To best
of our knowledge no batch querying active learning algorithm has been proposed for
class imbalanced data.

3.4 Ensembles Specialized for Imbalanced Data

Specialized extensions of ensembles of classifiers are among the most efficient cur-
rently known approaches to improve recognition of the minority class in imbalanced
setting. These extensions may be categorized differently. The taxonomy proposed by
Galar et al. in [21] distinguishes between cost-sensitive approaches vs. integrations
with data pre-processing. The first group covers mainly cost-minimizing techniques
combined with boosting ensembles, e.g., AdaCost, AdaC or RareBoost. The second
group of approaches is divided into three sub-categories: Boosting-based, Bagging-
based orHybrid depending on the type of ensemble techniquewhich is integrated into
the schema for learning component classifiers and their aggregation. Liu et al. cate-
gorize the ensembles for class imbalance into bagging-like, boosting-based methods
or hybrid ensembles depending on their relation to standard approaches [40].

Since the most of related works [4, 6, 21, 33, 36] indicate superior performance
of bagging extensions versus the other types ensembles (e.g., boosting), we focus
our consideration, in this study, on bagging ensembles.

Bagging [12] classifier, proposed by Breiman, is an ensemble ofmbag base (com-
ponent) classifiers constructed by the same algorithm from mbag bootstrap samples
drawn from the original training set. The predictions of component classifiers are
combined to form the final decision as the result of the equal weight majority voting.
The key concept in bagging is bootstrap aggregation, where the training set, called a
bootstrap, for each component classifier is constructed by random uniform sampling
examples from the original training set. Usually the size of each bootstrap is equal
to the size of the original training set and examples are drawn with replacement.
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Algorithm 3.1: Bagging scheme
Input : LS training set; TS testing set; CLA learning algorithm;

mbag number of bootstrap samples;
Output: C∗ final classifier

Learning phase;1
for i := 1 to mbag do2

Si := bootstrap sample {sample examples with replacement} ;3
Ci := CLA (Si ) {generate a component classifier} ;4

end5

Classification phase;6
foreach y in TS do7

C∗(x) := combination of predictions Ci (x), where i = 1, . . . ,mbag8
{prediction for example x results from majority voting Ci} ;9

end10

Since bootstrap sampling, in the standard version, will not change drastically the
class distribution in constructed bootstrap samples, theywill be still biased toward the
majority class. Thus, most of proposals to adapt/extend bagging to class imbalance
overcome this drawback by applying pre-processing techniques, which change the
balance between classes in each bootstrap sample. Usually they construct bootstrap
samples with the same, or similar, cardinalities of bothminority andmajority classes.

In under-sampling bagging approaches the number of themajority class examples
in each bootstrap sample is randomly reduced to the cardinality of the minority
class (Nmin). In the simplest proposal, called Exactly Balanced Bagging (EBBag),
while constructing training bootstrap sample, the entire minority class is copied and
combined with randomly chosen subsets of the majority class to exactly balance
cardinalities between classes [13].

While such under-sampling bagging strategies seem to be intuitive and work effi-
ciently in some studies, Hido et al. [26] observed that they do not truly reflect the
philosophy of bagging and could be still improved. In the original bagging the class
distribution of each sampled subset varies according to the binomial distribution
while in the above under-sampling bagging strategy each subset has the same class
ratio as the desired balanced distribution. InRoughly Balanced Bagging (RBBag) the
numbers of instances for both classes are determined in a different way by equaliz-
ing the sampling probability for each class. The number of minority examples (Smin)
in each bootstrap is set to the size of the minority class Nmin in the original data.
In contrast, the number of majority examples is decided probabilistically according
to the negative binomial distribution, whose parameters are the number of minor-
ity examples (Nmin) and the probability of success equal to 0.5. In this approach
only the size of the majority examples (Smaj ) varies, and the number of examples
in the minority class is kept constant since it is small. Finally, component classi-
fiers are induced by the same learning algorithm from each i-th bootstrap sample
(Simin ∪ Simaj ) and their predictions form the final decision with the equal weight
majority voting.
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Yet another approach has been considered in Neighbourhood Balanced Bag-
ging (NBBag), which is based on different principles than aforementioned under-
sampling bagging ensembles. Instead of using uniform sampling, in NBBag, proba-
bility of an example being drawn into the bootstrap is modified according to the class
distribution in his neighbourhood [7]. NBBag shifts sampling probability toward
unsafe examples located in difficult to learn sub-regions of the minority class. To
perform this type of sampling weights are assigned to the learning examples. The

weight of minority example is defined as: w = 0.5 ×
(

(N ′
min)

ψ

k + 1
)
where N ′

min is

the number of majority examples among k nearest neighbours of the example, and
ψ is a scaling factor. Setting ψ = 1 causes a linear amplification of an example
weight together with an increase of unsafeness, and settingψ to values higher than 1
results in an exponential amplification. Each majority example is assigned a constant
weight w = 0.5 × Nmaj

Nmin
, where Nmaj is the number of majority class examples in the

training set and Nmin is the number of minority class examples in the
training set. Then sampling is performed according to the distribution of weights.
In this sampling, probability of an example being drawn to the bootstrap sample is
reflected by its weight.

Another way to overcome class imbalance in a bootstrap sample consists in per-
forming over-sampling of the minority class before training a component classifier.
In this way, the number of minority examples is increased in each sample (e.g., by
a random replication), while the majority class is not reduced as in under-sampling
bagging. This idea was realized in many ways as authors considered several kinds of
integrations with different over-sampling techniques. Some of these ways are also
focused on increasing diversity of bootstrap samples. OverBagging is the simplest
version which applies a simplest random over-sampling to transform each training
bootstrap sample. Smaj of minority class examples is sampled with replacement to
exactly balance the cardinality of the minority and the majority class in each sam-
ple. Majority examples are sampled with replacement as in the original bagging. An
over-sampling variant of Neighbourhood Balanced Bagging (NBBag) has also been
proposed [7]. In this variant, weights of examples are calculated in the same way as
for under-sampling NBBag.

Finally, Lango et al. have proposed to integrate a random selection of attributes
(following inspirations of [27, 35]) into Roughly Balanced Bagging [36]. Then the
same authors have introduced a generalization of RBBag for multiple imbalanced
classes, which exploits the multinomial distribution to estimate cardinalities of class
examples in bootstrap samples [37].

3.5 Active Selection of Examples in Under-Sampling
Bagging

Although a number of interesting under-sampling extensions of bagging ensembles,
for class imbalanced data, have been recently proposed, the prediction improvement
brought by these extensions may come with a decrease of recognition of majority
class examples. Thus, we identify a need for better learning a trade-of between
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performance in both classes. Then an open research problem is how to achieve this
balance of performance in both classes.

In this study we want to take a different perspective than in current proposals.
These proposals mainly make use of various modifications of sampling examples
to bootstraps (usually oriented toward balancing bootstrap) and then construct an
ensemble, in a standard way, by learning component classifiers in one step and
aggregating their predictions according to the majority voting (please see details of
bagging and its variants in [12, 35]).

More precisely, we want to consider another hypothesis: given an already good
technique of constructing under-sampling bagging, could one perform an additional
step of updating its bootstraps by selecting a limited number of remaining learning
examples, which could be useful for improving the trade-off between recognizing
minority and majority classes.

Our proposed approach, called Actively Balanced Bagging (ABBag) [8], is com-
posed of two phases. The first phase consists in learning an ensemble classifier by
one of approaches for constructing under-sampling extensions of bagging. Although
one can choose any good performing extension, we will further consider quite sim-
ple, yet effective one: Exactly Balanced Bagging (EBBag) [21], and more complex
one based on other principles: Neighbourhood Balanced Bagging NBBag [7]. The
current literature, such as [7, 33, 36], contains several experimental studies, which
have clearly demonstrated that both these ensembles, and Roughly Balanced Bag-
ging [26], are the best ensembles and they also out-performed single classifiers for
difficult imbalanced data. Furthermore their modifications of sampling examples are
based on completely different principles which is an additional argument to better
verify the usefulness of the proposed active selection strategies in ABBag. For more
information on constructing the EBBag and NBBag ensembles the reader may refer
to Sect. 3.4.

The second phase includes an active selection of examples. It includes:

1. An iterative modification of bootstrap samples, constructed in the first phase, by
adding selected examples from the training set;

2. Re-learning of component classifiers on modified bootstraps. The examples
selected in (1) are added to bootstraps in batches, i.e., small portions of learning
examples.

The proposed active selection of examples can be seen as a variant of Query-by-
committee (QBC) approach [1]. As discussed in the previous sections QBC uses a
decision margin, or simply a measure of disagreement between members of the com-
mittee, to select the examples. Although QBC has been already successfully applied
in active learning of ensemble classifiers in [10]. It has been observed that QBC does
not take into account global (i.e., concerning the whole training set) properties of
examples distribution, and in result, it can focus too much on selecting outliers and
sparse regions [10]. Therefore, we need to adapt this strategy for imbalanced data,
which are commonly affected by data difficulty factors.

Furthermore, one should remember that selecting one single example at a time
is a standard strategy in active learning [50]. Contrary, in ABBag we promote, in
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each iteration, to select small batches of examples instead of single example. We
motivate the batch selection by a potential reduction of computation time, as well
as, an increase of diversity of examples in the batch. As it was observed in [10], a
greedy selection of single example with respect to a single criterion, typical for active
strategy, where highest utility/uncertaintymeasure is taken into account [50] does not
provide desired diversity. In our view, giving chance for random drawing also some
slightly sub-optimal examples besides the best ones may result in a higher diversity
of new bootstraps and increased diversity of re-learned component classifiers.

We address the abovementioned issues twofold. First, and foremost, the proposed
active selection of examples considers multiple factors to determine the usefulness
of an example to be selected. More precisely, they are following:

1. Decision margin of component classifiers, and a prediction error of the single
component classifier (which is a modification of QBC).

2. Factors specific to imbalanced data, which reflect more global (i.e., concerning
the whole training set) and/or local (i.e., concerning example neighbourhood)
class distribution of examples.

3. Additionally we use a specific variant of rejection sampling to enforce diversity
within the batch through extra randomization.

The algorithm for learning ABBag ensemble is presented as a pseudocode Algo-
rithm3.2. It starts with training set LS, and mbag bootstrap samples SSS and results in
constructing an under-sampling extension of bagging in the first phase (lines 2–4).
Moreover, it makes use of initial balancing weightswww, which are calculated in accor-
dance with the under-sampling bagging extension, used in this phase. These ini-
tial balancing weights www allow us to direct sampling toward more difficult to learn
examples. In case of EBBag, balancing weights www reflect only the global imbalance
of an example in the training set. In case of NBBag, balancing weights www expresses
both global and local imbalance of an example in the training set. In the end of the
first phase, component classifiers are generated from each of bootstraps SSS (line 3).

In the second phase, the active selection of examples is performed between lines
5–13. All bootstraps from SSS are iteratively (mal times) enlarged by adding batches,
and new component classifiers are re-learned.

In each iteration, new weightsw′w′w′ of examples are calculated according to weights
update method um (which is described in the next paragraph), and then they are
sorted (lines 7–8). Each bootstrap is enhanced by nal examples selected randomly
with the rejection sampling according to α = w′(xnal ) + ε, i.e., nal random examples
with weights w′ higher than α are selected (lines 9–10). The parameter ε introduces
additional (after α) level of randomness into the sampling. Finally, new component
classifier Ci is learned resulting in new ensemble classifier CCC (line 11).

We consider here four different weights update methods. The simplest method,
called margin (m),1 is substituting the initial weights of examples with a decision
margin between component classifiers inCCC . For a given testing example it is defined

1For simplicity margin will be denoted as m - in particular in experiments see Tables3.3, 3.4, 3.5
and 3.6; further introduced weight update methods will be denoted analogously.
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Algorithm 3.2: Actively Balanced Bagging Algorithm
Input : LS training set; TS testing set; CLA component classifier learning algorithm; mbag

number of bootstrap samples; SSS bootstrap samples; www weights of examples from
LS; um weights update method; mal number of active learning iterations; nal
maximum size of active learning batch

Output: CCC ensemble classifier

Learning phase;1
for i := 1 to mbag do2

Ci := CLA (Si ) {generate a component classifier} ;3
end4
for l := 1 to mal do5

for i := 1 to mbag do6
w′w′w′ := updateWeights(www,CCC,um) {update weights used in sampling} ;7
sort all x with respect to w′(x), so that w′(x1) ≥ w′(x2) ≥ . . . ≥ w′(xn) ;8
S′
i := random sample from x1, x2, . . . , xnal according to w′w′w′ {rejection sampling from9
top nal x sorted according to w′w′w′; α = w′(xnal ) } ;10

Si := Si ∪ S′
i ;11

Ci := CLA (Si ) {re-train a new component classifier} ;12
end13

end14

Classification phase;15
foreach x in TS do16

CCC(x) := majority vote of Ci (x), where i = 1, . . . ,mbag {the class17
assignment for object x is a combination of predictions of component classifiers Ci} ;

end18

as:margin orm = 1 −
∣
∣
∣ Vmaj−Vmin

mbag

∣
∣
∣, where Vmaj is a number of votes for majority class

and Vmin is number of votes for minority class. As the margin may not be directly
reflecting the characteristic of imbalanced data (indeed under-sampling somehow
should reduce bias of the classifiers)we consider combining it with additional factors.
This leads to three variants of weights update methods. In the first extension, called,
margin andweight (mw), newweightw′ is a product ofmarginm and initial balancing
weight w. We reduce the influence of w in subsequent iterations of active example
selection, as l is increasing. The reason for this reduction of influence is that we
expect margin m to improve (i.e., better reflect the usefulness of examples) with
subsequent iterations, and thus initial weights w becoming less important. More

precisely, mw = m × w
(

mal−l
mal

)
.

Both considered so far weights update methods produce bootstrap samples which,
in the same iteration l, differ only according to randomization introduced by the
rejection sampling, i.e., weightsw′w′w′ are the same for each i . That is why, we consider
yet another modification of methodsm andmw, which makesw′w′w′, and, consequently,
each bootstrap dependent on performance of the corresponding component classifier.
These two new update methods: margin and component error (mce), and margin,
weight and component error (mwce) are defined, respectfully, as follows: mce =
m + 1e × w, and mwce = mw + 1e × w. In this notation, 1e is an indicator function
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Table 3.2 Characteristics of benchmark real-world data sets

Data set # examples # attributes Minority class IR [%]

abalone 4177 8 0-4 16-29 11.47

breast-cancer 286 9 recurrence-events 2.36

car 1728 6 good 24.04

cleveland 303 13 3 7.66

cmc 1473 9 2 3.42

ecoli 336 7 imU 8.60

haberman 306 4 2 2.78

hepatitis 155 19 1 3.84

scrotal-pain 201 13 positive 2.41

solar-flare 1066 12 f 23.79

transfusion 748 4 1 3.20

vehicle 846 18 van 3.25

yeast 1484 8 ME2 28.10

defined so that 1e = 1 when a component classifier is making a prediction error on
example, and 1e = 0 otherwise.

3.6 Experimental Evaluation

In this sectionwewill carry out experiments designed to provide better understanding
of the classification performance of Actively Balanced Bagging. The following two
aims of these experiments are considered. First, we want to check to what extent the
predictive performance of Actively Balanced Bagging can be improved in compari-
son to under-sampling extensions of bagging. For this part of experiments we choose
two quite efficient, in classification performance, extensions of bagging: Exactly Bal-
anced Bagging (EBBag) [13], and Neighbourhood Balanced Bagging (NBBag) [7].
Then, the second aim of experiments is to compare different variants of proposed
active selection methods, which result in different versions of ABBag. Moreover, the
sensitivity analysis of tuning basic parameters of ABBag is carried out.

3.6.1 Experimental Setup

The considered Actively Balanced Bagging ensembles are evaluated with respect to
averaged performance in bothminority andmajority classes. That is whywe consider
G-mean measure, introduced in Sect. 3.2.2, since we want to find a good trade-off
between recognition in both classes.
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Similarly to our previous studies [6–8, 45] we will focus in our experiments
on 13 benchmark real-world class imbalanced data sets. In this way, we include in
this study data sets which have been often analyzed in many experimental studies
with imbalanced data. This should make it easier to compare the achieved perfor-
mances to the best results reported in the literature. The characteristics is of these
data sets are presented in Table3.2. The data sets represent different sizes, imbalance
ratios (denoted by IR), domains and have both continuous and nominal attributes.
Taking into account results presented in [45] some of data sets should be easier
to learn for standard classifiers while most of them constitute different degrees of
difficulties. More precisely, such data as vehicle and car, are easier ones as
many minority class examples may categorized as safe ones. On the other hand, data
sets breast cancer, clevaland, ecoli contain many borderline examples,
while the remaining data sets could be estimated as the most difficult one as they
additionally contain many rare cases or outliers.

Nearly all of benchmark real-world data sets were taken from the UCI repository.2

One data set includes a medical problem and it was also used in our earlier works
of on class imbalance.3 In data sets with more than one majority class, they are
aggregated into one class to have only binary problems, which is also typically done
in other studies presented in the literature.

Furthermore, we include in this study a few synthetic data sets with a priori
known (i.e., designed) data distribution. To this end, we applied a specialized gen-
erator for imbalanced data [58] and we produced two different types of data sets.
In these data sets, examples from the minority class are generated randomly inside
predefined spheres and majority class examples are randomly distributed in an area
surrounding them. We consider two configurations of minority class spheres, called
according to the shape they form: paw and flower, respectively. In both data
sets the global imbalance ratio I R is equal to 7, and the total cardinality of exam-
ples are 1200 for paw and 1500 for flower always with three attributes. The
minority class is decomposed into 3 or 5 sub-parts. Moreover, each of this data set
has been generated with a different number of potentially unsafe examples. This
fact is denoted by four numbers included in the name of data set. For instance,
flower5-3d-30-40-15-15 represents flower with minority class that con-
tains approximately 30% of safe examples, 40% inside the class overlapping (i.e.,
boundary), 15% rare and 15% outliers.

3.6.2 Results of Experiments

We conducted our experiments in two variants of constructing ensembles. In the first
variant, standard EBBag or under-sampling NBBag was used. In the second variant,

2http://www.ics.uci.edu/mlearn/MLRepository.html.
3We are grateful to prof. W. Michalowski and the MET Research Group from the University of
Ottawa for providing us an access to scrotal-pain data set.

http://www.ics.uci.edu/ mlearn/MLRepository.html.
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the size of each of the classes in bootstrap samples was further reduced to 50% of the
size of the minority class in the training set. Active selection parameters, used in the
second phase,mal , and nal were chosen in away,which enables the bootstrap samples
constructed in ABBag to excess the size of standard under-sampling bootstrap by a
factor not higher than two. The size of ensembles mbag , in accordance with previous
experiments [7], was always fixed to 50. We used WEKA4 implementation of J48
decision tree as the component classifier in all of considered ensembles.We set under-
sampling NBBag parameters to the same values as we have already used in [7]. All
measures are estimated by a stratified 10-fold cross-validation repeated five times to
improve repeatability of observed results.

In Tables3.3, 3.4, 3.5 and 3.6, we present values of G-mean for all considered
variants of ABBag on all considered real-world and synthetic data sets. Note that in
Tables3.3 and 3.4, we present results of active balancing of 50% under-sampling
EBBag, and 50% under-sampling NBBag, respectively. Moreover, in Tables3.5
and 3.6, we present results of active balancing of standard under-sampling EBBag,
and standard under-samplingNBBag, respectively. The last row of each of Tables3.3,
3.4, 3.5 and 3.6, contains average ranks calculated as in the Friedman test [30]. The
interpretation of average rank is that the lower the value, the better the classifier.

The first, general conclusion resulting from our experiments is that ABBag per-
forms better than under-sampling extensions of bagging, both: EBBag, and NBBag.
Let us treat EBBag, and NBBag as baselines in Tables3.3, 3.4, 3.5 and 3.6, respec-
tively. The observed improvements of G-mean are statistically significant regardless
of the considered version of ABBag. More precisely, each actively balanced EBBag
has the lower average rank than the baseline EBBag, and, similarly, each actively bal-
anced NBBag has lower average rank than the baseline NBBag. Moreover, Friedman
tests result in p-values � 0.00001 in all of comparisons of both EBBag (Tables3.3
and 3.5) NBBag (Tables3.4 and 3.6). According to Nemenyi post-hoc test, criti-
cal difference CD between average ranks in our comparison is around 1.272. The
observed difference between average ranks of each actively balanced EBBag and
the baseline EBBag is thus higher than calculated CD. We can state that ABBag
improves significantly classification performance over base line EBBag. An analo-
gous observation holds for each actively balanced NBBag and the baseline NBBag.
We can conclude this part of experiments by stating that ABBag is able to improve
baseline classifier regardless of the setting.

However, th observed improvement of G-mean introduced by ABBag depends
on the data set. Usually improvements for easier to learn data sets, like car, are
smaller than these observed for the other data sets. Themost apparent (and consistent)
improvements are noted for the hardest to learn versions of synthetic data sets.
In both cases of flower5-3d-10-20-35-35, and paw3-3d-10-20-35-35
application of baseline versions of EBBag, and NBBag gives values of G-mean equal
to 0. These results are remarkably improved by all considered versions of ABBag.

4Eibe Frank, Mark A. Hall, and Ian H. Witten (2016). The WEKA Workbench. Online Appendix
for “Data Mining: Practical Machine Learning Tools and Techniques”, Morgan Kaufmann, Fourth
Edition, 2016.
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Table 3.3 G-mean of actively balanced 50% under-sampling EBBag

Data set EBBag m-EBBag mce-EBBag mw-EBBag mwce-EBBag

abalone 79.486 79.486 80.056 79.486 79.603

breast-cancer 57.144 59.628 60.471 60.640 60.900

car 96.513 97.785 98.359 97.806 98.359

cleveland 70.818 73.154 70.818 73.672 70.818

cmc 64.203 65.146 64.572 64.771 64.687

ecoli 87.836 88.870 89.259 88.926 88.638

flower5-3d-10-20-35-35 0.000 55.055 54.251 52.653 54.046

flower5-3d-100-0-0-0 92.315 93.415 94.570 93.501 94.812

flower5-3d-30-40-15-15 77.248 77.995 78.502 78.022 78.423

flower5-3d-30-70-0-0 91.105 91.764 93.729 92.019 93.993

flower5-3d-50-50-0-0 91.966 92.470 93.972 92.317 93.834

haberman 62.908 65.355 65.916 67.299 65.520

hepatitis 78.561 79.132 80.125 79.208 80.079

paw3-3d-10-20-35-35 0.000 51.152 51.148 52.318 50.836

paw3-3d-100-0-0-0 90.857 93.020 94.001 93.011 94.391

paw3-3d-30-40-15-15 74.872 76.277 78.241 76.546 77.544

paw3-3d-30-70-0-0 88.545 90.510 91.410 90.927 91.106

paw3-3d-50-50-0-0 91.424 92.087 92.825 92.038 93.537

scrotal-pain 72.838 73.572 73.574 73.692 72.838

solar-flare 82.048 83.126 83.064 83.013 83.064

transfusion 66.812 67.929 66.812 67.448 66.812

vehicle 95.506 95.840 97.120 96.010 97.120

yeast 82.658 84.026 84.818 85.337 84.984

average rank 4.848 3.087 2.065 2.652 2.348

Now we move to examination of the influence of the proposed active modifica-
tions, i.e., weights update methods in the active selection of examples, on the clas-
sification performance. We make the following observations. First, if we consider
actively balanced 50%under-samplingEBBag,margin and component error weights
update method, thus (mce-EBBag), has the best average rank and the best value of
median calculated for all G-mean results in Table3.3. The second best performing
weight update method in this comparison is margin, weight and component error,
and thus (mwce-EBBag). These observations are, however, not statistically signifi-
cant according to the critical difference and results of Wilcoxon test for a selected
pair of classifiers. Results of actively balanced standard under-sampling EBBag, pre-
sented in Table3.5, provide more considerable distinction. The best weights update
method in this case ismargin, weight and component error, and thus (mwce-EBBag).
Moreover the observed difference in both average rank and p-value in Wilcoxon test
allows us to state thatmwce-EBBag is significantly better performing thanm-EBBag.
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Table 3.4 G-mean of actively balanced 50% under-sampling NBBag

Data set NBBag m-NBBag mce-NBBag mw-NBBag mwce-NBBag

abalone 78.297 79.384 79.264 79.034 79.339

breast-cancer 56.521 62.559 61.957 60.106 62.316

car 93.918 95.698 97.816 97.405 98.182

cleveland 74.275 76.131 75.000 78.000 74.275

cmc 63.944 64.969 64.390 64.969 64.807

ecoli 88.056 89.326 88.846 89.412 89.139

flower5-3d-10-20-35-35 0.000 51.940 51.302 52.069 52.105

flower5-3d-100-0-0-0 89.851 92.844 94.465 93.427 94.869

flower5-3d-30-40-15-15 73.869 77.081 77.266 76.614 77.484

flower5-3d-30-70-0-0 88.513 92.055 93.814 91.903 93.975

flower5-3d-50-50-0-0 89.164 92.227 93.969 91.734 94.107

haberman 58.618 65.165 65.087 65.068 65.386

hepatitis 79.632 79.632 80.449 80.778 80.270

paw3-3d-10-20-35-35 0.000 50.644 49.804 43.549 52.541

paw3-3d-100-0-0-0 85.165 91.889 94.000 92.596 93.584

paw3-3d-30-40-15-15 29.157 75.499 75.000 74.818 70.950

paw3-3d-30-70-0-0 82.767 89.944 91.631 90.739 91.331

paw3-3d-50-50-0-0 84.787 91.327 92.079 91.826 92.474

scrotal-pain 74.471 75.180 75.625 76.507 75.363

solar-flare 82.275 85.049 83.620 83.954 83.233

transfusion 65.259 65.816 65.351 65.259 65.509

vehicle 94.304 96.720 97.733 96.513 97.498

yeast 82.450 84.454 84.887 83.549 85.005

average rank 4.935 2.652 2.435 2.957 2.022

Second best performing weight update method in this case ismargin and component
error weights update method, thus (mce-EBBag). Differences between this method
and the other weights updatemethods are, however, again not statistically significant.

Similar observations are valid for actively balanced NBBag. In this case, the best
weights update method according to average rank is margin, weight and component
error, and thus (mwce-NBBag), regardless of the variant of the fist phase of the active
selection, as seen in Tables 3.4 and 3.6. On the other hand, margin and component
error weights update method, and thus (mce-NBBag), has the best value of median
when 50% under-sampling mce-NBBag is considered. However, this observation
is not statistically significant. So are all the observed differences among different
weights update methods in active selection for NBBag.

To sum up observations noted so far, we should report that all different factors
that we take into account in weights update methods: margin of classifiers in ensem-
ble, weight of example, and component error are important for improving ABBag
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Table 3.5 G-mean of actively balanced under-sampling EBBag

Data set EBBag m-EBBag mce-EBBag mw-EBBag mwce-EBBag

abalone 76.927 77.740 77.940 77.740 77.874

breast-cancer 57.979 58.488 58.316 58.632 59.305

car 97.611 97.760 98.100 97.780 98.185

cleveland 68.207 68.207 68.207 68.207 68.207

cmc 62.242 62.552 62.242 62.280 62.242

ecoli 87.677 87.677 87.677 87.677 87.677

flower5-3d-10-20-35-35 0.000 43.713 54.854 51.077 54.419

flower5-3d-100-0-0-0 92.601 93.506 94.860 93.399 95.007

flower5-3d-30-40-15-15 77.749 78.027 78.654 77.977 78.979

flower5-3d-30-70-0-0 91.614 92.165 93.629 91.994 93.544

flower5-3d-50-50-0-0 91.338 92.651 94.622 92.451 94.469

haberman 60.673 64.379 64.327 65.124 65.251

hepatitis 74.217 77.505 78.631 76.937 76.688

paw3-3d-10-20-35-35 0.000 41.322 53.729 37.655 52.275

paw3-3d-100-0-0-0 92.507 93.811 94.233 93.765 94.329

paw3-3d-30-40-15-15 76.756 76.756 78.846 76.756 78.839

paw3-3d-30-70-0-0 89.362 90.206 91.069 91.443 90.990

paw3-3d-50-50-0-0 92.107 92.107 92.445 92.107 92.757

scrotal-pain 74.258 74.258 74.258 74.549 74.258

solar-flare 84.444 84.444 84.444 84.444 84.654

transfusion 64.078 65.492 67.534 65.911 67.589

vehicle 95.117 96.327 96.771 96.476 96.849

yeast 81.689 82.248 84.234 83.933 84.541

average rank 4.565 3.283 2.174 3.087 1.891

performance. Moreover, two weight update methods tend to give better results than
the others. These are: margin and component error (mce), and margin, weight and
component error (mwce). These results may be interpreted as an indication that
proposed active selection of examples is able to make good use of the known labels
of minority and majority examples, since weight, and component error factors
are important.

In the next step of our experiments, we tested the influence of ε parameter on
the performance of ABBag. ε controls the level of randomness in active selection of
examples (see Sect. 3.3 for details). The results of this analysis favour small values of
ε, which means that, in our setting, it is better to select the best (or almost the best, to
be more precise) examples into active learning batches. This result may be partially
explained by a relatively small size of batches used in the experimental evaluation.
For small batches it should be important to select as good examples as possible
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Table 3.6 G-mean of actively balanced under-sampling NBBag

Data set NBBag m-NBBag mce-NBBag mw-NBBag mwce-NBBag

abalone 78.714 79.308 79.291 79.317 79.460

breast-cancer 58.691 62.752 62.698 62.191 62.501

car 96.200 97.518 97.847 97.775 98.801

cleveland 73.004 73.004 73.931 74.170 74.776

cmc 65.128 65.128 65.128 65.365 65.128

ecoli 88.581 88.581 88.581 88.581 88.581

flower5-3d-10-20-35-35 0.000 51.952 51.527 52.800 51.073

flower5-3d-100-0-0-0 92.373 93.594 94.481 93.437 94.683

flower5-3d-30-40-15-15 76.914 78.080 77.913 77.570 78.196

flower5-3d-30-70-0-0 91.120 92.297 93.490 92.141 94.112

flower5-3d-50-50-0-0 92.003 93.126 93.209 92.889 94.322

haberman 64.128 65.101 65.251 66.059 65.590

hepatitis 78.017 78.078 79.665 79.269 80.739

paw3-3d-10-20-35-35 0.000 50.916 49.912 51.239 52.142

paw3-3d-100-0-0-0 90.122 92.792 93.141 93.190 94.388

paw3-3d-30-40-15-15 63.966 76.440 75.945 76.990 77.057

paw3-3d-30-70-0-0 87.208 90.072 90.966 90.871 91.116

paw3-3d-50-50-0-0 91.317 92.105 92.295 91.582 92.984

scrotal-pain 73.205 75.023 74.812 75.636 74.891

solar-flare 83.435 84.731 83.574 84.015 84.286

transfusion 65.226 65.943 66.239 65.226 65.226

vehicle 95.339 96.776 97.463 96.759 97.401

yeast 84.226 84.780 85.580 85.067 85.247

average rank 4.783 3.000 2.630 2.783 1.804

while with an increase of the size of batch, more diversity in batches resulting from
selection of more sub-optimal examples, should be also found to be useful.

We finish the presented experimental evaluation with an analysis of influence
of parameter mal , and parameter nal on the classification performance of ABBag.
Parameter nal is, in the results presented further on, the size of active learning batch
determined as the percentage of the size of minority class. Parameter mal is the
number of performed active learning iterations. We restrict ourselves in this analysis
tomargin, weight and component error (mwce) weight update method, since it gave
the best results for majority of considered variants. Moreover, we will only present
results of an analysis of some harder to learn data sets since they provide more
information about behaviour of ABBag. Results for other data sets demonstrate
usually the same tendencies as for the chosen data sets, though these tendencies
might be less visible. We present changes in values of G-mean for four different data
sets: cleveland, flower5-3d-10-20-35-35, paw3-3d-10-20-35-35,
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Fig. 3.1 cleveland - influence of mal and nal on G-mean of actively balanced (mwce) 50%
under-sampling, and standard under-sampling of EBBag and NBBags

and yeast in the following figures: Figs. 3.1, 3.2, 3.3, and 3.4, respectively. In
each of these figures one can compare G-mean performance of actively balanced
EBBag ensemble, and actively balanced NBBag ensemble (in a trellis of smaller
figures). Three different plots are presented, in each of figures, for each of ensembles,
according to tested value of nal = {2, 7, 15}. On each of plots relation between mal

and G-mean is presented for ensembles resulting from 50% under-sampling, and
standard (i.e., 100%) under-sampling performed at the first phase of ABBag.

A common tendency for majority of plots representing G-mean performance of
mwce ABBag on real-world data sets (here represented by data sets: cleveland
in Fig. 3.1, and yeast in Fig. 3.4) is that, regardless of other parameters, one can
observe an increase of G-mean performance for initial active balancing iterations
(i.e., small values of mal), followed by stabilization or decrease of performance for
the further iterations. A decrease of performance is more visible for further iterations
of actively balanced EBBag. Thus, the tendency observed for real-word data sets is
in line with our motivation for proposing ABBag expressed by an intuition that it
should suffice to perform a limited number of small updates of bootstrap by actively
selected examples to sufficiently improve performance of under-sampling extensions
of bagging.

Adifferent tendency is visible on plots representingG-meanperformance ofmwce
ABBag on hard to learn synthetic data sets that we analyzed (represented by data
sets: flower5-3d-10-20-35-35 in Fig. 3.2, and paw3-3d-10-20-35-35
in Fig. 3.3). One can observe an almost permanent increase of actively balanced
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NBBag ensemble G-mean performance in the following iterations of actively bal-
ancing procedure, regardless of other parameters. For active balancing EBBag this
tendency is more similar to performance on real-world data sets. After an increase of
performance observed for initial iterations, comes a decrease (e.g., see 50% under-
sampling EBBag for mal = 2 in Fig. 3.3) or stabilization (e.g., see under-sampling
EBBag formal > 2 in the same Fig. 3.3). One should take into account, however, that
these are really hard to learn data sets, for which base-line classifiers were perform-
ing poorly. Thus, the active selection of examples, in the second phase of ABBag,
had more place for improvement of the bootstraps, which may explain why more
iterations were needed.

3.7 Conclusions

The main aim of this chapter has been focused on the attempts to improve clas-
sification performance of the under-sampling extensions of the bagging ensembles
to better address class imbalanced data. The current extensions are mainly based on
modifying the example distributions inside bootstrap samples (bags). In our proposal
we have decided to additionally add a limited number of learning examples coming
from outside the given bag. As a result of such small adjusting bootstrap bags, the
final ensemble classifier should better balance recognition of examples fromminority
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and majority classes. To achieve this aim, we have introduced a two phase approach,
which we have called Actively Balanced Bagging (ABBag).

Thekey idea, in this approach, is tofirst learn anunder-samplingbagging ensemble
and, then, to carry out steps of updating bootstraps by small batches composed of
a limited number of actively selected learning examples. These batches are drawn
by one of proposed active learning strategies, with one of the example weights.
Their definition takes into account a decision margin of ensemble votes for the
classified instance, balancing of the example class distribution in its neighbourhood,
and prediction errors of component classifiers. To best of our knowledge such a
combined approach has not been considered yet.

The results of experiments have demonstrated that:

• The new proposed ABBag ensemble with the active selection of examples has
improved G-mean performance of two baseline under-sampling bagging Exactly
Balanced Bagging (EBBag) and Nearest Balanced Bagging (NBBag), which are
already known to be very good ensemble classifiers for imbalanced data and out-
performs several other classifiers (see, e.g., earlier experimental results in [7]).

• Another observation resulting from the presented experiments is that an active
selection strategy performs best when it integrates the ensemble disagreement, i.e.
the decision margin (which is typically applied in the standard active learning such
as QBC) with information on class distribution in imbalanced data and prediction
errors of component classifiers. The best performing selection strategy is mwce
for both EBBag and NBBag classifiers.

• A more detailed analysis of ABBag performance on harder to learn data sets
allowed us to observe that it is usually better to add a small number of examples
in batches to obtain the best classification performance.

Finally, an open problem for further research, related to the main topic of this
book, concerns dealing with a higher number of attributes in the proposed ensemble.
Highly dimensional imbalanced data sets are still not sufficiently investigated in the
current research (please see, e.g., discussions in [11, 15]). In case of ensembles,
it is possible to look for other solutions than typical attribute selection in a pre-
processing step or in a special wrapper such as, e.g., proposed in [31]. A quite
natural modification could be applying random subspace methods (such as Ho’s
proposal [27])while constructing bootstraps. It has alreadybeen applied in extensions
of Roughly Balanced Bagging [37].

However, our new proposal exploits modeling of the neighbourhood for minority
class examples. It is based on distances between examples, e.g. with Heterogeneous
Value Difference Metric. As it has been recently shown by Tomasev’s research [55]
on, so called, hubness, a k-nearest neighbourhood constructed on highly dimensional
data may suffer from the curse of dimensionality and such metrics are not sufficient.
Therefore, the current proposal of ABBag should be be rather applied to datasets
with a smaller or medium number of attributes. The prospect extensions of ABBag
for a larger number of attributes should be constructed with different techniques to
estimate the example neighbourhoods.
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Chapter 4
Attribute-Based Decision Graphs and Their
Roles in Machine Learning Related Tasks

João Roberto Bertini Junior and Maria do Carmo Nicoletti

Abstract Recently, new supervised machine learning algorithm has been proposed
which is heavily supported by the construction of an attribute-based decision graph
(AbDG) structure, for representing, in a condensed way, the training set associated
with a learning task. Such structure has been successfully used for the purposes of
classification and imputation in both, stationary and non-stationary environments.
This chapter provides a detailed presentation of the motivations and main technical-
ities involved in the process of constructing AbDGs, as well as stresses some of the
strengths of this graph-based structure, such as robustness and low computational
costs associated with both, training and memory use. Given a training set, a collec-
tion of algorithms for constructing a weighted graph (i.e., an AbDG) based on such
data is presented. The chapter describes in details algorithms involved in creating
the set of vertices, the set of edges and, also, assigning labels to vertices and weights
to edges. Ad-hoc algorithms for using AbDGs for both, classification or imputation
purposes, are also addressed.
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4.1 Introduction

In the Machine Learning (ML) area, two broad groups of algorithms can be consid-
ered, referred to as supervised and unsupervised algorithms. Supervised algorithms
use a particular information associated to each training instance, referred to as class;
such algorithms induce knowledge representations which are conventionally known
as classifiers. Usually unsupervised algorithms do not require the class information;
most of them can be characterized as clustering algorithms which, given as input a
set of training instances induce, as output, a set of disjoint sets of such instances (i.e.,
a clustering). In an unsupervised context, the inductive process can be viewed as the
provider of some sort of organization to the given data; the concept of similarity (or
dissimilarity) is used to guide the grouping of similar instances [33].

In the context of supervised automatic learning as well as of the several super-
vised methods focused on this chapter, there are mainly two kinds of data which
can be organized as graph-based structures. Data that naturally reflect a graph struc-
ture are the so-called relational data [27], and the commonly available data, usually
described as vectors of attribute values, referred to as vector-based data. Lately, there
has been an increasing number of machine learning tasks addressed by graph-based
approaches (see e.g. [1, 11]). Graph-based approaches have been adopted in super-
vised classification tasks in works such as [10, 25].

Also, the capability of a graph-based structure to model data distribution has
been explored in the context of unsupervised learning, involving clustering tasks
[33]. There is an emphasis on graph-based representation in both, unsupervised
and semi-supervised learning environments, as the basic structure to model knowl-
edge, particularly in semi-supervised tasks, such as transduction and induction [12,
16]. Reference [38] describes a semi-supervised learning framework based on graph
embedding.Within the complex network theory [31], for instance, large data sets can
be clustered using a community detection algorithm, such as in [19, 28, 37]. In [23,
24] the graph-based relational learning (GBRL) is discussed as a subarea of graph-
based data mining (GBDM), which conceptually differs from logic-based relational
learning, implemented by, for example, inductive logic programming algorithms [29,
30]. As pointed out in [23], GBDM algorithms tend to focus on finding frequent sub-
graphs i.e., subgraphs in the data whose number of instances (they represent) are
above some minimum support; this is distinct from a few GBRL developed systems
which, typically, involve more than just considering the frequency of the pattern in
the data, such as the Subdue [15] and the GBI [39].

So far in the literature, research work having focus on the process of graph con-
struction, for representing a particular training set of vector-based data, has not yet
attracted the deserved scientific community attention; this is particularly odd, taking
into account the crucial role that data representation plays in any automatic learning
process [40]. The way a training data is represented has a deep impact on its further
use by any learning algorithm. Although one can find several works where graphs
have been used as structures for representing training sets, the many ways of using
graphs’ representational potentialities have not been completely explored yet.
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Invariably, most of the available graph-based learning algorithms are restricted,
considering they employ only one out of a few algorithms for creating the graph
that represents a given training set. Also, the graph construction methods surveyed
so far always represent each training instance as a vertex and, then, define edges
between vertices as a way of representing some sort of similarity between them.
Graphs constructed in this way are referred to as data graphs. Among the most
popular methods for constructing graphs are those that construct KNN graphs and
ε-graphs [14, 17], as well as fully connected weighted graphs, where weights are
defined by a given function, such as the Gaussian, as in [41]. Regardless of being a
suitable solution for data mining related problems, these kind of graphs are still tied
to their inherent advantages and disadvantages.

As alreadymentioned, generallymethods for constructing graphs rely on some ad-
hoc concept of neighborhood, which commonly gives rise to local structures within
the data set; the global data structure is then left to be addressed by the learning
algorithm [22]. Proposals contemplating new types of graph-based structures for
representing data and, also, algorithms for dealingwith them,will certainly contribute
for further progress in areas such as data mining and automatic learning. As pointed
out in [3], graph-based representations of vector-based data are capable of modelling
arbitrary local data configurations, enabling the learning algorithm best capture the
underlying data distribution.

A new data structure for storing relevant information about training data sets
was proposed in [5] and is referred to as Attribute-based Data Graph (AbDG); an
AbDG models a given vector-based training data set as a weighted graph. The main
motivation for proposing the AbDGwas to devise a data structure compact and easily
manageable, able to represent and condense all information present in a given training
data set, which could also be used as the source of information for classification tasks.
This chapter addresses and reviews Attribute-based Data Graph (AbDG) as well as
the two task-oriented subjacent algorithms associated with AbDGs; the first that
constructs the graph representing a giving training set of vector-based instances and,
the second, that uses the graph for classification purposes.

Besides the Introduction section, this chapter is organized into six more sections.
Section4.2 introduces the main technicalities involved for the establishment of the
concept of Attribute-based Decision Graph, focusing on the proposal of two possi-
ble graph structures namely a p-partite, in Sect. 4.2.1.1, and a complete p-partite, in
Sect. 4.2.1.2, where p refers to the number of attributes that describe a vector-based
training instance. Formal notation is introduced and the processes involved in the
AbDG construction are described. The section first discusses the construction of the
vertex set, given a vector-based data set and, then, the two possible strategies for
inserting edges connecting vertices. Once the construction of the graph-structure is
finished, the process that assigns labels to vertices and its counterpart, that assigns
weights to edges, complete and finalize the graph construction process. Section4.3
details the process of using the information embedded in an AbDG for classifica-
tion purposes and, for that, defines the classification process as some sort of graph
matching process between the AbDG and one of its subgraphs i.e., the one defined
by the instance to be classified. Section4.4 presents a numerical example of the
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induction of an AbDG aiming at a classification task and the use of the induced
AbDG in the processes of classifying a new unclassified instance. Section4.5 reviews
the convenience of using AbDGs when learning from data sets with absent attribute
values. Section4.6 approaches the process of constructing an AbDG as a search task
conducted by a genetic algorithm (GA) and, finally, Sect. 4.7 resumes the main con-
tributions of the AbDG approach, highlighting some of its main advantages and the
technicalities involved in the construction/use of such structure. The section ends
with some new insights for continuing the research work with focus on AbDGs.

4.2 The Attribute-Based Decision Graph Structure (AbDG)
for Representing Training Data

The AbDG is a graph-based structure proposed in [5] and extended in [9], aiming at
modelling data described as vectors of attribute values; such structure has been later
employed in several machine learning related tasks, such as those presented in [5–8].

4.2.1 Constructing an AbDG

Consider a training data set X , where each instance x = (x1, . . . , xp, c) in X is a
p-dimensional data vector of features followed by a class label c ∈ {ω1, . . . ωM},
representing one among M classes. The process that constructs the AbDG for rep-
resenting X initially focuses on the construction of the set of vertices, then on the
construction of the set of edges and finally, on assigning labels to vertices andweights
to edges of the induced graph, turning it into a weighted labeled data graph repre-
senting X .

As mentioned before, given a data set X having N p-dimensional instances, most
approaches for constructing the set of vertices of a graph that represents X , usually
define each data instance in X as a vertex of the graph being constructed, resulting
in a graph with N vertices. Approaches adopting such a strategy can be found in
[2, 33, 36]. In an AbDG graph the vertices represent data intervals associated with
values the attributes that describe training instances can have. Thus, once attribute
Aa has been divided into na intervals, it can be viewed as a set of disjoint intervals
A = {Ia,1, . . . , Ia,n1} where each interval Ia,i stands for vertex va,i in the graph.

Due to vertices being defined by data intervals, the construction of an AbDG
is heavily dependent on the type of the attributes used for describing the training
instances. Basically three types of attributes are commonly used for describing a
given training set X , referred to as numerical (continuous-valued), categorical (whose
possible values are limited and usually fixed, having no inherent order) and ordinal
(whose possible values follow a particular pre-established order).
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The construction of the set of vertices of an AbDG graph, representing a given
data set X , starts by discretizing the values of each one of the p attributes {A1, A2,
A3, . . . Ap} that describes X . A discretization process applied to each one of the p
attributes associates, to each of them, a set of disjoint intervals of attribute values.
As the set of intervals associated to each attribute Ai (i = 1, . . . p) depends on the
type of the attribute Ai (i.e., categorical, numerical (continuous-valued) or ordinal),
as well as the range of values of Ai in X , a discretization method should deal with
the different types of attributes.

If an attribute is categorical, the simplest way to create its associated set of vertices
is by considering each of its possible values as a degenerate interval; this is the
approach used for constructing AbDGs. As an example, if the values of attribute
A5 in X (taking into account all instances in X ) are 0, 1, 2, 3, 4 and 5, during the
construction of the vertex set, the set of degenerate intervals: {[0 0], [1 1], [2 2], [3
3], [4 4], [5 5]} is associated with A5 and each interval is considered a vertex in the
graph under construction.

When the attribute is numerical, the usual basic procedure a discretization method
adopts is to divide the attribute range into disjoint intervals. Several discretization
methods found in the literature can be used to create such set of disjoint intervals
associated with a continuous-valued attribute [21].

As pointed out in [9] in relation to the problem of discretizing a continuous-
valued attribute, the solution starts by finding a set of what is called cut point
candidates in the range of the attribute, then to use a heuristic to evaluate the poten-
tialities of the selected cut point candidates and, finally, choose the most promis-
ing subset as the actual cut points for defining the intervals. Cut point candidates
are determined by sorting each attribute and then, searching for consecutive dif-
ferent attribute values whose corresponding instances belong to different classes, a
process formalized as follows. Consider the values of attribute A and let s A rep-
resent an ordered version of the values of A. The process can be formally stated
as if s A[i] �= s A[i + 1] and class_instance(s A[i]) �= class_instance(s A[i + 1]),
where class_instance() gives the class of the data instance having A[i] as value for
attribute A, then determine the middle point between values s A[i] and s A[i + 1] and
assume the obtained value as a cut point. Once the vertex set has been built, edges
are then established by taking into account the corresponding attribute values of
patterns in X , aiming at connecting intervals (i.e. vertices) to reflect the correlations
between different attributes [13]. Taking into account a p-dimensional data set, two
edge structures are considered, which give rise to two different graph structures, the
p-partite (Sect. 4.2.1.1) and the complete p-partite (Sect. 4.2.1.2).

4.2.1.1 The AbDG as a p-Partite Graph

Given a data set X and considering that the sets of vertices associated with each
attribute have already been created, the induction of a p-partite graph, for represent-
ing X , assumes a pre-defined order among the attributes, which can be randomly
established or, then, by sorting the attributes according to some criteria. So, given
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A1 A2 A3

I1,1 (v1,1) 

I1,2 (v1,2) 

I1,3 (v1,3) 

I3,1 (v3,1) 

I3,2 (v3,2)

I3,3 (v3,3) 

I3,4(v3,4) I2,2(v2,2) 

A
I2,1(v2,1) 

Fig. 4.1 A 3-partite AbDG structure created from a data set X with N vector-based instances, each
described by 3 attributes, A1, A2 and A3. The discretization process associates to each attribute Ai
(1 ≤ i ≤ 3), ni intervals (i.e., vertices), n1 = 3, n2 = 2 and n3 = 4

the pre-defined attribute order and the sets of vertices associated to each attribute,
edges can only be introduced between two consecutive (taking into account the given
order) vertices. The whole graph structure is affected by the established order.

It has been empirically verified that sorting the attributes according to the descent
order of their corresponding information gain values can be a convenient choice (see
[9]) since it promotes and maintains connections between attributes with highest
information gains. Figure4.1 shows an example of a 3-partite AbDG associated
with a hypothetical training set X defined by three attributes A1, A2 and A3 and
an associated class, where the discretization process associated to each attribute Ai

(1 ≤ i ≤ 3) produced, respectively, ni intervals (i.e., vertices), namely n1 = 3, n2 = 2
and n3 = 4. Figure4.2 shows a high level pseudocode for creating a p-partite AbDG
structure, given a data set with N instances described as p-dimensional vectors and
an associated class, out of M possible classes.

4.2.1.2 The AbDG as a Complete p-Partite Graph

When constructing the complete p-partite structure, however, the attribute order is
irrelevant, due to the intrinsic nature of complete p-partite graphs. In a complete
p-partite graph all possible edges between intervals (i.e., vertices) associated with
different attributes are inserted in the graph under construction. Figure4.3 shows an
example of a 3-partite AbDG associated with a hypothetical training set X , defined
by three attributes A1, A2 and A3 and an associated class.

4.2.2 Assigning Weights to Vertices and Edges

This section gives the motivations for introducing labels and weights in an AbDG
structure, and explains how labels associated with vertices and weights associated
with edges of an AbDG are defined. Let X be a data set having N training instances
from M different classes, {ω1, ω2, . . ., ωM}, where each instance is described by p
attributes and an associated class.
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Fig. 4.2 High-level pseudocode for constructing a p-partite AbDG structure

I1,1 (v1,1) 

I1,2 (v1,2) 

I1,3 (v1,3) 

I3,1 (v3,1) 

I3,3 (v3,3) 

I2,2(v2,2) I2,2I2,1(v2,1) 

I3,3

2,2(v2,2)I2,22,1(v2,1)

1,1)

1,2)

1,3)
A3

A2

A1

AI3,2 (v3,2) 

I3,4(v3,4) 

Fig. 4.3 A complete 3-partite AbDG structure created from a data set X with N vector-based
instances, each described by 3 attributes, A1, A2 and A3. The discretization process applied
to each attribute associates to each attribute Ai (1 ≤ i ≤ 3), ni intervals (i.e., vertices), namely
n1 = 3, n2 = 2 and n3 = 4. Edges are created between all vertices except those related with the
same attribute
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After the AbDG structure has been constructed, as a p-partite or complete p-
partite, M-dimensional vectors are created and associated to each vertex and to each
edge of the AbDG structure, by the two processes described next. In real domain
data it is not common that instances sharing the same class are the only ones that
have values of an attribute Ai (1 ≤ a ≤ p) within one of the na subintervals (i.e.,
Ia,1, …, Ia,na ). Instances belonging to other classes may as well have their Ai values
within that same subinterval. Aiming at evaluating the representativeness (i.e., the
information for characterizing the class of an instance) of each particular subinterval
created (i.e., each vertex of the AbDG), a M-dimensional weight vector is associated
to each vertex.

4.2.2.1 Assigning Weights to Each Vertex of the AbDG

Let na represent the number of vertices associated with attribute Aa . The vertex
va,k (1 ≤ a ≤ p and 1 ≤ k ≤ na) has an associated weight vector given by Γa,k =
〈γ1, . . . , γ j , . . . , γM 〉, where γ j relates to class ω j , noted as Γa,k( j). Considering
that Ia,k is the interval that defines va,k , Γa,k( j) is defined by Eq. (4.1).

Γa,k( j) = P(ω j |Ia,k) = P(Ia,k, ω j )

P(Ia,k)
(4.1)

The joint probability in Eq. (4.1), P(Ia,k, ω j ), is the probability of a data instance
having both i.e., classω j and its value of attribute Aa in the interval Ia,k . By rewriting
the joint probability as P(Ia,k, ω j ) = P(ω j )P(Ia,k |ω j ), the conditional probability
P(Ia,k |ω j ) can be given by Eq. (4.2). P(ω j ) is the marginal probability of class ω j ,
obtained by dividing the number of data instances belonging to class ω j by the total
number of data instances (i.e., N ).

P(Ia,k |ω j ) = |{xi ∈ X | xi,a ∈ Ia,k ∧ ci = ω j }|
|{xi | ci = ω j }| (4.2)

In Eq. (4.1) the marginal probability, P(Ia,k), is the normalizing term, defined
as the sum of the probabilities P(Ia,k |ω j ), for all possible classes i.e., P(Ia,k) =
∑M

i=1 P(Ia,k |ωi ).

4.2.2.2 Assigning Weights to Each Edge of the AbDG

The procedure for assigning a weight to an AbDG’s edge is similar to the one for
assigning a label to a vertex. Let (va,k , vb,q ) be an edge between the vertices repre-
senting the kth interval of attribute Aa and the qth interval of attribute Ab, and let this
edge be weighted by the weight vector Δ

a,b
k,q = 〈δ1, . . . , δM 〉, where δ j (1 ≤ j ≤ M)

is associated to class ω j , noted as Δ
a,b
k,q( j). The edge weight δ j (1 ≤ j ≤ M) repre-
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sents the probability of a given data instance xi , with attribute value xi,a ∈ Ia,k and
xi,b ∈ Ib,q , belonging to class ω j , as given by Eq. (4.3).

Δ
a,b
k,q( j) = P(ω j |Ia,k, Ib,q) = P(Ia,k, Ib,q , ω j )

P(Ia,k, Ib,q)
(4.3)

Considering that P(Ia,k, Ib,q , ω j ) = P(ω j )P(Ia,k, Ib,q |ω j ), then define
P(Ia,k, Ib,q |ω j ) as the ratio of the number of instances belonging to class ω j , whose
values of attribute Aa lay within the kth interval and those of the attribute Ab lay
within the qth interval, as in Eq. (4.4).

P(Ia,k, Ib,q |ω j ) = |{xi ∈ X |ci = ω j ∧ xi,a ∈ Ia,k ∧ xi,b ∈ Ib,q}|
|{xi |ci = ω j }| (4.4)

The probability of a data instance to have attribute values belonging to interval
Ia,k and Ib,q , regardless its class label, is the normalizing term in Eq. (4.3) and is
given by the sum of Eq. (4.4), over all classes, as states Eq. (4.5).

P(Ia,k, Ib,q) =
M∑

j=1

P(Ia,k, Ib,q , ω j ) (4.5)

4.2.3 Computational Complexity for Building an AbDG

The complexity order for constructing an AbDG has been completely derived in
Refs. [8, 9]. In what follows, a brief overview on the computational complexity
required to build the AbDG is presented. Consider the complexity order with respect
to the size of the training set, N , and to the number of attributes, p; thus building the
AbDG involves:

1. Constructing the vertex set, which depends on the employed discretization
method. As sorting is usually required as a preprocessing step to various dis-
cretizationmethods, building the vertex set has order ofO(pNlogN ). If p << N ,
which is true for most domains, than building the vertex set has order of
O(NlogN ); otherwise, if p ≈ N it can scale up to the order of O(N 2logN ).

2. Defining the weights of an AbDG for vertices and edges, has complexity order
of O(N ). The complexity order associated to the number of attributes for vertex
weighting has order of O(p). Edge weighting depends on the graph structure;
for the p-partite structure the order is linear on the number of attributes, O(p),
while for the complete p-partite, the complexity order of edge weighting scales
quadratically to the number of attributes, O(p2).

Therefore, building an AbDG has an order of O(NlogN ) with the size of the
data set, when the discretization method requires sorting. What is costly about
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building the graph is sorting each attribute prior to apply some discretizationmethod,
as the MDLPC [18] for instance, to obtain the vertices. However, if some heuristic is
employed, as dividing each attribute into subintervals of equal length, and thus not
requiring sorting, building the vertex set has complexity of O(N ). Results regard-
ing both ways to build the graph are reported in [9]; indeed, the equi-sized version
presented comparative, or even better results than those versions which employ a
discretization method.

4.3 Using the AbDG Structure for Classification Tasks

Once the construction of anAbDG for representing a given data set X of instances has
finished, it can be used as the source of information on X for various tasks; among
them, it can support a classifier, provided a procedure for exploring the informa-
tion stored in the AbDG is defined. This section focuses on the description of such
procedure. Taking into account a given AbDG, the assignment of classes to new
unclassified instances (which can be modelled as a p-partite sub-graph of the given
AbDG), can be conducted by checking how the subgraph defined by an instance, con-
forms to the existing connection patterns in the AbDG, embedded in its structure.
As a consequence, the graph structure has a vital importance on the classification
accuracy of AbDG-based classifiers.

Among the various possible ways to combine the information given by an AbDG,
the proposal described next has shown to be a sound alternative for implementing a
classification process based on a AbDG, and is based on calculating the product of
vertex weights and the sum of edge weights. Consider classifying a new data instance
y. Given the AbDG and y, two conditional probabilities, P(y|ωi ) and Q(y|ωi ), can
be calculated. P(y|ωi ) relates y to the vertex set of the AbDG, and Q(y|ωi ) relates
y to the edge set of the AbDG. Equations (4.6) and (4.7) describe both probabilities,
respectively, for a p-partite AbDG.

P(y|ωi ) = PW (y)ωi
∑M

j=1 PW (y)ω j

; PW (y)ωi =
p∏

a=1,ya∈Ia,k

γi ∈ Γa,k (4.6)

Q(y|ωi ) = SW (y)ωi
∑M

j=1 SW (y)ω j

; SW (y)ωi =
p−1∑

a=1,b=a+1,ya∈Ia,k∧yb∈Ib,q
δi ∈ Δ

a,b
k,q (4.7)

After determining both probabilities, an estimate for the class label of the y
instance is given by Eq. (4.8). The class inferred for the new data y, noted ϕ(y), is
the one having the greatest value for the mean of the normalized probabilities.

ϕ(y) = arg max{ω j | j=1,...,M}

(

ηP(y|ω j ) + (1 − η)Q(y|ω j )

)

(4.8)
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In Eq. (4.8), η is a parameter of the classifier which allows to vary the empha-
sis between the conditional probabilities and enhances the flexibility of the model.
The classification of y can be approached as a graph matching process. First the p
attribute values of y help to detect the corresponding interval associated with each
of the attributes i.e., the p vertices defining the subgraph representing y. Then edges
connecting each pair of vertices in sequence are added, resulting in a subgraph struc-
ture of the AbDG. Then, the weights associated to the graph help to define the class
of y, as the one that promotes the best matching.

An in-depth detailed analysis of the complexity orders of AbDG-related algo-
rithms, considering both structures, the p-partite and the complete p-partite, is pre-
sented in [9]. Both structures share the same process for the vertex set definition, as
well as the corresponding vertex labeling process, and differ in relation to the set
of edges they have. In the referred work, both structures are approached separately
when dealing with the complexity of the algorithm for constructing the edge set and
the corresponding weighting process. Also, in [9], the authors present an empirical
validation of the AbDG-based algorithms by conducting an experimental compar-
ative analysis of classification results with other five well-known methods namely,
the C4.5 [32], the multi-interval ID3 [18], the weighted KNN [20], the Probabilis-
tic Neural Networks [34] and the Support Vector Machine [35]. Statistical analyses
conducted by the authors show evidence that the AbDG approach has significantly
better performance than four out of the five chosen algorithms.

4.4 Using an AbDG for Classification Purposes - A Case
Study

This section presents a simple example illustrating the classification process based on
an AbDG. Figure4.4 shows a 3-partite AbDG structure, similar to the one depicted
in Fig. 4.1, but now with the associated values for the intervals. In the figure, A1

and A2 are numerical attributes whose values are in the interval [0, 10] and [0, 1],
respectively. A3 is a categorical attribute having values in the set {0, 1, 2, 3}. Consider
classifying the instance y = (5.5, 0.31, 2), whose match against the AbDG is shown

Fig. 4.4 Match of instance
y = (5.5, 0.31, 2) to a
particular 3-partite AbDG
with the purpose of
classification

I1,1 = (0, 3] 

I1,2 = (3, 4] 

I1,3 = (4, 10) 
0.33, 0.67

I3,1 = [0 0] 

I3,2 = [1 1] 

I3,3 = [2 2]
0.85, 0.15

I3,4= [3 3] I2,2 = (0.4, 1) 

I2,1 = (0, 0.4] 
0.8, 0.2

0.5, 0.5
0.63, 0.47

A1 A2 A3
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in the figure (dashed line). For the sake of visualization, only the weights associated
with matching the sub-graph representing y against the AbDG are displayed. The
task is to classify y into one of two possible classes {ω1, ω2}.

The classification procedure is carried out by matching the unlabeled instance
against the AbDG followed by estimating the probabilities, as stated in Eqs. (4.6)
and (4.7), for all classes in the problem. In the case study, given y = (5.5, 0.31, 2),
the followingmatches to the AbDG are obtained: 5.5 ∈ I1,3 = (4, 10); 0.31 ∈ I2,1 =
(0, 0.4] and 2 ∈ I3,3 = [2 2]. For classification purposes, when a new value falls off
the attribute range it is considered to belong to the nearest one. As a consequence,
the weight vectors to be used are: Γ1,3 = 〈0.33, 0.67〉; Γ2,1 = 〈0.8, 0.2〉 and Γ3,3 =
〈0.85, 0.15〉 and the corresponding edges weights are Δ

1,2
3,1 = 〈0.5, 0.5〉 and Δ

2,3
1,3 =

〈0.63, 0.47〉. Next, PW and SW are calculated according to Eqs. (4.6) and (4.7).

PW (y)ω1 = 0.33 × 0.8 × 0.85 = 0.2244

SW (y)ω1 = 0.5 + 0.63 = 1.13

PW (y)ω2 = 0.67 × 0.2 × 0.15 = 0.0201

SW (y)ω2 = 0.5 + 0.47 = 0.97

Therefore the probabilities for each class are given as follows,

P(y|ω1) = 0.2244/0.2445 = 0.918

Q(y|ω1) = 1.13/2.1 = 0.538

P(y|ω2) = 0.0201/0.2445 = 0.082

Q(y|ω2) = 0.97/2.1 = 0.462

Finally, considering η = 0.5, according to Eq. (4.8) y is classified in class ω1, since
0.5 × 0.918 + 0.5 × 0.538 > 0.5 × 0.082 + 0.5 × 0.462.

4.5 Using the AbDG Structure for Imputation Tasks

Missing attribute values is a common problem present in almost every kind of real
world application. Themost frequent solutions to handle such problem reported in the
literature are: (1) remove the instances having missing attribute values; (2) employ
an imputation algorithm as a preprocessing step to the learning method and (3) adopt
a learning method having internal mechanisms that enable training and classifying in
the presence of missing attribute values. Regarding the previous alternatives, the first
is the most used and may work well for applications having a few missing values in
the training set and, also, those where ignoring a test instance with a missing value is
acceptable. Clearly, this method imposes too many restrictions and it can be applied
to very specific tasks. Therefore, alternatives (2) and (3) are more appealing to the
majority of real world applications.
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Fig. 4.5 High-level pseudocode for conducting an imputation process through an AbDG

The AbDG approach can be employed in both situations, either as an imputation
method used to infer plausible values for the missing ones, prior to some other
learning algorithm [8], or as a classification method able to handle the missing values
found at the training or the classification phase [9]. The core mechanism to handle
missing values through an AbDG, for both tasks, is practically the same, and is
outlined in Fig. 4.5.

Let G be an AbDG and x be a data instance with, at least, a missing attribute
value, say xa . The imputation procedure based on AbDGs aims to find the interval
of Aa in G, where the value of xa should belong to. Thus, for each one of the na
intervals of Aa , an estimate sa,k (1 ≤ k ≤ na) is calculated, taking into account the
sub-graph resulted from the match between the existing values of x and the AbDG.
Let Γa,k( j) be the weight of the vertex associated to class ω j which sa,k represents;
and for each existing value in x, say xb, laying in interval q of attribute Ab, let βb,
Γb,q( j) andΔ

a,b
k,q( j) be the information gain (or some other attribute measure) of Ab,

the weight of the vertex vb,q and the weight of the edge (va,k, vb,q ) associated to class
ω j , respectively; sa,k , for a complete p-partite graph, is given by Eq. (4.9).

sa,k = Γa,k( j)
p∑

b=1,b �=a,∃xi,b∧xi,b∈Ib,q
βbΓb,q( j)Δ

a,b
k,q( j) (4.9)



66 J. R. Bertini Junior and M. do Carmo Nicoletti

Once all the sa,k , 1 ≤ k ≤ na , have been calculated, the one with the highest value
indicates the most plausible interval into which the missing attribute value should
belong to. If the AbDGhas been used as a classifier, knowing the interval is enough to
proceed.However, if it has been used as an imputationmethod, a step to infer an actual
value is necessary. In the pseudocode given in Fig. 4.5, the procedure infer_value()
infers a single value, given an interval as argument; possible methods which could
implemented are the mean, the mode, a random number within the interval, and so
on. Notice that in Eq. (4.9) the used weights are all from a single class, ω j , which is
the same class as the data instance being imputed. When imputing from unlabeled
data instances, the process is carried out for all possible classes and, then, the highest
estimate, considering all classes, is chosen as the one which the missing value should
belong to.

As commented earlier, the AbDG has been used for imputing missing data as a
preprocessing step to a learning method. It has been compared against the follow-
ing imputation methods: CART, MEAN, Bayesian Linear Regression, Fast Imputa-
tion, Linear Regression and Random Forests (see [8] for details). Several imputation
methods were employed as a preprocessing step for the learning algorithms: Sup-
port Vector Machines, Multinomial Logistic Regression, Naive Bayes, Multilayer
Perceptron, Parzen classifier, K-nearest neighbor, Classification And Regression
Tree and Probabilistic Neural Networks (details can also be found in [8]).

The AbDG has showed the overall best results and the most stable performance
along a varying rate of missing values. Not only has the AbDG showed its effec-
tiveness to deal with missing value as an imputation method but, in [9], it has been
tested as a classification algorithm that automatically handles missing values. When
compared to the C4.5 and CART, which are two algorithms that support missing
values, the AbDG had showed superior performance and has confirmed itself as an
efficient alternative to cope with missing data.

4.6 Searching for Refined AbDG Structures via Genetic
Algorithms

The AbDG structures reviewed in this chapter were the p-partite structure, which
has subsets of vertices consecutively connected, based on a pre-defined order of
attributes, and the complete p-partite. However, several other graph-based structures
can be devised for the same purpose. As pointed out before, during the creation of an
AbDG, the only restriction to take into account, when creating its corresponding set
of edges, is not to create edges between vertices associated with the same attribute.

As far as the construction of the AbDG edge set is concerned both structures,
the p-partite and the complete p-partite, have minor drawbacks, mostly related to
their fixed (although dependent on the discretization process applied to all attributes)
number of edges, as well as the patterns of connections they establish. Also, add
to that the fact that the algorithm for inducing a p-partite AbDG expects to be
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given, as input, the order in which attributes should be considered (see Fig. 4.2).
Depending on the number of attributes that describe a given data set X , the task of
defining a convenient order is an extra task to be conducted previously to the induction
of the AbDG.

Both structures have all possible connections between vertices, but still subject to
the restriction abovementioned and, if a p-partite, to the given order of attributes. So,
considering their vast number of edges, both structures become capable enough to
represent all sorts of data. It has been empirically verified that, most times, although
depending of the data set, such massive creation of edges is not necessary. A smaller
subset of them would suffice for representing a given data set X.

As an strategy for searching for AbDGs having their set of edges customized to
the given data set X , the work described in [4] explores the use of Genetic Algorithms
(GAs) for inducing parts of an AbDG structure, specifically, a more customized set
of edges, to the given set X . In the work a GA-based algorithm named GA-AbDG
was proposed, for searching for a suitable edge set for a partially constructed AbDG,
which only has its vertex set defined, aiming at finding a more refined set of edges,
which could represent X better than both, p-partite and complete p-partite.

The GA starts with a population of NP randomly generated individuals, where
each individual is an AbDG classifier; individuals differ from each other only in
relation to their edge set. The algorithm aims at identifying the best possible AbDG
among all individuals in the population, using as criteria the value of their accuracy,
by evolving their associated edge sets.

Let P represent a population of individuals such that |P| = NP . At each iteration,
a number of Nbest < NP individuals from P are selected (based on their accuracy
values in a given validation set) for composing the next population. The selected indi-
viduals are then used to create new individuals, which will, eventually, replace those
considered not suitable enough (i.e., those with low accuracy values), when defining
the new population. The new individuals are created by crossover up to restoring the
population to its original size (i.e., NP ). At each generation, any individual, except
for the overall best (elitism), is suitable to undergo the mutation operator. The evo-
lutionary process is controlled by an user-defined number of iterations (i tMax). At
the end of the process, the AbDG with the highest accuracy is selected.

Before presenting the operators, a formal notation is introduced. AnAbDG graph,
G = (V, E), can be viewed as a set of vertices (V ) and a set of edges (E). If G is a p-
partite graph, its set of vertices can be described as a set of disjoint vertex subsets,V =
{V1, . . . , Vp}, where set Va stands for the set of vertices obtained from discretizing
the values associated with attribute Aa , a = 1, . . . , p. Similarly, the edge set E can
bewritten as the set of all edge sets between every pair of distinct attributes Va and Vb,
for a = 1, . . . , p − 1, b = 2, . . . , p and b > a, as E = {E1,2, . . . , Ep−1,p}. Hence,
resulting in

(p
2

)
subsets, where Ea,b comprises the set of all possible edges between

vertices in Va and Vb. The description of an AbDG as a chromosome is given by the
description of its edge set. Each edge set Ea,b can be represented by a |Va| × |Vb|
matrix. In this way, an individual is represented by a set of

(p
2

)
matrices.
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Fig. 4.6 High-level pseudocode of the GA-AbDG procedure

As each individual in the population is an AbDG, let G(i) = (V (i), E (i)) be indi-
vidual i , and straightforwardly E (i)

a,b be the set of edges between vertices from V (i)
a

and V (i)
b . The high level pseudocode of procedure GA-AbDG is given in Fig. 4.6.

Following this notation, consider henceforward, i and j as indexes for parenting
individuals, and o and m indexes for offspring individuals. In the following, each
operator is described in details.

Reproduction - Reproduction is accomplished by selecting consecutive pairs
of individuals ordered according to their fitness values. Each parenting pair G(i)

and G( j) gives rise to two new offsprings G(o) and G(m). When obtaining each of
them, each edge (va,k, vb,q) that is common to both, G(i) and G( j), edge sets, is
maintained in both offsprings i.e., G(o) and G(m). For those vertices that only belong
to one of the parents, each offspring follows the configuration of one of the parents,
with an associated probability of θ (whose value is a parameter to the reproduction
procedure). The reproduction process implements a procedure that generates the
offspring G(o) resembling to G(i); so, G(o) repeats the configuration of G(i) with
probability θ and of G( j) with probability 1 − θ . Offspring G(m) that resembles G( j)

is straightforward. Remember that each reproduction always generates two offspring.
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Crossover - Also performed at every iteration, the crossover operator requires two
parenting individuals G(i) and G( j), randomly selected from the Nbest individuals,
and also generates two offspringG(o) andG(m). Crossover is performed by randomly
selecting a crossing point in the edge sets of both parents and exchanging their
configuration. Crossover is considered at a rate of ρ, usually set to high values.

Mutation - At each iteration an individual has the probability μ of undergoing
mutation. Mutation is implemented by randomly selecting a set of edges between
two attributes e.g., Ea,b, for Va and Vb. Then, for each possible pair in the set, with
probability μ, the mutation operator is applied by adding an edge if such edge does
not exist or by removing it otherwise.

Thework described in [4] presents the classification results obtainedwith the C4.5
[32], the original AbDG, with a p-partite structure and the GA-AbDG, obtained as
the result of the GA-based search process previously described, in 20 data sets from
the UCI-Repository [26]. The results obtained with the GA-AbDG outperformed
those obtained by both, the C4.5 and the original AbDG in 15 out of the 20 data sets
used. The authors concluded that the improvements in classification performance
achieved by the GA-AbDG over the original AbDG, makes the GA-based search
aiming at finding a more suitable edge set worth the extra computational effort.

4.7 Conclusions

This chapter reviews a new data structure proposed in the literature as a suitable
way of condensing and representing the information contained in a training set. The
structure was devised to be used mainly by classification and imputation algorithms,
in supervised automatic learning environments. It is named Attribute-based Data
Graph (AbDG) and it can be described as a labeled p-partite weighted graph.

Taking into account a few other graph-based approaches for representing data,
found in the literature, the main novelty introduced by AbDGs relates to the role
played by theAbDGvertices.While in traditionalmethods vertices represent training
instances, in the AbDG they represent intervals of values related to attributes that
describe the training instances. The AbDG approach is a new way to build a graph
from data which provides a different and more compact way of data representation
for data mining tasks.

This chapter presents and discusses in detail various formal concepts and proce-
dures related to the design, construction, and use of AbDGs, namely:

• The creation of the set of vertices of the graph, which involves the choice and use
of discretization methods;

• Two different ways edges can be inserted, either constructing a p-partite or, then,
a complete p-partite graph-based structure;

• Several technicalities and formal concepts involved in vertex labeling and edge
weighting procedures, which play a fundamental role in adjusting the AbDG struc-
ture for representing X ;
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• A procedure for using a given AbDG for classification purposes, which can be
approached as amethod for determininghowa subgraphof theAbDG, representing
the new unclassified instance conforms to the AbDG structure;

• A GA-based procedure which aims at searching for a suitable set of edges of an
AbDG, so to better represent a given input data set.

The chapter also briefly introduces a fewother issues related to anAbDGstructure,
particularly its contribution for supporting imputation processes, as described in [7,
8]. Although this chapter has no focus on experiments and analyses of their results,
many such results and analyses can be found in a number of works cited in this
chapter. It is a fact though that most of the experimental results published can be
considered evidence of the suitability of the AbDG structure for summarizing and
representing data, as well as the great potential of the proposed algorithms involved
in the AbDG construction and use, mainly due to their robustness, low computational
costs associated with training and memory occupation.
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Chapter 5
Optimization of Decision Rules Relative
to Length Based on Modified Dynamic
Programming Approach

Beata Zielosko and Krzysztof Żabiński

Abstract This chapter is devoted to the modification of an extension of dynamic
programming approach for optimization of decision rules relative to length. “Clas-
sical” dynamic programming approach allows one to obtain optimal rules, i.e., rules
with the minimum length. This fact is important from the point of view of knowledge
representation. The idea of the dynamic programming approach for optimization of
decision rules is based on a partitioning of a decision table into subtables. The algo-
rithm constructs a directed acyclic graph. Basing on the constructed graph, sets of
rules with the minimum length, attached to each row of a decision table, can be
described. Proposed modification is based on the idea that not the complete graph
is constructed but its part. It allows one to obtain values of length of decision rules
close to optimal ones, and the size of the graph is smaller than in case of “classical”
dynamic programming approach. The chapter also contains results of experiments
with decision tables from UCI Machine Learning Repository.

Keywords Decision rules · Dynamic programming approach · Length ·
Optimization

5.1 Introduction

Feature selection domain have become more and more important in recent years,
especially in areas of application for which data sets contain a huge number of
attributes. For example, sequence-pattern in bioinformatics, genes expression analy-
sis, market basket analysis, stock trading, and many others. Data sets can con-
tain either insufficient or redundant attributes used for knowledge induction from
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these sets. The problem is how to select the relevant features that allow one to
obtain knowledge stored in the data. The main objectives of variable selection are
providing a better understanding of the data and improving the prediction perfor-
mance of the classifiers. There are different approaches and algorithms for features
selection [12–15, 18, 19, 31, 33]. They are typically divided into three groups: filter,
wrapper and embedded methods, however, algorithms can be also mixed together in
different variations.

Filter methods are independent from classification systems. Filters pre-process
data sets without any feedback information about the classification result improve-
ment. Their main advantage is that they tend to be faster and less resource demand-
ing than other approaches. Their main drawback is what makes them fast and easily
applicable in almost all kinds of problems, i.e., neglecting the real-time influence on
the classification system.

Wrapper group of algorithms bases on the idea of examining the influence of the
choice of subsets of features on the classification result. Wrapper approach can be
interpreted as a system with feedback. Such an approach generally requires large
computational costs as the classification step needs to be repeated many times.

The last group of algorithms is known as embedded solutions. Generally, they
consist of mechanisms that are embedded directly into the learning algorithm. These
mechanisms are responsible for the feature selection process at the learning stage.
Their advantage is a good performance as the solutions are dedicated to the spe-
cific application. Nevertheless, they are impossible to be used without knowing the
learning algorithm characteristics.

The idea presented in this chapter refers to filtermethods. It is amodified extension
of dynamic programming approach for optimization of rules relative to length.

Decision rules are considered as a way of knowledge representation and the aim
of this study is to find the values of length of decision rules close to optimal ones,
i.e., decision rules with minimum length. Shorter rules are better from the point
of view of understanding and interpretation by experts. Unfortunately, the problem
of construction of rules with minimum length is NP-hard [21, 23]. The majority
of approaches, with the exception of brute-force, Boolean reasoning and dynamic
programming approach (later called as “classical”) cannot guarantee the construction
of optimal rules.

Classical dynamic programming method of rule induction and optimization is
based on the analysis of the directed acyclic graph constructed for a given decision
table [2, 22]. Such graph can be huge for larger data sets. The aim of this chapter is
to present a modification of the algorithm for graph construction which allows one
to obtain values of length of decision rules close to optimal ones, and the size of the
graph will be smaller than in case of a “classical” dynamic programming approach.
This modification is based on attributes’ values selection. Instead of all values of
all attributes included in a data set, only one attribute with the minimum number of
values and all its values are used, and for the rest of attributes – the most frequent
value of each attribute is selected.

The chapter consists of six sections. Section5.2 presents background information.
Section5.3 contains main notions connected with decision tables and decision rules.
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In Sect. 5.4,modified algorithm for a directed acyclic graph construction is presented.
Section5.5 is devoted to description of a procedure of optimization of the graph
relative to length. Section5.6 contains results of experiments with decision tables
from UCI Machine Learning Repository, and Sect. 5.7 – conclusions.

5.2 Background

Decision rules are a known and popular form of knowledge representation. They
are used in many areas connected with data mining and knowledge discovery. A
significant advantage of decision rules is their simplicity and ease in being understood
and interpreted by humans.

There are many approaches to the construction of decision rules: Boolean rea-
soning [24, 25], brute-force approach which is applicable to tables with relatively
small number of attributes, dynamic programming approach [2, 22, 36], separate-
and-conquer approach (algorithms based on a sequential covering procedure) [7–11],
algorithms based on decision tree construction [20, 22, 27], genetic algorithms [3,
30], ant colony optimization algorithms [16, 17], different kinds of greedy algo-
rithms [21, 24]. Each method has different modifications. For example, in case of
greedy algorithms different uncertainty measures can be used to construct decision
rules. Also, there are different rule quality measures that are used for induction or
classification tasks [4, 6, 29, 32, 34, 35].

Induction of decision rules can be performed from the point of view of (i)
knowledge representation or (ii) classification. Since the aims are different, algo-
rithms for construction of rules and quality measures for evaluating of such rules
are also different.

In the chapter, the length is considered as a rule’s evaluationmeasure.The choice of
thismeasure is connectedwith theMinimumDescriptionLength principle introduced
by Rissanen [28]: the best hypothesis for a given set of data is the one that leads to
the largest compression of data.

In this chapter, not only exact but also approximate decision rules are considered.
Exact decision rules can be overfitted, i.e., dependent essentially on the noise or
adjusted too much to the existing examples. If decision rules are considered as a
way of knowledge representation, then instead of exact decision rules with many
attributes, it ismore appropriate toworkwith approximate oneswhich contain smaller
number of attributes and have relatively good accuracy.

To work with approximate decision rules, an uncertainty measure R(T ) is used. It
is the number of unordered pairs of rows with different decisions in a decision table
T . A threshold β is fixed and so-called β-decision rules are considered that localize
rows in subtables of T with uncertainty at most β.

The idea of the dynamic programming approach for optimization of decision rules
relative to length is based on partitioning of a table T into subtables. The algorithm
constructs a directed acyclic graph �∗

β(T ) which nodes are subtables of the deci-
sion table T given by descriptors (pairs “attribute = value”). The algorithm finishes
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the partitioning of a subtable when its uncertainty is at most β. The threshold β

helps one to control computational complexity and makes the algorithm applica-
ble to solving more complex problems. For the “classical” dynamic programming
approach [2] subtables of the directed acyclic graph were constructed for each value
of each attribute from T . In the presented approach, subtables of the graph �∗

β(T )

are constructed for all values of the one attribute from T with the minimum number
of values, and for the rest of attributes - the most frequent value (value of an attribute
attached to the maximum number of rows) of each attribute is chosen. So, the size
of the graph �∗

β(T ) (the number of nodes and edges) is smaller than the size of the
graph constructed by the “classical” dynamic programming approach.

Basing on the graph �∗
β(T ) sets of β-decision rules attached to rows of table T

are described. Then, using a procedure of optimization of the graph �∗
β(T ) rela-

tive to length, it is possible to find, for each row r of T , the shortest β-decision rule.
It allows one to study how far the obtained values of length are from the
optimal ones, i.e., the minimum length of rules obtained by the “classical” dynamic
programming approach.

Themain aim of this chapter is to studymodified dynamic programming approach
for optimization of decision rules relative to length, from the point of view of knowl-
edge representation.

“Classical” dynamic programming approach, for decision rules optimization rel-
ative to length and coverage, was studied in [2, 22, 36]. Modified dynamic program-
ming approach for optimization of decision rules relative to length was presented
in [38], for optimization relative to coverage - in [37].

5.3 Main Notions

In this section, definitions of notions corresponding to decision tables and deci-
sion rules are presented. Definition of a decision table comes from Rough Sets
Theory [26].

A decision table is defined as T = (U, A ∪ {d}), where U = {r1, . . . , rk} is non-
empty, finite set of objects (rows), A = { f1, . . . , fn} is nonempty, finite set of
attributes. Elements of the set A are called conditional attributes, d /∈ A is a dis-
tinguishing attribute, called a decision attribute. It is assumed that decision table is
consistent i.e., it does not contain rowswith equal values of conditional attributes and
different values of a decision attribute. An example of a decision table is presented
in Table5.1.

The number of unordered pairs of rows with different decisions is denoted by
R(T ). This value is interpreted as an uncertainty of the table T . The table T is called
degenerate if T is empty or all rows of T are labeled with the same decision. It is
clear that in this case R(T ) = 0.

A minimum decision value that is attached to the maximum number of rows in T
is called the most common decision for T .
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Table 5.1 Decision table T0 T0 = f1 f2 f3
r1 0 0 1 1

r2 1 0 1 1

r3 1 1 1 2

r4 0 1 1 3

r5 0 0 0 3

A table obtained from T by removal of some rows is called a subtable of
the table T . Let fi1 , . . . , fim ∈ { f1, . . . , fn} be conditional attributes from T and
a1, . . . , am be values of such attributes. A subtable of the table T that contains only
rows that have values a1, . . . , am at the intersection with columns fi1 , . . . , fim is
denoted by T ( fi1 , a1) . . . ( fim , am). Such nonempty subtables (including the table T )
are called separable subtables.

An attribute fi ∈ { f1, . . . , fn} is non-constant on T if it has at least two different
values. An attribute’s value attached to the maximum number of rows in T is called
the most frequent value of fi .

A set of attributes from { f1, . . . , fn} which are non-constant on T is denoted
by E(T ), and a set of attributes from E(T ) attached to the row r of T is denoted
by E(T, r).

For each attribute fi ∈ E(T ), let us define a set E∗(T, fi ) of its values. If fi is
an attribute with the minimum number of values, and it has the minimum index i
among such attributes (this attribute will be called theminimum attribute for T ), then
E∗(T, fi ) is the set of all values of fi on T . Otherwise, E∗(T, fi ) contains only the
most frequent value of fi on T .

The expression
fi1 = a1 ∧ . . . ∧ fim = am → d (5.1)

is called a decision rule over T if fi1 , . . . , fim ∈ { f1, . . . , fn} are conditional
attributes from T and a1, . . . am, d are values of such attributes and a decision
attribute, respectively. It is possible that m = 0. In this case (5.1) is equal to the
rule

→ d. (5.2)

Let r = (b1, . . . , bn) be a row of T . The rule (5.1) is called realizable for r , if
a1= bi1 , . . . , am = bim . Ifm= 0 then the rule (5.2) is realizable for any row from T .

Let β be a nonnegative real number. The rule (5.1) is β-true for T if d is the most
common decision for T ′ = T ( fi1 , a1) . . . ( fim , am) and R(T ′) ≤ β. Ifm = 0 then the
rule (5.2) is β-true for T if d is the most common decision for T and R(T ) ≤ β.

If the rule (5.1) is β-true for T and realizable for r , it is possible to say that (5.1)
is a β-decision rule for T and r . Note that if β = 0, (5.1) is an exact decision rule
for T and r .

Let τ be a decision rule over T and τ be equal to (5.1). The length of τ is the
number of descriptors (pairs attribute = value) from the left-hand side of the rule,
and it is denoted by l(τ ).
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In case of a “classical” extension of dynamic programming approach [2], so-called
irredundant decision rules were considered. It was proved that by removing some
descriptors from the left-hand side of each β-decision rule that is not irredundant
and by changing the decision on the right-hand side of this rule it is possible to obtain
an irredundant β-decision rule which length is at most the length of initial rule. It
means that optimal rules (rules with the minimum length) among all β-decision rules
were considered.

5.4 Modifed Algorithm for Directed Acyclic Graph
Construction �∗

β
(T )

In this section, an algorithm which constructs a directed acyclic graph �∗
β(T ) is

considered (see Algorithm 5.1). Basing on this graph it is possible to describe the
set of β-decision rules for T and for each row r of T .

Algorithm 5.1: Algorithm for construction of a graph �∗
β(T )

Input : Decision table T with conditional attributes f1,. . ., fn, nonnegative real number β.
Output: Graph �∗

β(T ).
A graph contains a single node T which is not marked as processed;
while all nodes of the graph are not marked as processed do

Select a node (table) Θ , which is not marked as processed;
if R(Θ) ≤ β then

The node is marked as processed;
end
if R(Θ) > β then

for each fi ∈ E(Θ) do
draw edges from the node Θ;

end
Mark the node Θ as processed;

end
end
return Graph �∗

β(T );

Nodes of the graph are separable subtables of the table T . During each step, the
algorithm processes one node and marks it with the symbol *. At the first step, the
algorithm constructs a graph containing a single node T which is not marked with
the symbol *.

Let the algorithmhave already performed p steps. Let us describe the step (p + 1).
If all nodes aremarkedwith the symbol * as processed, the algorithmfinishes its work
and presents the resulting graph as�∗

β(T ). Otherwise, choose a node (table)Θ , which
has not been processed yet. If R(Θ) ≤ β mark the considered node with symbol *
and proceed to the step (p + 2). If R(Θ) > β, for each fi ∈ E(Θ), draw a bundle
of edges from the node Θ . Let E∗(Θ, fi ) = {b1, . . . , bt }. Then draw t edges from
Θ and label these edges with pairs ( fi , b1), . . . , ( fi , bt ) respectively. These edges
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enter to nodes Θ( fi , b1), . . . , Θ( fi , bt ). If some of nodes Θ( fi , b1), . . . , Θ( fi , bt )
are absent in the graph then add these nodes to the graph. Each row r of Θ is labeled
with the set of attributes E�∗

β (T )(Θ, r) ⊆ E(Θ). Mark the node Θ with the symbol
* and proceed to the step (p + 2).

The graph �∗
β(T ) is a directed acyclic graph. A node of such graph will be called

terminal if there are no edges leaving this node. Note that a node Θ of �∗
β(T ) is

terminal if and only if R(Θ) ≤ β.
Later, the procedure of optimization of the graph �∗

β(T ) will be described. As a
result a graph G is obtained, with the same sets of nodes and edges as in �∗

β(T ).
The only difference is that any row r of each nonterminal node Θ of G is labeled
with a nonempty set of attributes EG(Θ, r) ⊆ E�∗

β (T )(Θ, r). It is also possible that
G = �∗

β(T ).
Now, for each node Θ of G and for each row r of Θ , the set of β-decision rules

RulG(Θ, r), will be described. Let us move from terminal nodes of G to the node T .
Let Θ be a terminal node of G labeled with the most common decision d for Θ .

Then
RulG(Θ, r) = {→ d}.

Let nowΘ be a nonterminal node ofG such that for each childΘ ′ ofΘ and for each
row r ′ of Θ ′, the set of rules RulG(Θ ′, r ′) is already defined. Let r = (b1, . . . , bn)
be a row of Θ . For any fi ∈ EG(Θ, r), the set of rules RulG(Θ, r, fi ) is defined as
follows:

RulG(Θ, r, fi ) = { fi = bi ∧ σ → k : σ → k ∈ RulG(Θ( fi , bi ), r)}.

Then
RulG(Θ, r) =

⋃

fi∈EG (Θ,r)

RulG(Θ, r, fi ).

Example 5.1 To illustrate the algorithm presented in this section, a decision table T0
depicted in Table5.1 is considered. In the example, β = 2, so during the construction
of the graph �∗

2(T0) the partitioning of a subtable Θ is stopped when R(Θ) ≤ 2.
The set of non-constant attributes, for table T0, is the following: EG(T0) =

{f1, f2, f3}. Each of attributes contains two values, E∗(T0, fi ) = {0, 1}, i = 1, 2, 3,
so the minimum attribute for T0 is f1. For this attribute all its values will be con-
sidered and separable subtable Θ1 = T0( f1, 0) and Θ2 = T0( f1, 1) will be created
during the construction of the first level of the graph. For attributes f2 and f3 the
most frequent values are 0 and 1 respectively, so separable subtables Θ3 = T0( f2, 0)
and Θ4 = T0( f3, 1) are created. The first level of the graph �∗

2(T0) is depicted
in Fig. 5.1. In case of “classical” dynamic programming approach all values of
each attribute from E(T0) are considered during directed acyclic graph construc-
tion, so for studied table T0, the upper bound of the number of edges incoming to
corresponding separable subtables at the first level of the graph is 6, each attribute
has two values.
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Fig. 5.1 The first level of the directed acyclic graph G = �∗
2(T0)

The condition for stop partitionig table into seprable subtables is R(Θ) ≤ 2, so
it holds for Θ1, Θ2 and Θ3. For subtable Θ4, R(Θ4) > 2, so this table should be
divided into subtables. EG(Θ4) = { f1, f2}. Attributes f1 and f2 contains two values,
so the minimum attribute for Θ4 is f1. For this attribute all its values are considered
during the construction of the second level of the graph. Separable subtableΘ4( f1, 1)
contains the same rows as Θ2 which exists in the graph, so corresponding edge is
guided from Θ4 to Θ2. Subtable Θ5 = Θ4( f1, 0) does not exist in the graph so it is
created at the second level of the graph. For the attribute f2 the most frequent value
is 0, so corresponding subtable Θ6 = Θ4( f2, 0) is created.

The second level of the obtained graph is depicted in Fig. 5.2. The stopping condi-
tion for partitioning table into separable subtables holds for Θ5 andΘ6, so this graph
is a directed acyclic graph for table T0, and it is denoted byG = �∗

2(T0). Green color
denotes connections between parent and child tables containing row r1 from table
T0. Labels of edges (descriptors) are used during description of rules for this row. As
a result set RulG(T, r1) was obtained (see description below).

Now, for each node Θ of the graph G and for each row r of Θ the set RulG(Θ, r)
is described. Let us move from terminal nodes of G to the node T . Terminal nodes
of the graph G are Θ1, Θ2, Θ3, Θ5, and Θ6. For these nodes,
RulG(Θ1, r1) = RulG(Θ1, r4) = RulG(Θ1, r5) = {→ 3};
RulG(Θ2, r2) = RulG(Θ2, r3) = {→ 1};
RulG(Θ3, r1) = RulG(Θ3, r2) = RulG(Θ3, r5) = {→ 1};
RulG(Θ5, r1) = RulG(Θ5, r4) = {→ 1};
RulG(Θ6, r1) = RulG(Θ6, r2) = {→ 1}.

Now, the sets of rules attached to rows of nonterminal node Θ4 can be described.
Children of this subtable (subtables Θ2, Θ5 and Θ6) have already been treated.
RulG(Θ4, r1) = { f1 = 0 → 1, f2 = 0 → 1};
RulG(Θ4, r2) = { f1 = 1 → 1, f2 = 0 → 1};
RulG(Θ4, r3) = { f1 = 1 → 1};
RulG(Θ4, r4) = { f1 = 0 → 1}.
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Fig. 5.2 Directed acyclic graph G = �∗
2(T0) and description of rules for row r1 from T

Finally, the sets of rules attached to rows of T0, can be described:
RulG(T0, r1) = {f1 = 0 → 3, f2 = 0 → 1, f3 = 1 ∧ f1 = 0 → 1, f3 = 1 ∧
f2 = 0 → 1};
RulG(T0, r2) = {f1 = 1 → 1, f2 = 0 → 1, f3 = 1 ∧ f2 = 0 → 1, f3 = 1 ∧
f1 = 1 → 1};
RulG(T0, r3) = { f1 = 1 → 1, f3 = 1 ∧ f1 = 1 → 1};
RulG(T0, r4) = { f1 = 0 → 3, f3 = 1 ∧ f1 = 0 → 1};
RulG(T0, r5) = { f1 = 0 → 3, f2 = 0 → 1}.

5.5 Procedure of Optimization Relative to Length

In this section, a procedure of optimization of the graph G relative to the length l, is
presented. Let G = �∗

β(T ).
For each node Θ in the graph G, this procedure assigns to each row r of Θ the

set RullG(Θ, r) of decision rules with the minimum length from RulG(Θ, r) and the
number OptlG(Θ, r) – the minimum length of a decision rule from RulG(Θ, r). The
set EG(Θ, r) attached to the row r in the nonterminal node Θ of G is changed. The
obtained graph is denoted by Gl .

Let us move from the terminal nodes of the graph G to the node T . Let Θ be a
terminal node of G and d be the most common decision for Θ . Then each row of Θ

has been assigned the number

OptlG(Θ, r) = 0.
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Fig. 5.3 Graph Gl

LetΘ be a nonterminal node ofG and all children ofΘ have already been treated.
Let r = (b1, . . . , bn) be a row of Θ . The number

OptlG(Θ, r) = min{OptlG(Θ( fi , bi ), r) + 1 : fi ∈ EG(Θ, r)}

is assigned to the row r in the table Θ and we set

EGl (Θ, r) = { fi : fi ∈ EG(Θ, r), OptlG(Θ( fi , bi ), r) + 1 = OptlG(Θ, r)}.

Example 5.2 The directed acyclic graphGl obtained from the graphG (see Fig. 5.2)
by the procedure of optimization relative to the length is presented in Fig. 5.3. Sets
of nodes and edges are the same as in the Fig. 5.2. The difference is that any row
r of each nonterminal node Θ of G is labeled with a nonempty set of attributes
EGl (Θ, r) ⊆ E�∗

β (T )(Θ, r).
Basing on the graph Gl it is possible to describe, for each row ri , i = 1, . . . , 5, of

the table T0, the set RullG(T0, ri ) of decision rules for T0 and ri with the minimum
length from RulG(T0, ri ). Additionally, the value OptlG(T0, ri ) was obtained during
the procedure of optimization of the graph G relative to length. Green color presents
connections between parent and child tables containing row r1 from the table T0
which allow us to describe the shortest rules for this row from RulG(T0, r1). It is easy
to see that only two edges (which labels correspond to descriptors) are considered.
As a result set RullG(T0, r1) was obtained. The minimum length of a decision rule
assigned to each row of T0 after the procedure of optimization relative to length, is
equal to 1.
RulG(T0, r1) = { f1 = 0 → 3, f2 = 0 → 1}, OptlG(T0, r1) = 1;
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RulG(T0, r2) = { f1 = 1 → 1, f2 = 0 → 1}, OptlG(T0, r2) = 1;
RulG(T0, r3) = { f1 = 1 → 1}, OptlG(T0, r3) = 1;
RulG(T0, r4) = { f1 = 0 → 3}, OptlG(T0, r4) = 1;
RulG(T0, r5) = { f1 = 0 → 3, f2 = 0 → 1}, OptlG(T0, r5) = 1.

5.6 Experimental Results

Experiments were made using decision tables from UCI Machine Learning Repos-
itory [5] and Dagger software system [1]. When for some of the decision tables
there were attributes taking unique value for each row, such attributes were removed.
When some of the decision tables contained missing values, each of these values was
replaced with the most common value of the corresponding attribute. When, in some
of the decision tables, there were equal values of conditional attributes but different
decisions, then each group of identical rows (identical conditional attributes values)
was replaced with a single row from the group with the most common decision for
this group.

Let T be one of these decision tables. Values of β from the set B(T ) =
{R(T ) × 0.0, R(T ) × 0.01, R(T ) × 0.1, R(T ) × 0.2, R(T ) × 0.3}, are studied for
table T . To remind, R(T ) denotes the number of unordered pairs of rows with dif-
ferent decisions in a decision table T . Value R(T ) is different for different data sets,
so values of β ∈ B(T ), for each decision table, are considered. They are used as
thresholds for stop of partitioning of a decision table into subtables and descritption
of β-decision rules.

In this section, experiments connected with size of the directed acyclic graph,
length of β-decision rules and accuracy of rule based classifiers, are presented.

5.6.1 Attributes’ Values Selection and Size of the Graph

In this subsecion, results of attributes’ values selection as well as their influence
on the size of the directed acyclic graph constructed by modified and “classical”
algorithms, are considered.

Table5.2 presents attributes’ values considered during construction of the first
level of a directed acyclic graph by modified algorithm and “classical” algorithm.
Column Attribute contains name of the attribute, column values contains chosen
values of attributes. Data set Cars is considered as an exemplary decision table. It
contains six conditional attributes and 1728 rows. This data set directly relates car
evaluation to the attributes [5]: buying (buying price), maint (price of the mainte-
nance), doors (number of doors), persons (capacity in terms of persons to carry),
lug_boot (the size of luggage boot), safety (estimated safety of the car).
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Table 5.2 Values of attributes chosen during construction of the first level of the graph by modified
and “classical” algorithms, for decision table Cars

Attribute Modified algorithm “Classical” algorithm

Buying v-high v-high, high, med, low

Maint v-high v-high, high, med, low

Doors 2 2, 3, 4, 5-more

Persons 2, 4, more 2, 4, more

Lug_boot Small Small, med, big

Safety Low Low, med, high

Table 5.3 An upper bound of the number of edges for the first level of the graph constructed by
modified and “classical” algorithms

Decision table Rows Attr Modified algorithm “Classical” algorithm

Adult-stretch 16 4 5 8

Balance-scale 625 4 8 20

Breast-cancer 266 9 10 41

Cars 1728 6 8 21

Hayes-roth-data 69 4 6 15

House-votes 279 16 18 48

Lymphography 148 18 19 59

Soybean-small 47 35 35 72

Teeth 23 8 9 28

Tic-tac-toe 958 9 11 27

Table5.3 presents an upper bound of the number of edges for the first level of the
directed acyclic graph constructed by modified algorithm and “classical” algorithm.
Label of each edge corresponds to the descriptor considered during partition of a
decision table T into separable subtables. In case of “classical” algorithm for graph
construction, the upper bound of the number of edges for the first level of the graph is
equal to the number of all values of all non-constant attributes from T . The difference
regarding to the number of edges, formodified and “classical” algorithms, is noticable
for all decision tables. It influences directly the size of a directed acycylic graph.

Table5.4 presents the number of nodes and edges of the directed acyclic graph
constructed by the modified algorithm (columns nd and edg) and “classical” algo-
rithm (columns nd-dp and edg-dp), for exact decision rules. Columns nd-diff and
edg-diff present difference, i.e., values of these columns are equal to the number of
nodes/edges in the directed acyclic graph constructed by the “classical” algorithm
divided by the number of nodes/edges in the directed acyclic graph constructed by
the proposed algorithm. Values in bold denote difference greater than three. In par-
ticular, for a decision table Cars, the difference referring to the number of nodes is
more than eight, and referring to the number of edges is more than seventeen.
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Table 5.4 Comparison of the size of graph for exact decision rules

Decision table Rows Attr Modified algorithm “Classical” algorithm Difference

nd edg nd-dp edg-dp nd-diff edg-diff

Adult-stretch 16 4 36 37 72 108 2.00 2.92

Balance-scale 625 4 654 808 1212 3420 1.85 4.23

Breast-cancer 266 9 2483 9218 6001 60387 2.42 6.55

Cars 1728 6 799 1133 7007 19886 8.77 17.55

Hayes-roth-
data

69 4 140 215 236 572 1.69 2.66

House-votes 279 16 123372 744034 176651 1981608 1.43 2.66

Lymphography 148 18 26844 209196 40928 814815 1.52 3.89

Soybean-small 47 35 3023 38489 3592 103520 1.19 2.69

Teeth 23 8 118 446 135 1075 1.14 2.41

Tic-tac-toe 958 9 14480 41214 42532 294771 2.94 7.15

The number of nodes and edges of the directed acyclic graph constructed by
the proposed algorithm and “classical” algorithm, for β ∈ B(T ), were obtained.
Table5.5 presents comparisonof the size of thegraph, forβ ∈ {R(T ) × 0.01, R(T ) ×
0.1, R(T ) × 0.2, R(T ) × 0.3}. Columns nd-diff and edg-diff contain, respectively,
the number of nodes/edges in the directed acyclic graph constructed by the “classi-
cal” algorithm divided by the number of nodes/edges in the directed acyclic graph
constructed by the proposed algorithm.

Presented results show that the size of the directed acyclic graph constructed by the
proposed algorithm is smaller than the size of the directed acyclic graph constructed
by the “classical” algorithm. Values in bold denote difference greater than three.

The size of the directed acyclic graph is related in some way with the proper-
ties of a given data set, e.g., number of attributes, distribution of attribute values,
number of rows. To understand these relationships, the structure of the graph, for
example, the number of nodes in each layer of the graph, will be considered “deeply”
in the future.

5.6.2 Comparison of Length of β-Decision Rules

Modified as well as “classical” dynamic programming approach was applied for
optimization of decision rules relative to length.

For each of the considered decision tables T and for each row r of the given
table T , the minimum length of a decision rule for T and r was obtained. After that,
for rows of T , the minimum (column min), average (column avg), and maximum
(column max) values of length of rules with the minimum length were obtained.
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Table 5.6 Minimum, average and maximum length of exact decision rules and number of rules
optimized by modified and “classical” dynamic programming approach

Decision table Rows Attr Modified algorithm “Classical” algorithm

min avg max nr nr-dp min-dp avg-dp max-dp

Adult-stretch 16 4 1 1.75 4 22 24 1 1.25 2

Balance-scale 625 4 3 3.48 4 1475 8352 3 3.20 4

Breast-cancer 266 9 3 4.88 8 9979 15905 1 2.67 6

Cars 1728 6 1 2.72 6 3928 138876 1 2.43 6

Hayes-roth-
data

69 5 2 3.1 4 138 450 1 2.15 4

Hause-votes-84 279 16 2 3.13 8 9787 16246 2 2.54 5

Lymphography 148 18 2 3.14 7 2611 3334 1 1.99 4

Soybean-small 47 35 1 1.64 2 148 141 1 1.00 1

Teeth 23 8 2 3.35 4 123 310 1 2.26 4

Tic-tac-toe 958 9 3 3.54 6 10746 10776 3 3.02 4

Table5.6 presents the minimum, average and maximum length of exact decision
rules (β = R(T ) × 0.0) obtained by modified dynamic programming approach and
“classical” dynamic programming approach. The number of rules after the proce-
dure of optimization relative to length (respectively, columns nr and nr-dp) is also
presented. If the same rules exist for different rows of T , they are counted each
time. Column Attr contains the number of conditional attributes, column Rows - the
number of rows. Tomake comparisonwith the optimal values obtained by the “classi-
cal” dynamic programmming approach, some experiments were performed and the
results are presented. Columns min-dp, avg-dp, and max-dp present, respectively,
minimum, average, and maximum values of length of optimal rules.

The number of rules constructed by themodified dynamic programming approach
is smaller than the number of rules constructed by the “classical” dynamic program-
ming approach. Presented results show that the number of rules obtained bymodified
dynamic programming approach after optimization relative to length (column nr) is
smaller than the number of rules obtained by the “classical” dynamic programming
approach after optimization relative to length (column nr-dp), for almost all deci-
sion tables. Only for Soybean-small, the number of rules after optimization relative
to length for modified dynamic programming approach is equal to 148, in case of
“classical” dynamic programming approach–it is 141. Note, that in case of “classical
algorithm” (see Table5.6) the minimum, average and maximum length of rules, for
Soybean-small, is equal to 1.

Table5.7 presents comparison of length of exact decision rules. Values in columns
min-diff, avg-diff, max-diff are equal to values of the minimum, average and max-
imum length of β-decision rules obtained by the modified dynamic programming
approach divided by the corresponding values obtained by the “classical” dynamic
programming approach. Values in bold denote that length of rules obtained by the



88 B. Zielosko and K. Żabiński

Table 5.7 Comparison of length of exact decision rules

Decision table Rows Attr min-diff avg-diff max-diff

Adult-stretch 16 4 1.00 1.40 2.00

Balance-scale 625 4 1.00 1.09 1.00

Breast-cancer 266 9 3.00 1.83 1.33

Cars 1728 6 1.00 1.12 1.00

Hayes-roth-data 69 5 2.00 1.45 1.00

Hause-votes-84 279 16 1.00 1.23 1.60

Lymphography 148 18 2.00 1.58 1.75

Soybean-small 47 35 1.00 1.64 2.00

Teeth 23 8 2.00 1.48 1.00

Tic-tac-toe 958 9 1.00 1.17 1.50

proposed algorithm is equal to these for optimal ones. The difference of average
length of rules, for each decision table, is less than two.

Presented results show that values of average length of exact decision rules, usually
are not far from optimal ones. In particular, for data set Cars the difference regarding
the size of the graph is big (seeTable5.4), however, values ofminimumandmaximum
length of exact decision rules are equal to optimal ones, and difference referring to
the average length is very small. The number of rules is significantly reduced (see
Table5.6).

Table5.8 presents theminimum, average andmaximum length of β-decision rules
obtained by modified dynamic programming approach, β ∈ {R(T ) × 0.01, R(T ) ×
0.1, R(T ) × 0.2, R(T ) × 0.3}.

Results presented in Tables5.6 and 5.8 show that the length of β-decision rules
is non-increasing when the value of β is increasing.

Table5.9 presents comparison of the average length of β -decision rules, β ∈
{R(T ) × 0.01, R(T ) × 0.1, R(T ) × 0.2, R(T ) × 0.3}. Optimal values were obtai-
ned by “classical” dynamic programming approach. Cells in columns of this table
(R(T ) × 0.01, R(T ) × 0.1, R(T ) × 0.2, R(T ) × 0.3) are equal to the average
length of β-decision rules obtained by the modified dynamic programming
approach divided by the corresponding values obtained by the “classical” dynamic
programming approach.

Values in bold show that the average length of β-decision rules optimized by the
proposed algorithm is equal to optimal one. For all decision tables, with the exception
of Breast-cancer and β = R(T ) × 0.01, the difference is less than two, and usually,
it is non-increasing when β grows. In case of the Balance-scale decision table, the
average length of β-decision rules is equal to optimal one, the difference regarding
the size of the graph is noticeable (see Table5.5).
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Table 5.9 Comparison of the average length of β-decision rules

Decision table β = R(T ) × 0.01 β = R(T ) × 0.1 β = R(T ) × 0.2 β = R(T ) × 0.3

Adult-stretch 1.40 1.00 1.00 1.00

Balance-scale 1.00 1.00 1.00 1.00

Breast-cancer 2.11 1.84 1.26 1.11

Cars 1.16 1.15 1.00 1.00

Hayes-roth-data 1.57 1.51 1.00 1.00

House-votes 1.22 1.38 1.34 1.31

Lymphography 1.69 1.60 1.16 1.00

Soybean-small 1.64 1.43 1.00 1.00

Teeth 1.57 1.74 1.44 1.13

Tic-tac-toe 1.14 1.21 1.00 1.00

Table 5.10 Average test error

Decision table Modified algorithm “Classical” algorithm

Test error Std Test error Std

Balance-scale 0.28 0.04 0.31 0.04

Breast-cancer 0.32 0.05 0.28 0.04

Cars 0.29 0.03 0.19 0.03

House-votes 0.09 0.06 0.08 0.09

Lymphography 0.27 0.04 0.23 0.05

Soybean-small 0.10 0.15 0.17 0.08

Tic-tac-toe 0.20 0.03 0.19 0.03

Average 0.22 0.21

5.6.3 Classifier Based on Rules Optimized Relative to Length

Experiments connected with accuracy of classifiers basing on approximate decision
rules optimized relative to length for modified dynamic programming approach and
“classical” dynamic programming approach, were performed.

Table5.10 presents an average test error for two-fold cross validation method
(experiments were repeated for each decision table30 times). Each data set was ran-
domly divided into three parts: train–30%, validation–20%, and test–50%. Classifier
was constructed on the train part, then pruned taking into account the minimum
error on the validation set. Exact decision rules (0-rules) were constructed on the
train part of a data set. Then, these rules were pruned and, for increasing value of
β, β-decision rules were obtained. The set of rules, having value of β which gives
the minimum error on validation set was chosen. This model was then used on a
test part of the decision table as a classifier. Test error is a result of classification.
It is the number of improperly classified rows from the test part of a decision table
divided by the number of all rows in the test part of the decision table. Columns test
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error and std denote, respectively, average test error and standard deviation. The last
row in Table5.10 presents the average test error for all decision tables. It shows that
accuracy of constructed classifiers for modified dynamic programming approach and
“classical” dynamic programming approach, is comparable.

5.7 Conclusions

In the paper, a modification of the dynamic programming approach for optimization
of β-decision rules relative to length, was presented.

“Classical” dynamic programming approach for optimization of decision rules
allows one to obtain optimal rules, i.e., rules with minimum length. This fact is
important from the point of view of knowledge representation. However, the size of
the directed acycylic graph based on which decision rules are described can be huge
for larger data sets.

Proposedmodification is based on attributes’ values selection. Instead of all values
of all attributes, during construction of the graph only one attributewith theminimum
number of values is selected and for the rest of attributes - the most frequent value
of each attribute is chosen.

Experimental results show that the size of the directed acyclic graph constructed
by the proposed algorithm is smaller than the size of the directed acyclic graph
constructed by the “classical” algorithm.The biggest difference regarding the number
of nodes is more than eight, and regarding the number of edges –more than seventeen
(decision table Cars and β = 0).

Values of length of decision rules optimized by proposed algorithm, usually, are
not far from the optimal ones. In general, the difference regarding the average length
of β-decision rules, β ∈ B(T ), is less than two for all decision tables (with the
exception of Breast-cancer and β = R(T ) × 0.01). Such differences, usually, are
decreasing when β is increasing.

Accuracy of rule based classifiers constructed bymodified dynamic programming
approach and “classical” dynamic programming approach, is comparable.

In the future study, another possibilities for decreasing the size of a graph and
selection of attributes will be considered.
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Chapter 6
Generational Feature Elimination and Some
Other Ranking Feature Selection Methods

Wiesław Paja, Krzysztof Pancerz and Piotr Grochowalski

Abstract Feature selectionmethods are effective in reducingdimensionality, remov-
ing irrelevant data, increasing learning accuracy, and improving result comprehensi-
bility. However, the recent increase of dimensionality of data poses a severe challenge
to many existing feature selection methods with respect to efficiency and effective-
ness. In this chapter, both an overview of reasons for using ranking feature selection
methods and the main general classes of this kind of algorithms are described. More-
over, some background of ranking method issues is defined. Next, we are focused on
selected algorithms based on random forests and rough sets. Additionally, a newly
implementedmethod, calledGenerational Feature Elimination (GFE), based on deci-
sion tree models, is introduced. This method is based on feature occurrences at given
levels inside decision trees created in subsequent generations. Detailed information,
about its particular properties and results of performance with comparison to other
presented methods, is also included. Experiments are performed on real-life data sets
as well as on an artificial benchmark data set.
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6.1 Introduction

The main task of the feature selection (FS) process is to determine which predictors
should be included in a model to make the best prediction results. It is one of the
most critical questions as data are becoming increasingly highly-dimensional. Over
the last decade, a huge number of highly efficient systems has produced big data
sets with extraordinary numbers of descriptive variables. For this reason, effective
feature selection methods have become exceptionally important in a wide range of
disciplines [3, 13, 16]. These areas include business research, where FS is used
to find important relationships between customers, products, and transactions, in
pharmaceutical research,where it is applied to define relationships between structures
of molecules and their activities, in a wide area of biological applications for the
analysis of different aspects of genetic data to find relationships for diseases, and in
scientific model and phenomenon simulations [13, 17, 19, 20, 23, 28]. Basically,
three general schemes for feature selection are identified depending on how they
combine the selection algorithm and the model building: filter methods, wrapper
methods and embedded methods. The filter methods take place before the induction
step. This kind of methods is independent of the induction algorithm and rely on
intrinsic properties of the data (Fig. 6.1). Two steps are identified: ranking of features
and subset selection. The subset selection has to be done before applying the learning
algorithm and the performance testing process. Filter methods receive no feedback
from the classifier, i.e., these methods select only the most interesting attributes that
will be a part of a classification model [1]. However, due to the lack of the feedback,
some redundant, but relevant features could not be recognized.

The wrapper methods (Fig. 6.2) are classifier-dependent approaches. It means
that they evaluate the goodness of a selected feature subset directly based on a fixed
classifier performance. Wrapper methods allow to detect the possible interactions

Fig. 6.1 Filter method scheme

Fig. 6.2 Wrapper method scheme
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Fig. 6.3 Embedded method scheme

between variables [12, 19, 25, 31] and they use the learning algorithm as a subroutine
to evaluate the feature subsets. Intuitively, this kind of methods should yield better
performance, but it involves the high computational complexity.

The third type of feature selection scheme (Fig. 6.3) consists of embedded meth-
ods. They are similar to wrapper approaches. Features are specifically selected for a
certain inducer. However, in embedded methods, the inducer selects the features in
the process of learning (explicitly or implicitly), i.e., the classification model evolves
simultaneously with the selected subset of features.

In this study, we focus on three selected ranking methods. The first method is
known in the domain of rough set theory, and is a proper example of application
of fuzzy indiscernibility relation to find superreducts based on the investigated data
set [5, 9]. The second algorithm is based on random forest formalism and information
about each attribute importance is gathered from the Braiman’s forest [2]. The last
method is a newly developed algorithm which applies information from a decision
tree model developed in subsequent generations. Summarizing, the goal of proposed
generational feature elimination is to simplify and improve feature selection process
by relevant feature elimination during recursive generation of decision tree or other
learning model. The hypothesis is that by removing subsets of relevant features in
each step gradually all-relevant feature subset could be discovered. The details of
each formalism are presented in the next section. The paper is divided into three main
sections besides Introduction. In the second section, selectedmethods and algorithms
are described in details. Next, utilized experiments are briefly characterized and the
last section contains gathered results of experiments and some conclusions.

6.2 Selected Methods and Algorithms

In this section, a background for investigated algorithms is presented. The main idea
of each of them is explained.



100 W. Paja et al.

6.2.1 Rough Set Based Feature Selection

In this section, we briefly describe an idea of feature selection usingmethods of rough
set theory. At the beginning, we recall a series of fundamental notions of rough set
theory (cf. [22]). Rough sets proposed by Pawlak [21] are a mathematical tool to
analyze data with vagueness, uncertainty or imprecision.

In rough set theory, information systems are a tool to represent data. Formally,
an information system is a pair S = (U,A), where U is the nonempty finite set
of objects known as the universe of discourse and A is the nonempty finite set of
attributes (features). Each attribute a ∈ A is a function a : U → Va, where Va is the
set of values of a. Sometimes, we distinguish special attributes, in the set of attributes,
called decision attributes, determining classes of objects in S. An information system
with distinguished decision attributes is called a decision system. More formally, a
decision system is a pair S = (U,A ∪ D), where A ∩ D = ∅. Attributes from A are
called condition attributes, whereas attributes from D are called decision attributes.
Further, a special case of a decision systemwill be considered,whenonly onedecision
attribute is distinguished, i.e., S = (U,A ∪ {d}).

In case of discrete values of condition attributes in S, we define a binary relation,
called an indiscernibility relation, for each subset B ⊆ A:

IndB = {(u, v) ∈ U ×U : ∀
a∈B

a(u) = a(v)}. (6.1)

The indiscernibility relation IndB is an equivalence relation. The equivalence class
of u ∈ U with respect to IndB is denoted by [u]B.

A family ξ = {X1,X2, . . . ,Xk} of sets, where X1,X2, . . . ,Xk ∈ U , is called clas-
sification of U in S if and only if Xi ∩ Xj = ∅ for i, j = 1, 2, . . . , k, i 	= j, and
k⋃

i=1
Xi = U . In many cases, classification ofU is determined by values of the decision

attribute d. For example, each value of d forms one class, called a decision class.
Let X ⊆ U and B ⊆ A. The B-lower approximation of X in S is the set B(X) =

{u ∈ U : [u]B ⊆ X}. The B-upper approximation of X in S is the set B(X) = {u ∈
U : [u]B ∩ X 	= ∅}. The B-positive region of classification ξ in S is the set PosB(ξ) =⋃

X∈ξ

B(X).

Let ξ be classification determined by the decision attribute d. The degree of
dependency of the decision attribute d on the set B ⊆ A of condition attributes is
defined as

γB(ξ) = card(PosB(ξ))

card(U )
, (6.2)

where card denotes the cardinality of a set.
In rough set theory, feature selection refers to finding the so-called decision reducts

in a decision system S = (U,A ∩ {d}). Let ξ be classification determined by the
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decision attribute d. A decision reduct R in S is a minimal (with respect to set
inclusion) set R ⊆ A such that γR(ξ) = γA(ξ), i.e., for every R′ ⊂ R, γ ′

R < γR .
Various rough set methods were proposed to calculate decision reducts in decision

systems. In general, we can divide them into three groups:

• methods producing a decision superreduct that is not necessarily a decision reduct
(i.e., it is a subset of condition attributes that may be not minimal),

• methods producing a single decision reduct,
• methods producing all decision reducts.

Calculation of all decision reducts in a given decision system is the NP-hard
problem (see [27]). Therefore, there is a need to use more efficient methods for
real-life data. TheQUICKREDUCT algorithm proposed in [26] is an example of the
method producing a decision superreduct. This algorithm is an example of ranking
methods of feature selection. In consecutive steps, we add, to the current quasi-
reduct R, the attribute a that causes the highest increase of the degree of dependency
γR∪{a}(ξ).

Algorithm 6.1: QUICKREDUCT feature selection algorithm
Input : S = (U,A ∩ {d}) - a decision system; ξ - classification determined by d.
Output: R - a superreduct, R ⊆ A.

R ← ∅
repeat

T ← R
for each a ∈ (A − R) do

if γR∪{a}(ξ) > γT (ξ) then
T ← R ∪ {a}

R ← T
until γR(ξ) = γA(ξ)

return T

In case of continuous values of condition attributes in a given decision system, we
can use, in rough set based feature selection, some other relations between attribute
values (instead of an indiscernibility relation IndB), for example:

• a dominance relation, cf. [6],
• a modified indiscernibility relation, cf. [4],
• a fuzzy indiscernibility relation, cf. [24].

In experiments, we have used the QUICKREDUCT algorithm based on a fuzzy
indiscernibility relation FIndB. This relation is defined as

FIndB(u, v) = T
a∈B

FTola(u, v) (6.3)
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for any u, v ∈ U , where T is a T -norm operator [11] or, in general, an aggregation
operator, andFTola is a fuzzy tolerance relation defined for an attribute a ∈ A. Several
fuzzy tolerance relations are defined in [9]. One of them is as follows:

FTola(u, v) = |a(u) − a(v)|
amax − amin

, (6.4)

where amax = max
u∈U

a(u) and amin = min
u∈U

a(u).

The degree of dependency of the decision attribute d on the setB ⊆ A of condition
attributes is defined as

γB =
∑

x∈U
PosB(x)

card(U )
, (6.5)

where card denotes the cardinality of a set and PosB(x) is the fuzzy B-positive region
of y ∈ X. The task of calculating the fuzzy B-positive region is more complicated.
We refer the readers to [24].

6.2.2 Random Forest Based Feature Selection

The next technique, well known in the domain of ranking feature selection, is the
Boruta algorithm [14, 15] which uses random forest models for feature relevance
estimation .The randomforest is an algorithmbasedonensemble of decision trees [2].
Each tree is developed using a random sample of the original dataset. In this way,
the correlation between basic learners is removed. Additionally, each split inside the
tree is also created using only a random subset of attributes. Their number influences
the balance between bias and variance for the training set. The default value for
classification tasks is the square root of the total number of attributes, and it is usually
very powerful selection. The random forest is very popular and simple for application
in the domain of different classification and regression tasks . During application of
the random forest we can estimate classification quality but additional advantage
of this model is the ability to estimate the importance of features. The importance
computation is possible bymeasures of accuracy decreasing when information about
attributes in a node is removed from the system.

The Boruta algorithm is based on the same idea, namely, by adding randomness
to the system and collecting results from the ensemble of randomized samples one
can reduce the misleading impact of random fluctuations and correlations. In this
algorithm (see Algorithm 6.2), the original dataset is extended by adding copies of
original attributes (shadowAttr) but their values are randomly permuted among the
learning cases to remove their correlations with a decision attribute. The pseudo-
code version of the Boruta algorithm created for this paper is based on [14, 15] and
it is defined as Algorithm 6.2. Boruta is a kind of ranking algorithm. The random
forest classifier is run on the extended set of data (extendedData) and in this way
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Algorithm 6.2: Boruta algorithm
Input : originalData - input dataset; RFruns - the number of random forest runs.
Output: finalSet that contains relevant and irrelevant features.

confirmedSet = ∅

rejectedSet = ∅

for each RFruns do
originalPredictors ← originalData(predictors)
shadowAttr ← permute(originalPredictors)
extendedPredictors ← cbind(originalPredictors, shadowAttr)
extendedData ← cbind(extendedPredictors, originalData(decisions))
zScoreSet ← randomForest(extendedData)
MZSA ← max(zScoreSet(shadowAttr))
for each a ∈ originalPredictors do

if zScoreSet(a) > MZSA then
hit(a) + +

for each a ∈ originalPredictors do
significance(a) ← twoSidedEqualityTest(a)
if significance(a) 
 MZSA then

confirmedSet ← finalSet ∪ a

else if significance(a) � MZSA then
rejectedSet ← rejectedSet ∪ a

return finalSet ← rejectedSet ∪ confirmedSet

Z score is calculated for each attribute (zScoreSet). Then, the maximum Z score
among shadow attributes (MZSA) is identified and a hit is assigned to every attribute
that is scored better than MZSA. The two-sided equality test with MZSA is applied.
The attributes which have importance significantly lower than MZSA are treated as
irrelevant (rejectedSet), in turn, the attributes which have importance significantly
higher than MZSA are treated as relevant (confirmedSet). The details of this test
are clearly described in [15]. The procedure is repeated until all attributes have
importance estimated or if the algorithm reaches the limit of the random forest runs,
previously set.

6.2.3 Generational Feature Elimination Algorithm

The DTLevelImp algorithm [18] is used to define ranking values for each investi-
gated feature. These rank values are used to define the importance of each feature
in the General Feature Elimination (GFE) algorithm. However, also other ranking
methods could be applied inside the GFE algorithm for the feature importance esti-
mation. A proposed measure is focused on the occurrence ω(a) of a given feature a
inside the decision tree model which is extracted from a dataset. In this way, three
different ranking measures could be used. The first one, called Level-Weight based
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Importance (LWI), is defined by a weighting factor wj assigned to a given level j of
the tree model in which the feature a occurs (see Eq.6.6).

LWIa =
l∑

j=1

x∑

node=1

wj · ω(a) (6.6)

where l is the number of levels inside the decision tree model Tree, x is the number of
nodes at a given level j of Tree and ω(a) describes the occurrence of the attribute a,
usually 1 (attribute occurred) or 0 (attribute did not occur). We assume that j = 1 for
a root of Tree. The weighting factor wj of the level j is computed as follows (Eq.6.7):

wj =
{
1 if j = 1,
wj−1

2 if 1 < j ≤ l.
(6.7)

The second measure, called Level-Percentage based Importance (LPI), is defined
by the percentage π(node) of cases that appear in a given tree node at each level j,
where the investigated attribute a is tested (Eq.6.8).

LPIa =
l∑

j=1

x∑

node=1

π(node) · ω(a). (6.8)

In turn, the third measure, called Level-Instance based Importance (LII), is defined
by the number ν(node) of cases that appear in a given tree node at each level j, where
the investigated attribute a is tested (Eq.6.9).

LIIa =
l∑

j=1

x∑

node=1

wj · ν(node) · ω(a). (6.9)

Additionally, the sum of LPI and LWI measures for each examined attribute could
also be defined and investigated. Here, we use only LII measure as an example in
the process of ranking and selection of the important feature set.

The proposed Generational Feature Elimination approach could be treated as
an all-relevant feature selection method [25]. It means that during selection not
only the most important features are selected but also that with the lowest level
of relevance (greater than random shadow). These kind of methods are called all-
relevant feature selection. Somemotivation for GFEmethodology was the Recursive
Feature Elimination (RFE) algorithm in which, by application of external estimator,
specific weight values are assigned to features [8, 10]. This process is repeated
recursively, and in each step, attributes whose weights are the smallest ones are
removed from the current set. It works until the desired set of features to select from
is eventually reached. In the RFE approach, a number of features to select from
should be initially defined.
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On the contrary, in this research, the contrast variable concept [25] has been
used to distinguish between relevant and irrelevant features. These variables do not
carry information on the decision variable by design. They are added to the system
in order to discern relevant and irrelevant variables. Here, they are obtained from
the real variables by random permutation of values between objects of the analyzed
dataset. The use of contrast variables was first proposed by Stoppiglia [29] and next
by Tuv [30]. The goal of the proposed methodology is to simplify and improve
feature selection process by relevant feature elimination during recursive generation
of a decision tree. The hypothesis is that by removing subsets of relevant features in
each step gradually all-relevant feature subset could be discovered.

The algorithm was initially called Generational Feature Elimination and it is
presented as Algorithm 6.3. Generally, this algorithm is able to apply four impor-
tance measures (impMeasure) during the feature ranking process. The original data
(originalData) set is extended by adding contrast variables (contrastData) which are
the result of permutation of original predictors. While x = 0, the algorithm recur-
sively develops a classification tree model (treeModel) from the current data set
(currentSet). Next, based on the applied importance measure, the set of important
features (impDataSet) is defined from the features which have a rank value (fea-
tureRankValue) greater than the maximal rank value of a contrast variable (max-
CFRankValue). Then, the selected feature set is removed from current data. These
iterations are executed until no original feature has the ranking measure value greater
than the contrast variable, i.e., impDataSet is the empty set. Finally, the selected rel-
evant feature subset finalSet for each importance measure may be defined.

It is worth noting that the GFE algorithm could be treated as a heuristic procedure
designed to extract all relevant attributes, including weakly relevant attributes which
are important when we can find a subset of attributes among which the attribute
is not redundant. The heuristic used in GFE algorithm implies that the attributes
which are significantly correlated with the decision variables are relevant, and the
significance here means that the correlation is higher than that of the randomly
generated attributes.

6.3 Feature Selection Experiments

We conducted experiments on artificial and real-world datasets to test the GFE algo-
rithm’s capabilities. Having done the first experiment, we present detailed function-
ality of the GFE algorithm in the domain of feature selection. The GFE algorithm
was developed and tested on the basis of the Madelon data set. It is an artificial
data set, which was one of the Neural Information Processing Systems challenge
problems in 2003 (called NIPS2003) [7]. The data set contains 2600 objects (2000
of training cases + 600 of validation cases) corresponding to points located in 32
vertices of a 5-dimensional hypercube. Each vertex is randomly assigned to one of
the two classes: −1 or + 1, and the decision for each object is a class of its vertex.
Each object is described by 500 features which were constructed in the following
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Algorithm 6.3: Generational Feature Elimination
Input : originalData - the analyzed dataset; ncross is a number of cross validation steps;

impMeasure ∈ {LWI,LPI,LII,LWI + LPI} is an importance measure used to rank
variables.

Output: finalSet that contains all relevant features for each impMeasure.

contrastData ← permute(originalData(predictors))
mergedPredictors ← cbind(originalData(predictors), contrastData)
mergedData ← cbind(mergedPredictors, originalData(decisions))
for each impMeasure ∈ {LWI,LPI,LII,LWI + LPI} do

finalSet = ∅

for each n = 1, 2, .., ncross do
maxCFRankValue = 0
featureRankValue = 0
cvDataSet ← selectCVData(mergedData − n)
currentSet ← cvDataSet
x = 0
while x = 0 do

treeModel ← treeGeneration(currentSet)
featureRank ← DTLevelImp(treeModel, impMeasure)
maxCFRankValue ← maxValue(featureRank(contrastData))
impDataSet = ∅

for each featureRankValue ∈ featureRank(originalData) do
if featureRankValue > maxCFRankValue then

impDataSet ← impDataSet ∪ feature(featureRankValue)

currentSet ← currentSet − impDataSet
if impDataSet = ∅ then

x + +
resultImpDataSet[n] ← cvDataSet − currentSet

for each feature ∈ resultImpDataSet do
z ← countIfImp(feature)
if z ≥ ncross/2 then

finalSetimpMeasure ← finalSetimpMeasure ∪ feature

return finalSet

way: 5 of them are randomly jittered coordinates of points, other 15 attributes are
random linear combinations of the first five attributes. The rest of the data set is a
uniform random noise. The goal is to select 20 important attributes from the system
without false attribute selection. In our second experiment, 10 real-life data sets from
the UCI Machine Learning Repository were also investigated. In this experiment,
we applied the 10-fold cross validation procedure to prepare training and testing
subsets. Then, for the training data set, all three presented ranking feature selection
algorithms were applied. We obtained selected subsets of important features for each
applied algorithm. In this way, we compared the results gathered by means of these
approaches. The detailed discussion of the results of our experiments is presented in
the next section.



6 Generational Feature Elimination and Some Other Ranking Methods 107

6.4 Results and Conclusions

To illustrate the proposed Generational Feature Elimination algorithm, only exper-
imental results for the second sample fold of the Madelon data set using the LII
measure are presented (Table6.1). Here, four iterations of this algorithm are applied.
During the first iteration, the classification tree (the first generation of a tree) is built
on the basis of the whole input data set. By applying the LII importance measure
values, the subset of 10 features could be marked as important (grey cells marked),
according to the decreased value of LII computed from the gathered tree model.
The eleventh feature, f335_1, which is a contrast variable, defines a threshold for
selection between relevant and irrelevant subsets. Next, the subset of selected fea-
tures is removed from a data set. Then, in the second iteration of the algorithm, the
next subset of six probably important features is selected using the LII parameter
calculated from the tree built on the reduced dataset. The seventh feature, f115_1,

Table 6.1 The example of results gathered in the second fold using the LII measure. Bold names
denote truly relevant features, other names denote irrelevant features. Additionally, names with _1
index denote contrast variables. The grey colored cells contain the feature set found as important
and removed from the data for the next iteration

1st iteration 2nd iteration 3rd iteration 4th iteration
feature LII feature LII feature LII feature LII
name value name value nam e value name value
f476 2 368.05 f242 2 353.78 f337 2 359.33 f187 1 2 340.66
f339 625.03 f129 764.19 f454 1 104.63 f5 1 148.00
f154 603.13 f319 552.59 f452 752.50 f231 1 456.00
f379 455.50 f473 206.94 f256 92.50 f223 1 150.88
f29 171.78 f282 150.00 f65 54.06 f291 1 118.00
f443 83.54 f434 128.80 f112 23.13 f41 4 77.13
f106 82.94 f115 1 124.25 f291 1 23.13 f86 1 51.19
f85 39.38 f65 83.53 f258 1 23.00 f267 1 49.25
f494 23.40 f409 1 60.63 f365 1 14.50 f11 32.75
f49 22.75 f45 2 39.22 f11 9 12.71 f178 1 28.44
f335 1 19.50 f200 1 23.69 f385 1 12.59 f264 1 23.88
f454 13.94 f42 3 18.81 f16 4 12.06 f411 1 22.00
f337 13.03 f16 3 16.19 f468 1 12.00 f17 20.38
f319 11.74 f45 4 14.98 f157 1 10.69 f45 9 14.25
f74 11.69 f44 2 11.50 f368 1 10.14 f13 5 12.50
f322 1 10.38 f473 1 7.25 f307 1 9.72 f51 1 11.47
f176 1 6.06 f293 6.63 f40 6 8.69 f56 9.86
f33 1 5.47 f491 6.53 f20 8.13 f30 7 9.35
f432 4.97 f214 4.69 f375 1 5.97 f10 9 8.00
... ... ... ... ... ... ... ...
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Table 6.2 The number of features in the original and reduced data sets during the 10-fold cross-
validation procedure and using the GFE algorithm with the LII measure applied

Dataset #
Original
features

Fold number AVG

1 2 3 4 5 6 7 8 9 10

Madelon 500 23 22 17 22 22 26 20 21 15 20 20.8±2.9

which is a contrast variable, defines a threshold for selection of the next important
subset. This subset is also removed from a data set. Later, in the third iteration of the
algorithm, the next subset of six probably important features is selected using the
LII measure calculated from the tree built on the subsequently reduced dataset. The
seventh feature, f291_1, defines a threshold for selection of the next important subset.
This subset is therefore removed from a data set. Finally, in the fourth iteration, the
subset of important features is empty, because the highest value of the LII measure is
reached by a contrast variable f187_1. In this way, the algorithm ends the execution,
and the subset of 22 features is defined as an important one. The truly important
features in the Madelon data set are written in bold. It could be found that three non-
informative attributes: f85, f256 and f112, are also observed in the discovered subset.
However, their importance values are very random and unique what is presented in
Table6.3, where these features are selected only once. They reach threshold ≥0.8
of probability estimator of attribute removal (see Eq.6.10) during the 10-fold cross-
validation procedure of the investigated Madelon data set. The proposed removing
probability estimator Prm of a given attribute a is defined as follows:

Prm(a) = ncross − nsel(a)

ncross
, (6.10)

where ncrossmeans a number of folds during cross validation, nsel means a number
of selections of a given descriptive attribute a.

During the 10-fold procedure, different subsets of important attributes were
defined (see Table6.2). However, an average number of the selected features was
about 20.9 ± 2.9, i.e., it is similar to the defined source subset in the Madelon data.
To find a strict set of important attributes, we should study how many times each
feature was found to be important during the 10-fold experiment. These statistics are
presented in Table6.3.

According to our assumptions, that if a feature reaches the removing probability
value of 0.5 then it could not be treated as the relevant one and thus it should be
removed from the final reduced data set. Based on this calculations, our final subset
(Table6.3, grey colored cells) contains all 20 truly informative features from the
Madelon data set (Table6.3, bold faced names). For comparison, experiments with
10 real-life data sets were conducted.We focused onmeasuring the number of finally
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Table 6.3 The number of selections of features used during the 10-fold cross-validation procedure
applying the LII measure. Bold names denote 20 truly informative features, other names denote non-
informative features. The grey colored cells contain a feature set found as important. 1—relevant
feature name, 2—number of selections, 3—removing probability

1
f148
f472
f203
f211
f304
f7
f440
f323

2
1
1
1
1
1
1
1
1

3
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9

1
f29
f49
f65
f106
f129
f154
f242
f282
f319
f337
f339

2
10
10
7
10
10
10
10
10
10
10
10

3
0.0
0.0
0.3
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

1
f379
f434
f443
f452
f454
f456
f473
f476
f494
f292
f343

2
10
8
10
10
6
5
10
10
6
2
1

3
0.0
0.2
0.0
0.0
0.4
0.5
0.0
0.0
0.4
0.8
0.9

1
f74
f177
f359
f414
f85
f256
f112
f286
f216
f5
f245

2
1
1
1
1
1
1
1
2
1
4
1

3
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.8
0.9
0.6
0.9

selected features (Table6.4) and the accuracy of classification using the original and
reduced data sets (Table6.5).

The results gathered in Table6.5 show that all accuracy scores gathered using
the Boruta, Rough Set, and GFE algorithms are very similar, both before and after
selection. The difference is only a few percent more or less, not so significant. How-
ever, comparison of quantitative feature selection in Table6.4 shows the greater vari-
ance. Mostly, subsets selected using the GFE algorithm were similar to that selected
using the Boruta algorithm. The reason is that both methods applied a similar model
for importance estimation, but in a different way. During experiments, the GFE algo-
rithm seems to be rather faster than the Boruta algorithm, and also than the Rough

Table 6.4 The number of features in the original and reduced data sets using three FS algorithms

Dataset # Original
features

# Selected feature

Boruta RoughSet GFE

Climate 18 4.5±0.5 5.6±0.5 6.5±0.9

Diabetes 8 7.2±0.4 8.0±0.0 7.8±0.6

Glass 9 8.9±0.3 9.0±0.0 9.0±0.0

Ionosphere 34 33.0±0.0 7.2±0.6 33.0±0.0

Wine 13 13.0±0.0 5.0±0.0 13.0±0.0

Zoo 16 13.5±0.5 7.1±1.2 15.0±0.5

German 20 11.6±0.9 11.0±0.0 15.4±1.2

Seismic 18 10.8±0.6 13.0±0.0 10.5±1.4

Sonar 60 27.7±1.4 5.1±0.3 49.2±8.8

Spect 22 9.3±1.0 2.1±0.3 20.0±0.8
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Table 6.5 The classification accuracy results using the original and reduced data sets

Dataset Boruta RoughSet GFE

Original Selected Original Selected Original Selected

Climate 0.92±0.02 0.92±0.02 0.92±0.02 0.91±0.03 0.92±0.04 0.92±0.05

Diabetes 0.75±0.06 0.75±0.05 0.75±0.06 0.75±0.06 0.72±0.09 0.72±0.10

Glass 0.70±0.13 0.70±0.13 0.70±0.13 0.70±0.13 0.71±0.16 0.71±0.16

Ionosphere 0.91±0.04 0.91±0.04 0.91±0.04 0.92±0.04 0.87±0.06 0.87±0.06

Wine 0.92±0.09 0.92±0.09 0.92±0.09 0.95±0.08 0.94±0.07 0.94±0.07

Zoo 0.92±0.08 0.92±0.08 0.92±0.08 0.93±0.06 0.90±0.08 0.90±0.08

German 0.73±0.04 0.71±0.05 0.73±0.04 0.72±0.04 0.71±0.04 0.71±0.04

Seismic 0.93±0.01 0.93±0.01 0.93±0.01 0.93±0.01 0.89±0.01 0.90±0.02

Sonar 0.70±0.06 0.75±0.11 0.70±0.06 0.74±0.06 0.77±0.08 0.77±0.08

Spect 0.80±0.09 0.80±0.09 0.80±0.09 0.79±0.03 0.78±0.08 0.79±0.09

Set algorithm. In GFE, the decision tree was built only in few generations. For exam-
ple, in case of the second fold of the Madelon data set (see Table6.1), only four
generations (iterations) are required to eliminate and to extract the subset of relevant
features. A default number of trees in the Boruta algorithm is equal to 500, and for the
Madelon data set, the runtime of the experiment could be rather long. On the other
hand, the Rough Set feature selection algorithm is also a time consuming solution
and in case of the Madelon data set, the computation time could be even longer. The
presented results are promising and the proposed GFE algorithm may be applied in
the domain of FS. However, an important question is how to define the threshold
used to separate a truly informative feature from the other non-informative ones. For
example, in case of the Madelon data set, feature f5, which is the random noise, was
found 4 times during the 10-fold cross-validation procedure (see Table6.3), thus its
probability estimator for pruning is 0.6. If we define non-informative features using
threshold≥ 0.8, then f5may be treated as the important one. Therefore, a proper def-
inition of the threshold is needed.The introduced algorithm of Generational Feature
Elimination seems to be robust and effective and it is able to find weakly relevant
important attributes due to sequential elimination of strongly relevant attributes.
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Chapter 7
Ranking-Based Rule Classifier Optimisation

Urszula Stańczyk

Abstract Ranking is a strategy widely used for estimating relevance or importance
of available characteristic features. Depending on the appliedmethodology, variables
are assessed individually or as subsets, by some statistics referring to information
theory, machine learning algorithms, or specialised procedures that execute system-
atic search through the feature space. The information about importance of attributes
can be used in the pre-processing step of initial data preparation, to remove irrelevant
or superfluous elements. It can also be employed in post-processing, for optimisa-
tion of already constructed classifiers. The chapter describes research on the latter
approach, involving filtering inferred decision rules while exploiting ranking posi-
tions and scores of features. The optimised rule classifiers were applied in the domain
of stylometric analysis of texts for the task of binary authorship attribution.

Keywords Attribute · Ranking · Rule classifier · DRSA · Stylometry ·
Authorship attribution

7.1 Introduction

Considerations on relevance of the characteristic features can constitute a part of the
initial phase of input data preparation for some inducer [23]. When early rejection
of some elements forms the set of available attributes, it influences the execution of
the data mining processes and obtained solutions. A study of importance of variables
does not end with construction of a classifier, as it is then evaluated and obtained
performance can be exploited as an indicator of significance of roles played by indi-
vidual attributes or their groups. These observations in turn can be used to modify a
system, and optimise it for a certain recognition task. Such post-processing method-
ologies enable closer tailoring of the inducer to particular properties, giving improved
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performance or reduced structures, but typically they are wrapped around the specific
classifier, and either they are not applicable to other systems or their application does
not bring comparable gains.

Many data analysis approaches perceive characteristic features through their
ordering, which reflects their estimated importance [18]. The scores assigned to
attributes result in their ranking, with the highest weights typically given to the high-
est ranking positions, and the lowest weights to the lowest ranking. Ordering of
variables can be obtained by calculation of some statistical measures that base on
concepts from information theory [7], such as entropy, or by algorithms like Relief,
which computes differences between instances, or OneR, which relies on generali-
sation and descriptive properties possessed by short rules [17]. These methods work
as filters, as they are independent on an inducer used for recognition, contrasting
with wrapper approaches that condition the observation of attribute importance on
the performance of the employed classifier [36].

The chapter describes research on optimisation of rule classifiers inferred within
Dominance-Based Rough Set Approach (DRSA) [14]. It is a rough set processing
methodology which by observation of orderings and preferences in value sets for
attributes enables not only nominal but also ordinal classification. DRSA is capable
of operating on both continuous and nominal features and is employed in multi-
criteria decision making problems [32].

In post-processing the rule classifiers were optimised by filtering constituent deci-
sion rules governed by attribute rankings [35]. The considered rule subsets were
retrieved from the sets of all available elements by referring to their condition
attributes and by evaluation of the proposed rule quality measure based on weights
assigned to features, corresponding to ranking positions.

The domain of application for the presented research framework was stylometric
analysis of texts, a branch of science that focuses on studying writing styles and
their characteristics [2], and descriptive stylometric features of quantitative type [8].
Textual descriptors referring to linguistic characteristics of styles allow to treat the
most prominent task of authorship attribution as classification, where class labels
correspond to recognised authors [33].

The text of the chapter is organised as follows. Section7.2 provides the theoretical
background. In Sect. 7.3 details of the framework for the performed experiments are
presented. Section7.4 shows tests results. Concluding remarks and comments on
future research are listed in Sect. 7.5.

7.2 Background

In the research described in this chapter there were combined elements of feature
selection approaches, in particular attribute rankings, and filtering rules as a way of
classifier optimisation, briefly presented in the following sections.
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7.2.1 Attribute Ranking

Attribute rankings belong with feature selection approaches dedicated to estimation
of relevance or importance of variables [16]. Through some measures referring to
statistics or algorithms to available features there are assigned some scoreswhich lead
to their ordering [20]. Some approaches are capable of detecting irrelevant elements
while others for all return nonzero scores. Still other methodologies simply organise
all available features in an order reflecting descending importance of elements. Thus
ranked elements may have assigned weights calculated by the ranking algorithm or
just ranking positions are specified.

Statistical measures typically use concepts from information theory for calcula-
tions, in particular entropy, and probabilities of occurrences for features and classes.
Here, the χ2 coefficient, employed in the research, estimates relations between ran-
dom variables [7], by the following equation:

χ2(x f ,Cl) =
∑

i, j

(
P(x f = x j ,Cli ) − P(x f = x j )P(Cli )

)2

P(x f = x j )P(Cli )
, (7.1)

where P(x f ) is the probability of occurrence for the feature x f , and P(x f ,Cli ) the
probability of the joint occurrence of x f and Cli , for the feature x f and the class Cli .

Another way of obtaining scores for attributes is to calculate them with the help
of some algorithm such as Relief or OneR [17]. The latter, used in the performed
experiments, with the pseudo-code listed as Algorithm 7.1, relies on the observation
that short and simple rules often perform well due to their good descriptive and
generalisation properties.

Algorithm 7.1: Pseudo-code for OneR classifier
Input: set of learning instances X ;

set A of all attributes;
Output: 1-rB rule;
begin

CandidateRules ← ∅
for each attribute a ∈ A do
for each value va of attribute a do

count how often each class appears
find the most frequent class ClF
construct a rule IF a = va THEN ClF

endfor
calculate classification accuracy for all constructed rules
choose the best performing rule rB
CandidateRules ← rB

endfor
choose as 1-rB rule the best one from CandidateRules

end {algorithm}
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In the first stage of algorithm execution for all attributes, their values and class
labels these valuesmost frequently classify to, there is constructed the set of candidate
rules. From this set for each feature there is selected a single best rule, evaluated by
establishing the highest classification accuracy obtained for the training samples.
Then in the second stage from all best rules the one with the lowest error is chosen
as 1-rB rule. Calculated errors are used as weighting scores for the attributes leading
to their ranking.

Rankings are typically a part of initial pre-processing of input data, obtained
independently on classification systems used later for recognition. Hence they belong
with the filtering approaches to feature selection [9]. Embedded methods exploit
inherent mechanisms of data mining techniques and are inseparable from them [30,
34], while wrappers condition the process of assessing attribute importance on the
performance of the particular inducer [36]. In the research as a representative from
this group the wrapper based on Artificial Neural Networks (ANN) was employed.
ANN had a topology of widely used Multi-Layer Perceptron (MLP), a feed-forward
networkwith backpropagation algorithm for its learning rule [11]. Training the neural
network involves changingweights assigned to interconnections in order tominimise
the error on the output, calculated as the difference between received and expected
outcome, for all outputs and all training facts. However, since this wrapper was used
for the sole purpose of ranking features, in the described research it also worked as
a filter.

7.2.2 Rule Classifiers

Any inducer used in data mining somehow stores information discovered during
training and applies it to previously unknown samples in order to classify them. One
of the greatest advantages of rule classifiers is their explicit form of storing learned
knowledge by listing particular and detailed conditions on attributes that correspond
to detected patterns specific to the recognised classes. It enhances understanding of
described concepts and makes the workings of the classifier transparent [40].

Dominance-Based Rough Set Approach uses elements of rough set theory,
invented by Zdzisław Pawlak [26, 27], to solve tasks from the domain of multi-
criteria decision making [12]. Through the original Classical Rough Set Approach
(CRSA) the Universe becomes granular, with granules corresponding to equivalence
classes of objects that cannot be discerned while taking into account values of their
attributes. These values need to be nominal and only nominal classification is possible
[10]. In DRSA indiscernibility relation is replaced by dominance, thus granules turn
into dominance cones, dominated and dominating sets used to approximate upward
and downward unions of decision classes Cl = {Clt }, with t = 1, . . . , n,

Cl≥t =
⋃

s≥t

Cls Cl≤t =
⋃

s≤t

Cls . (7.2)
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For all value sets preference orders are either discovered or arbitrarily assigned,
which allows for nominal and numerical attributes, in particular continuous valued
as well, and both nominal and ordinal classification [13].

The structure of a rule classifier depends on rules that form a decision algorithm,
their number and properties. The numbers of rules can greatly vary as there are
many rule induction algorithms [31]. Minimal cover decision algorithms are rela-
tively quickly generated as they include only so many elements that are sufficient
to provide a cover for the learning samples. But such short algorithms often exhibit
unsatisfactory performance as coverage does not equal high quality of rules. On the
other end there are placed all rules on examples algorithms that include all rules that
can be inferred from the training instances. Such algorithms can be unfeasibly long,
causing the necessity of additional processing in order to avoid ambiguous deci-
sions and arrive at some acceptable performance. In between there are included all
algorithmswith neitherminimumnormaximal numbers of constituent rules, inferred
taking into account some specific requirements or guidelines, possibly based on some
rule parameters [6].

Constructed rules are characterised by their included conditions on attributes,
but also by length, support, coverage, strength. A rule length equals the number of
conditions included in its premise, while support indicates the number of learning
instances on which the rule is based, which support the rule. The number of samples
that match all listed conditions of a rule, regardless of classes they belong to, specifies
the coverage. A rule strength or confidence shows the ratio between the number of
instances with matching conditions on attributes to the total number of samples
included in the same decision class. Both support and coverage can also be given as
percentage in relation to the total number of available samples.

Rule classifiers can be optimised by pre-processing,which is in fact some transfor-
mation of input data, at the induction stage when only interesting rules are inferred,
or in post-processing, by analysis of induced rule sets and their filtering. This last
approach was used in the described experiments.

7.2.3 Filtering Rules

Regardless of the original cardinality of an inferred rule set, particular methodology
employed, algorithm used for induction, or performance of the constructed classifier,
once the set of rules becomes available, it can be analysed with respect to possible
optimisation. As typical optimisation criteria there are used either classification accu-
racy or the length of the algorithm corresponding to the number of constituent rules,
which reflects on the required storage and processing time.

The simplest rule selection approaches take into account explicit properties of
rules, length, support, particular conditions [15], or coverage [42, 43]. Shorter rules
usually possess better descriptive and generalisation properties than long, since the
latter express some discovered patterns with such minutiae that run into the risk
of overfitting [17]. High support values indicate that the pattern captured by a rule



118 U. Stańczyk

matches many training instances, which makes it more probable to be also present
in test or previously unknown samples.

Another way of processing relies on condition attributes included in rules, which
somehow indicate elements from the rule sets to be selected or discarded. Information
leading to such procedures can be based on domain expert knowledge specifying
preferences of characteristic features, but also on other methodologies or algorithms
allowing for estimation of relevance of individual variables or their groups, such as
attribute rankings [37].

Yet another approach to rule selection employs measures defined for rules, which
are used to evaluate their quality or interestingness [41]. Values of quality measures
calculated for all rules result in their ordering or grouping, depending on types of
assigned scores, which can be used as rule weights [25, 39]. In such case imposing
some thresholds allows to filter only these rules that satisfy requirements.

7.3 Research Framework

The framework of described research consisted of several steps:

• preparation of input datasets,
• calculation of selected rankings,
• induction of decision rules,
• filtering rules by two approaches: directly by condition attributes and by values of
rule quality measures, and

• analysis of results,

which are presented in detail in the following sections.

7.3.1 Preparation of the Input Datasets

As the application domain for described procedures of rule filtering there was chosen
stylometric analysis of texts [3]. It relies on quantitative, as opposed to qualitative,
definitions of writing styles [29], expressed by their authorial invariants — groups
of features characteristic and unique for each writer, regardless of the text genre or
specific topic. These features allow to describe linguistic characteristics of styles,
compare styles of various writers while looking for shared and differentiating ele-
ments, and recognise authorship in the most popular stylometric task of authorship
attribution [8]. Through defining styles by their features this task is transformed into
classification, where class labels correspond to the recognised authors. In stylomet-
ric analysis typically there are used statistic-based calculations [21, 28], or machine
learning techniques [1, 19].

To be reliable descriptors of writing styles, used linguistic markers need to be
based on satisfactory number of text samples of sufficient length. Very short texts
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force the usage of other features than longer ones. To provide variety of samples for
the training phase the longer works are usually divided into smaller parts, ensuring
both more detailed information about variations of style which would be otherwise
hidden in some general and averaged characteristics, and higher cardinalities of sets
with available text samples.

As writing styles of female authors tend to exhibit noticeably different charac-
teristics than male [22, 34], for experiments two pairs of authors were chosen, two
female, and twomale, namely EdithWharton and Jane Austen, and Henry James and
Thomas Hardy. The authors selected are famous for their long works.1 The novels
were split into two sets, to provide a base for separate learning and test samples.
The literary works were next divided into smaller samples of comparable size. With
such approach to construction of training datasets their balance was ensured [38] and
classification binary.

For thus prepared text samples there were calculated frequencies of usage for
selected 17 function words and 8 punctuation marks, which gave the total set of 25
characteristic features of continuous type, reflecting lexical and syntactic properties
of texts [4, 24]. The function words chosen were based on the list of the most
commonly used words in English language.

Text samples based on the same longer work share some characteristics, thus with
the structure of the training sets as described above, evaluation of the classification
systems by cross-validation tends to return falsely high recognition [5]. To ensure
more reliable results in the experiments performed the evaluation was executed with
the independent test sets.

7.3.2 Rankings of Features

In the experiments conducted within the research described, three rankings of fea-
tures were calculated for both datasets, as listed in Table7.1, χ2 as a representative of
statistics-based approaches, OneR from algorithmic, and a wrapper basing on Arti-
ficial Neural Networks with backward sequential selection of considered features.
For all three approaches the results were obtained with 10-fold cross-validation on
the training sets, with averaged merit and rank from all 10 runs. Only in this part
of experiments cross-validation was used, while in all other cases the evaluation of
performance was executed with test sets.

Comparative analysis of ranking positions taken by the considered features shows
some expected similarities, especially between χ2 and OneR, but also differences as
ranking mechanisms based on different elements. It is worth to notice that for female
writer dataset for all three rankings the two highest ranking attributes are the same.
For male writer dataset the same holds true but only for the highest ranking feature.

1The works are available for on-line reading and download in various e-book formats thanks to
Project Gutenberg (see http://www.gutenberg.org).

http://www.gutenberg.org
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Table 7.1 Obtained rankings of attributes for both datasets

Ranking position Female writer dataset Male writer dataset

χ2 OneR Wrp-ANN χ2 OneR Wrp-ANN

1 not not not and and and

2 : : : but but :

3 ; , ? by from not

4 , — ( that by from

5 — ; from what what ;

6 on on to from that ,

7 ? ? , for for but

8 but that but ? if by

9 ( as at — with to

10 that . in if not of

11 as this with with — .

12 by by if not ? that

13 for to of at : at

14 to ( by : this in

15 at from for to ! if

16 . for . in to what

17 and with and as ( on

18 ! but this ( as —

19 with at that ; at !

20 in and what ! in ?

21 this of ! . on (

22 of ! as on . this

23 what if — , ; with

24 if in on this , as

25 from what ; of of for

7.3.3 DRSA Decision Rules

DRSA is capable of working both for nominal and continuous values of condition
attributes, the only requirement being the definition of preference orders for all value
sets, which can be arbitrary or a result of some processing. These preferences are
either of gain, the higher value the higher class, or cost type, the lower value the
higher class, and classes are always ordered increasingly. With intended stylistic
characteristic features these preferences were assigned arbitrarily for both datasets
and then the decision rules could be induced. The performance of rule classifiers in
all stages of experiments was evaluated by using test sets.

In the first step onlyminimal cover algorithmswere inferred, but their performance
was unacceptably low. Thus all rules on training examples were generated, returning
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(a) (b)

Fig. 7.1 Characteristics of full decision algorithms, number of rules (shown in logarithmic scale)
and classification accuracy with respect to imposed threshold value on required rule support for:
a male writer dataset, b female writer dataset

Table 7.2 Parameters of reference rule classifiers for both datasets

Dataset Number of rules Minimal support Classification
accuracy [%]

Algorithm

Female writer 17 66 86.67 F-BAlg17

Male writer 80 41 76.67 M-BAlg80

46,191 rules for male writers and 62,383 rules for female writers, which will be from
this point on referred to in the chapter as M-FAlg and F-FAlg respectively. When
performance of these sets of rules was tested without any additional processing (such
as filtering rules or some kind of voting to solve conflicts), no sample was correctly
recognised due to the very high numbers ofmatching ruleswith conflicting decisions.
Such ambiguities were always treated as wrong decisions. These characteristics of
algorithms are shown in Fig. 7.1.

In order to find the highest classification accuracy the two full algorithms were
next processed by imposing hard constraints onminimal supports required of rules to
be included in classification. Rules with supports lower than the required thresholds
were gradually rejected until the maximal prediction ratio was detected, with the
summary for both datasets presented in Table7.2.

For male writers with the shortened algorithm consisting of 80 rules with supports
equal at least 41 the prediction was at the level of 76.67%, which was denoted as
M-BAlg80. For female writers the best performance was the correct recognition of
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86.67% with 17 rules supported by not fewer than 66 learning samples, denoted
as F-BAlg17. These two shortened algorithms were used as reference points for
comparison in research on rule classifiers optimisation.

7.3.4 Weighting Rules

As attribute rankings were obtained with executing cross-validation on the training
sets, the results were given as averaged merits and ranks, which were not suitable to
use as weights of positions. Therefore, to all ranking positions a set of weights was
assigned, spanned over the range of (0,1], with the equation as follows,

∀i∈{1,...,N }WRi = 1

i
, (7.3)

where N is the number of considered attributes, and i an attribute ranking position.
Thus the weight of the highest ranking attribute was 1, for the second in ranking it
was 1/2, and so on, to the lowest ranking variable with the weight equal 1/N . It can
be observed that with such formulation the distances between weights of subsequent
ranking positions while following down the ranking were gradually decreasing.

Basing on these weights a quality measure QMWR for r rule was defined as a
product of weights assigned to attributes included in the premise part of the rule,

QMWR(r) =
NrCond∏

i=1

Weight (ai ) . (7.4)

This definition led to obtaining the value of 1 only for rules with single conditions
being the highest ranking variables,while for all other cases fractionswere calculated.
In fact the longer the rule the lower value became, thus typical characteristics of rules
(that is dependence of quality on rule length) were preserved. Multiplication of the
measure by the rule support results in

QMWRS(r) = QMWR(r) · Support (r). (7.5)

Such additional operation helped to reject rules with low support values at the earlier
stage of considerations.

Since three distinct rankings were considered, for each rule three values of the
measure were obtained, denoted respectively as QMWR-χ2(r), QMWR-OneR(r),
and QMWR-Wrp-ANN (r). These values were used to weight rules by putting them
in descending order and selecting gradually increasing subsets of rules with the
highest weights from the entire sets of available rules. The process of rule filtering
was stopped once all rules from the best performing short algorithms F-BAlg17 and
M-BAlg80 were recalled.
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7.4 Experimental Results

In the experiments performed the rules were filtered by two distinct approaches:
directly by included condition attributes, and by weighting decision rules, the results
of which are described in this section.

7.4.1 Filtering Rules by Attributes

When selection of rules is driven by attribute ranking, the process is executed in
steps, the first of which corresponds to taking into consideration a single, the highest
ranking feature, and in the following steps to this initial subset gradually one by one
other variables are added. The process can be stopped when some criteria are met, or
it can continue till all attributes from the entire available set are considered. In each
step from the set of all inferred rules there are recalled these that include conditions
only on features present in the currently considered subset of variables selected from
the ranking. If even one condition of a rule refers to an attribute not included in the
considered set, that rule is disregarded.

Characteristics of decision algorithms constructed by rule selection governed by
attribute rankings for the female writer dataset are listed in Table7.3. Each retrieved
subset of rules was treated as a decision algorithm by assuming the classification
strategy that all cases of no rules matching or conflicts were treated as incorrect
decisions. Each decision algorithm was further filtered by imposing hard constraints
on minimal rule support leading to obtaining the maximal classification accuracy.

In the first step of processing a single feature was selected from each ranking, as
it happened, it was the same for all three rankings, corresponding to the frequency of
usage for “not” word, and from the set of all rules only these with single conditions
on this particular attribute were recalled. There were 10 such rules, giving the correct
classification of 61.11% of test samples. With the imposed limit on rule support to be
at least 55, the number of rules was reduced to just 4, and the maximal classification
accuracy obtained was the same as without any additional processing. In the second
step, two highest ranking features were selected, “not” and semicolon, and rules
with conditions on either one of these two or both of them were retrieved, returning
the subset of rules with 27 elements. These rules correctly classified 80.00% of test
samples, but selecting 13 rules with supports equal or higher than 55 led to the
classification accuracy of 81.11%. The process continued in this manner till all 25
features were considered, but starting with the 3rd highest ranking position attributes
were no longer the same for all three rankings studied.

In the initial steps, when just few features were considered, it can be observed
that the numbers of recalled rules were rather low and the classification accuracy
fell below the expected level of the reference algorithm F-BAlg17. This level was
reached the soonest while following OneR ranking, in the 3rd step, and then in the
4th for χ2 ranking, but this performance was obtained with lower support values than
in the reference algorithm, thus the numbers of included rules were higher.
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Table 7.3 Characteristics of decision algorithms for female writer dataset with pruning rules by
condition attributes while following rankings: N indicates the number of considered attributes,
(a) number of recalled rules, (b) classification accuracy without any constraints on rules [%], (c)
constraints on rule support, (d) number of rules satisfying condition on support, and (e) maximal
classification accuracy [%]
N χ2 OneR Wrp-ANN

(a) (b) (c) (d) (e) (a) (b) (c) (d) (e) (a) (b) (c) (d) (e)

1 10 61.11 55 4 61.11 10 61.11 55 4 61.11 10 61.11 55 4 61.11

2 27 80.00 55 13 81.11 27 80.00 55 13 81.11 27 80.00 55 13 81.11

3 36 80.00 55 13 81.11 68 84.44 55 27 86.67 42 78.89 55 13 81.11

4 79 84.44 55 27 86.67 78 84.44 55 27 86.67 57 72.22 46 18 83.33

5 91 83.33 55 27 86.67 91 83.33 55 27 86.67 115 70.00 46 26 85.56

6 128 78.89 55 27 86.67 128 78.89 55 27 86.67 228 67.78 46 33 85.56

7 167 75.56 55 27 86.67 167 75.56 55 27 86.67 355 67.78 62 16 86.67

8 272 70.00 55 27 86.67 266 73.33 55 27 86.67 547 58.89 62 16 86.67

9 337 64.44 55 27 86.67 429 63.33 66 11 86.67 741 53.33 62 16 86.67

10 513 57.78 55 27 86.67 585 57.78 66 11 86.67 1098 41.11 62 16 86.67

11 832 51.11 66 11 86.67 893 53.33 66 13 86.67 1549 32.22 62 16 86.67

12 1415 37.78 66 12 86.67 1574 35.56 66 14 86.67 2166 25.56 62 16 86.67

13 2201 35.56 66 14 86.67 2242 31.11 66 14 86.67 3268 14.44 62 16 86.67

14 3137 30.00 66 14 86.67 2825 25.56 66 14 86.67 4692 14.44 62 17 86.67

15 4215 25.56 66 14 86.67 3868 11.11 66 14 86.67 6861 12.22 66 13 86.67

16 5473 18.89 66 14 86.67 5651 8.89 66 16 86.67 9617 3.33 66 13 86.67

17 7901 6.67 66 14 86.67 7536 2.22 66 16 86.67 12648 0.00 66 13 86.67

18 10024 6.67 66 15 86.67 9833 2.22 66 16 86.67 16818 0.00 66 15 86.67

19 13084 4.44 66 15 86.67 12921 1.11 66 16 86.67 21153 0.00 66 15 86.67

20 17770 2.22 66 15 86.67 17905 0.00 66 16 86.67 27407 0.00 66 15 86.67

21 23408 1.11 66 17 86.67 24095 0.00 66 16 86.67 35416 0.00 66 16 86.67

22 31050 0.00 66 17 86.67 30674 0.00 66 17 86.67 44945 0.00 66 17 86.67

23 39235 0.00 66 17 86.67 38363 0.00 66 17 86.67 52587 0.00 66 17 86.67

24 48538 0.00 66 17 86.67 50356 0.00 66 17 86.67 58097 0.00 66 17 86.67

25 62383 0.00 66 17 86.67

Again for OneR ranking in the 9th step there were recalled 429 rules, which
constrained by support equal or higher than 66 were limited to 11 that gave the
shortest reduced version of F-BAlg17 algorithm maintaining its accuracy. For χ2

ranking the same algorithm was found in the 11th step, whereas for Wrp-ANN
ranking the shortest reduced algorithm with the same power, discovered in the 15th
step, included 13 rules. Thus from these three rankings for female writers the best
results of filtering were obtained for OneR ranking and the worst for Wrp-ANN. All
rules from F-BAlg17 algorithm were retrieved in the 21st step for χ2 ranking, and
in the 22nd step for the other two.

For the male writer dataset the results of filtering are given in Table7.4. Generally
for this dataset the recognition was more difficult and required higher numbers of
attributes to be taken into considerations to reach the classification accuracy of the
reference algorithm M-BAlg80. Also in this case the results were the best for OneR
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Table 7.4 Characteristics of decision algorithms for male writer dataset with pruning rules by
condition attributes while following rankings: N is the number of considered attributes, (a) number
of recalled rules, (b) classification accuracy without any constraints on rules [%], (c) constraints
on rule support, (d) number of rules satisfying condition on support, and (e) maximal classification
accuracy [%]
N χ2 OneR Wrp-ANN

(a) (b) (c) (d) (e) (a) (b) (c) (d) (e) (a) (b) (c) (d) (e)

1 6 13.33 14 4 13.33 6 13.33 14 4 13.33 6 13.33 14 4 13.33

2 20 36.67 14 10 36.67 20 36.67 14 10 36.67 15 31.67 14 8 31.67

3 52 61.67 10 34 61.67 44 48.33 13 30 50.00 49 38.33 14 28 38.33

4 73 61.67 10 41 61.67 111 71.67 21 61 75.00 117 56.67 27 29 60.00

5 100 65.00 12 43 61.67 150 73.33 21 64 75.00 191 51.67 21 63 66.67

6 198 68.33 21 65 75.00 198 68.33 21 65 75.00 313 43.33 21 66 66.67

7 239 66.67 26 46 75.00 239 66.67 26 46 75.00 360 43.33 21 72 66.67

8 337 65.00 26 50 75.00 311 60.00 26 54 75.00 635 38.33 30 65 73.33

9 422 65.00 21 79 75.00 389 58.33 26 61 75.00 885 33.33 30 67 73.33

10 531 58.33 21 89 75.00 637 41.67 25 99 75.00 1312 30.00 30 78 71.67

11 659 53.33 21 98 75.00 812 38.33 25 103 75.00 1960 15.00 30 83 71.67

12 1063 33.33 26 100 73.33 1063 33.33 26 100 73.33 2285 11.67 30 84 71.67

13 1395 28.33 32 65 75.00 1352 30.00 26 104 73.33 2838 6.67 30 89 70.00

14 1763 25.00 32 67 75.00 1796 28.33 34 66 73.33 4083 5.00 41 39 73.33

15 2469 16.67 32 67 75.00 2415 26.67 34 72 76.67 5040 3.33 41 42 73.33

16 3744 15.00 41 42 73.33 3327 23.33 34 72 76.67 5869 1.67 41 42 73.33

17 4651 15.00 41 43 73.33 3936 16.67 34 89 75.00 8080 1.67 41 43 73.33

18 5352 13.33 41 57 75.00 5168 13.33 34 90 75.00 10152 1.67 41 43 73.33

19 7402 10.00 41 60 75.00 6809 8.33 34 92 75.00 13265 1.67 41 46 73.33

20 9819 8.33 41 63 75.00 9593 5.00 41 69 76.67 15927 0.00 41 49 73.33

21 13106 5.00 41 63 75.00 14515 3.33 41 70 76.67 18794 0.00 41 66 75.00

22 18590 5.00 41 64 75.00 18882 1.67 41 70 76.67 25544 0.00 41 75 76.67

23 24404 3.33 41 65 75.00 24960 0.00 41 73 76.67 31420 0.00 41 79 76.67

24 32880 0.00 41 76 76.67 32880 0.00 41 76 76.67 38741 0.00 41 80 76.67

25 46191 0.00 41 80 76.67

ranking, with reduced reference algorithm recalled in the 20th step, including 69
constituent rules. Wrp-ANN seemed to be the second best, as reduction to 75 rules
was obtained in the 22nd step, whereas for χ2 just 4 rules were discarded in the
24th step. For both χ2 and OneR rankings all rules from M-BAlg80 algorithm were
retrieved only when all available attributes were taken into considerations, and for
Wrp-ANN in the 24th step.

Comparison of results of rule filtering for both datasets brings the conclusion that
the best reduction was obtained for OneR ranking, and it was found sooner, for fewer
considered condition attributes, for fewer recalled rules, which can be explained by
the fact that DRSA classifier is also a rule classifier as OneR, therefore they are bound
to share some characteristics. ThusOneR ranking can be considered as showing some
preferential bias towards other rule classifiers.
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7.4.2 Filtering Rules by Weights

Weighting rules constitutes another approach to rule filtering, within which each
rule is assigned some score [39]. This value is then used to impose an order on rules
similar to a ranking. All available rules are put in descending order and then from
this ordered set gradually increasing subsets of rules are retrieved. Depending on
particular formulation of the weighting measure its values for different rules can be
distinct or the same, thus in the process of selection either single elements or their
groups can be recalled.

In case of sets of available rules with high cardinalities retrieving subsets increas-
ing with each step by single included elements would make the filtering process
unfeasibly long. Thus the more reasonable attitude is to impose some thresholds on
considered values and perform some arbitrarily set numbers of steps. In the experi-
ments 10 such steps were executed for both datasets and the processing was stopped
when all rules from the reference algorithms F-BAlg17 andM-BAlg80were included
in the recalled subsets of rules.

Detailed parameters of decision algorithms constructed by weighting rules for
the female writers are listed in Table7.5, the upper part dedicated to QMWR mea-
sures, and the bottom part to QMWRS. It can be observed that in this case not only
reduction of the reference algorithm was possible, but also some cases of increased
classification accuracy were detected.

QMWR-Wrp-ANN measure brought no noticeable reduction of the F-BAlg17
algorithm, but enabled increased performance, at the level of 90.00%, in the best case
(that is for the shortest algorithm) for 38 rules with supports equal at least 52. For
the other two measures generally the results were similar, the increase in recognition
was rather slight, but they both led to obtaining the noticeably reduced length of the
reference algorithm for the same level of accuracy, with the smallest number of rules
equal 11, the same as in case of filtering by attributes, but discovered in the subsets
of retrieved rules with smaller cardinalities than before. For QMWR measures all
rules from the F-BAlg17 algorithm were recalled for all three rankings in the subsets
with cardinalities below 500 elements, and for QMWRS measures below 200, in both
cases the fewest rules were for χ2.

For the male writer dataset the characteristics of constructed rule classifiers are
listed in Table7.6. For this dataset no increase in recognition was detected, but more
rules could be rejected from the reference algorithm of M-BAlg80 without under-
mining its power than it happened for filtering by condition attributes.

For QMWR-χ2 measure the shortest such algorithm contained 67 rules, while
for QMWR-OneR the smallest length was 63, and for QMWR-Wrp-ANN it was
66. Versions of QMWRS did not bring any further reduction, on the contrary, but
allowed for recalling about three times fewer rules from the entire available set as
rules with low support values were immediately transferred to lower positions in the
rule rankings. For male writers OneR ranking gave the best results in rule filtering
by measures, while for other two rankings the gains were similar.
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Table 7.5 Characteristics of decision algorithms for female writer dataset with pruning rules by
measures based on ranked condition attributes: (a) number of recalled rules, (b) classification accu-
racy without any constraints on rules [%], (c) constraints on rule support, (d) number of rules
satisfying condition on support, and (e) maximal classification accuracy [%]
Step QMWR-χ2 QMWR-OneR QMWR-Wrp-ANN

(a) (b) (c) (d) (e) (a) (b) (c) (d) (e) (a) (b) (c) (d) (e)

1 10 61.11 55 4 61.11 10 61.11 55 4 61.11 21 64.44 46 9 65.56

2 27 80.00 55 13 81.11 27 80.00 55 13 81.11 52 82.22 46 24 85.56

3 46 85.56 52 25 87.78 44 85.56 52 25 87.78 122 77.78 46 42 90.00

4 107 82.22 55 27 86.67 84 84.44 55 27 86.67 190 71.11 52 38 90.00

5 140 80.00 66 11 86.67 114 81.11 66 11 86.67 232 70.00 52 43 90.00

6 179 78.89 66 12 86.67 153 80.00 66 13 86.67 283 65.56 52 52 90.00

7 194 78.89 66 14 86.67 195 78.89 66 14 86.67 325 62.22 52 57 90.00

8 229 76.67 66 14 86.67 251 74.44 66 14 86.67 363 60.00 52 60 90.00

9 297 74.44 66 15 86.67 307 68.89 66 16 86.67 427 55.56 52 63 88.89

10 373 66.67 66 17 86.67 447 62.22 66 17 86.67 466 55.56 66 17 86.67

Step QMWRS-χ2 QMWRS-OneR QMWRS-Wrp-ANN

(a) (b) (c) (d) (e) (a) (b) (c) (d) (e) (a) (b) (c) (d) (e)

1 15 81.11 55 12 81.11 7 61.11 55 4 61.11 7 61.11 55 4 61.11

2 19 81.11 55 13 81.11 15 81.11 55 12 81.11 17 82.22 55 13 82.22

3 36 87.78 52 25 87.78 23 86.67 55 17 86.67 25 88.89 46 24 88.89

4 40 85.56 55 18 86.67 31 87.78 51 25 87.78 72 86.67 46 43 90.00

5 45 85.56 55 20 86.67 43 85.56 55 22 86.67 77 86.67 52 39 90.00

6 51 85.56 55 26 86.67 55 85.56 66 11 86.67 85 85.56 52 43 90.00

7 55 85.56 66 11 86.67 65 84.44 66 13 86.67 96 85.56 52 47 90.00

8 67 85.56 66 14 86.67 82 82.22 66 14 86.67 102 85.56 52 50 90.00

9 94 81.11 66 14 86.67 107 82.22 66 16 86.67 166 78.89 66 16 87.78

10 130 81.11 66 17 86.67 141 82.22 66 17 86.67 170 78.89 66 17 86.67

7.4.3 Summary of Results

Comparison of the results for rule selection driven by condition attributes and by
defined measures for female writer dataset brought several conclusions, a summary
of which is given by Table7.7. Obtaining both increased classification accuracy and
shortened decision algorithm at the same time was not possible, but separately these
two popular aims of filtering were achieved.

The improved prediction was detected only for filtering while using measures
based on Wrp-ANN ranking, but for this ranking the smallest reduction of the refer-
ence F-BAlg17 algorithm was obtained, by 23.53%. For the other two rankings only
small improvement in prediction accuracy was detected while filtering by measures,
but they allowed to shorten the reference algorithm by 35.29%.
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Table 7.6 Characteristics of decision algorithms for male writer dataset with pruning rules bymea-
sures based on ranked condition attributes: (a) number of recalled rules, (b) classification accuracy
without any constraints on rules [%], (c) constraints on rule support, (d) number of rules satisfying
condition on support, and (e) maximal classification accuracy [%]
Step QMWR-χ2 QMWR-OneR QMWR-Wrp-ANN

(a) (b) (c) (d) (e) (a) (b) (c) (d) (e) (a) (b) (c) (d) (e)

1 103 65.00 10 62 66.67 121 61.67 10 71 66.67 239 58.33 27 62 63.33

2 237 61.67 12 124 70.00 220 63.33 26 78 73.33 402 50.00 21 136 70.00

3 284 56.67 26 88 73.33 441 53.33 21 159 75.00 601 41.67 26 132 73.33

4 820 50.00 26 136 75.00 835 48.33 41 56 75.00 1222 36.67 41 53 73.33

5 1411 40.00 41 58 75.00 1372 43.33 41 59 75.00 1355 31.67 41 56 75.00

6 2715 23.33 41 67 76.67 1744 35.00 41 63 76.67 3826 15.00 41 62 75.00

7 4560 18.33 41 70 76.67 2710 28.33 41 68 76.67 4466 13.33 41 66 76.67

8 6515 13.33 41 74 76.67 4549 18.33 41 74 76.67 5837 10.00 41 71 76.67

9 7936 8.33 41 76 76.67 7833 8.33 41 77 76.67 7568 6.67 41 76 76.67

10 9520 5.00 41 80 76.67 9819 3.33 41 80 76.67 10268 3.33 41 80 76.67

Step QMWRS-χ2 QMWRS-OneR QMWRS-Wrp-ANN

(a) (b) (c) (d) (e) (a) (b) (c) (d) (e) (a) (b) (c) (d) (e)

1 128 70.00 26 89 70.00 58 60.00 27 41 60.00 57 58.33 27 38 58.33

2 230 71.67 12 191 75.00 135 70.00 26 96 73.33 254 56.67 30 99 71.67

3 599 53.33 41 60 75.00 351 68.33 41 58 75.00 383 55.00 41 55 75.00

4 889 50.00 41 68 76.67 650 51.67 41 64 76.67 1320 30.00 41 64 75.00

5 1273 38.33 41 70 76.67 930 48.33 41 68 76.67 1595 28.33 41 68 76.67

6 1747 35.00 41 73 76.67 1337 38.33 41 69 76.67 2094 23.33 41 73 76.67

7 2021 30.00 41 75 76.67 1478 38.33 41 74 76.67 2303 23.33 41 75 76.67

8 2382 26.67 41 77 76.67 1606 36.67 41 76 76.67 2551 23.33 41 77 76.67

9 2086 25.00 41 79 76.67 2728 25.00 41 78 76.67 2868 20.00 41 78 76.67

10 3240 23.33 41 80 76.67 3210 25.00 41 80 76.67 3408 18.33 41 80 76.67

Table 7.7 Gains of rule filtering driven by condition attributes and measures for female writer
dataset: (a) length reduction of decision algorithms [%], (b) obtained classification accuracy [%]

Ranking Filtering decision rules by

Attributes QMWR QMWRS

(a) (a) (b) (a) (b)

χ2 35.29 35.29 87.78 35.29 87.78

OneR 35.29 35.29 87.78 35.29 87.78

Wrp-ANN 23.53 90.00 90.00

As can be seen in Table7.8, for male writer dataset no increase in classification
accuracy was detected in rule filtering, but the reference algorithm M-BAlg80 was
reduced to the highest extent thanks to the usage of QMWR measure, and the best
results were always obtained for OneR ranking. The length of the algorithm was
shortened at maximum by 21.25%.
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Table 7.8 Length reduction of the reference decision algorithm obtained in rule filtering driven by
condition attributes and measures for male writer dataset [%]

Ranking Filtering decision rules by

Attributes QMWR QMWRS

χ2 5.00 16.25 15.00

OneR 13.75 21.25 20.00

Wrp-ANN 6.25 17.50 15.00

Both filtering by condition attributes and by evaluation of the defined quality
measure for rules and weighting them by this measure resulted in construction of
decision algorithms with reduced numbers of rules (with respect to the reference
algorithms), and also some cases of improved performance of rule classifiers. Hence
both these approaches to rule selection show some merit and can be considered as
optimisation possibilities.

7.5 Conclusions

The chapter describes research on rule filtering governed by attribute rankings,
applied in the task of binary authorship recognition with balanced classes for two
datasets. For available stylistic characteristic features three distinct rankings were
obtained, one referring to statistics by the usage of χ2 coefficient, the second algo-
rithmic employing OneR, and the third the wrapper based on artificial neural network
with sequential backward reduction of features. Next the exhaustive decision algo-
rithms were induced with Dominance-Based Rough Set Approach.

The sets of inferred rules were then filtered in two different ways, firstly directly
by included condition attributes, while following a chosen ranking, then byweighting
all rules through the defined quality measure based on weights assigned arbitrarily
to attribute ranking positions. Rule weighting led to their ordering and then recalling
rules with highest values of the calculated measures. In all tested approaches it was
possible to obtain some reduction of the reference best performing algorithms, and
in some cases also improved classification accuracy was achieved.

In the future research other attribute rankings and other quality measures will
be tested on rules induced by other methodologies, not only for continuous valued
characteristic features but also for discretised.
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Chapter 8
Attribute Selection in a Dispersed
Decision-Making System

Małgorzata Przybyła-Kasperek

Abstract In this chapter, the use of a method for attribute selection in a dispersed
decision-making system is discussed. Dispersed knowledge is understood to be the
knowledge that is stored in the form of several decision tables. Different methods for
solving the problemof classification based on dispersed knowledge are considered. In
the first method, a static structure of the system is used. Inmore advanced techniques,
a dynamic structure is applied. Different types of dynamic structures are analyzed: a
dynamic structurewith disjoint clusters, a dynamic structurewith inseparable clusters
and a dynamic structure with negotiations. A method for attribute selection, which
is based on the rough set theory, is used in all of the methods described here. The
results obtained for five data sets from the UCI Repository are compared and some
conclusions are drawn.

Keywords Dispersed knowledge · Attribute selection · Rough set theory

8.1 Introduction

Nowadays, a classification that is made based on single data set may not be sufficient.
The possibility of classification on the basis of dispersed knowledge is becoming
increasingly important. We understand dispersed knowledge to be the knowledge
that is stored in the form of several decision tables. Many times knowledge is stored
in a dispersed form for various reasons. For example, when knowledge in the same
field is accumulated by separate units (hospitals, medical centers, banks). Another
reason for knowledge dispersion is when knowledge is not available at the same time
but only at certain intervals. Knowledge can be stored in a dispersed form when the
data is too large to store and process in a single decision table.
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When knowledge is accumulated by separate units, it is difficult to require that the
local decision tables have the same sets of attributes or the same sets of objects. It is
also difficult to require that these sets are disjoint. Rather, a more general approach is
needed. The problem that is considered here concerns the use of dispersed knowledge
in the classification process. The knowledge that is used is set in advance. Local
knowledge bases have sets of attributes that do not need to be equal or disjoint. The
same applies to sets of objects. Thus, the form of these sets may be very different,
some attributes or objects may be common for several local bases, while others may
be unique and specific to a single knowledge base.

In multi-agent systems [10], the concept of distributed knowledge can be found.
A group has distributed knowledge if by putting all their information together, the
members of the group can solve a problem. In this issue, much attention is paid
to consensus protocols and sensors for data gathering. The problem discussed here
may seem similar, but is quite different because the knowledge that is being used has
already been collected; the process of its creation is complete. This knowledge was
stored separately and was not intended to be merged or combine together. Therefore,
dispersed knowledge will be discussed here.

Research on using the method of attribute selection, which is based on the rough
set theory, in dispersed systems is presented. The issues related to decision-making
that are based on dispersed knowledge have been considered in the literature. We
will focus on methods that solve these problems by analyzing conflicts and by the
creating coalitions. The first method that will be considered assumes that the system
has a static structure, i.e. coalitions were created only once [16]. In the following
methods, a dynamic structure has been applied. Different types of coalitions in a
dynamic structure were obtained. Firstly, disjoint clusters were created [19], then
inseparable clusters were used [18]. However, the most extensive process of conflict
analysis was applied in the method with negotiations [17]. In this chapter, all of the
systems that were used are discussed.

The chapter is organized as follows. Section8.2 discusses related works.
Section8.3 summarizes basics of the rough set theory and the method of attribute
selection that was used. A brief overview of dispersed decision-making systems is
presented in Sect. 8.4. Section8.5 shows the methodology of experiments on some
data sets from theUCI Repository. The results are discussed in Sect. 8.6. Conclusions
are drawn in the final section.

8.2 Related Works

The issue of combining classifiers is a very important aspect in the literature [1, 4, 7,
9]. Various terms are used for this concept: combination of multiple classifiers [20],
classifier fusion [29] or classifier ensembles [8, 23]. In the technique, the results of
the prediction of the base classifiers are combined in order to improve the quality of
the classification. There are two basic approaches to this topic: classifier selection
and classifier fusion. In the classifier selection method, each classifier is an expert
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in some local area. If the object from the classifier area appears, the classifier is
responsible for assigning the class label to the object [5, 6]. In the classifier fusion
approach, it is assumed that all classifiers are trained over the whole feature space,
and that they are competitive rather than complementary [11].

In this chapter, the classifier fusion method is considered. This issue is discussed,
for example, in the multiple model approach [7, 15] or in the distributed decision-
making [21, 22]. In these techniques, one data set is divided into smaller sets. One
of the methods for decomposition is to use the domain knowledge to decompose the
nature of the decisions into a hierarchy of layers [12]. In [13, 26, 32], an ensemble
of feature subsets is considered. Ślȩzak and Widz investigated the correspondence
between the mathematical criteria for feature selection and the mathematical criteria
for voting between the resulting decision models [27]. In this chapter, it is assumed
that the dispersed knowledge is given in advance and collected by separate and
independent units. Therefore, the form of local knowledge bases can be very diverse
in terms of sets of attributes and sets of objects.

The problem of reducing dimensionality is also an important and widely dis-
cussed issue. The two main approaches that are discussed in the literature are feature
extraction and feature selection. The feature extraction method involves mapping the
original set of attributes in the new space with lower dimensionality. This method
has many applications [2, 3] such as signal processing, image processing or visual-
ization. In this chapter, a method based on the feature selection is being considered.
In this approach, attributes are selected from the original set of attributes, which
provide the most information, and irrelevant or redundant attributes are removed.
The existence of redundant attributes in the data set increases the execution time of
algorithms and reduces the accuracy of classification. There are many methods of
attribute selection [31, 33], for example, information gain, t-statistic or correlation.
In this chapter, a method that is based on the rough set theory was used.

The rough sets was proposed by Pawlak [14]. The concept is widely used in
various fields [24, 28]. One of the important applications of rough sets is attribute
selection, which is realized by examining certain dependencies in the data. In the
concept, some equivalent (indiscernibility) classes are defined in a data set. Based
on these equivalent classes, unnecessary attributes that can be removed from the data
set without losing the ability to classify are determined. This operation often results
in improving the quality of classification, because these unnecessary data, which
are removed from the data set, often deform the result, especially when a similarity
measure or distance measure is used during classification.

8.3 Basics of the Rough Set Theory

Let D = (U, A, D) be a decision table, where U is the universe; A is a set of con-
ditional attributes, V a is a set of attribute a values; D is a set of decision attributes.
For any set B ⊆ A, an indiscernibility relation is defined



136 M. Przybyła-Kasperek

I N D(B) = {(x, y) ∈ U ×U : ∀a∈B a(x) = a(y)}. (8.1)

If B ⊆ A and X ⊆ U then the lower and upper approximations of X , with respect
to B, can be defined

BX = {x ∈ U : [x]I N D(B) ⊆ X}, (8.2)

BX = {x ∈ U : [x]I N D(B) ∩ X �= ∅}, (8.3)

where
[x]I N D(B) = {y ∈ U : ∀a∈B a(x) = a(y)} (8.4)

is the equivalence class of x in U/I N D(B).
A B-positive region of D is a set of all objects from the universe U that can be

classified with certainty to one class of U/I N D(D) employing attributes from B,

POSB(D) =
⋃

X∈U/I N D(D)

BX. (8.5)

An attribute a ∈ A is dispensable in B if POSB(D) = POSB\{a}(D), otherwise a
is an indispensable attribute in B with respect to D. A set B ⊆ A is called independent
if all of its attributes are indispensable.

A reduct of set of attributes A can be defined as follows, a set of attributes B ⊆ A
is called the reduct of A, if B is independent and POSB(D) = POSA(D).

The aim of this study was to apply the method of attribute selection that is based
on the rough set theory to dispersed knowledge that is stored in a set of decision
tables. This was realized in the following way. For each local decision table a set of
reducts was generated. For this purpose, a program Rough Set Exploration System
(RSES [25]) was used. The program was developed at the University of Warsaw.
For each local decision table, one reduct, which contained the smallest number of
attributes was selected. The conditional attributes that did not occur in the reduct
were removed from the local decision table. Based on the modified local decision
tables, decisions were taken using a dispersed system.

8.4 An Overview of Dispersed Systems

The system for making decisions based on dispersed knowledge was considered
for the first time in [30]. It was assumed that the dispersed knowledge is stored in
separate sets that were collected by different, independent units. As was mentioned
earlier, in this situation, the system has very general assumptions. The separability
or equality of sets of attributes or sets of objects of different decision tables are not
fulfilled. The main assumptions that were adopted in the proposed model are given
in the following sections.
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8.4.1 Basic Definitions

Knowledge is stored in several decision tables. There is a set of resource agents; one
agent has access to one decision table. ag in Ag is called a resource agent if it has
access to the resources that are represented by decision table Dag := (Uag, Aag, dag),
where Uag is “the universe”; Aag is a set of conditional attributes and V a

ag is a set of
attribute a values that contain the special signs * and ?. The equation a(x) = ∗ for
some x ∈ Uag means that for an object x , the value of attribute a has no influence on
the value of the decision attribute, while the equation a(x) =? means that the value
of attribute a for object x is unknown; dag is referred to as a decision attribute. The
only condition that must be satisfied by the decision tables of agents is the occurrence
of the same decision attributes in all of the decision tables of the agents.

The resource agents, which are similar in some specified sense, are combined
into a group that is called a cluster. In the process of creating groups, elements of
conflict analysis and negotiation are used. Different approaches to creating a system’s
structure have been proposed from a very simple solution to a more complex method
of creating groups of agents. In the following subsections, a brief overview of the
proposedmethods is presented.However, nowwewill focus on the common concepts
that are used in a dispersed system.

A system has a hierarchical structure. For each group of agents, a superordinate
agent is defined – a synthesis agent. The synthesis agent as has access to knowledge
that is the result of the process of inference that is carried out by the resource agents
that belong to its subordinate group. For each synthesis agent, aggregated knowledge
is defined.

A significant problem that must be solved when making decisions based on dis-
persed knowledge is that inconsistencies in the knowledge may occur within the
clusters. This problem stems from the fact that there are no assumptions about the
relation between the sets of the conditional attributes of different local decision tables
in the system. An inconsistency in the knowledge is understood to be a situation in
which conflicting decisions are made on the basis of two different decision tables
that have common conditional attributes and for the same values for the common
attributes using logical implications.

The process of generating the common knowledge (an aggregated decision table)
for each clusterwas proposed. This processwas termed the process for the elimination
of inconsistencies in the knowledge. Themethod consists in constructing new objects
that are based on the relevant objects from the decision tables of the resource agents
that belong to one cluster (m2 objects from each decision class of the decision tables
of the agents that carry the greatest similarity to the test object are selected). The
aggregated objects are created by combining only those relevant objects for which
the values of the decision attribute and common conditional attributes are equal. A
formal definition of the aggregated tables of synthesis agents is given below.

Definition 8.1 Let {agi1, . . . , agik } be a cluster in the multi-agent decision-making
system WSDdyn

Ag , and as be a synthesis agent of this cluster. Then the resources of
the as agent can be recorded in decision table
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Das = (Uas, Aas, das), (8.6)

where Aas = {b : Uas → V b, b ∈ ⋃k
j=1 Aagi j

} and das is a function das : Uas →
V d . Moreover, for each maximal, due to inclusion, set G = {agi j1 , . . . , agi jk } ⊆
{agi1, . . . , agik } and each set of objects {xi j1 , . . . , xi jk }, xim ∈ Urel

agim
, j1 ≤ m ≤ jk ,

meeting the two following conditions:

∀b∈WspG ∃vb∈V b ∀ j1≤m≤ jk

[
b ∈ Aagim =⇒ b(xim ) = vb

]
, (8.7)

dagi j1
(xi j1 ) = . . . = dagi jk

(xi jk ), (8.8)

whereWspG = {b : b ∈ Aagi ∩ Aagj and agi , ag j ∈ G}, an object x ∈ Uas is defined
as follows:

∀ag j∈G ∀b∈Aag j

[
b̄(x) = b(x j ) and d̄as(x) = dag j (x j )

]
, (8.9)

∀b∈⋃k
j=1 Aagi j

\⋃ jk
m= j1

Aagim

b̄(x) =?. (8.10)

A detailed discussion of the approximated method of the aggregation of decision
tables can be found in [18, 30].

Based on the aggregated decision tables, the values of decisions with the highest
support of the synthesis agents are selected. At first, a c-dimensional vector of values
[μ j,1(x), . . . , μ j,c(x)] is generated for each j th aggregated decision table, where c
is the number of all of the decision classes. The value μ j,i (x) determines the level
of certainty with which the decision vi is taken by agents from the j th cluster for a
given test object x . The valueμ j,i (x) is equal to the maximum value of the similarity
measure of the objects from the decision class vi of the decision table of synthesis
agent as j to the test object x .

Based on local decisions taken by synthesis agents, global decisions are generated
using certain fusionmethods andmethods of conflict analysis. The sum of the vectors
is calculated and the DBSCAN algorithm is used to select a set of global decisions.
The generated set will contain not only the value of the decisions that have the
greatest support among all of the agents, but also those for which the support is
relatively high. This is accomplished in the following way. At first, the decision with
the greatest support is selected. Then, decisions with a relatively high support are
determined using the DBSCAN algorithm. A description of the method can be found
in [17–19].

8.4.2 Static Structure

In [16, 30], the first method for creating groups of agents was considered. In these
articles, definitions of resource agents and synthesis agents are given and the hierar-
chical structure of the system was established.
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In this first approach, it is assumed that the resource agents taking decisions on
the basis of common conditional attributes form a group of agents called a cluster.
For each cluster that contains at least two resource agents, a superordinate agent is
defined, which is called a synthesis agent as. A dispersed system is one in which

WSDAg = 〈
Ag, {Dag : ag ∈ Ag}, As, δ〉 , (8.11)

where Ag is a finite set of resource agents; {Dag : ag ∈ Ag} is a set of decision tables
of resource agents; As is a finite set of synthesis agents, δ : As → 2Ag is an injective
function which each synthesis agent assign a cluster.

8.4.3 Dynamic Structure with Disjoint Clusters

In [19], the second approach is considered. In the previous method, a dispersed
systemhad a static structure (created once, for all test objects) and this time a dynamic
structure is used (created separately for each test object). The aim of this method is
to identify homogeneous groups of resource agents. The agents who agree on the
classification into the decision classes for a test object will be combined in a group.

The definitions of the relations of friendship and conflict as well as a method
for determining the intensity of the conflict between agents are used. Relations
between agents are defined by their views for the classification of the test object to the
decision classes.

In the first step of the process of creating clusters for each resource agent agi , a
vector of probabilities that reflects the classification of the test object is generated.
This vector will be defined on the basis of certain relevant objects. That is,m1 objects
from each decision class of the decision tables of the agents that carry the greatest
similarity to the test object. The value of the parameterm1 is selected experimentally.
The value of the i th coordinate is equal to the average value of the similarity measure
of the relevant objects from the i th decision class. Then, based on this vector, the
vector of ranks [ri,1(x), . . . , ri,c(x)], where c – is the number of all of the decision
classes, is generated. The function φx

v j for the test object x and each value of the
decision attribute v j is defined as: φx

v j : Ag × Ag → {0, 1}

φx
v j (agi , agk) =

{
0 if ri, j (x) = rk, j (x)
1 if ri, j (x) �= rk, j (x)

, (8.12)

where agi , agk ∈ Ag.
The intensity of conflict between agents using a function of the distance between

agents is also defined. The distance between agents ρx for the test object x is defined
as: ρx : Ag × Ag → [0, 1]
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ρx (agi , agk) =

∑

v j∈V d

φx
v j (agi , agk)

card{V d} , (8.13)

where agi , agk ∈ Ag.
Agents agi , agk ∈ Ag are in a friendship relation due to the object x , which is

written R+(agi , agk), if and only if ρx (agi , agk) < 0.5. Agents agi , agk ∈ Ag are
in a conflict relation due to the object x , which is written R−(agi , agk), if and only
if ρx (agi , agk) ≥ 0.5.

Then disjoint clusters of the resource agents remaining in the friendship relations
are created. The process of creating clusters in this approach is very similar to the
hierarchical agglomerative clustering method and proceeds as follows. Initially, each
resource agent is treated as a separate cluster. These two steps are performed until
the stop condition, which is given in the first step, is met.

1. One pair of different clusters is selected (in the very first step a pair of different
resource agents) for which the distance reaches a minimum value. If the selected
value of the distance is less than 0.5, then agents from the selected pair of clusters
are combined into one newcluster.Otherwise, the clustering process is terminated.

2. After defining a new cluster, the values of the distance between the clusters are
recalculated. The following method for recalculating the values of the distance is
used. Let ρx : 2Ag × 2Ag → [0, 1], let Di be a cluster formed from the merger of
two clusters Di = Di,1 ∪ Di,2 and let it be given a cluster Dj then

ρx (Di , Dj ) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ρx (Di,1,Dj )+ρx (Di,2,Dj )

2 if ρx (Di,1, Dj ) < 0.5
and ρx (Di,2, Dj ) < 0.5

max{ρx (Di,1, Dj ), ρ
x (Di,2, Dj )} if ρx (Di,1, Dj ) ≥ 0.5

or ρx (Di,2, Dj ) ≥ 0.5
(8.14)

The method that was presented above has a clearly defined stop condition. The stop
condition is based on the assumption that one cluster should not contain two resource
agents that are in a conflict relation due to the test object.

As before, a synthesis agent is defined for each cluster. However, the system’s
structure has changed from static to dynamic. This change was taken into account
in the system’s definition. A dispersed decision-making system with dynamically
generated clusters is defined as:

WSDdyn
Ag = 〈

Ag, {Dag : ag ∈ Ag}, {Asx : x is a classified object}, (8.15)

{δx : x is a classified object}〉,

where Ag is a finite set of resource agents; {Dag : ag ∈ Ag} is a set of decision
tables of the resource agents; Asx is a finite set of synthesis agents defined for
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the clusters that are dynamically generated for test object x , δx : Asx → 2Ag is an
injective function that each synthesis agent assigns to the cluster that is generated
due to the classification of object x .

8.4.4 Dynamic Structure with Inseparable Clusters

In [17], the third approach was proposed. In this method, the definitions of the
relations of friendship and conflict as well as a method for determining the intensity
of the conflict between agents are the same as that described above, but the definition
of a cluster is changed. This time no disjoint clusters are created. The cluster due to
the classification of object x is the maximum, due to the inclusion relation, subset of
resource agents X ⊆ Ag such that

∀agi ,agk∈X R+(agi , agk). (8.16)

Thus, the cluster is the maximum, due to inclusion relation, set of resource agents
that remain in the friendship relation due to the object x .

As before, a synthesis agent is defined for each cluster and the definition of the
dispersed decision-making system with dynamically generated clusters is used.

8.4.5 Dynamic Structure with Negotiations

In [17], the fourth approach was proposed. In this method, a dynamic structure is also
used, but the process of creating clusters is more extensive and, as a consequence,
the clusters are more complex and reconstruct and illustrate the views of the agents
on the classification better.

The main differences between this approach and the previous method are as fol-
lows. Now, three types of relations between agents are defined: friendship, neutrality
and conflict (previously, only two types were used). The clustering process consists
of two stages (previously, only one stage process was used). In the first step, initial
groups are created, which contain agents in a friendship relation. In the second stage,
a negotiation stage, agents that are in neutrality relation are attached to the existing
groups. In order to define the intensity of the conflict between agents, two functions
are used: the distance function between the agents (was used in the previous method)
and a generalized distance function.

The process of creating clusters is as follows. In the first step, the relations between
the agents are defined.

Let p be a real number that belongs to the interval [0, 0.5). Agents agi , agk ∈ Ag
are in a friendship relation due to the object x , which is written R+(agi , agk), if and
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only if ρx (agi , agk) < 0.5 − p. Agents agi , agk ∈ Ag are in a conflict relation due
to the object x , which is written R−(agi , agk), if and only if ρx (agi , agk) > 0.5 + p.
Agents agi , agk ∈ Ag are in a neutrality relation due to the object x , which is written
R0(agi , agk), if and only if 0.5 − p ≤ ρx (agi , agk) ≤ 0.5 + p.

Then, initial clusters are defined. The initial cluster due to the classification of
object x is the maximum subset of resource agents X ⊆ Ag such that

∀agi ,agk∈X R+(agi , agk). (8.17)

After the first stage of clustering, a set of initial clusters and a set of agents that
are not included in any cluster are obtained. In this second group of agents there are
the agents that remained undecided. So those that are in a neutrality relation with the
agents belonging to some initial clusters. In the second step, the negotiation stage,
these agents play a key role.

As is well known, the goal of the negotiation process is to reach a compromise by
accepting some concessions by the parties that are involved in a conflict situation.
In the negotiation process, the intensity of the conflict is determined by using the
generalized distance function. This definition assumes that during the negotiation,
agents put the greatest emphasis on the compatibility of the ranks assigned to the
decisions with the highest ranks. That is, the decisions that are most significant for
the agent. The compatibility of ranks assigned to less meaningful decision is omitted.
We define the function φx

G for test object x ; φx
G : Ag × Ag → [0,∞)

φx
G(agi , ag j ) =

∑
vl∈Signi, j |ri,l(x) − r j,l(x)|

card{Signi, j } , (8.18)

where agi , ag j ∈ Ag and Signi, j ⊆ V d is the set of significant decision values for
the pair of agents agi , ag j .

The generalized distance between agents ρx
G for the test object x is also defined;

ρx
G : 2Ag × 2Ag → [0,∞)

ρx
G(X,Y ) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0 if card{X ∪ Y } ≤ 1,

∑

ag,ag′∈X∪Y
φx
G(ag, ag′)

card{X ∪ Y } · (card{X ∪ Y } − 1)
else,

(8.19)

where X,Y ⊆ Ag. As can be easily seen, the value of the generalized distance func-
tion for two sets of agents X and Y is equal to the average value of the function φx

G
for each pair of agents ag, ag′ that belong to the set X ∪ Y . For each agent that is
not attached to any cluster, the value of generalized distance function is calculated
for this agent and every initial cluster. Then, the agent is included to all of the initial
clusters for which the generalized distance does not exceed a certain threshold, which
is set by the system’s user. Moreover, agents without a coalition for which the value
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does not exceed the threshold are combined into a new cluster. Agents who are in
a conflict relation are not connected in one cluster. After completion of the second
stage of the process of clustering, the final form of the clusters is obtained.

As before, a synthesis agent is defined for each cluster and the definition of the
dispersed decision-making system with dynamically generated clusters is used.

8.5 Description of the Experiments

In the experimental part, the method of attribute selection that is based on the rough
set theory was used first for the local knowledge, and then the modified knowledge
baseswere used in the different approaches to define the dispersed system’s structure.
The results obtained in this way were compared with each other and with the results
obtained for dispersed system and full sets of the conditional attributes.

8.5.1 Data Sets

We did not have access to dispersed data that are stored in the form of a set of local
knowledge bases and therefore some benchmark data that were stored in a single
decision table were used. The division into a set of decision tables was done for the
data that was used.

The data from the UCI repository were used in the experiments – Soybean data
set, Landsat Satellite data set, Vehicle Silhouettes data set, Dermatology data set
and Audiology data set. The test sets for the Soybean, the Landsat Satellite and the
Audiology data were obtained from the UCI repository. The Vehicle Silhouettes and
the Dermatology data set were randomly divided into a training set consisting of
70% of the objects and the test set consisting of the remaining 30% of the objects.
Discretization of continuous attributes was carried out for the Vehicle Silhouettes
data set. Discretization was performed before the Vehicle Silhouettes data set was
divided into a training set and a test set. All conditional attributes that were common
to the local decision tables were discretized. This process was realized due to the
approximatedmethodof the aggregation of decision tables [30]. The frequency-based
discretization method was used.

Table8.1 presents a numerical summary of the data sets.
For all of the sets of data, the training set, which was originally written in the

form of a single decision table, was dispersed, which means that it was divided into
a set of decision tables. A dispersion in five different versions (with 3, 5, 7, 9 and 11
decision tables) was considered. The following designations were used:

• WSDdyn
Ag1 - 3 decision tables;

• WSDdyn
Ag2 - 5 decision tables;

• WSDdyn
Ag3 - 7 decision tables;
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Table 8.1 Data set summary

Data set # of objects in
training set

# of objects in
test set

# Conditional
attributes

# Decision
classes

Soybean 307 376 35 19

Landsat Satellite 4435 1000 36 6

Vehicle Silhouettes 592 254 18 4

Dermatology 256 110 34 6

Audiology 200 26 69 24

• WSDdyn
Ag4 - 9 decision tables;

• WSDdyn
Ag5 - 11 decision tables.

The numbers of the local decision tables were chosen arbitrarily. It seems obvious
that the minimum number of tables that can be considered in the case of the creation
of the coalitions is three. Then, the number of tables was increased by a certain
constant in order to examine a certain group of divisions. The division into a set of
decision tables was made in the following way. The author defined the number of
conditional attributes in each of the local decision tables. Then, the attributes from
the original table were randomly assigned to the local tables. As a result of this
division, some local tables had common conditional attributes. The universes of the
local tables were the same as the universe of the original table, but the identifiers of
the objects were not stored in the local tables. A detailed description of the method
for data dispersion can be found in [16].

Once again, it is worth emphasizing that a series of tests using the train-and-test
method on dispersed data sets were conducted in this study. In the system, object
identifiers are not stored in local knowledge bases. This approach is intended to
reflect real situations in which local bases are collected by independent individuals.
This means that it is not possible to check whether the same objects are stored in
different local knowledge bases and it is not possible to identify which objects are the
same. That, in turn,means that using the k-fold cross-validationmethod is impossible
when preserving the generality. More specifically, when the cross-validation method
is used, a test samplewould have to be drawn fromeach local decision table.Under the
adopted assumptions, it was not possible to identify whether the same objects were
drawn from different local knowledge bases. Thus, it was not possible to generate one
decision table (test set) from the selected set of test samples. That is why the train-
and-test method was applied. This approach has the advantage that the experiments
were performed on the same set of cases using four different methods.

8.5.2 Attribute Selection

In the first stage of the experiments for each local decision tables, the reducts of the set
of conditional attributes were generated. As was mentioned before, for this purpose,
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the RSES program was used. The following settings of the RSES program were
used: Discernibility matrix settings – Full discernibility, Modulo decision; Method
– Exhaustive algorithm. For all of the analyzed data sets for each version of the
dispersion (3, 5, 7, 9 and 11 decision tables) and for each local decision table, a
set of reducts was generated separately. In order to generate reducts, an exhaustive
algorithm with a full discernibility modulo decision was used.

Many reducts were generated for certain decision tables. For example, for the
Landsat Satellite data set and a dispersed system with three local decision tables for
one of the tables, 1,469 reducts were obtained and for another table710 reducts were
obtained. If more than one reduct was generated for a table, one reduct was randomly
selected from the reducts that had the smallest number of attributes. Then, the local
decision tables were modified in the following way. The set of attributes in the local
decision table was restricted to the attributes that occurred in the selected reduct. The
universe and the decision attribute in the table remained the same as before.

Table8.2 shows the number of conditional attributes that were deleted from the
local decision tables. In the table, the following designations were applied: #Ag –
is the number of the local decision tables (the number of agents) and #Aagi – is the
number of the deleted attributes from the set of the conditional attributes of the i th
local table (of the i th agent).

As can be seen for the Landsat Satellite data set and the Vehicle Silhouettes data
set and the dispersed system with 7, 9 and 11 local decision tables, the reduction of
the set of conditional attributes did not cause any changes. Therefore, these systems
will no longer be considered in the rest of the chapter.

8.5.3 Evaluation Measures and Parameters Optimization

The measures for determining the quality of classifications were:

• estimator of classification error e in which an object is considered to be properly
classified if the decision class that is used for the object belonged to the set of
global decisions that were generated by the system;

e = 1

card{Utest }
∑

x∈Utest

I (d(x) /∈ d̂W SDAg (x)), (8.20)

where I (d(x) /∈ d̂W SDAg (x)) = 1, when d(xi ) /∈ d̂W SDAg (x) and I (d(x) /∈ d̂W SDAg

(x)) = 0, when d(x) ∈ d̂W SDAg (x); the test set is stored in a decision table Dtest =
(Utest ,

⋃
ag∈Ag Aag, d); d̂W SDAg (x) is a set of global decisions generated by the

dispersed decision-making system WSDAg for the test object x ,
• estimator of classification ambiguity error eONE in which an object is considered
to be properly classified if only one correct value of the decision was generated
for this object;
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Table 8.2 The number of conditional attributes removed as a result of the reduction of knowledge

Data set, #Ag #Aag1 #Aag2 #Aag3 #Aag4 #Aag5 #Aag6 #Aag7 #Aag8 #Aag9 #Aag10 #Aag11

Soybean, 3 4 5 2 – – – – – – – –

Soybean, 5 4 0 0 1 0 – – – – – –

Soybean, 7 0 0 0 1 1 0 0 – – – –

Soybean, 9 0 0 0 0 0 1 1 0 0 – –

Soybean, 11 0 0 0 0 0 0 0 0 1 0 0

Landsat
Satellite, 3

1 9 8 – – – – – – – –

Landsat
Satellite, 5

0 0 1 0 0 – – – – – –

Landsat
Satellite, 7

0 0 0 0 0 0 0 – – – –

Landsat
Satellite, 9

0 0 0 0 0 0 0 0 0 – –

Landsat
Satellite, 11

0 0 0 0 0 0 0 0 0 0 0

Vehicle
Silhouettes, 3

2 4 2 – – – – – – – –

Vehicle
Silhouettes, 5

1 0 2 0 0 – – – – – –

Vehicle
Silhouettes, 7

0 0 0 0 0 0 0 – – – –

Vehicle
Silhouettes, 9

0 0 0 0 0 0 0 0 0 – –

Vehicle
Silhouettes, 11

0 0 0 0 0 0 0 0 0 0 0

Dermatology, 3 3 3 6 – – – – – – – –

Dermatology, 5 0 0 2 0 3 – – – – – –

Dermatology, 7 0 0 0 0 0 0 1 – – – –

Dermatology, 9 0 0 0 0 0 0 0 1 0 – –

Dermatology, 11 0 0 0 0 0 0 0 0 0 1 0

Audiology, 3 2 1 19 – – – – – – – –

Audiology, 5 2 2 2 4 1 – – – – – –

Audiology, 7 1 1 2 1 3 1 0 – – – –

Audiology, 9 1 1 1 2 1 2 1 0 0 – –

Audiology, 11 0 1 0 1 1 1 1 2 1 0 0

eONE = 1

card{Utest }
∑

x∈Utest

I (d(x) �= d̂W SDAg (x)), (8.21)

where I (d(x) �= d̂W SDAg (x)) = 1,when {d(x)} �= d̂W SDAg (x) and I (d(x) �= d̂W SDAg

(x)) = 0, when {d(x)} = d̂W SDAg (x);
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• the average size of the global decisions sets dWSDAg that was generated for a test
set;

dWSDAg = 1

card{Utest }
∑

x∈Utest

card{d̂W SDAg (x)}. (8.22)

Aswasmentioned inSect. 8.4, someparameters in themethods have been adopted.
These parameters are as follows:

• m1 – parameter that determines the number of relevant objects that are selected
from each decision class of the decision table and are then used in the process of
cluster generation. This parameter is present in all of the dynamic approaches;

• p – parameter that occurs in the definition of friendship, conflict and neutrality
relations. This parameter is present in the last approach – dynamic structure with
negotiations;

• m2 – parameter that is used in the approximated method for the aggregation of
decision tables. This parameter is present in all of the methods;

• ε – parameter of the DBSCAN algorithm. This parameter is present in all of the
methods;

The values of these parameters were optimized according to the following sched-
ule. At first, parameters m1, p and m2 were optimized. Of course, these parame-
ters were optimized in a way that was adequate to the considered approach. For
the static structure, only parameter m2 was considered, for the dynamic structure
with disjoint clusters and the dynamic structure with inseparable clusters para-
meters m1 and m2 were used and for the dynamic structure with negotiations,
all of the above-mentioned parameters were optimized. For this purpose, para-
meter values m1,m2 ∈ {1, . . . , 10} and p ∈ {0.05, 0.1, 0.15, 0.2} for the Soybean
data sets, the Vehicle data set, the Dermatology data set and the Audiology data
set and m1,m2 ∈ {1, . . . , 5} and p ∈ {0.05, 0.1, 0.15, 0.2} for the Satellite data set
were examined.

At this stage of experiments, in order to generate global decisions, the weighted
voting method was used instead of the density-based algorithm. Then, the minimum
value of the parameters m1, p and m2 were chosen, which resulted in the lowest
value of the estimator of classification error on a test set.

In the second stage of the experiments, parameter ε was optimized. This was
realized by using the optimal parameter values that were determined in the previous
step. Parameter ε was optimized by performing a series of experiments with different
values of this parameter thatwere increased from0 by the value 0.0001. Then, a graph
was created and the points that indicated the greatest improvement in the efficiency
of inference were chosen. In the rest of the chapter, the results that were obtained for
the optimal values of the parameter m1, p, m2 and ε are presented.
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8.6 Experiments and Discussion

In this section, the results of the experiments for all of the considered methods are
presented. First, a comparison for each of the approaches is made separately. The
results obtained after the application of the attribute selection method are compared
with the results obtained without the use of the attribute selection method. Then, a
comparison of all of the approaches is made.

The results of the experiments are presented in Tables8.3, 8.4, 8.5 and 8.6 –
each table illustrates one approach. In each table, the results for both cases – with
and without the use of the method of attribute selection – are given. The following
information is given in the tables:

• the results in two groups—with attribute selection and without attribute selection,
• the name of the dispersed system (System),
• the selected, optimal parameter values (Parameters),
• the estimator of the classification error e,
• the estimator of the classification ambiguity error eONE ,
• the average size of the global decisions sets dWSDdyn

Ag
.

In each table the best results in terms of the measures e and dWSDdyn
Ag

and for the
given methods are bolded.

The discussion of the results was divided into separate subsections on the consid-
ered approaches.

8.6.1 Results for Static Structure

Table8.3 shows the results for the approach with a static structure. As can be seen,
for the Soybean data set, for some of the dispersed sets, the use of the method for
attribute selection did not affect the quality of the classification. For the systems with
three and eleven resource agents WSDAg1, WSDAg5, better results were obtained
using the attribute selection. In the case of the Landsat Satellite data set and all of
the considered dispersed sets, the replacement of the sets of attributes by reducts
resulted in an improved quality of the classification.

It should also be noted that the biggest differences in the values of the measure e
were observed for the Landsat Satellite data set and the dispersed system with three
resource agents. In the case of the Vehicle Silhouettes data set, mostly poorer results
were obtained after using attribute selection. In the case of the Dermatology data set,
for some of the dispersed sets, the use of the method for attribute selection did not
affect the quality of the classification. For the systems with five and nine resource
agentsWSDAg2,WSDAg4, better results were obtained using the attribute selection.
For the Audiology data set, two times better results were obtained and two times
worse results were obtained after applying attribute selection method.
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8.6.2 Results for Dynamic Structure with Disjoint Clusters

Table8.4 shows the results for the approach with a dynamic structure and disjoint
clusters. This time, for the Soybean data set, in most of the dispersed sets, the use of
the method for attribute selection improved the quality of the classification (the only
exception was the system with seven resource agents WSDdyn

Ag3). In the case of the
Landsat Satellite data set and all of the considered dispersed sets, the replacement
of the sets of attributes by reducts resulted in an improved the quality of the classi-
fication. However, this time differences in the values of the measure e were not as
noticeable as before. In the case of the Vehicle Silhouettes data set, mostly poorer
results were obtained after using attribute selection. In the case of the Dermatology
data set, the use of the method for attribute selection did not affect the quality of the
classification. For the Audiology data set for two of the dispersed sets (with nine and
eleven resource agents WSDAg4, WSDAg5), better results were obtained.

8.6.3 Results for Dynamic Structure with Inseparable
Clusters

Table8.5 shows the results for the approach with a dynamic structure and inseparable
clusters.As canbe seen, for theSoybeandata set andmost of the dispersed sets, poorer
results were obtained using the method for attribute selection (the only exceptions
are the systems with nine and eleven resource agents WSDdyn

Ag4, WSDdyn
Ag5). In the

case of the Landsat Satellite data set and all of the considered dispersed sets, the
replacement of the sets of attributes by reducts resulted in an improved quality of
the classification. In the case of the Vehicle Silhouettes data set and the system with
three resource agents WSDdyn

Ag1, poorer results were obtained after using attribute
selection. In the case of the Dermatology data set, better results were obtained once
(for the system with five WSDdyn

Ag2) and worse results were obtained once (for the

system with seven WSDdyn
Ag3). For the Audiology data set and most of the dispersed

sets, poorer results were obtained.

8.6.4 Results for Dynamic Structure with Negotiations

Table8.6 shows the results for the approach with a dynamic structure and negotia-
tions. In this case, for the Soybean data set, the Landsat Satellite data set and the
Dermatology data set, for most of the considered dispersed sets, better results were
obtained when applying the method of attribute selection. The only exceptions were
the systems for the Soybean data set with three and five resource agents WSDdyn

Ag1,

WSDdyn
Ag2 and the system with seven resource agents WSDdyn

Ag3 for the Dermatology
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data set. The biggest differences in the values of the measure e were observed for the
Landsat Satellite data set and the dispersed system with three resource agents and
for the Soybean data set and the dispersed system with seven resource agents. In the
case of the Vehicle Silhouettes data set and the Audiology data set, poorer results
were obtained after using attribute selection.

8.6.5 Comparison of All Methods

A graph was created in order to give a detailed comparison of the results with and
without attribute selection. Figure8.1 presents the values of the estimator of clas-
sification error for the results given in Tables8.3, 8.4, 8.5 and 8.6. The results for
four approaches to creating a system’s structure are marked on the graph. Only the
results obtained for larger average size of the global decisions sets are presented
on the graph. For each of the dispersed sets, the results with using the method of
attribute selection are given on the left side and the results without the use of attribute
selection are presented on the right side of the graph.

The following conclusions and observations can be made based on Fig. 8.1. Con-
sidering all of the presented results, it can be observed that:

• the method with a dynamic structure and negotiations obtained the best results for
eleven dispersed sets (for the Soybean data set and systems WSDdyn

Ag1, WSDdyn
Ag2

and WSDdyn
Ag4, for the Landsat Satellite data set and both systems that were con-

sidered, for the Dermatology data set and systems WSDdyn
Ag1, WSDdyn

Ag3, WSDdyn
Ag4

and WSDdyn
Ag5, for the Audiology data set and systems WSDdyn

Ag1 and WSDdyn
Ag2);• the method with a dynamic structure and inseparable clusters obtained the best

results for eleven dispersed sets (for the Soybean data set and systemsWSDdyn
Ag1 and

WSDdyn
Ag2, for the Dermatology data set and systemsWSDdyn

Ag1,WSDdyn
Ag2,WSDdyn

Ag4

and WSDdyn
Ag5, for the Audiology data set and all systems);

• the method with a static structure received the best results for seven dispersed sets
(for the Soybean data set and systemsWSDAg3,WSDAg5, for the Landsat Satellite
data set and systemWSDdyn

Ag2, for the Vehicle Silhouettes data set and both systems
that were considered, for the Dermatology data set and the Audiology data set and
system WSDdyn

Ag1);• the method with a dynamic structure with disjoint clusters obtained the best
results for seven dispersed sets (for the Dermatology data set and systems
WSDdyn

Ag1, WSDdyn
Ag2, WSDdyn

Ag4 and WSDdyn
Ag5, for the Audiology data set and sys-

tems WSDdyn
Ag1, WSDdyn

Ag3 and WSDdyn
Ag5).
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Fig. 8.1 Comparison of the
results with and without
attribute selection
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8.6.6 Comparison for Data Sets

In the case of the Soybean data set and dynamic approaches, the selection of attributes
improved the efficiency of the classification for dispersed sets with a greater number
of resource agents; for a smaller number of resource agents, poorer results were
received. For the Soybean data set, the application of the selection of attributes
had the least impact on the efficiency of the classification in the method with a
static structure.

In the case of the Landsat Satellite data set, the use of the method for attribute
selection improved the efficiency of the classification for all of the considered meth-
ods. The smallest differences in the values of themeasure ewere noted for themethod
with a dynamic structure and inseparable clusters.

In the case of the Vehicle Silhouettes data set, better results were obtained without
the use of the method for attribute selection. It is suspected that the reason for this
is the discretization of continuous attributes, which had to be made for the Vehicle
Silhouettes data set. Only for the system with five resource agents WSDdyn

Ag2 and the
method with a dynamic structure and inseparable clusters did the use of the attribute
selection method improve the result.

In the case of the Dermatology data set, in most cases, the selection of attributes
improved or did not affect the efficiency of the classification.

In the case of the Audiology data set, for a dynamic structure with insepara-
ble clusters and a dynamic structure with negotiations, better results were obtained
without the use of the method for attribute selection.

8.7 Conclusion

Research in which the method for attribute selection that is based on the rough
set theory was employed in a dispersed system is presented here. Four different
approaches to the creation of a dispersed system’s structure were considered: the
approach with a static structure, the approach with a dynamic structure and disjoint
clusters, the approach with a dynamic structure and inseparable clusters and the
approach with a dynamic structure and negotiations.

In the experimental part of the chapter, a presentation of the executed experiments
and their results for five data sets from the UCI Repository were given. The results
with and without the use of the method for attribute selection were compared for
each approach separately. It was noted that the method for attribute selection did
not improve the quality of the classification for all approaches and data sets (e.g.
the method with a dynamic structure and inseparable clusters and the Soybean data
set; the Vehicle Silhouettes data set). However, in most cases, better results were
obtained after the application of this method.
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Chapter 9
Feature Selection Approach for Rule-Based
Knowledge Bases

Agnieszka Nowak-Brzezińska

Abstract The subject-matter of this study is knowledge representation in rule-based
knowledge bases. The two following issueswill be discussed herein: feature selection
as a part of mining knowledge bases from a knowledge engineer’s perspective (it
is usually aimed at completeness analysis, consistency of the knowledge base and
detection of redundancy and unusual rules) as well as from a domain expert’s point
of view (domain expert intends to explore the rules with regard to their optimization,
improved interpretation and a view to improve the quality of knowledge recorded in
the rules). In this sense, exploration of rules, in order to select the most important
knowledge, is based, in a great extent, on the analysis of similarities across the rules
and their clusters. Building the representatives for created clusters of rules bases
on the analysis of the left-hand sides of this rules and then selection of the best
descriptive once. Thus we may treat this approach as a feature selection process.

Keywords Knowledge base · Inference algorithms · Cluster analysis · Outlier
detection · Rules representatives · Rules visualization

9.1 Introduction

Feature selection have become the focus of much research in areas of application for
which datasets with tens or hundreds of thousands of variables are available. These
areas include text processing of Internet documents or gene expression array analy-
sis, and many others. The objective of variable selection is three-fold: improving the
prediction performance of the predictors, providing faster and more cost-effective
predictors, and providing a better understanding of the underlying process that gen-
erated the data. There are many potential benefits of variable and feature selection:
facilitating data visualization and data understanding, reducing the measurement and
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storage requirements, reducing training and utilization times, defying the curse of
dimensionality to improve prediction performance [6, 8]. Clustering has long been
used for feature construction. The idea is to replace a group of “similar” variables
by a cluster centroid, which becomes a feature [18]. However, when we take the
results of the clustering process (clusters), and then, using different techniques we
select descriptors which represent the clusters in the best possible way, we may call
it feature selection approach. The idea proposed in this paper corresponds to such an
approach.The main author’s motivation for interesting in feature selection methods
was the necessity of finding efficient techniques for managing large set of rules in the
rule-based knowledge bases (KBs). Last thirty years has brought an enormous inter-
est in integrating database and knowledge-based system (KBS) technologies in order
to create an infrastructure for modern advanced applications, as KBs which consist
of database systems extended with some kind of knowledge, usually expressed in the
form of rules. The size of the KBs is constantly increasing in volume and type of the
data saved in rules ismore complex, thus this kind of knowledge requiresmethods for
its better organization. If there is no structure in which rules would be organized in,
the system is unfortunately inefficient. Managing large KBs is important from both
knowledge engineer and domain expert point of view. A knowledge engineer can, as
a result, take control of the verification of the KBs correctness in order to maximize
the efficiency of the decision support system to be developed, while a domain expert
can consequently take care of the completeness of the gathered information. There-
fore the methods of selecting the most crucial information from rules or their clusters
help to manage theKBs and ensure high efficiency of decision support systems based
on the knowledge represented in the form of rules.

The rest of the chapter is organized as follows: in Sect. 9.2 the general infor-
mation about the motivation of the author’s scientific goals is presented, including
the related works and proposed approach. It contains the description of the similar-
ity analysis as well as the pseudocode of the agglomerative hierarchical clustering
algorithm used for creating groups of rules. It also includes the introduction of the
methods for creating the representatives. Section9.3 describes the proposed meth-
ods of selection the features for best representation of created clusters of rules, based
on the Rough Set Theory. It contains definition of the lower and upper approxima-
tion-based approaches. The results of the experiments are included in Sect. 9.4. The
summarization of the research goals and results of the experiments fills the Sect. 9.5.

9.2 Feature Selection Methods for Rule Mining Processes

This chapter focuses mainly on selecting subsets of features that are useful to build
a good predictor or to be a good descriptor of the domain knowledge.Having a set of n
examples {xk, yk} (k = 1, . . . , n) consisting ofm input variables xk , i (i = 1, . . . ,m)
and usually one output variable yk , feature selection methods use variable ranking
techniques with a defined scoring function computed from the values xk ,i and yk ,
k = 1, . . . , n. Feature selection methods divide into wrappers, filters, and embed-
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ded methods. Wrappers utilize the learning machine of interest as a black box to
score subsets of variable according to their predictive power. Filters select subsets of
variables as a preprocessing step, independently of the chosen predictor. Embedded
methods perform variable selection in the process of training and are usually specific
to given learning machines [6, 8].The subject of the analysis are rules - a specific
type of data. Rules are logical statements (implications) of the „if condition1 & . . .&
conditionn then conclusion” type. It seems that there is no simpler way to express the
knowledge of experts and to make the rules easily understood by people not involved
in the expert system building. Theymay be given apriori by the domain expert or gen-
erated automatically by using one of many dedicated algorithms for rule induction.
An example of rule generated automatically from the dataset contact lenses
[11] is as follows:

(tear-prod-rate=reduced)=>(contact-lenses=none[12]) 12

and it should be read as: if (tear-prod-rate=reduced) then (contact-lenses=none)
which is covered by 12 of instances in the original dataset (50% of instances cover
this rule because the number of all instances in this dataset equals 24).

Rules have been extensively used in knowledge representation and reasoning as
they are very space efficient representation [10]. However, there appears a problem
when the number of rules is too high. Whenever we have large number of data to
analyze it is necessary to use an efficient technique for managing it. The example
is dividing those data into smaller number of groups. If some data are more similar
than other elements in the set, it is possible to build groups from them. In result,
in a given group there are only elements for which within similarity is greater than
some threshold. In the literature, it is possible to find numerous results of research
interest in methods for managing large sets of data (also the rules) based on the
clustering approach as well as joining and reducing rules [10]. Unfortunately, the
related works, possible to find in the literature, are usually based on the specific type
of rules, called association rules, and have many limitations in relation to the rules
that are the subject of the author’s research interest (an exemplar limitation is that fact
that association rules are generated automatically from data while the author analyze
KBs with rules that are possible to be given by domain experts).The author presents
an idea, in which, based on the similarity analysis, rules with similar premises are
merged in order to form a group. In this approach only the left hand side of the rules
is analyzed, but it is possible to take into account also the right side of the rules. The
results of the author’s previous research in this subject are included in [13].

In this study the author wants to show the way of the exploration of complex
KBs with groups of similar rules manipulating the forms of their representatives.
The role of the representatives of the rules’ clusters is very important. Knowing
the representatives of the clusters of rules the user of the KB has got the gen-
eral knowledge about every group (representative is a kind of the description for
a given group).Process of using the feature selection approach in the context of
the rules and their clusters is as follows. At the beginning KB contains N rules:
KB = {r1, r2, . . . , ri, . . . , rN }. After clustering process,KB becomes a set of g groups
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of rules R = {R1,R2, . . . ,Rl, . . . ,Rg}. For such groups we need to build representa-
tives. This is a main step of the feature selection process. By using a defined criteria
we try to select, from every group of rules, premises (pairs (attribute, value)) which
describe the groups in the best possible way. It is not a trivial task as there are differ-
ent number of premises in the left hand side of the rules, rules may create a queue,
rules my not have at least one common premise etc. Thus the process of selection
the features that describe the rules in a given group in an optimal way is so important
and worth to analyze.

The author spent a lot of time analyzing and proposingmethods for rules’ and their
clusters’ representation. It is very important to choose the form of the representative
properly as this influences the results of further analysis. Feature selection process
is based here on the Rough Set Theory (RST ) (described in Sect. 9.3). RST allows
to make a choice between lower and upper approximation approach for a given set,
which is in this way a set of rules’ clusters representatives. Lower approximation
approach provides a general description while the upper approximation approach
results in creating more detailed description for created groups of rules. To create
such representatives we make selection of the descriptors (pairs of the attributes and
their values) from the left hand side of the rules to represent the whole group of rules.
It is very important to find the most efficient descriptions as they influence on the
overall efficiency of the knowledge extraction process, realized by every decision
support system (DSS).

9.2.1 Significance of Rules Mining Process

Exploration ofKBs can run in different ways, depending on who is to be the recipient
of the results. If it is carried out by the knowledge engineer it usually results in
knowing the rules which are unusual, redundant or inconsistent. If the number of
rules is too high, the exploration of KBmay result in dividing the rules in the smaller
pieces (groups). Thanks to this, the knowledge engineer can manage the set of the
rules in an efficient way. If the knowledge exploration is carried out from the user
point of view, it is usually focused on the time and the form of discovering new
knowledge from a knowledge hidden in rules. If the knowledge mining process
concerns the domain expert it aims in finding a knowledge useful for improving the
quality of the knowledge already being saved in the set of rules. Thanks to mining of
KBs, domain experts can get information about frequent and rare (unusual) patterns
in rules, what in turn can speed up the process of deeper analysis of the field.

This study presents the aspects of theKB’s exploration especially from the knowl-
edge engineer and domain expert point of view. Rules in a given KB can be given
apriori by a domain expert or generated automatically from the data. In both cases the
domain expert may wish to analyze the knowledge hidden in rules and if the number
of rules is too big, this process can be inefficient. Exploration of KB in the context
of clusters of rules’ representation allows the domain expert to know in what way (if
only) the knowledge is divided, whether it contains many groups of different rules,
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or a few groups of many rules. The first case corresponds to a situation in which
the domain of the expert knowledge is dispersed into many aspects (i.e. many varied
medical types of diseases), while the second one to the situation when the knowledge
is focused on one (or a few) direction, and probably there is a need to explore the
knowledge of the expert in order to induce new rules, which would describe the new
cases. Both of the cases allows the domain expert to improve the knowledge by its
deeper or wider exploration.The knowledge engineer may wish to know if there are
some unusual rules, redundant rules or if there are any inconsistency hidden in rules.
It is possible to get such an information by using clustering techniques. By analyzing
the created structure of the groups of rules, the knowledge engineer can see much
more information than it is possible to see when the rules are not clustered. Achiev-
ing small number of large clusters means that the knowledge in a given domain is
focused on one or few pieces of it, and maybe it is necessary to analyze it more
carefully in order to discover any new important features which could make the rules
more varied. If there are many small clusters of rules it probably means that there are
a small number of rules describing different types of the cases (saved in each cluster
of rules). Each of these cases should be verified because it affects the quality of the
knowledge in a given DSS. All the issue related to the process of clustering the rules
and verifying the created structure are described in detail in Sect. 9.2.5.

From the domain expert point of view, knowledge exploration process is realized
inter alia by the clusters of rules’ representatives, which allow the domain expert
to gain the full description of the knowledge hidden in rules. By creating the repre-
sentative for every cluster of rules it is possible know the character of the domain
knowledge very fast. An approach proposed in this research, based on two types of
the representation: more general and more detailed, allows the domain expert, for
example, to find the attributes (with their values) which appear in every rule (or the
majority of the rules) and describe every cluster of rules. Such an attribute is not
valuable to keep in the cluster’s description. All the details of the methods used to
create the rules’ representatives are included in Sect. 9.3.

9.2.2 Feature Selection in the Rules and Their Clusters

Inmachine learning and statistics, feature selection is the process of selecting a subset
of relevant features (variables or predictors) in order to simplify the representation of
knowledge in a given system. It also assumes that the data containsmany features that
are either redundant or irrelevant, and can thus be removed without incurring much
loss of information. The presented approach contains selection for the representatives
of the rules clusters in KB the premises which match the defined requirements.
Neither of the lengths of the representatives: too big nor too small are not welcome.
Representatives should not contain premises which are common for majority of
created clusters because they will not allow for distinction between groups of rules.
Therefore it is so important to build representatives properly.
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9.2.3 Related Works

An interesting and effective approaches to the problem with managing large sets of
rules and necessity of their partitioning can be found in [9, 12, 15, 16, 18], where
known systems like CHIRA, XTT2 or D3RJ are described. In CHIRA, rules are
aggregated if their premises are built from the same conditional attributes or if the
premises of one rule are a subset of the premises of the other [16]. In [15] rules that lie
close to each other are joined if their joint causes no deterioration in accuracy of the
obtained rule. XTT2 provides a modularized rule base, where rules working together
are placed in one context corresponding to a single decision table [12] while D3RJ
is a method which produces more general rules, where each descriptor can endorse
the subset of values [9]. In most of these tools, a global set of rules is partitioned
by the system designer into several parts in an arbitrary way. Unfortunately, none of
these tools can be simply used to mineKBs described at the beginning of this chapter.
They use different approaches than clustering based on similarity analysis, therefore
it is not possible to compare the results of using author’s implementation and these
tools, as they require different input data format.

The representation of clusters in literature focuses on so called centroid ormedoid
point. But this representation does not match for the representation of groups of rules
with labels containing different number of pairs (attribute, value) in its conditional
part. It is impossible to count the center point of a cluster of rules. We rather need to
construct a symbolic description for each cluster, something to represent the infor-
mation that makes rules inside a cluster similar to each other and that would convey
this information to the user. Cluster labeling problems are often present in mod-
ern text and Web mining applications with document browsing interfaces [17]. The
authors present the idea of so called Description Comes First (DCF) approach which
changes the troublesome conventional order of a typical clustering algorithm. It sep-
arates the processes of candidate cluster label discovery (responsible for collecting
all phrases potentially useful for creating good cluster label) and data clustering. Out
of all candidate labels only these which are „supported” (most similar) to cluster cen-
troids discovered in parallel are selected. In this study, instead of finding a centroid
point of a given cluster we try to find a set of features that match a given condition
(appropriate frequency) for being a good representative.

9.2.4 Clustering the Rules Based on the Similarity Approach

An approach presented in this research is based on both clustering the rules and
creating the representatives for them. Subject of analysis are rules. They may be
formed using both type of the data representation: quantitative and qualitative. The
majority of clustering approaches are based on the assumption of measuring the dis-
tance between analyzed objects and merging those with the smallest distance. Many
of the implementations are based on the calculating the distances between the data,
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what means that, if the dataset contains the data in the other type of representation
(qualitative), it is impossible to measure the distance for such data and usually
they are overlooked in the analysis. In case of mixed type of the analyzed data,
it is necessary to use measures which enable to compare the data without calculating
the distances between them—and the measures which allow for this are usually
similarity-based measures.

A large number of similarity coefficients have been proposed in the literature [2,
4], from which three were implemented and further analyzed:

• simple matching coefficient (SMC),
• Jaccard measure,
• Gower measure.

In all similarity measures, described in this work, similarity S between two rules
ri and rj can be denoted as weighted sum of similarities sk considering k-th common
attribute of these rules. This can be written as Eq. (9.1):

S(ri, rj) =
∑

k:ak∈(A(ri)∩A(rj))
wksk(rik, rjk), (9.1)

where A(r) is set of attributes of rule r, wk is the weight assigned to k-th attribute
and rik and rjk are values of k-th attributes of i-th and j-th rule respectively.

Simple matching coefficient (SMC) [13] is the simplest measure of similarity
considered in this work. It handles continuous attributes the same way it does with
categorical attributes, namely (Eq. (9.2)):

s(rik, rjk) =
{
1 if rik = rjk,
0 otherwise.

(9.2)

In this case, however, overall similarity of rules S is simple sum, as weight wk of
each attribute is equal to 1. Due to that fact this similaritymeasure tends to favor rules
with more attributes. More advanced form of this measure is Jaccard index [3]. It
eliminates aforementioned drawback of SMC by setting weightwk = 1

Card(A(ri)∪A(rj)) ,
where Card : V → N is the cardinality of a set.

Lastmeasure described in thiswork isGower index [5]—themost complicatedone
as it handles categorical data differently from numerical data. Similarity considering
categorical data is count the sameway as in case of the Jaccard or the SMCmeasures.
Similarity of continuous attributes can be denoted as following (Eq. (9.3)):

s(rik, rjk) =
{
1 − |rik−rjk |

range(ak)
if range(ak) �= 0,

1 otherwise,
(9.3)

where range(ak) = max(ak) − min(ak) is range of k-th common attribute.
In the experiments, all measures described in this subsection were used as a para-

meter of the clustering algorithm. The author wanted to check their influence on
resultant structure of clustering. It was shown that e.g., some of them tends to
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generate structures with larger number of ungrouped rules and that different sim-
ilarity measures influences average length of cluster representative, thus allowing
one to consider KB partitioning basing on cluster representatives length.

9.2.5 Clustering the Rules

The proposed concept assumes division of a given KB into coherent subgroups of
rules. This section presents the basic concepts and notations of clustering the rules
from a given KB. Let us assume that KB is a single set KB = {r1, . . . , ri, . . . , rN }
without any order ofN rules. Each rule ri ∈ KB is stored as aHorn’s clause defined as:

ri : p1 ∧ p2 ∧ . . . ∧ pm → c,

where pf is f -th literal (a pair of an attribute and its value) (a, vai ) (f = 1, 2, . . . ,m).
Attribute a ∈ A may be a conclusion of rule ri as well as a part of the premises.

In mathematical meaning, clustering the rules is a collection of subsets {Rd}d∈D of
R such that: R = ⋃

d∈D Rd and if d, l ∈ D and d �= l then Rd ∩ Rl = ∅. The subsets
of rules are non-empty and every rule is included in one and only one of the subsets.
The partition of rules PR ⊆ 2R : PR = {R1,R2, . . . ,Rg}, where: g is the number of
groups of rules creating the partitionPR andRg is g-th group of rules generated by the
partitioning strategy (PS). It is a general concept, however from the author’s research
point of view the most interesting is the similarity based partition, which finds pairs
of the most similar rules iteratively. The process terminates if the similarity is no
longer at least T or if the number of created clusters match a given condition. In
result the g groups of rules R1,R2, . . . ,Rl, . . . ,Rg is achieved.At the beginning of
the clustering process there are only single rules to combine in groups, but when
two rules ri, rj create a group Rl we need to know how to calculate the similarity
between two groups Rl1 ,Rl2 or between a group Rl and a single rule ri. The similarity
measures presented above work properly for single rules as well as for their groups.
The similarity of groups Rl1 and Rl2 is determined as the similarity between their
representatives Representative(Rl1) and Representative(Rl2), as follows:

sim(Rl1 ,Rl2) = |Representative(Rl1) ∩ Representative(Rl2)|
|Representative(Rl1) ∪ Representative(Rl2)|

.

The efficiency of the created structure of objects, when using clustering approach,
depends strongly on the type of the clustering. There are twomain types: hierarchical
and partitional-based techniques. The author wanted the results of the clustering to
be resistant to the outliers in rules, and to make the results independent on the user
requirements, thus the hierarchical techniques (Agglomerative Hierarchical Cluster-
ing algorithm AHC) was chosen to being implemented [7, 19]. The author needed
to made small modifications in the classical version of this algorithm. Clustering
algorithm proposed by the author looks for two the most similar rules (related to
their premises) and combine them iteratively. Very often there are KBs in which
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many rules are totally dissimilar (do not have at least one common premise). That is
why it was natural to form a termination condition somehow. Usually, the resultant
structure contains both some number of groups of rules and a set of small groups
of rules with only one (singular) rule inside (they will be called ungrouped rules).
At the beginning each object is considered a cluster itself (or one may say that each
object is placed within a cluster that consists only of that object). The pseudocode
of the AHC algorithm [7] is presented as follows.

Algorithm 9.1: Pseudocode of the AHC algorithm
1. Require stop condition sc, ungrouped set of rules KB = {r1, r2, . . . , ri, . . . , rN };
2. Ensure R = {R1,R2, . . . ,Rl, . . . ,Rg} grouped tree-like structure of objects;
3. procedure Classic AHC Algorithm( sc,KB )
4. begin
5. var M - similarity matrix that consists of every clusters pair similarity value;
6. Place each rule ri from KB into a separate cluster.;
7. Build similarity matrix M;
8. Using M find the most similar pair of clusters and merge them into one;
9. Update M;
10. ifsc was met then
11. end the procedure;
12. else
13. REPEAT from step 3.
14. endif
15. RETURN the resultant structure.
16. end procedure

Themost important step is the second one, in which the similarity matrixM is cre-
ated based on the selected similarity measure and a pair of the two most similar rules
(or groups of rules) are merged. In this step two parameters are given by a user: the
similarity measure and the clustering method. The author decides to compare in this
research results of the clustering rules based on changing the clustering parameters.
In this work clustering is stopped when given number of clusters is generated.

When the clustering process is finished, the process of forming the
representatives—a kind of feature selection approach—begins. Every created clus-
ters of rules is labeled with the two type of the representatives (described in details
in Sect. 9.3). Thanks to such a solution, it is possible to mine the knowledge hidden
in clusters of rules by analyzing their representatives.

It is worth to mention at this moment, that too many clustering parameters used
in clustering process (like the number of desired clusters, the similarity measure,
the clustering method) finally result in varied structures of the created hierarchy of
clusters of rules. The resultant structure of clusters of rules can be evaluated by the
analysis of different parameters, from which the following are the most informative:
the number of clusters, the size of the biggest cluster, the number of ungroupedobjects
(dissimilar to the other). The knowledge that is explored from the created clusters
of rules depends on the method of creating their representatives. If too restrictive
techniques are used then it is possible to achieve an empty representatives, while
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too small requirements can results in achieving too long clusters’ representatives,
which are difficult to analyze by the user. All these parameters are the subject of
the experiments taken in this study. The results of the experiments are presented in
Sect. 9.4.

Apart from the usual choice of similarity functions, linkage criterion must be
selected (since a cluster consists of multiple objects, there are multiple candidates
to compute the distance to). The most popular methods (known also as inter-cluster
similarity measure) are Single Link (SL), Complete Link (CoL), Average Link (AL)
and Centroid Link (CL). They were described by the author in [14].

9.2.6 Cluster’s Representative

It is very important for data to be presented in the most friendly way. Clustering a set
of objects is not only about the dividing the objects into some number of groups,
taking into account their similarity. It is also about giving the informative descriptions
to the created clusters.

In the literature, the most often used form of the representative for a created
cluster of objects, is the method based on the idea of so called centroid point. In
mathematics and physics it is the point at the center of any shape, sometimes called
center of area or center of volume. The co-ordinates of the centroid are the average
(arithmetic mean) of the co-ordinates of all the points of the shape. For a shape of
uniform density, the centroid coincides with the center of mass which is also the
center of gravity in a uniform gravitational field.

Sometimes the centroid is replaced by the so called medoid, which is nothing
more than the representative of a cluster with a data set whose average dissimilarity
to all the objects in the cluster is minimal. Medoids are similar in concept to means
or centroids, but medoids are always members of the data set. Medoids are most
commonly used on data when a mean or centroid cannot be defined.

When there are a multi-dimensional space of the knowledge representation, it
is difficult to built the representative which would be suitable for all the data from
a given cluster. When the data, for which the representative is being created, are
complex and there are many of varied data in a given cluster, a good technique to
built the representative is taking into account only those information which is met in
the majority of data from this particular group.

There are numerous ways for achieving different type of the representatives.
In author’s previous research the representative was created in the following way.

Having as input data: cluster C, and a threshold value t [%], find in the cluster’s
attributes set A only these attributes that can be found in t rules and put them in set
A′. Then for each attribute a ∈ A′ check if a is symbolic or numeric. If it is symbolic
then count modal value, if numeric - average value and return the attribute-value
pairs from A′ as cluster’s representative. The representative created this way contains
attributes that are themost important for thewhole cluster (they are common enough).
This way the examined group is well described by the minimal number of variables.
However the author saw the necessity to analyze more methods for creating clusters’
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representatives and their influence on the resultant structure efficiency. Thus, in this
study other approaches, called by the author as the lower and theupper approximation
based representatives, are presented.

9.3 Rough Set Approach in Creating Rules’ Clusters
Representatives

The similarity between rules in KB is measured using the approach based on the
notions of indiscernibility relation, which is a central concept in Rough Set The-
ory (RST ). The indiscernibility relation allows to examine the similarity of objects
[1]. Objects are considered indiscernible if they share the same values for all the
attributes. In the proposed approach, this strict requirement of indiscernibility defined
in canonical RST is relaxed. Because the clustering is done based on the assumption
that objects are similar rather than identical (when we use indiscernibility relation for
similarity measure) we may still deem two objects indiscernible, even if attributes
that discern them exist, but their number is low. The larger the value of a similarity
coefficient, the more similar the objects are.

This section presents the basic notion of the indiscernibility relation
and both lower and upper approximation which inspired the author in the research
on rules clustering.

Arbitrary rules ri, rj ∈ KB are indiscernible by PR (ri P̃R rj) if and only if ri and
rj have the same value on all elements in PR:

IND(PR) = {(ri, rj) ∈ KB × KB : ∀a∈PR a(ri) = a(rj)}.

Obviously, the indiscernibility relation, associated with PR, is an equivalence
relation on PR. As such, it induces rules partition, denoted PR∗, which is a set of all
equivalence classes of the indiscernibility relation. It does not necessarily contain
a subset of attributes. It may also include the criterion of creating groups of rules, i.e.
groups of rules with at least m number of premises or groups of rules with premises
containing a specific attribute or particular pair (attribute, value).

Indiscernibility relation IND(C) related to the premises of rules (C) (here denoted
as cond(ri) and cond(rj)) is as follows:

IND(C) = {(ri, rj) ∈ R × R : cond(ri) = cond(rj)},

and it means that rules ri and rj are indiscernible by PR (identical).
Extending indiscernibility relation IND(C) to the similarity context, we may say

that indiscernibility relation IND(C) related to the premises of rules can be defined
in the following way:

IND(C) = {(ri, rj) ∈ R × R : sim(cond(ri), cond(rj)) ≥ T}

where T is some given threshold for minimal similarity.
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9.3.1 Lower and Upper Approximation Approach

The essence ofRST is that it is a very general technique for approximating a given set
and can be very useful while forming the groups’ representatives. Clusters’ represen-
tatives influence the quality of rules partition (cohesion and separation of the created
groups) and the efficiency of the inference process. Many different approaches can
be found to determine representatives for groups of rules: (i) the set of all premises
of rules that form group Rl, (ii) the conjunction of the selected premises of all rules
included in a given group Rl as well as (iii) the conjunction of the premises of all
rules included in a given group Rl. An approach inspired by RST with lower and
upper approximations (details are included in the next subsection) enables managing
the process of finding unusual rules and exacting relevant rules or the most relevant
rules (when it is impossible to find exact rules).

9.3.1.1 The Definition of the Lower and Upper Approximation

If X denotes a subset of universe element U (X ⊂ U ) then the lower approximation
of X in B (B ⊆ A) denoted as BX , is defined as the union of all these elementary sets
which are contained in X: BX = {xi ∈ U |[xi]IND(B) ⊂ X}.

Upper approximation BX is the union of these elementary sets, which have a
non-empty intersection with X:BX = {xi ∈ U |[xi]IND(B) ∩ X �= ∅}.

According to the definition of the lower and upper approximation of a given set
we may say that the lower approximation forms representatives (for groups of rules)
which contain only premises of rules which are present in every rule in a given
group, while the upper approximation contains all premises which at least once were
present in any of the rules in this group. It allows for defining for every group Rl the
following two representatives:

• Representative(Rl) - for lower approximation set of the cluster’s of rules Rj rep-
resentatives,

• Representative(Rl) - for upper approximation.

The lower approximation set of a representative of group Rl is the union of all
these literals from premises of rules, which certainly appear in Rl, while the upper
approximation is the union of the literals that have a non-empty intersection with the
subset of interest. The definition of the lower approximation of Representative(Rl)

is as follows:

Representative(Rl) = ⋃{pf : ∀ri∈Rl pf ∈ cond(ri)},
and it contains all premises which definitely form all rules in this group, while the
upper approximation contains premises of rules which possibly describe this group,
and it is as follows:

Representative(Rl) = ⋃{pf : ∃ri∈Rl pf ∈ cond(ri)}.
There are rules, which have some premises common with some (not all) of the

rules in groupRl and that is why these premises do not form the lower approximation.
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9.3.1.2 The Example of Feature Selection Process for the
Representatives of the Clusters of Rules

Let us assume that the KB contains the following rules:

r1 : (a, 1) ∧ (b, 1) ∧ (c, 1) → (dec,A)
r2 : (a, 1) → (dec,B)
r3 : (d, 1) → (dec,A)
r4 : (d, 1) ∧ (e, 1) → (dec,C)
r5 : (a, 1) ∧ (d, 1) → (dec,B)

After using the AHC algorithm for clustering the rules two groups R1 containing
rules r3, r4 and R1 containing rules r1, r2, r5 are created. The groups’ representatives
for clusters R1 and R2 are as follows:

• for a cluster R1 = {r3, r4} the feature selection process results in creating the fol-
lowing representatives:

– Representative(R1) = {(d, 1)},
– Representative(R1) = {(d, 1), (e, 1)},

• for a cluster R2 = {r1, r2, r5} he following representatives are selected:

– Representative(R2) = {(a, 1)},
– Representative(R2) = {(a, 1), (b, 1), (c, 1), (d, 1)}.

It means that literal (d, 1) appears in every rule in this group while (e, 1)makes rule
r4 distinct from r3. In other words, (d, 1) certainly describes every rule in group R1

while (e, 1) possibly describes this group (there is at least one rule which contains
this literal in the conditional part).

9.3.2 KbExplorer - A Tool for Knowledge Base Exploration

It is worth to mention that all the author’s research in the area of DSS was focused
on the implementation of inference algorithms for rules and clusters of rules. In
result, the kbExplorer system (http://kbexplorer.ii.us.edu.pl/) was created. It is
an expert system shell that allows for flexible switching between different inference
methods based on knowledge engineer preferences.The user has the possibility of
creating KBs using a special creator or by importing a KB from a given data source.
The format of theKBs enables working with a rule set generated automatically based
on the rough set theory as well as with rules given apriori by the domain expert. The
KB can have one of the following file formats: XML, RSES, TXT. It is possible to
define attributes of any type: nominal, discrete or continuous. There are no limits for
the number of rules, attributes, facts or the length of the rule.
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9.4 Experiments

The goal of the experiments was to analyze varied KBs in order to explore the
knowledge hidden in them. The aim of the author was to check whether the process
of clustering and creating the representatives of created clusters of rules enables to
mine useful knowledge. Having a hierarchy of the clusters of rules, with their rep-
resentatives, it should be possible to extract a meta-knowledge about the knowledge
stored in a given KB. Such a meta-knowledge may be treated as a kind of informa-
tion (data) selected from a given KB. The process is not trivial, therefore a short
explanation is given in next subsection additionally.

9.4.1 From Original Data to the Rules

The experimentswere carried out on four differentKBs from theUCIMachineLearn-
ing Repository [11]. Original datasets were used in order to generate the decision
rules using RSES software and LEM2 algorithm [1]. The group of algorithms noticed
as LEM (Learning from Examples Module) contains two versions. Both are compo-
nents of the data mining system LERS (Learning from Examples using Rough Sets)
based on some rough set definitions. For this particular research rules were generated
using LEM2 version, based on the idea of blocks of attribute-value pairs, but there
is no restriction for the method of rules induction. It is most frequently used since in
most cases it gives better results than other algorithms. In general, LEM2 computes
a local covering and then converts it into a rule set. Then the kbExplorer system is
used to analyze the similarities of rules and to create the structure of clusters of rules.
The system allows to use different clustering parameters like similarity measures,
clustering methods, the number of created clusters as well as the method responsible
for creating the representatives for clusters. The analysis of the influence of all this
parameters on the efficiency of knowledge mining process was the main goal of the
experiments. The next subsection presents the results of the experiments. The analy-
sis of the results as well as the summarization of the presented research are included
in the end of this section.

9.4.2 The Results of the Experiments

The analyzed datasets have got different characteristics: taking into account the
number of attributes, as well as the type of the attributes, and the number of rules.
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Table 9.1 The general characteristic of the analyzed KBs

p < 0, 05 AttrN RulesN NodesN ClusterN

Diabetes.rul 9 490 957 ± 12.94 23.0 ± 12.94

Heart disease.rul 14 99 188 ± 5.48 10, 0 ± 5.48

Nursery.rul 9 867 1704 ± 18.05 30.0 ± 18.05

Weater
symbolic.rul

5 5 7 ± 1.42 3.0 ± 1.42

Table 9.2 The number of the experiments

Similarity measure

Representative Gower SMC Jaccard Total

lowerApprox 160 160 160 480

upperApprox 160 160 160 480

Total 160 320 320 960

The smallest number of attributes was 5, the greatest 14. The smallest number of
rules was 5, the greatest 490. All the details of analyzed datasets are included in
Table9.1. The meaning of the columns in this table is as follows:

• AttrN - number of different attributes occurring in premises or conclusions of rules
in given knowledge base,

• RulesN - number of rules in examined knowledge base,
• ClustersN - number of nodes in dendrogram representing resultant structure.

Unless it was not specified otherwise, all the values in all Tables contains themean
value± the standard deviation. High standard deviation values result from different
clustering parameters, and therefore, big differences in values of parameters that had
been analyzed.

The number of starts of the clustering algorithm that had been made equal 960
(see Table9.2).

Taking into account twomethods of creating the representatives (lower and upper
approximation based approaches) for three different similarity measures (Gower,
Jaccard and the SMC measure) there were 160 executions of the clusterings for
a given similarity measure and the method for creating the representatives. Therefore
all of the combinations results in 960 in total. Taking into account the twomethods of
creating representatives and four clusteringmethods (SL,CL,CoL andAL) therewere
120 runs of the clustering processes for each option. 160 or 120 here are the number
of cases for all the examined datasets.The subject of the research is not related to the
classification problem. There is no need to provide a validation process. The goal of
the research was to show the method of selection information from the knowledge
hidden in rule-based KBs. The method is based on analyzing the similarity between
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Table 9.3 The values of the clustering parameters for analyzed KBs

p < 0, 05 BCS BRL U emptyR

Diabetes.rul 279.41 ± 162.84 85.50 ± 97.58 4.21 ± 7.73 6.67 ± 2.36

Heart disease.rul 45.80 ± 30.84 22.29 ± 23.30 2.19 ± 3.57 31.34 ± 27.98

Nursery.rul 378.90 ± 277.24 4.5 ± 3.51 3.79 ± 7.95 85.13 ± 87.13

Weater
symbolic.rul

3.0 ± 1.42 2.15 ± 1.24 2.20 ± 1.73 0.07 ± 1.91

Mean±SD 151.31 ± 201.48 30.88 ± 57.68 2.93 ± 5.63 31.29 ± 49.82

the rules and clustering similar rules. Labeling the created groups of rules by the
representatives is a kind of feature selection process.

The goal of the first experiment was to analyze the characteristics of differentKBs
in context of themost interesting parameters for clustering approach as the number of
rules in the biggest cluster, the length of the representative of the biggest cluster etc.
The results of this experiment are included in Table9.3. There are following para-
meters described in that table: U - number of singular clusters in resultant structure
of grouping, BRL - biggest representative length (number of descriptors in biggest
cluster’s representative) and BCS - biggest cluster size (number of rules in the cluster
that contains the most of them).

The performance of different similarity measures was evaluated in the context of
knowledge mining using information like: the number of rules clusters (ClustersN),
the number of ungrouped rules (U ), the sizes of the biggest cluster (BCS) and the
length of the most specific representative (BRL). More specific means more detailed,
containing a higher number of descriptors.The optimal structure of KBs with rules
clusters should contain the well separated groups of rules, and the number of such
groups should not be too high. Moreover, the number of ungrouped rules should
be minimal. Creating an optimal description of each cluster (representative) is very
important because they are used further to select a proper group (and reject all
the others) in the inference process, in order to mine knowledge hidden in rules
(by accepting the conclusion of the given rule as a true fact).The most important
experiment was focused on analyzing the influence of the chosen representative’s
type on the examined clustering parameters (U , BCS, BRL, etc.) as well as on the
frequencyof an appearanceof empty representative,which is the unexpected situation
and it is obvious that clustering with empty representatives is not a good clustering,
cause we loose an information about a group when we do not know its representative.

Table 9.4 The frequency of the empty representatives vs. Representative’s method

p < 0.05 siE anE Total

lApprox 449(93.54%) 31(6.46%) 480(50%)

uApprox 336(70%) 144(30%) 480(50%)

Total 785(81.77%) 175(18.23%) 960(100%)
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Table9.4 shows that in case of using lower approximation-based representative
(lApprox) in 93.54% of cases the representative sometimes was empty, and only
in 6.46% always was nonempty. In case of using upper approximation-based rep-
resentative (uApprox) in 30% of all clusterings examined during the experiments,
the representative was always nonempty. Symbols siE and anE have the following
meaning: siE - “sometimes the representative is empty”, while anE - “the represen-
tative is always nonempty”. This shows that the method that is used in the process
of creating the representatives influence, for example, on the frequency of the cases
in which the representatives are empty and thus uninformative.

Table9.5 presents the values of the examined clustering parameters (U , BCS,
BRL, etc.) when using lower or upper approximation-based representatives.

In case of the lower approximation-based representative (which is a method of
creating the short descriptions of clusters of rules) the length of the biggest rep-
resentative as well as the size of the biggest representative are tens times smaller
than in case of using the upper approximation-based representative. The number of
ungrouped rules is few times smaller when using the lower approximation-based
representative instead of the upper approximation-based representative. Therefore,
if we do not want to achieve too many outliers in KB, we should use the lower
approximation-based method.

The last, but not least, result of the experiments is presented in Table9.6, where
it is possible to compare the values of clustering parameters (U , BCS, BRL, etc.) for
both cases: clusterings with possible empty representative and clusterings for which
the representative of each cluster is always nonempty.

It is clearly seen that in case of clusterings without empty representatives the
size of the biggest cluster is greater than in case of clusterings with possible empty
representatives. What can be interesting is the fact that the number of ungrouped
rules (outliers) is twice greater when the representative is always nonempty. The
reason is the following: greater number of ungrouped rules is achieved when the

Table 9.5 The values of the clustering parameters for lower and upper approximation-based
method

p < 0.05 BCS BRL U emptyR

lApprox 144.2 ± 194.8 1.04 ± 0.3 1.8 ± 2.7 57.2 ± 60.7

uApprox 158.4 ± 207.9 60.7 ± 69.8 4.01 ± 7.3 6.0 ± 4.6

Total 151.3 ± 201.5 30.9 ± 57.7 2.9 ± 5.6 31.29 ± 49.8

Table 9.6 The values of the clustering parameters for cases of empty and nonempty representative

p < 0.05 BCS BRL U emptyR

siE 143.1 ± 179.7 36.6 ± 62.4 2.6 ± 5.1 38.6 ± 52.5

anE 188.1 ± 276.9 5.2 ± 2.9 4.2 ± 7.6 −1.0 ± 0.0

Total 151.3 ± 201.5 30.9 ± 57.7 2.9 ± 5.6 31.3 ± 49.8
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condition for merging rules or clusters of rules is no longer fulfilled. Such a situation
takes place when the rules or their clusters have no common part, and in
consequence the representatives of the clusters which would be created for such
elements are being empty.

9.4.3 The Summary of the Experiments

The results of the experiments allow to see that clustering parameters influence
significantly on the efficiency of the process of mining knowledge in a given KB.
They decide about the form and the size of the cluster and therefore they provide
different forms of cluster’s representation. Experiments have confirmed that the rep-
resentatives created by using lower approximation-based representatives result in
achieving much smaller length of the biggest representative as well as the size of the
biggest representative than in case of using the upper approximation-based represen-
tative. Themethod of creating representatives also affects the ability to detect outliers
in rules or rules clusters (the number of ungrouped rules is few times smaller when
using the lower approximation-based representative instead of the upper approxima-
tion-based representative).

9.5 Conclusion

The author introduces a method for KB’s exploration, based on the rules cluster-
ing idea inspired by the rough set theory (RST ). The proposed approach contains
smart representation of knowledge, based on general or detailed form of clusters’
descriptions. This research presents the results of the experiments which was based
on the comparison of using the two proposed approaches for differentKBs in the con-
text of varied parameters connected with clustering of rules and knowledge mining
approaches. An exploration of rules, in order to select the most important knowl-
edge, is based, in a great extent, on the analysis of similarities across the rules and
clusters andmaking use of the opportunities arising from cluster analysis algorithms.
An exploration of clusters of rules based on the Rough Set Theory approach can be
treated as a way of feature selection from the rules that form a given cluster, and thus
themethod of creating the representatives of rules clusters is so important.The proper
selection of all available clustering parameters (in this study three different similarity
measures, four clustering methods as well as a given number of clusters to create
are available) and methods of creating groups’ representatives (two defined meth-
ods for creating the representatives: lower and upper approximation-based approach
were considered in the experiments) enables efficient selection of the most important
information from the knowledge hidden in KBs that contain even very large number
of rules.
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The results of the experiments confirmed that the lower approximation based rep-
resentative’s method (the methods based on the rough set theory are examined in
this research) is relevant to the more general descriptions of the clusters of rules,
the highest frequency of the empty representatives, and the smallest number of
ungrouped rules, while the upper approximation-based representative’smethodmore
often causes greater length of the biggest representative and the higher number of
ungrouped rules.

In future the author plans to extend the analysis by using larger KB with
higher number of rules and/or attributes. It is also planed to check whether using
other clustering algorithms, than the analyzed for this research, leads to gain the
expected efficiency.
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14. Nowak-Brzezińska, A., Rybotycki, T.: Visualization of medical rule-based knowledge bases.
J. Med. Inform. Technol. 24, 91–98 (2015)

15. Pindur, R., Susmaga, R., Stefanowski, J.: Hyperplane aggregation of dominance decision rules.
Fundam. Inform. 61, 117–137 (2004)
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Chapter 10
Feature Selection with a Genetic Algorithm
for Classification of Brain Imaging Data

Annamária Szenkovits, Regina Meszlényi, Krisztian Buza, Noémi Gaskó,
Rodica Ioana Lung and Mihai Suciu

Abstract Recent advances in brain imaging technology, coupled with large-scale
brain research projects, such as the BRAIN initiative in the U.S. and the European
Human Brain Project, allow us to capture brain activity in unprecedented details. In
principle, the observed data is expected to substantially shape our knowledge about
brain activity, which includes the development of new biomarkers of brain disorders.
However, due to the high dimensionality, the analysis of the data is challenging, and
selection of relevant features is one of the most important analytic tasks. In many
cases, due to the complexity of search space, evolutionary algorithms are appropriate
to solve the aforementioned task. In this chapter, we consider the feature selection
task from the point of view of classification tasks related to functional magnetic
resonance imaging (fMRI) data. Furthermore, we present an empirical comparison of
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conventional LASSO-based feature selection and a novel feature selection approach
designed for fMRI data based on a simple genetic algorithm.

Keywords Functional magnetic resonance imaging (fMRI) · Functional
connectivity · Classification · Feature selection · Mild cognitive impairment ·
Biomarker

10.1 Introduction

Advanced brain imaging technology allows us to capture brain activity in unprece-
dented details. The observed data is expected to substantially shape our knowledge
about the brain, its disorders, and to contribute to the development of new bio-
markers of its diseases, including mild cognitive impairment (MCI). MCI represents
a transitional state between the cognitive changes of normal aging and very early
dementia and is becoming increasingly recognized as a risk factor for Alzheimer
disease (AD) [14].

The brainmay be studied at various levels. At the neural level, the anatomy of neu-
rons, their connections and spikes may be studied. For example, neurons responding
to various visual stimulii (such as edges) as well as neurons recognizing the direc-
tion of audio signals have been identified [49, 50]. Despite these spectacular results,
we note that C. Elegans, having only 302 neurons in total, is the only species for
which neural level connections are fully described [43]. Furthermore, in this respect,
C. Elegans is extremely simple compared with many other species. For example,
the number of neurons in the human brain is approximately 100 billion and each of
them has up to 10,000 synapses [16]. Imaging neural circuits of that size is difficult
due to various reasons, such as diversity of cells and limitations of traditional light
microscopy [27].

While neurons may be considered as the elementary components of the brain, at
the other end, psychological studies focus on the behavior of the entire organism.
However, due to the large number of neurons and their complex interactions, it is
extremely difficult to establish the connection between low-level phenomena (such
as the activity of neurons) and high-level observations referring to the behavior of
the organism. In fact, such connections are only known in exceptional cases: for
example, deprivation to visual stimuli causes functional blindness due to modified
brain function, in other words: the brain does not “learn” how to see, if no visual
input is provided [20, 46].

In order to understand how the brain activity is related to phenotypic conditions,
many recent studies follow an “explicitly integrative perspective” resulting in the
emergence of the new domain of “network neuroscience” [2]. While there are brain
networks of various spatial and temporal scale, in this study we focus on networks
describing functional connectivity between brain regions. Two regions are said to
be functionally connected if their activations are synchronized. When measuring
the activity of a region, usually, the aggregated activity of millions of neurons is
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captured as function of time. Spatial and temporal resolution (number of regions
and frequency of measurements) depend on the experimental technology. In case of
functional magnetic resonance imaging (fMRI), the spatial resolution is currently
around fifty-thousand voxels (i.e., the brain activity is measured in approximately
fifty-thousand cubic areas of the brain), while the temporal resolution is between 0.5
and 2 s. Roughly speaking, the raw data consists of approximately fifty-thousand
time-series, each one corresponding to one of the voxels in which the brain activity
is measured.

When analyzing fMRI data, after the necessary preprocessing steps, voxels are
organized into regions of interest (ROIs). The time series of the voxels belonging
to a ROI are aggregated into a single time series representing the activation of the
ROI as function of time. Next, functional connectivity strength between ROIs can
be calculated. This process is illustrated in Fig. 10.1. Traditionally, functional con-
nectivity strength is described with linear correlation coefficients between the time
series associated with the ROIs. However, according to recent results, more complex
relationships can be represented with other time series distance measures such as
dynamic time warping (DTW) [30].

The functional brain network can be represented with the connectivity matrix of
the aforementioned ROIs, i.e., by the functional connectivity strength between each
pair of ROIs. Functional connectivity matrices show remarkable similarity between
subjects, however some connectivity patterns may be characteristic to various condi-
tions and disorders such as gender, age, IQ, and schizophrenia, addiction or cognitive
impairment, see e.g. [28, 29] and the references therein.

While the connectivity features can be seen as a compact representation of brain
activity compared with the raw data, the dimensionality of the resulting data is still
very high, making feature selection essential for subsequent analysis. Therefore, in
this studywe consider the task of feature selection,which can be described as follows:
given a set of features, the goal is to select a subset of features that is appropriate for
the subsequent analysis tasks, such as classification of instances. In many cases, due
to the complexity of search space, evolutionary algorithms are appropriate to solve
this task.

In the last decade, extensive research has been performed on evolutionary algo-
rithms for feature selection. In this chapter, we will consider the feature selection
task with special focus on its applications to functional magnetic resonance imaging
(fMRI) data. Furthermore, we will present an empirical comparison of conventional
feature selection based on the “Least Absolute Shrinkage and Selection Operator”
(LASSO) and a novel feature selection approach designed for fMRI data based on
a minimalistic genetic algorithm (mGA). Finally, we point out that feature selec-
tion is essential for the successful classification of fMRI data which is a key task in
developing new biomarkers of brain disorders.



188 A. Szenkovits et al.

F
ig
.1
0.
1

Sc
he
m
at
ic
ill
us
tr
at
io
n
of

da
ta
ac
qu

is
iti
on

an
d
pr
ep
ro
ce
ss
in
g



10 Feature Selection with a Genetic Algorithm for Classification... 189

10.2 Materials and Methods

In this section we provide details of the dataset and pre-processing (Sect. 10.2.1), the
feature selectionmethodsweconsider:LASSO(Sect. 10.2.2) andmGA(Sect. 10.2.3).
Subsequently, we describe our experimental protocol in Sect. 10.2.4.

10.2.1 Data and Preprocessing

We used publicly available data from the Consortium for Reliability and Repro-
ducibility (CoRR) [52], in particular, the LMU 2 and LMU 3 datasets [3, 4]. The
datasets contain fourty-nine subjects (22 males, age (mean ± SD): 68.6 ± 7.3 years,
25 diagnosed with mild cognitive impairment (MCI)), each subject participated at
several resting-state fMRI measurement sessions, thus the total number of mea-
surement sessions is 146. In each measurement session, besides high resolution
anatomical images, 120 functional images were collected over 366 sec, resulting
in time-series of length 120 for every brain voxel. The dataset was collected at the
Institute of Clinical Radiology, Ludwig-Maximilians-University, Munich, Germany.
For further details on how the data was obtained we refer to the web page of the data:
http://fcon_1000.projects.nitrc.org/indi/CoRR/html/lmu_2.html.

Preprocessing of the raw data includes motion-correction, identification of gray
matter (GM) voxels, and the application of low-pass and high-pass filters. For a
detailed description of the preprocessing pipeline, see [30].

We used the Willard functional atlas of FIND Lab, consisting of 499 functional
regions of interest (ROIs) [34] to obtain 499 functionallymeaningful averaged blood-
oxygen-level dependent (BOLD) signals in each measurement. This allows us to
calculate ROI-based functional connectivity as follows: we calculate the pairwise
dynamic timewarping (DTW)distances [36] between the aforementioned 499BOLD
signals, resulting in 499 × 498/2 = 124251 connectivity features.We obtained these
connectivity features for each of the 146 measurement sessions, leading to a dataset
of 146 instances and 124251 features. From the publicly available phenotypic data,
mild cognitive impairment (MCI) was selected as classification target.

Given the relatively lowamount of instances, selection of relevant features (i.e., the
ones that are characteristic for the presence or absence of mild cognitive impairment)
is a highly challenging task to any of the feature selection techniques.

10.2.2 Least Absolute Shrinkage and Selection Operator

The Least Absolute Shrinkage and Selection Operator is widely used for the analysis
of high-dimensional data, including brain imaging data. Therefore, we review this
technique next.
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We are given a dataset X ∈ R
N×d containing N instances with d features. Each

instance xi (the i-th row of X) is associated with a label yi , the vector y contains
all the labels: y = (y1, . . . , yN ). We aim at finding a function f (x) in the form

f (x) =
d∑

j=1
θ( j)x ( j), where x ( j) is the j-th component of vector x , and ∀ j : θ( j) ∈ R,

so that the function fits the data, i.e., f (xi ) ≈ yi for all (xi , yi ) pairs. For simplicity,
we use θ = (θ(1), . . . , θ (d)) to denote the vector of all the parameters.

The above task can be considered as an ordinary least squares (OLS) regression
problem, where the objective is to find the parameter vector θ∗ that minimizes the
sum of squared errors:

θ∗ = argmin
θ

1

N
||y − Xθ ||2

2
. (10.1)

In the case when N ≥ d (and matrix X has a full column rank), i.e., when we have
more training instances than features, the optimal θ∗ vector exists and is unique.
However, if the number of features exceeds the number of available training instances,
matrix X loses its full column rank, therefore the solution is not unique anymore. In
this case, the model tends to overfit the dataset X, in the sense that it fits not only to
the “regularities” of the data, but also to measurement noise while it is unlikely to fit
to unseen instances of a new dataset X′.

To be able to choose the “correct” parameter vector from the numerous possibil-
ities, one must assume some knowledge about the parameters, and use that in the
optimization. The most common solution of this problem is to add a regularization
term to the function we try to minimize, called objective function. In case of the
well-known ridge-regression method [17] we assume that the Euclidean-norm (L2-
norm) of the θ vector is small, and the objective is to find the parameter vector θ∗
that minimizes the sum of squared errors and the regularization term:

θ∗ = argmin
θ

( 1

N
||y − Xθ ||2

2
+ λ||θ ||2

2

)
, (10.2)

where λ ∈ R is a hyperparameter controlling the regularization, i.e., in case of λ = 0
the method is equivalent to the OLS, but as we increase the λ value, the L2-norm of
the θ vector has to decrease to minimize the objective function.

However, in cases when we can hypothesize that only some of all the available
features have influence on the labels, the above regularization based on the L2-norm
of θ may not lead to an appropriate solution θ∗. In particular, ridge-regressionmethod
results in low absolute value weights for the features, while it tends to “distribute” the
weights between features, i.e., in most cases almost all of the features will receive
nonzero weights. In contrast, regularization with L1-norm usually results in zero
weights for many features, therefore this method can be seen as a feature selection
technique: it selects those features for which the associated weights are not zero,
while the others are not selected. This method is called LASSO [42].

Formally, LASSO’s objective is to find the parameter vector θ∗ that minimizes
the sum of squared errors and the L1 regularization term:
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θ∗ = argmin
θ

( 1

N
||y − Xθ ||2

2
+ λ||θ ||1

)
, (10.3)

where λ ∈ R is a hyperparameter controlling the sparsity of the resulting model, i.e.
the number of weights that are set to zero.

As mentioned above, in brain imaging studies the number of instances is usually
much lower than the number of features, therefore LASSO may be used. Indeed, it
has been shown to be successful for classification tasks related to brain networks [28,
29, 35] in cases where the number of features is 10–50 times larger than the number
of instances. In [28, 29] the features selected by LASSO, i.e., functional connectivity
strength values, did not only lead to good classification performance, but the selected
connections showed remarkable stability through the rounds of cross-validation and
resulted in well-interpretable networks that contain connections that differ the most
between groups of subjects. The task we consider in this study is evenmore challeng-
ing compared with the tasks considered in [28, 29], because the number of features
is more than 800 times higher than the number of available instances.

10.2.3 Minimalist Genetic Algorithm for Feature Selection

Evolutionary Algorithms (EAs) represent a simple and efficient class of nature
inspired optimization techniques [10, 18]. In essence, EAs are population based
stochastic techniques that mimic natural evolution processes to find the solution for
an optimization problem. The main advantages of these approaches are their low
complexity in implementation, their adaptability to a variety of problems without
having specific domain knowledge, and effectiveness [13, 31, 37].

There are many variants of EAs with different operators (e.g. selection, recom-
bination, mutation, etc.) and control parameters such as population size, crossover
and mutation probabilities [12]. A set of random solutions is evolved with the help
of some variation operators and only good solutions will be kept in the population
with the help of selection for survivor operators. Solutions are evaluated by using a
fitness function constructed depending on the problem. Inmost cases it represents the
objective of the optimization problem, and guides the search to optimal solutions by
preserving during the selection process solutions with high (for maximization prob-
lems) fitness values. Based on the encoding and operators used, the main classes
of evolutionary algorithms are considered to be: Genetic algorithms, Genetic pro-
gramming (tree structure encoding), Evolution strategies (real-valued encoding), and
Evolutionary programming (typically uses only mutation) [12].

Genetic algorithms (GAs) use binary encoding and specific mutation and cross-
over operators [12]. A potential solution evolved within a GA is referred to as an
individual, encoded as a chromosome which is composed of genes - and represented
in its simplest form as a string of 0 and 1. Encoding/decoding of an individual is
problem dependent.
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As the feature selection problem aims at selecting the relevant features from a
large number of features [45], evolutionary algorithms seem to be an appropriate
choice for tackling it because they can deal with the search space generated by
the high number of features [21, 45]. Evaluation is performed by using either the
classification accuracy or some convex combination between various indicators, such
as classification accuracy, number of features, overall classification performance,
class specific accuracy, and Pearson correlation [6, 39, 44, 47]. Multi-objective
optimization algorithms have also been used to find trade-offs between the number
of features and classification accuracy as two conflicting objectives [19, 25].

Genetic Algorithms are a natural choice for approaching the feature selection
problem due to the encoding used: in the binary string each value shows if the
corresponding feature is selected or not. Consequently, there are many studies that
employ various variants of genetic algorithms for solving feature selection problems
in fields such as computer science, engineering, medicine, biochemistry, genetics and
molecular biology, chemistry, decision sciences, physics and astronomy, pharmacol-
ogy, toxicology and pharmaceutics, chemical engineering, business, management
and accounting, agricultural and biological sciences, materials science, earth and
planetary sciences, social sciences and humanities. For example, in [24] a genetic
algorithm is used to select the best feature subset from 200 time series features and
use them to detect premature ventricular contraction - a form of cardiac arrhythmia.
In [7] a genetic algorithm was used to reduce the number of features in a complex
speech recognition task and to create new features on machine vision task. In [33],
a genetic algorithm optimizes a weight vector used to scale the features.

Recently, genetic algorithms have been used for feature selection and classifi-
cation of brain related data. Problems approached include brain tumor classifica-
tion [15, 26], EEG analysis [22, 23], and seizure prediction [9]. Genetic algorithms
are designed as stand-alone feature selection methods [32] or as part of a more com-
plex analysis combined with simulated annealing [23, 26], neural networks [9, 15,
41] or support vector machines [22, 26, 41]. To the best of our knowledge, genetic
algorithms have not yet been used for feature selection on fMRI data.

In the followingwe propose aminimalist version of a genetic algorithm formining
features in the brain data. The Minimalist Genetic Algorithm (mGA) evolves one
binary string encoded individual by using only uniform mutation for a given number
of generations in order to improve the classification accuracy while restricting the
number of selected features. In what follows, the mGA is described in detail.

Encoding

mGA uses bit string representation of length L = 124251 – equal to the total number
of features – where 1 means that a feature is selected, and 0 means that the certain
feature is not selected:

010 . . . 100︸ ︷︷ ︸
length: L=124251

. (10.4)



10 Feature Selection with a Genetic Algorithm for Classification... 193

Initialization

In the first generation a random initial solution is generated by assigning each gene
a value of 1 with probability pin . The probability pin controls number of selected
features in the initial individual, it is problemdependent, and thus can be set according
to domain knowledge.

Evaluation of the fitness function

The aim of the search is to maximize the classification accuracy while avoiding over-
fitting. Thus we construct a fitness function based on accuracy, considering also as a
penalization the proportion of the selected features to the length of the chromosome
(individual). By combining both accuracy and number of selected features, we hope
to achieve a trade-off between them and to avoid overfitting. In particular, the fitness
f of individual I is computed as:

f (I ) = A(I ) − nI

L
, (10.5)

where A(I ) is the classification accuracy and nI is the number of features selected in
I (the number of 1 s in the binary representation). We divide the number of selected
features nI by the total length of the chromosome to keep the two terms in Eq. (10.5)
in [0, 1] and maintain a balance between them.

Mutation

mGAuses the uniform randommutation for variation bywhich each gene ismodified
with a probability pm . In detail, for each gene a random number between 0 and 1 is
generated following a uniformdistribution; if this value is less than the givenmutation
probability pm , the value of the gene is modified (from 1 to 0 or conversely).

In the following example, the second gene of individual I in the left is modified
from 0 to 1 as the second random number generated is 0.001:

I = 01 . . . 10 −−−−−−−−−−−−−−−−−−→
rand():0.236,0.001,...,0.385,0.798

I ′ = 00 . . . 10. (10.6)

Outline of mGA

The main steps of mGA are outlined in Algorithm 1. First, a random initial solution
I is generated. Then, the following steps are repeated until the stopping criterion is
met: (i) creation of an offspring I ′ by the application of mutation to the individual I
representing the current solution, (ii) if the offspring has a higher fitness value, we
keep it as the new current solution, otherwise we do not change the current solution.
The process stops after a predefined number of iterations, denoted by MaxGen.

Parameters

mGA uses the following parameters: pin: the probability of each gene being set to 1
when generating the random individual in the first generation, pm : the probability
used for uniform mutation and the number of generations (MaxGen).
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Algorithm 10.1: Outline of mGA
Initialize random individual (I );
Evaluate I ;
nrGen = 0;
while nrgen < MaxGen do
Apply mutation to I → I ′ ;
Evaluate I ′;
if f (I ′) > f (I ) (I ′ better than I ) then
I = I ′;

end if
nrgen + +;

end while

Table 10.1 mGA Parameter
settings

Parameter pm pin MaxGen

Value 0.004 0.004 3000

10.2.4 Experimental Set-Up

The goal of our experiments was to compare the mGA with LASSO in terms of
their ability to select relevant features. In order to objectively compare the selected
feature sets, and to quantitatively assess their quality, we aimed to classify subjects
according to the presence or absence of mild cognitive impairment (MCI) using the
selected features. In other words: we evaluated both algorithms indirectly in context
of a classification task. Next, we describe the details of our experimental protocol.

As measurements from the same subjects are not independent, we performed
our experiments according to the leave-one-subject-out cross-validation schema. As
our dataset contains measurements from 49 subjects, we had 49 rounds of cross-
validation. In each round, the instances belonging to one of the subjects were used
as test data, while the instances of the remaining 48 subjects were used as training
data. We performed feature selection with both methods (i.e., the mGA and LASSO)
using the training data.1 Subsequently, both sets of selected features were evaluated.

For LASSO, we set the parameter λ to 0.005 in order to restrict the number of
selected features to be around the number of instances (154 ± 5.1).2 The parameter
values used for mGA are presented in Table10.1. The values of pm and pin were set
empirically to limit the number of selected features (starting with approx. 500 and
increasing only if better sets are generated) in order to avoid overfitting caused by
selecting unnecessarily large feature sets.

In order to assess the quality of a selected feature set, we classified test instances
with a simple 1-nearest neighbor [1] classifier with Euclidean distance based on the

1The accuracy for the fitness function ofmGAwas calculated solely on the training data. In particular
we measured the accuracy of a nearest neighbor classifier in an internal 5-fold cross-validation on
the training data.
2We note that λ = 0.001 and λ = 0.0001 led to very similar classification accuracy. For simplicity,
we only show the results in case of λ = 0.005 in Sect. 10.3.
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selected features only. That is: we restrict test and training instance vectors to the
selected feature set, and for every test instance x we search for its nearest neighbor
in the training data. With nearest neighbor of the test instance x wemean the training
instance that is the closest to x according to the Euclidean distance. The predicted
label of the test instance x is the label of its nearest neighbor.

For the task-based evaluation of feature sets in context of the classification accord-
ing to MCI described above, in principle, one could use various classifiers such as
recent variants of neural networks [40] or decision rules [51], however, we decided
to use the nearest neighbor classifier, because our primary goal is to compare the set
of selected features and nearest neighbor relies highly on the features. Furthermore,
nearest neighbor is well-understood from the theoretical point of view and works
surprisingly well in many cases [5, 8, 11].

To demonstrate how our classifiers perform compared to the chance level, we
generated 100 000 random labeling with “coin-flipping” (50–50% chance of gener-
ating the label corresponding to the presence or absence of MCI), and calculated the
accuracy values of these random classifications. The 95th percentile of this random
classifier’s accuracy-distribution is 56.8%. Therefore, we treat the classification as
significantly better than random “coin-flipping” if its accuracy exceeds the threshold
of 56.8%.

10.3 Results

Classification accuracy

The classification accuracy of 1-nearest neighbour classifier based on LASSO-
selected and mGA-selected feature sets are presented in Fig. 10.2.

For both LASSO-selected and mGA-selected feature sets, the classification accu-
racy is significantly better than the accuracy of “coin-flipping”. Furthermore, in this
task, where the number of features is extremely high compared with the number
of instances, the mGA-based feature selection clearly outperforms LASSO-based
feature selection in terms of classification accuracy.

Fig. 10.2 Classification
accuracy using features
selected by LASSO and
mGA
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Table 10.2 Mean ± standard deviation of selected feature set sizes through the 49 rounds of
cross-validation with the two methods

LASSO mGA

154.3 ± 5.1 775.4 ± 249.4

Stability of the selected features

A good feature selection algorithm should result not only in good classification
performance, but an interpretable feature set aswell. The two approacheswe consider
in this study, LASSO and mGA, differ greatly in the number of selected features (see
Table10.2). The LASSO algorithm selects about 154 features with a low standard
deviation, while the mGA algorithm chooses about 5 times more features with large
standard deviation.

The selected feature sets can be examined from the point of view of stability, i.e.,
we can calculate how many times each feature was selected during the 49 rounds of
cross-validation (Fig. 10.3a). As features describe connections between brain ROIs,
we can also calculate how many times each ROI was selected through the cross-
validation (Fig. 10.3b).

In terms of the stability of features, the difference between the two algorithms
is undeniable (Fig. 10.3a). Clearly, the feature set selected by LASSO is very stable
compared with the mGA-selected features, as there are 47 connections that were
selected in at least 40 rounds (about 80%) out of all the 49 rounds of cross-validation,
while in case of the mGA algorithm, there is no feature that was selected more than
6 times. Interestingly, the distinction between the two algorithms almost disappears
if we consider the stability of selected ROIs. In Fig. 10.3b one can see that both
algorithms identify a limited number (less than five) hubROIs, that have considerably
more selected connections, than the rest of the brain.

Runtime

In our experiments, the runtime of a single evaluation in mGA was ≈3.5 s on an
Intel® Core™ i7-5820K CPU @ 3.30GHz × 12, 32 GB RAM, with the settings
fromTable10.1. The total runtime is influenced by the parameter settings (MaxGen,
pm and pin) as they control the number of evaluations and the number of selected
features involved in the evaluation of the classification accuracy in (10.5). Using
the MATLAB-implementation of LASSO, on average, ≈4 s were needed for the
selection of features in each round of the cross-validation. As mGA requires multiple
evaluations, the total runtime of LASSO is much lower than that of mGA.
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Fig. 10.3 a, The stability of selected features for LASSO and mGA. Considering the 49 rounds of
leave-one-subject-out cross-validation, for each n = 1, . . . , 49, we count howmany features appear
at least n-times among the selected features. The vertical axis shows n, while the horizontal axis
displays the number of features that appear at least n-times among the selected features. b, The
stability of selected ROIs for LASSO and mGA. Considering all 49 rounds of cross-validation, we
count how many times each ROIs is selected in total (the selection of a feature corresponds to the
selection of two ROIs; as several features are associated with the same ROI, a ROI may be selected
multiple times: e.g., if both features f1,2 = (r1, r2) and f1,3 = (r1, r3) were selected in all the 49
rounds of cross-validation, and no other features were selected, ROI r1 would appear 49 × 2 = 98
times in total, while r2 and r3 would appear 49 times in total). The left and right vertical axes
show nmGA and nLASSO , while the horizontal axis shows how many ROIs were selected at least
nmGA-times and nLASSO -times, respectively. (As mGA selects about 5 times more features in each
round of the cross-validation, there is a scaling factor of 5 between the two vertical axes.)
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10.4 Discussion

The results show that even in the case of extremely high number of features (number
of features is more than 800 times higher than the number of instances), both LASSO
and mGA algorithms are able to classify subjects according to presence or absence
of MCI significantly better than “coin flipping”. In terms of accuracy, mGA clearly
outperformed LASSO. In contrast, the set of features selected by LASSO is substan-
tially more stable. With respect to the stability of selected ROIs, in our experiments,
the two algorithms resulted in very similar characteristics.

The differences regarding stability may be attributed to inherent properties
of the algorithms: if two features are similarly useful for fitting the model to the
data, but one of them is slightly better than the other, due to its regularization term,
LASSO tends to select the better feature, while mGA may select any of them with
similar probabilities.

The most frequently selected ROIs can be important from a clinical point of
view as well. The top five ROIs of the two algorithms show a significant overlap
(see Table10.3).

The top 20% of ROIs are visualized in Fig. 10.4a, b. One can note that while the
most important ROIs i.e. the hubs of the twomethods are the same, the LASSO based
map is more symmetric, i.e. it respects strong homotopic (inter-hemispheric) brain
connections, while the mGA based map shows clear left hemisphere dominance.
Most importantly, several out of the top 20% ROIs selected by both the LASSO and
the mGA, have been reported in meta-studies examining Alzheimer’s disease and
MCI [38, 48].

Table 10.3 The top five selected ROIs in case of LASSO and mGA

LASSO mGA

ROI ID Region ROI ID Region

1 143 Cuneal cortex 1 143 Cuneal cortex

2 144 Occipital pole, Lingual gyrus 2 144 Occipital pole, Lingual gyrus

3 147 Left lateral occipital cortex,
superior division

3 145 Right precentral gyrus

4 149 Cerebellum 4 24 Left frontal pole

5 145 Right precentral gyrus 5 146 Frontal medial cortex,
subcallossal cortex
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Fig. 10.4 The top 20% of selected ROIs using LASSO (a), and mGA (b). Warm colors represent
more frequently chosen ROIs (hubs)

10.5 Conclusions

The analysis of brain imaging data is a challenging task, because of the high dimen-
sionality. Selecting the relevant features is a key task of the analytic pipeline. We
considered two algorithms, the classic LASSO-based feature selection, and a novel
genetic algorithm (mGA) designed for the analysis of functional magnetic resonance
imaging (fMRI) data. We compared them in context of the recognition of mild cog-
nitive impairment (MCI) based on fMRI data. In terms of classification accuracy, the
features selected by mGA outperformed the features selected by LASSO. Accord-
ing to our observations, the set of features selected by LASSO is more stable over
multiple runs. Nevertheless, both methods provide meaningful information about the
data, confirming the search potential of genetic algorithms and providing a starting
point to further and deeper analyses of brain imaging data by heuristic methods.
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Chapter 11
Shape Descriptions and Classes of Shapes.
A Proximal Physical Geometry Approach

James Francis Peters and Sheela Ramanna

Abstract This chapter introduces the notion of classes of shapes that have descrip-
tive proximity to each other in planar digital 2D image object shape detection. A
finite planar shape is planar region with a boundary (shape contour) and a non-
empty interior (shape surface). The focus here is on the triangulation of image object
shapes, resulting in maximal nerve complexes (MNCs) from which shape contours
and shape interiors can be detected and described. An MNC is collection of filled
triangles (called 2-simplexes) that have a vertex in common. Interesting MNCs are
those collections of 2-simplexes that have a shape vertex in common. The basic
approach is to decompose an planar region containing an image object shape into
2-simplexes in such a way that the filled triangles cover either part or all of a shape.
After that, an unknown shape can be compared with a known shape by compar-
ing the measurable areas of a collection of 2-simplexes covering both known and
unknown shapes. Each known shape with a known triangulation belongs to a class of
shapes that is used to classify unknown triangulated shapes. Unlike the conventional
Delaunay triangulation of spatial regions, the proposed triangulation results in sim-
plexes that are filled triangles, derived by the intersection of half spaces, where the
edge of each half space contains a line segment connected between vertices called
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sites (generating points). A straightforward result of this approach to image geome-
try is a rich source of simple descriptions of plane shapes of image objects based on
the detection of nerve complexes that are maximal nerve complexes or MNCs. The
end result of this work is a proximal physical geometric approach to detecting and
classifying image object shapes.

Keywords Class of shapes · Descriptive proximity · Physical geometry · Shape
detection · 2-simplex · Triangulation

11.1 Introduction

This chapter introduces a proximal physical geometric approach to detecting and
classifying image object shapes. K. Borsuk was one of the first to suggest studying
sequences of plane shapes in his theory of shapes [6]. Both spatial and descriptive
forms of representation will be considered [30]. Spatial representation can be con-
sidered in two ways: (i) one where a space is given and its characteristics are studied
via geometry and topology (ii) a space is approximated using some form of tool [17].
Descriptive representation starts with probe functions that map features of objects
to numbers in R

n [30]. In a descriptive representation, the simplicial complexes are
a result of nerve constructions of observations (objects) in the feature space. A nerve
N (C) in a finite collection of sets C is a simplicial complex with vertices of sets
in C and with simplices corresponding to all non-empty intersections among these
sets. Various forms of geometric nerves are usually collections known as simplicial
complexes in a normed linear space (for details see, e.g., [13], [30, Sect. 1.13]).

In geometry and topology, a simplex is the convex hull (smallest closed convex
set) which contains a nonempty set of vertices [4, Sect. I.5, p. 6]. A convex hull of
a set of vertices A (denoted by convA) in n dimensions is the intersection of all
convex sets containing conv A [43]. A convex set A contains all points on each line
segment drawn between any pair of points contained in A. For example, a 0-simplex
is a vertex, a 1-simplex is a straight line segment and a 2-simplex is a triangle that
includes the plane region which it bounds (see Fig. 11.1). In general, a k-simplex is
a polytope with k + 1 vertices. A polytope is an n-dimensional point set P that is
an intersection of finitely many closed half spaces in the Euclidean space R

n . So,
for example, a 2-simplex is a 2-dimensional polytope (i.e., a filled triangle) in the
Euclidean plane represented by R

2. A collection of simplexes is called a simplicial
complex (briefly, complex).

Delaunay triangulations, introduced by B.N Delone (Delaunay) [12], represent
discrete triangular-shaped approximation of continuous space. This representation
partitions the space into regions. This partitioning (or decomposition) is made
possible by a popular method called the Voronoï diagram [40]. A variation of
Edelsbrunner–Harer nerves which are collections of Voronoï regions and maximal



11 Shape Descriptions and Classes of Shapes 205

nerve complexes also called maximal nucleus clusters and its application in visual
arts can be found in [36]. A proximity space [10] setting for MNCs makes it possible
to investigate the strong closeness of subsets in MNCs as well as the spatial and
descriptive closeness of MNCs themselves.

Unlike the conventional Delaunay triangulation of spatial regions, the proposed
triangulation introduced in this chapter results in collections of 2-simplexes that
are filled triangles, derived by the intersection of half spaces, where the edge of
each half space contains a line segment connected between vertices called sites
(generating points). Each MNC consists of a central simplex called the nucleus,
which is surrounded by adjacent simplexes. The description of MNCs starts with
easily determined features of MNC filled triangles, namely, centroids, areas, lengths
of sides. Also of interest are the number of filled triangles that have theMNC nucleus
as a common vertex. Notice that a raster colour image MNC nucleus is a pixel with
measurable features such as diameter and colour channel intensities. Basically, a
plane shape such as a rabbit shadow shape is a hole with varying contour length
and varying numbers of points in its interior. Another interesting feature is Rényi
entropy [36–38] which can be used to measure the information level of these nerve
complexes. The setting for image object shapes is a descriptive proximity space
that facilitates comparison and classification of shapes that are descriptively close
to each other. A practical application of the proposed approach is the study of the
characteristics of surface shapes. This approach leads to other applications such as
the detection of object shapes in sequences of image frames in videos. This chapter
highlights the importance of strong descriptive proximities between triangulated
known and unknown shapes in classifying shapes in digital images. For an advanced
study of triangulated image object shapes, see, e.g., M.Z. Ahmad and J.F. Peters [2]
and J.F. Peters [34]. For an advanced study of descriptive proximities that are relevant
in image object shape detection, see A. Di Concilio, C. Guadagni, J.F. Peters and
S. Ramanna [11].

11.2 Introduction to Simplicial Complexes

Shapes can be quite complex when they are found in digital images. By covering a
part or all of a digital image with simplexes, we simplify the problem of describing
object shapes, thanks to the known geometric features of either individual simplices
or simplicial complexes. An important form of simplicial complex is a collection

Fig. 11.1 k-simplices
k = 0 k = 1 k = 2
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of simplexes called a nerve. The study of nerves was introduced by P. Alexan-
droff [3], elaborated by K. Borsuk [5], J. Leray [20], and a number of others such as
M. Adamaszek et al. [1], E.C. de Verdière et al. [39], H. Edelsbrunner and
J.L. Harer [14]. The problem of describing complex shapes is further simplified
by extracting feature values from nerves that are embedded in simplicial complexes
covering spatial regions. This is essentially a point-free geometry approach intro-
duced by [32].

K. Borsuk also observed that every polytope can be decomposed into a finite sum
of elementary simplexes, which he called brics. A polytope is the intersection of
finitely many closed half spaces [42]. This leads to a simplicial complex K covered
by simplexes Δ1, . . . , Δn such that the nerve of the decomposition is the same as
K [5]. Briefly, a simplex Δ(S) is the convex hull of a set of points S, i.e., the
smallest convex set containing S. Simplexes in this chapter are restricted to vertices,
line segments and filled triangles in the Euclidean plane, since our main interest is
in the extraction of features of simplexes superimposed on planar digital images.

A planar simplicial complex K is a nerve, provided the simplexes in K have
a common intersection (called the nucleus of the nerve). A nerve of a simplicial
complex K (denoted by NrvK ) in the triangulation of a plane region is defined by

NrvK =
{
Δ ⊆ K :

⋂
Δ �= ∅

}
(Nerve)

In other words, the simplexes in a nerve have proximity to each other, since they share
the nucleus. The nucleus of a nerve is the set of points common to the simplexes in
a nerve. Nerves can be constructed either spatially in terms of contiguous simplexes
with a common nucleus or descriptively in terms of simplexes with parts that have
descriptions that match the description of the nucleus. In the descriptive case, the
nucleus of a nerve NrvK equals the descriptive intersection of the simplexes in the
nerve, i.e., the set of all points common in nerve simplexes and that have matching
descriptions. In either case, the nucleus is a source of information common to the
simplexes of a nerve. Examples of a pair of adjacent nerves in the triangulation of a
digital image are shown in Fig. 11.2.

11.2.1 Examples: Detecting Shapes from Simplicial
Complexes

A nerve is a simplicial complex in which the simplexes have have a common vertex,
i.e., the simplexes of a nonempty intersection. If the simplexes in a nerve are convex
sets, then the nerve is homotopy equivalent to the union of the simplexes. For an
expository introduction to Borsuk’s notion of shapes, see K. Borsuk and J. Dydak [7].
Borsuk’s initial study of shapes has led to a variety of applications in science (see,
e.g., the shape of capillarity droplets in a container by F. Maggi and C. Mihaila [22]
and shapes of 2D water waves and hydraulic jumps by M.A. Fontelos, R. Lecaros,



11 Shape Descriptions and Classes of Shapes 207

Fig. 11.2 Overlapping
nerves

J.C. López-Rios and J.H. Ortega [16]). Shapes from a physical geometry perspective
with direct application in detecting shapes of image objects are introduced in [32].

Image object shape detection and object class recognition are of great interest in
Computer Vision. For example, basic shape features can be represented by boundary
fragments and shape appearance represented by patches of an auto shadow shape
in a traffic video frame. This is the basic approach to image object shape detection
by A. Opelt, A. Pinz and A. Zisserman in [24]. Yet another recent Computer Vision
approach to image object shape detection reduces to the problem of finding the
contours of an image object, which correspond to object boundaries and symmetry
axes. This is the approach suggested by I. Kokkinos and A. Yuille in [19]. We now
give a simple example of shape detection by composition from simplicial complexes.

Example 11.1 Let S be a set of vertices as shown in Fig. 11.3a. A shape contour
is constructed by drawing straight line segments between neighbouring vertices as
shown in Fig. 11.3b. In this case, the contour resembles a rabbit, a simplicial complex
constructed from a sequence of connected line segments. Then selected vertices are

Fig. 11.3 Simplex vertices (a)
and simplicial complex (b)

Vertices Simplicial complex contour

(a) (b)



208 J.F. Peters and S. Ramanna

Fig. 11.4 Augmented
simplicial complex (a) and
one of its nerves (b)

Simplicial complex Nerve

(a) (b)

triangulated to obtain three sets of filled triangles, each set with a common vertex
(tail, feet and head in Fig. 11.4a). The triangulated head of the rabbit is an example
of a nerve containing simplexes that have a common • as shown in Fig. 11.4b. �

Algorithm 11.1: Basic 2-simplex-based shape detection method
Input : Read digital image Img containing shape sh A.
Output: MNCs on triangulated shapes sh A.
Identify vertices V in sh Img that includes bdy(shA) vertices;1
/* N.B. Vertices in bdy(shA) and int(shA) lead to shape complex shcx A*/ ;2
Triangulate V on Img (constructs cx Img);3
Identify nerve complexes on cx Img;4
Look for maximal nerve complexes NrvK (p) (MNCs) on cx Img;5
/* N.B. Focus on NrvK (p) with vertex p ∈ shcx A */ ;6
Compare each NrvK (p) on sh A with known triangulated shapes;7
/* i.e., Compare shape contours and interiors. */ ;8
Check if NrvK (p) is descriptively close to nerves on shapes;9
/* i.e., Classify sample shapes based on detected descriptively near nerves. */ ;10

The basic steps in a 2-simplex-based shape detection method are represented
visually in Figs. 11.3 and 11.4. Let cxK , shA denote complex K and shape A,
respectively. Further, let bdy(shA), int(shA) denote the set of points in boundary of
shA and the set of points in the interior of shA, respectively. A triangulated shape
constructs a shape complex A (denoted by shcx A). That is, a shape complex is a
collection of 2-simplexes covering a shape. A shape complex shcx A is a cover of a
shape shA, provided

shA ⊆ shcx A, (shape complex shcx A covers (contains) the shape A).

Let p be a vertex in complex shA and let NrvA(p) be a nerve complex in which p is
the vertex common to the filled triangles (2-simplexes) in the nerve. The basic shape
detection steps are summarized in Algorithm 11.1.
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In the study of object shapes in a particular image, a good practice is to consider
each object shape as a member of a class of shapes. A class of shapes is a set of
shapes with matching features. The perimeters of clusters of overlapping nerves in
triangulated images provide good hunting grounds for shapes (see, e.g., the emer-
gence of a head shape in the clusters of overlapping nerves in Fig. 11.2). Then image
object shape detection reduces to checking whether the features of a particular image
object shape match the features of a representative in a known class of shapes. In
other words, a particular shape A is a member of a known class C , provided the
feature values of shape A match up with feature values of a representative shape
in class C . For example, an obvious place to look for a comparable shape feature
is shape perimeter length. Similar shapes have similar perimeter length. If we add
shape edge colour to the mix of comparable shape features, then colour image object
shapes start dropping into different shape classes, depending on the shape perimeter
length and perimeter edge colour of each shape.

11.3 Preliminaries of Proximal Physical Geometry

This section briefly introduces an approach to the detection of image object shape
geometry, descriptive proximity spaces useful in reasoning about descriptions of
image object shapes, and Edelsbrunner–Harer nerve complexes.

11.3.1 Image Object Shape Geometry

In the context of digital images, computational geometry provides a basis for the
construction and analysis of various types ofmesh overlays on images. In this chapter,
the focus is on a variant of Delaunay triangulation, which is a covering of a digital
image with filled triangles with non-intersecting interiors. A filled triangle is defined
in terms of the boundary and the interior of set.

Let A δ B indicate that the nonempty sets A and B are near (close to) each other
in a space X . The boundary of A (denoted bdyA) is the set of all points that are near
A and near Ac [23, Sect. 2.7, p. 62]. The closure of A (denoted by clA) is defined by

clA = {x ∈ X : x δ A} (Closure of A ).

An important structure is the interior of A (denoted intA), defined by intA = clA −
bdyA. Let p, q, r be points in the space X . A filled triangle (denoted by filΔ(pqr))
is defined by

filΔ(pqr) = intΔ(pqr) ∪ bdy Δ(pqr)(filled triangle).
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When it is clear from the context that simplex triangles are referenced, we write
Δ(pqr) or ΔA or simply Δ, instead of filΔ(pqr). Since image object shapes tend
to irregular, the shapes of known geometric shapes in a filled triangle covering of an
image give a more precise view of the shapes of image objects. Thanks to the known
properties of triangles (e.g., uniform shape, sum of the interior angles, perimeter,
area, lengths of sides), object shapes can be described in a very accurate fashion. A
sample digital image geometry algorithm useful in triangulating a digital image is
given in Algorithm 11.2.

Algorithm 11.2: Digital Image Geometry via Mesh Covering Image
Input : Read digital image img.
Output: Mesh M covering an image.
MeshSite ← MeshGeneratingPointT ype;1
img �−→ MeshSitePointCoordinates;2
S ← MeshSitePointCoordinates;3
/* S contains MeshSitePointType coordinates used as mesh generating points (seeds or4
sites). */ ;
Vertices ← {p, q, r} ⊂ S;5
/* Vertices contains sets of three neighbouring points in S. */ ;6
M ← ⋃

filΔ(pqr) for all neighbouring p, q, r ∈ Vertices;7
M �−→ img ;8
/* Use M to gain information about image geometry. */ ;9

11.3.2 Descriptions and Proximities

This section briefly introduces two basic types of proximities, namely, traditional
spatial proximity and the more recent descriptive proximity in the study of com-
putational proximity [30]. Nonempty sets that have spatial proximity are close to
each other, either asymptotically or with common points. Sets with points in com-
mon are strongly proximal. Nonempty sets that have descriptive proximity are
close, provided the sets contain one or more elements that have matching descrip-
tions. A commonplace example of descriptive proximity is a pair of paintings that
have matching parts such as matching facial characteristics, matching eye, hair, skin
colour, or matching nose, mouth, ear shape. Each of these proximities has a strong
form. A strong proximity embodies a special form of tightly twisted nextness of
nonempty sets. In simple terms, thismeans sets that share elements, have strong prox-

imity. For example, the shaded parts , , in Fig. 11.5 contain points
in the Euclidean plane that are shared 5by the tightly twisted (overlapping) shapes
A and B.

The following example is another illustration of strongly near shapes.
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Example 11.2 The pair of triangles A and B in Fig. 11.6 are strongly near, since
these triangles have a common edge. The assumption is that interior of each triangle
is filled with points from the underlying image. �

Proximities are nearness relations. In other words, a proximity between nonempty
sets is a mathematical expression that specifies the closeness of the sets. A proximity
space results from endowing a nonempty set with one ormore proximities. Typically,
a proximity space is endowed with a common proximity such as the proximities
from C̆ech [9], Efremovic̆ [15], Lodato [21], and Wallman [41], or the more recent
descriptive proximity [25–27].

A pair of nonempty sets in a proximity space are near (close to each other),
provided the sets have one or more points in common or each set contains one
or more points that are sufficiently close to each other. Let X be a nonempty set,
A, B,C ⊂ X . C̆ech [9] introduced axioms for the simplest form of proximity δC ,
which satisfies

C̆ech Proximity Axioms [9, Sect. 2.5, p. 439]

(P1) ∅ � δA,∀A ⊂ X .
(P2) A δ B ⇔ BδA.
(P3) A ∩ B �= ∅ ⇒ AδB.
(P4) A δ (B ∪ C) ⇔ A δ B or A δ C . �

The proximity δL satisfies the C̆ech proximity axioms and

Lodato Proximity Axiom [21]

Fig. 11.5 Tightly twisted,
overlapping shapes

Fig. 11.6 Strongly near
filled triangles
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(a) (b)

Fig. 11.7 UNISA coin image (a) and UNISA coin image centroid • (b)

(P5L ) A δL B and {b} δL C for each b ∈ B ⇒ A δL C . �

11.3.3 Descriptive Proximities

In the run-up to a close look at extracting features of triangulated image objects, we
first consider descriptive proximities. There are two basic types of object features,
namely, object characteristic and object location. For example, an object characteris-
tic feature of a picture point is colour. And object location of a region is the geometric
centroid, which is the center of mass of the region. Let X be a set of points in a n × m
rectangular 2D region containing points with coordinates (xi , yi ) , i = 1, . . . , n in
the Euclidean plane. Then, for example, the coordinates xc, yc of the centroid of a
2D region in the Euclidean space R

2 are

xc = 1

n

n∑
i=1

xi , yc = 1

m

m∑
i=1

yi .

Example 11.3 (Digital image centroid). In Fig. 11.7, the black dot • indicates the
location of a digital image centroid. In Fig. 11.7a, the digital image shown a UNISA
coin from a 1982 football tournament in Salerno, Italy. In Fig. 11.7b, the location of
the centroid of the UNISA coin is identified with •. �

Each object characteristic feature of a concrete point or region has a real value
that is extracted by a probe φ which is a mapping φ : X −→ R. Let 2X be the family
of subsets of X in the Euclidean plane R

2, A a plane region in 2X and let (x, y) be
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the coordinates of the center of mass (centroid) of A. Also, let p be a point with
coordinates (x1, y1). Each object location extracted by a location probe φL is a
mapping

φL :2X −→ R × R (Location of a region centroid),

e.g., phiL(A) = (x, y) (Region A centroid Coordinates).

φL :X −→ R × R (Location of a point),

e.g., phiL(p) = (x1, y1) (Coordinates of point p).

This means that each planar point or singleton set region with n-features has
a description defined by a feature vector in an n + 2-dimensional feature space.
Let Φ(A),Φ(p) denote feature vectors for a singleton set region A and point p,
respectively, in a space X . Then

Φ(A) = (φL (A), φ1(A), . . . ,φn(A)) (Region feature vector with location),

e.g., Φ(A) = ((xM , yM ), φ1(A), . . . ,φn(A)) (Region A feature vector),

with the centroid of A at location ((xM , yM )).

Φ(p) = (φL (p), φ1(p), . . . , φn(p)) (Region feature vector that includes location),

e.g., Φ(p) = ((x, y),φ1(p), . . . , φn(p)) (Point , p feature vector),

with the centroid of p at location ((x, y)).

Descriptive proximities resulted from the introduction of the descriptive intersec-
tion pairs of nonempty sets.

Descriptive Intersection [27] and [23, Sect. 4.3, p. 84].

(Φ) Φ(A) = {Φ(x) ∈ R
n : x ∈ A}, set of feature vectors.

(∩
Φ
) A ∩

Φ
B = {x ∈ A ∪ B : Φ(x) ∈ Φ(A)& ∈ Φ(x) ∈ Φ(B)}. �

The descriptive proximity δΦ was introduced in [25–27]. Let Φ(x) be a feature
vector for x ∈ X , a nonempty set of non-abstract points such as picture points. A δΦ B
reads A is descriptively near B, providedΦ(x) = Φ(y) for at least one pair of points,
x ∈ A, y ∈ B. The proximity δ in the C̆ech, Efremovic̆, and Wallman proximities is
replaced by δΦ . Then swapping out δ with δΦ in each of the Lodato axioms defines
a descriptive Lodato proximity that satisfies the following axioms.

Descriptive Lodato Axioms [28, Sect. 4.15.2]

(dP0) ∅ � δΦ A,∀A ⊂ X .
(dP1) A δΦ B ⇔ B δΦ A.
(dP2) A ∩

Φ
B �= ∅ ⇒ A δΦ B.

(dP3) A δΦ (B ∪ C) ⇔ A δΦ B or A δΦ C .
(dP4) A δΦ B and {b} δΦ C for each b ∈ B ⇒ A δΦ C . �
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Nonempty sets A, B in a proximity space X are strongly near (denoted A
∧∧
δ B),

provided the sets share points. Strong proximity
∧∧
δ was introduced in [29, Sect. 2] and

completely axiomatized in [35] (see, also, [18, Sect. 6 Appendix]). The descriptive

strong proximity
∧∧
δ

Φ
is the descriptive counterpart of

∧∧
δ .

Definition 11.1 Let X be a topological space, A, B,C ⊂ X and x ∈ X . The relation
∧∧
δ

Φ
on the family of subsets 2X is a descriptive strong Lodato proximity, provided it

satisfies the following axioms.
Descriptive Strong Lodato proximity [28, Sect. 4.15.2]

(dsnN0) ∅

∧∧� δ
Φ
A,∀A ⊂ X , and X

∧∧
δ

Φ
A,∀A ⊂ X

(dsnN1) A
∧∧
δ

Φ
B ⇔ B

∧∧
δ

Φ
A

(dsnN2) A
∧∧
δ

Φ
B ⇒ A ∩

Φ
B �= ∅

(dsnN3) If {Bi }i∈I is an arbitrary family of subsets of X and A
∧∧
δ

Φ
Bi∗ for some

i∗ ∈ I such that int(Bi∗) �= ∅, then A
∧∧
δ

Φ
(
⋃

i∈I Bi )

(dsnN4) intA ∩
Φ

intB �= ∅ ⇒ A
∧∧
δ

Φ
B �

When we write A
∧∧
δ

Φ
B, we read A is descriptively strongly near B. The notation

A
∧∧� δ

Φ
B reads A is not descriptively strongly near B. For each descriptive strong

proximity, we assume the following relations:

(dsnN5) Φ(x) ∈ Φ(int(A)) ⇒ x
∧∧
δ

Φ
A

(dsnN6) {x} ∧∧
δ

Φ
{y} ⇔ Φ(x) = Φ(y) �

So, for example, if we take the strong proximity related to non-empty intersection

of interiors, we have that A
∧∧
δ

Φ
B ⇔ intA ∩

Φ
intB �= ∅ or either A or B is equal to

X , provided A and B are not singletons; if A = {x}, then Φ(x) ∈ Φ(int(B)), and if
B is also a singleton, then Φ(x) = Φ(y).

Example 11.4 (Descriptive strong proximity) Let X be a space of picture points
represented in Fig. 11.8 with red, green or blue colors and let Φ : X → R be a
description of X representing the color of a picture point, where 0 stands for red (r),
1 for green (g) and 2 for blue (b). Suppose the range is endowed with the topology

given by τ = {∅, {r, g}, {r, g, b}}. Then A
∧∧
δ

Φ
E , since intA ∩ intE �= ∅. Similarly,

B
∧∧� δ

Φ
C , since intB ∩

Φ
intC �= ∅. �

Remark 11.1 (Importance of strong descriptive proximities) Strong proximities are
important in the detection of similar shapes, since the focus here is on the features
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of those shape regions that are covered either partly or completely by maximal
nerve complexes. In effect, the focus here is on the interiors of shapes that have
matching descripionts. This is the basic requirement for strong descriptive proximity
(see Axiom (dsnN5)). In support of our interest in shape interiors, Algorithm 11.1
provides the foundation for the detection of strong descriptive proximities between
known and unknown shapes. �

11.3.4 Edelsbrunner–Harer Nerve Simplexes

Let F denote a collection of nonempty sets. An Edelsbrunner–Harer nerve of F
[14, Sect. III.2, p. 59] (denoted by NrvF ) consists of all nonempty sub-collections
whose sets have a common intersection and is defined by

NrvF =
{
X ⊆ F :

⋂
X �= ∅

}
.

Anatural extension of the basic notion of a nerve ariseswhenwe consider adjacent
polygons and the closure of a set. Let A, B be nonempty subset in a topological
space X . The expression A δ B (A near B) holds true for a particular proximity
that we choose, provided A and B have nonempty intersection, i.e., A ∩ B �= ∅.
Every nonempty set has a set of points in its interior (denoted intA) and a set of
boundary points (denoted bdyA). A nonempty set is open, provided its boundary
set is empty, i.e., bdyA �= ∅. Put another way, a set A is open, provided all points
y ∈ X sufficiently close to x ∈ A belong to A [8, Sect. 1.2]. A nonempty set is closed,
provided its boundary set is nonempty. Notice that a closed set can have an empty
interior.

Fig. 11.8 Descriptive strongly near sets: Ai

∧∧
δΦ B, i ∈ {1, 2, 3, 4, 5, 6, 7}
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Fig. 11.9 NrvA,NrvB are
sample closure nerves

Example 11.5 Circle, triangles, and or any quadrilaterals are examples of closed sets
with either empty or nonempty interiors. Disks can be either closed or open sets with
nonempty interiors. �

An extension of the notion of a nerve in a collection of nonempty setsF is a closure
nerve (denoted NCLF ), defined by

NrvCLF =
{
X ∈ F :

⋂
clX �= ∅

}
.

Closure nerves are commonly found in triangulations of digital images.

Example 11.6 Examples of closure nerves are shown in Fig. 11.9. �

From Example 11.6, we can arrive at a new form of closure nerve constructed from
filled triangles in a nerve, denoted by NrvCLtF defined by

NrvCLtF =
{
Δ ∈ NrvF :

⋂
clΔ �= ∅

}
.

An easy next step is to consider nerve complexes that are descriptively near
and descriptively strongly near. Let NrvA,NrvB be a pair of nerves and let ΔA ∈
NrvA,ΔB ∈ NrvB. Then

NrvA δΦ NrvB, provided ΔA ∩ ΔB �= ∅, i.e.,

ΔA δΦΔB . Taking this a step further, whenever a region in interior of NrvA has a
description that matches the description of a region in the interior of NrvB, the pair
of nerves are descriptively strongly near. That is,

NrvA
∧∧
δ

Φ
NrvB, provided intΔA ∩

Φ
intΔB �= ∅.

Lemma 11.1 Each closure nerve NrvCLtF has a nucleus.
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Proof Since all filled triangles inNrvCLtF have nonempty intersection, the triangles
have a common vertex, the nucleus of the nerve.

Definition 11.2 A pair of filled trianglesΔA,ΔB in a triangulated region are sepa-
rated triangles, provided ΔA ∩ ΔB = ∅ (the triangles have no points in common)
or ΔA,ΔB have an edge in common and do not have a common nucleus vertex.

Theorem 11.1 A nonempty set of vertices V in a space X covered with filled trian-
gles. If v, v′ ∈ V are vertices of separated filled triangles on X, then the space has
more than one nerve.

Proof Let Δ(v, p, q),Δ(v′, p′, q ′) be filled triangles on X . In a nerve, every filled
triangle has a pair of edges in commonwith adjacent triangles and, fromLemma11.1,
the filled triangles in the nerve have a common vertex, namely, the nucleus. By
definition, separated triangles have at most one edge in common and do not have a
common nucleus. Hence, the separated triangles belong to separate nerves.

Theorem 11.2 Filled triangles in nerves with a common edge are strongly near
nerves.

Proof Immediate from the definition of
∧∧
δ .

Algorithm 11.3: Construct Collection of Mesh Nerves
Input : Read set of generators S, p, q ∈ S.
Output: Collection of mesh nerves NCLVp .
S �−→ M /* Construct mesh using sites in S using Alg. 2 */;1
while (M �= ∅ and Vp ∈ M ) do2

Continue ← True;3
Select filled triangle Vp;4
while (∃Vq ∈ M & Vq �= Vp & Continue) do5

Select Vq ∈ M \ Vp;6
if Vp ∩ Vq �= ∅ then7

Vq ∈ NCLVp ;8

N.B.:NCLVp := NCLVp ∪ Vq ;9

M ← M \ Vq ;10
/* Vq belongs to nerve NCLVp */11

else12
Continue ← False;13

Theorem 11.3 Strongly near nerves are descriptively near nerves.

Proof Let NrvA
∧∧
δ NrvB be strongly near nerves. Then NrvA,NrvB have edge in

common. Let A be the common edge. Then the description Φ(A) is common to both
nerves. Hence, NrvA δΦ NrvB.
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Theorem 11.4 Nerves containing interior regions with matching descriptions are
strongly descriptively near nerves.

Proof Immediate from the definition of
∧∧
δ

Φ
.

We give a method for construction mesh nerves on an image in Algorithm 11.3. In
the construction of a collection of nerve complexes, the step labelled N.B. is needed1

to augment NCLVp as long as there are 2-simplexes that share a vertex p.

11.4 Features of Image Object Shapes

This section carries forward the notion of descriptively proximal images. The detec-
tion image object shapes is aided by detecting triangulation nerves containing the
maximal number of filled triangles (denoted by maxNrvK ).

Remark 11.2 (how to detect image object shapes with maximal nerve clusters) The
following steps lead to the detection of image object shapes.

Triangulation: The triangulation of a digital image depends on the initial choice
of vertices, used as generating points for filled triangles. In this work, keypoints
have been chosen. A keypoint is defined by the gradient orientation (an angle)
and gradient magnitudes (edge strength) of each image pixel. All selected image
keypoints have different gradient orientations and edge strengths. Typically, in an
image with a 100,000 pixels, we might find 1000 keypoints. Keypoints are ideally
suited for shape detection, since each keypoint is also usually an edge pixel. For
sample keypoints, see Figs. 11.10b, 11.12b, and in Fig. 11.14b.

Gdansk minstrel Minstrel vertices Minstrel nerve

(a) (b) (c)

Fig. 11.10 Simplex vertices and musician nerve simplicial complex

1Many thanks to the reviewer for pointing this out.
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Nerve Complexes: Keypoint-based nerve complexes have a nucleus that is a key-
point (e.g., on the approximate center of the hole covered by guitar strings the
filled triangles in the nerve radiating out to edges of the guitar player in Fig. 11.11).
For nerve complexes, see Figs. 11.10c, 11.13c, and in Fig. 11.14c.

Maximal Nerves: In the search for a principal image object shape, we start with
maxNrvK in a nerve with the maximum number of filled triangles that have a
nucleus vertex in common. Experimentally, it has been found a large part of an
image object shape will be covered by a maximal nerve (see, e.g., [33, Sects. 8.9
and 9.1]).

Maximal Nerve Clusters: Fourth, nerves strongly near maxNrvK form a cluster
useful in detecting an image object shape (denoted by maxNrvCluK ).

Shape Contour: The outer perimeter of a maxNrvCluK provides the contour of a
shape that canbe comparedwith other known shape contours, leading to the forma-
tion of shape classes.AmaxNrvCluK outer perimeter is called a shape edgelet [33,
Sect. 7.6]. Shape contour comparisons can be accomplished by decomposing con-
tour into nerve complexes and extracting geometric features of the nerves, e.g.,
nerve centroids, area (sum of the areas of the nerve triangles), number of nerve
triangles, maximal nerve triangle area, which are easily compared across triangu-
lations of different images.

Example 11.7 (Minstrel closurenerve cluster shape)Thenerve complexes inFig. 11.11
form a cluster with maxNrvA doing most of the work in highlighting the shape of
the guitar player’s upper body.

Example 11.8 (Girl closure nerve cluster head shape) Based on a selection of key-
points shown in Fig. 11.12b, the triangulation of the girl image in Fig. 11.12a leads to
a collection of filled triangle simplexes that cover the central region of the image as

Fig. 11.11 Minstrel nerve
cluster shape
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Vietri girl Girl vertices Girl nerves

(a) (b) (c)

Fig. 11.12 Simplex vertices and overlapping girl nerve simplicial complexes

Fig. 11.13 Overlapping nerve complexes on girl image

shown in Fig. 11.12c. From this triangulation, maximal nucleus clusters can be iden-
tified. For example, we can begin to detect the shape of the head from the collection of
overlapping nerve complexes in Fig. 11.13. The nerve complexes in Fig. 11.13 form a
cluster withmaxNrvA doingmost of thework in highlighting the shape of a large part
of the girl’s head. Let the upper region of this space be endowed with what is known
as proximal relator [31], which is a collection of proximity relations on the space. Let
(X,Rδ) be a proximal relator space with the upper region of Fig. 11.12a represented
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boy vertices nerves

(a) (b) (c)

Gdansk Gdansk Gdansk

Fig. 11.14 Simplex vertices and overlapping minstrel nerve simplicial complexes

by the set of points X and let Rδ =
{∧∧

δ , δΦ,
∧∧
δ

Φ

}
. Notice that the triangulation in

Fig. 11.12c contains a number of separated triangles. Hence, from Theorem 11.1,
we can expect to find more than one nerve. In this case, families of nerves can be
found in this image, starting with the upper region of the image. Then observe the
following things in the collections of nerve complexes in Fig. 11.13.

NrvA
∧∧
δ NrvB (Nerves with a common edge are strongly near (Theorem 11.2)),

NrvA
∧∧
δ NrvC (From Theorem 11.2, these nerves are strongly near),

NrvB
∧∧
δ NrvC (From Theorem 11.2, these nerves are strongly near),

(NrvA ∩ NrvB) δΦ NrvC (nerves with matching feature vectors, cf. Theorem 11.3),

(NrvA ∩ NrvC) δΦ NrvB (nerves with matching feature vectors, cf. Theorem 11.3),

(NrvA ∩ NrvC)
∧∧
δΦ NrvB (nerve interiors with matching descriptions, cf. Theorem 11.4),

(NrvA ∩ NrvB)
∧∧
δΦ NrvC (nerve interiors with matching descriptions, cf. Theorem 11.4).

From these proximities, we can derive the head shape from the contour formed by
the sequence of connected line segments along the outer edges of the nerves.

Example 11.9 (Musician closure nerve cluster head shape) Based on a selection of
keypoints shown inFig. 11.14b, the triangulation of theMusician image inFig. 11.14a
leads to a collection of filled triangle simplexes that cover the central region of the
image as shown in Fig. 11.14c. Notice, again, that from the triangulation of the
musician image, maximal nucleus clusters can be identified. For example, we can
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Fig. 11.15 Boy
tri-overlapping nerves

begin to detect the shape of the head and hand from the collection of overlapping
nerve complexes in Fig. 11.15. The nerve complexes in Fig. 11.15 form a cluster with
maxNrvB doingmost of thework in highlighting the shape of a large part of the boy’s
head. Let the upper region of this space be endowed with what is known as proximal
relator [31], which is a collection of proximity relations on the space. Let (X,Rδ) be
a proximal relator space with the upper region of Fig. 11.14a represented by the set

of points X and letRδ =
{∧∧

δ , δΦ,
∧∧
δ

Φ

}
. Notice again that a triangulation like the one

in Fig. 11.14c contains a number of separated triangles. Hence, from Theorem 11.1,
we can expect to find more than one nerve. Notice, again, that families of nerves can
be found in this image, starting with the upper region of the image. Then observe the
following things in the collections of nerve complexes in Fig. 11.15.



11 Shape Descriptions and Classes of Shapes 223

NrvA
∧∧
δ NrvB (Nerves with a common edge are strongly near (Theorem 11.2)),

NrvA
∧∧
δ NrvC (From Theorem 11.2, these nerves are strongly near),

NrvB
∧∧
δ NrvC (From Theorem 11.2, these nerves are strongly near),

(NrvA ∩ NrvB) δΦ NrvC (nerves with matching feature vectors, cf. Theorem 11.3),

(NrvA ∩ NrvC) δΦ NrvB (nerves with matching feature vectors, cf. Theorem 11.3),

(NrvA ∩ NrvC)
∧∧
δΦ NrvB (nerve interiors with matching descriptions, cf. Theorem 11.4),

(NrvA ∩ NrvB)
∧∧
δΦ NrvC (nerve interiors with matching descriptions, cf. Theorem 11.4).

From these proximities, we can derive the head shape from the contour formed by
the sequence of connected line segments along the outer edges of the nerves.

11.5 Concluding Remarks

A framework for the detection of image object shapes is given in this chapter. This
framework is based on a proximal physical geometric approach in a descriptive
proximity space setting that makes it possible to compare and classify image object
shapes. Unlike the conventional Delaunay triangulation of spatial regions, the pro-
posed triangulation introduced in this chapter results in simplexes that are filled
triangles. By covering a part or all of a digital image with simplexes, the problem
of describing object shapes is simplified. Both spatial and descriptive proximities
are discussed at length. In addition, algorithms to generate meshes and to construct
mesh nerve collections are given. Finally, illustrative examples for the framework
have been presented.
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Chapter 12
Comparison of Classification Methods for
EEG Signals of Real and Imaginary Motion

Piotr Szczuko, Michał Lech and Andrzej Czyżewski

Abstract The classification of EEG signals provides an important element of brain-
computer interface (BCI) applications, underlying an efficient interaction between
a human and a computer application. The BCI applications can be especially useful
for people with disabilities. Numerous experiments aim at recognition of motion
intent of left or right hand being useful for locked-in-state or paralyzed subjects in
controlling computer applications. The chapter presents an experimental study of
several methods for real motion and motion intent classification (rest/upper/lower
limbsmotion, and rest/left/right handmotion). First, our approach to EEG recordings
segmentation and feature extraction is presented. Then, 5 classifiers (Naïve Bayes,
Decision Trees, Random Forest, Nearest-Neighbors NNge, Rough Set classifier) are
trained and tested using examples from an open database. Feature subsets are se-
lected for consecutive classification experiments, reducing the number of required
EEG electrodes. Methods comparison and obtained results are presented, and a study
of features feeding the classifiers is provided. Differences among participating sub-
jects and accuracies for real and imaginary motion are discussed. It is shown that
though classification accuracy varies from person to person, it could exceed 80% for
some classifiers.
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12.1 Introduction

The classification of EEG signals is an important part of the brain-computer inter-face
(BCI) application. It is required for the method to be highly accurate to maintain an
efficient interaction between a human and a computer application [6, 15]. Applying
a dedicated method of signal processing to EEG recordings allows for determining
emotional states, mental conditions, and motion intents. Numerous experiments of
imaginary motion recognition deal with unilateral, i.e. of left or right, hand motion.
Such a classification is useful for locked-in-state or paralyzed subjects, thus it can be
applied successfully to controlling computer applications [3, 11, 23–26, 31, 32, 52]
or a wheelchair [7, 12] and communicating with locked-in patients and diagnosis of
coma patients [8].

The motion intent classification can be performed in a synchronous or an asyn-
chronous mode. The former method uses a visual cue, e.g. an icon on the screen
flashing in timed intervals, and then verifies user’s focus by means of the P300 po-
tential induced in a reaction to this visual event [4, 5, 16, 33]. The latter approach
is suited for self-paced interaction, but it requires a method of distinction between a
resting and acting, in the latter case determining the type of the action [10, 40, 56].
The asynchronous approach is evaluated in our work, since the classification of left
and right, and up and down motion intents and real motions is performed by various
decision algorithms.

The main principle for detection and classification of imaginary motor activity
in brain-computer interfaces is based on an observation that the real and imaginary
motions involve similar neural activity of the brain [26]. It is indicated by an alpha
wave signal power decrease in a motor cortex in a hemisphere contra-lateral to the
movement side [25, 26, 31], usually registered by C3 and C4 channels [39, 43, 57].
It is related to a phenomena of event-related desynchronization (ERD) [20, 29, 58].
Such an activity can be detected and classified by various approaches.

Siuly et al. [42] employed a conjunction of an optimal allocation system and two-
class Naïve Bayes classifier in the process of recognizing hand and foot movements.
Data was partitioned in such a way that right hand movements were analyzed along
with the right foot (first set) movements and left hand movements were analyzed also
with right foot movements (second set). Left foot movements were not performed
in the experiment. The global average accuracy over 10 folds, for the first and the
second set, equalled to 96.36 and to 91.97%, respectively. The authors claimed to
obtain the higher accuracy for the two-class Naïve Bayes classifier than for the
Least Squares Support Vector Machine (LS-SVM), both cross-correlation (CC) and
clustering technique (CT) based, examined in their earlier works [41, 59].

Schwarz et al. [38] aimed at developing BCI system that generates control signals
for users with severe motor impairments, based on EEG signals processed using
filter-bank common spatial patterns (fbCSP) and then classified with Random Forest
which is a type of a random tree classifier, applied to experiments presented in their
paper. In their experiments users were asked to perform right hand and feet motor
imagination for 5 seconds according to the cue on the screen. For imagined right hand
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movement, each user was instructed to imagine sustained squeezing of a training
ball. For motor imagery of both feet, the user was instructed to imagine repeated
plantar flexion of both feet. The median accuracy of 81.4% over the feedback period
(presenting information to the user about the motion intention) was achieved.

Kayikcioglu et al. [21] compared performance of k-NN , Multiple Layer Percep-
tron, which is a type of Artificial Neural Network tested herein, and SVM with RBF
kernel. Training datasets were created based on one-channel EEG signal. The authors
claim that the best accuracy was obtained for k-NN classifier but the presentation of
the results is vague, thus not convincing.

Beside observing ERD occurrences, the motion intent classification is performed
by: Linear Discriminant Analysis (LDA) [22, 31, 32, 58], k-means clustering and
Principal Component Analysis (PCA) [48], or Regularised Fisher’s Discriminant
(RFD) [51]. The work presented in this chapter is inspired by previous results in
applying Rough Set classifier of the real and imaginary motion activity over large
database of 106 persons performing real and imaginary motion, resulting in accuracy
exceeding 80%, and in some cases up to 100% [44, 45]. The main goal of this
research is to determine the best method of signal classification, by applying selected
classifiers, relatively simple and straightforward to use for practical applications.
Another goal was to determine the impact of reducing the EEG signal representation
on the accuracy: first by using a larger set of features (615), and then by limiting this
amount of features (to 120 and to 50).

Despite the observed advancements in EEG classification there still remains a
considerable group of users (15–30%) being “illiterate” in the Brain-Computer-
Interfaces, thus unable to perform recognisable mental actions in a repeated manner.
The exact reason is still unknown but the problem was formulated and studied [9,
53]. In this research there are subjects with relatively high and satisfactory results
but the same methods yield poor results for other group of persons. The personal
differences are discussed in Sect. 12.4.

The reminder of this chapter is structured as follows: Sect. 12.2 describes EEG
signals preprocessing and feature extraction, Sect. 12.3 contains details of classifiers
setup. Results are presented in Sects. 12.4, and 12.5 provides conclusions.

12.2 EEG Signal Parameterisation

EEG signals are parameterized in frequency bands associated experimentally with
mental and physical conditions [55]. Following frequency ranges and their most
popular interpretations are used: delta (2–4Hz, consciousness and attention), theta
(4–7Hz, perceiving, remembering, navigation efforts) and alpha (8–15Hz, thinking,
focus, and attention), beta (conscious focus, memory, problem solving, information
processing, 15–29Hz), and gamma (learning, binding senses, critical thinking 30–
59Hz). Electrodes are positioned over crucial brain regions, and thus can be used for
assessing activity of motor cortex, facilitating motion intent classification [1].
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Recordings of EEGare pollutedwith various artifacts, originating fromeye blinks,
movement, and heartbeat. Dedicated methods were developed for detecting artifacts,
filtering and improving signal quality. A Signal-Space Projection (SSP) [19, 50,
58], involving spatial decomposition of the EEG signals is used for determining
contaminated samples. Such an artifact repeatedly originates from a given location,
e.g. from eye muscles and is being recorded with distinct characteristics, amplitudes,
and phases, thus the artifact pattern can be detected and filtered out. Signal quality
improvements are also achieved by Independent Component Analysis (ICA) [19, 20,
50, 53].

The research approach presented in this chapter assumes an usage of Hilbert
transform of the signal and of several parametrization methods based on envelope,
power, and signal statistics, as well as a classification based on dedicated, carefully
examined and trained classifiers. For those experiments a large EEG database was
used: EEG Motor Movement/Imagery Dataset [14], collected with BCI2000 system
[2, 37] and published by PhysioNet [14]. This database includes 106 persons and
exceeds the amount of data collected by Authors themselves up to date, thus is more
suitable for training and examining classification methods over a large population,
facilitating also comparisons with research of others.

The dataset contains recordings of 4 tasks:

• A real movement of left-right hand,
• B real movement of upper-lower limbs,
• C imaginary movement of left-right hand,
• D imaginary movement of upper-lower limbs.

Sixty four electrodes were used located according to the 10–20 standard, with
sampling rate 160Sa/s, and timestampsdenoting start and endof particularmovement
and one of 3 classes: rest, left/up, right/down. Among the available channels, only 21
were used, obtained from motor cortex: FCZ ,1,2,3,4,5,6, CZ ,1,2,3,4,5,6, CPZ ,1,2,3,4,5,6

(Fig. 12.1).
All 21 signals were processed in a similar manner, decomposed into the time-

frequency domain (TF): delta (2–4Hz), theta (4–7Hz), alpha (8–15Hz), beta (15–
29Hz), and gamma (30–59Hz). Subsequently, each subband’s envelopewas obtained
byHilbert transform [27], reflecting activity in the given frequency band. This dataset
was pre-processed employing the Brainstorm software, where segmentation and fil-
tration of signals were performed [47]. Finally, 615 various features of envelopes
were extracted. Authors of this chapter proposed a parametrization of envelopes of
band-filtered signals. Consequently, 5 frequency subbands for each of 21 sensors,
are parametrized as follows:

1. For a particular subband j = {delta, . . . , gamma} from a sensor k =
{FC1, . . . ,CP6}, 5 activity features are extracted, reflecting the activity in the
particular brain region: the sum of squared samples of the signal envelope (12.1),
mean (12.2), variance (12.3), minimum (12.4), and maximum of signal envelope
values (12.5),
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Fig. 12.1 A top view of a human head with electrodes in 10–20 setup, motor cortex channels in
central region marked (Source [14])

2. For all 9 pairs of symmetrically positioned electrodes kL and kR (e.g. kL = C1,
and kR = C2) the signal envelopes differences are calculated and summed up
(12.6), to reflect asymmetry in hemispheres activity while performing unilateral
motion:

SqSum j,k =
N∑

i=1

(
e j,k[i]

)2

, (12.1)

Mean j,k = 1

N

N∑

i=1

(
e j,k[i]

)
, (12.2)

Var j,k = 1

N

N∑

i=1

(
e j,k[i] − Mean j,k

)2

, (12.3)

Min j,k = min(e j,k[i]), (12.4)
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Max j,k = max(e j,k[i]), (12.5)

SumDiff j,kL ,kR =
N∑

i=1

(
e j,kL [i] − e j,kR[i]

)
, (12.6)

where, e j,k[i] is an envelope of the signal from particular subband j of electrode k
and has length of N samples.

As a result there are 615 features extracted for every task. The result decision
table includes also task number, person number and decision (T0, T1 or T2).

The multidimensional problem of classifying EEG signal is not straightforward,
because personal biological and neurological features significantly influence values
of registered signals and extracted features. In the following data classification (Sect.
12.3) every person is treated separately, thus for every task a new classifier is created
with a different subset of useful and informative features.

EEG classification is hampered by personal biological and neurological differ-
ences, or other characteristics influencing EEG signal quality and features. There-
fore each person is treated as individual classification case, and thus customized
classifiers are created.

12.3 Data Classification Method

Data classification was performed in WEKA software package offering various data
mining techniques [54], and in R programming environment [13] with RoughSets
package [35].

All methods were applied in a 10 cross-validation runs, with a training and test-
ing sets selected randomly in a 65/35 ratio split. These sets contain 1228 and 662
signals for a single person performing a particular task of 3 different action classes
(rest, up/left motion, and down/right motion). The process is repeated for 106 per-
sons, achieved average classification accuracy records are collected. In the described
research three variants of features sets P were examined:

1. P615 with all 615 features.
2. P50 with features being the most frequently used in Rough Set classification rules

from the first variant [44, 45]. Reducts from all iterations of given classification
scenarios were analyzed for frequency of features and top 50 were used instead
of 615 to repeat this experiment (Table12.1). Other features appear in less than
3% of rules often matching only a single person, therefore are discarded to re-
duce overfitting. By this approach it is verified if a limited number of features is
sufficient for accurate description of classes differences. Rough Set was used as
a baseline, because of high accuracy achieved in previous experiments with this
method [44, 45].

3. PC3C4 with 120 features obtained only from signals from electrodes C3 and C4,
as these were reported by other research to be the most significant for motion
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Table 12.1 Top 50 features for classification rules in Rough Set method. A number of rules in-
cluding the feature is provided. The set is used for other classifier in this chapter, denoted as P50

Attribute No. of appear. Attribute No. of appear. Attribute No. of appear.

Vartheta,FCZ 420 Maxgamma,C3 279 Vartheta,FC6 253

Mindelta,C1 409 Mindelta,C5 277 Maxbeta,C4 252

Mindelta,FC5 389 Sumtheta,FC3 277 Maxgamma,FC2 250

Meangamma,C6 388 Mindelta,FC3 276 Mindelta,CP4 248

Sumalpha,CP4 378 Vargamma,C6 275 Mindelta,CPZ 248

Mindelta,FCZ 367 Minbeta,C1 274 Maxtheta,FC1 246

Meandelta,FC5 340 Mindelta,FC2 273 Sumbeta,FC2 246

Mindelta,C4 337 Sumbeta,FC4 272 Maxgamma,C1 245

Maxbeta,C1 327 Sumgamma,FC5 269 Sumalpha,CP2 244

Mindelta,CP5 326 Mindelta,C3 268 Sumgamma,C4 239

Sumdelta,FC6 316 Varbeta,CZ 268 Maxgamma,FC5 238

Vartheta,CP2 310 Mingamma,C4 260 Mindelta,CP3 238

Varalpha,FCZ 304 Sumtheta,FCZ 259 Vartheta,CP1 236

Sumgamma,FC1 299 Varalpha,FC3 259 Meantheta,FC3 231

Vartheta,CP6 290 Maxgamma,FCZ 258 Maxalpha,FC6 229

Mindelta,CP2 288 Vartheta,C4 258 Vartheta,CZ 229

Mindelta,C6 284 Mindelta,FC4 254

classification [25, 31, 43], for verifying if limiting the region of interest to two
regions on motor cortex decreases accuracy.

Five classification methods were chosen. Each have own parameters, and to deter-
mine the best setup a training-testing cycle with cross-validation was repeated with
automatic changes of parameters from an arbitrary defined values sets (Table12.2).
As a result, for each classifier the best configuration was identified for P615, P50 and
PC3C4 and then used for subsequent experiments. Following methods were used:

• Naïve Bayes (NB). Naïve Bayes method uses numeric estimator with precision
values chosen based on analysis of the training data [18]. A supervised discretiza-
tion was applied, converting numeric attributes to nominal ones.

• Classifier trees (J48). A pruned C4.5 decision tree was applied [34], with adjusted
confidence factor used for pruning C, and a minimum number of instances for a
leaf M. C was selected from a set {2−5, 2−4, . . . , 2−1}, M:{21, 22, . . . , 25}.

• Random Forest (RF). This method constructs I random trees considering K ran-
domly selected attributes at each node. Pruning is not performed. I and K were
from a set {23, . . . , 27}.

• Nearest-Neighbors (NNge). An algorithm of Nearest-neighbors using non-nested
generalized exemplars (hyperrectangles, reflecting if-then rules) was used [28,
36]. The method uses G attempts for generalization, and a number of folder for
mutual information I. G and I were from a set {20, . . . , 26}.
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Table 12.2 Classifiers parameters resulting with the highest classification accuracy for three used
features sets

Classifier Features set P615 Features set P50 Features set PC3C4

NB Not applicable Not applicable Not applicable

J48 C = 0.03125, M = 16 C = 0.03125, M = 16 C = 0.03125, M = 16

RF I = 64, K = 64 I = 64, K = 32 I = 64, K = 16

NNge G = 8, I = 2 G = 8, I = 8 G = 8, I = 4

RS Not applicable Not applicable Not applicable

• Rough Set classifier (RS). A method applying Pawlak’s Rough Set theory [30,
35] was employed to classification. It applies maximum discernibility method for
data discretization and it selects a minimal set of attributes (a reduct) maintaining
discernibility between different classes, by applying greedy heuristic algorithm
[17, 45, 46]. A reduct is finally used to generate decision rules describing objects
of the testing set, and applying these to the testing set.

12.4 Classification Results

Classification accuracies obtained for 106 persons by the best configuration of se-
lected 5 classifiers are shown below as box-whiskers plots [49] (Fig. 12.2).

It can be observed that Rough Sets (RS) are significantly more accurate in clas-
sification than other methods. Random Forest (RF) is the second, but the advantage
over Naïve Bayes (NB), J48 and Nearest-Neighbors (NNge) is not statistically sig-
nificant. Nearest-Neighbors is usually the worst. There are a few cases of very high
accuracy exceeding 90%, but also a few persons’ actions were impossible to classify
(observed accuracy lower than 33% is interpreted as random classification).

In each case the imaginary motion classification (task B and D) is not as accurate
as classification of the real motion (task A and C). This can be justified by inability
to perform a task restricted to only mental activity in a repeated manner, or subjects’
fatigue, incorrect positioning of electrodes, or even BCI illiteracy. Classification of
real upper/lower limbs movement (task C) is the easiest one for every method.

It can be observed that applying P615 to classification (Fig. 12.2) generally yields
better results than limited features setsP50 orPC3C4 (Fig. 12.3 and 12.4). The accuracy
decrease of ca. 5%.

Personal differences must be taken into account in application of EEG classifi-
cation, as our experiments show some individuals perform the best, and other the
worst repeatedly. For example, the subject S004 from the database was the highest
ranked in 103 cases of 192 classification attempts, followed by S072 being the top
ranked in 26, and S022 in 19 cases. The worst performing subjects were: S031 in 15,
S098 in 13, S047 in 12, S021 in 11, and S109 in 11 cases of 192 attempts. Subjects
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Fig. 12.2 Classification performance in 10 cross validation runs of selected classifiers for feature
set P615: (a)–(d) tasks A–D respectively

Fig. 12.3 Classification performance in 10 cross validation runs of selected classifiers for feature
set P50: (a)–(d) tasks A–D respectively



236 P. Szczuko et al.

Fig. 12.4 Classification performance in 10 cross validation runs of selected classifiers for feature
set PC3C4 : (a)–(d) tasks A–D respectively

are anonymous and no personal details are provided, so actual physical difference
between them cannot be determined.

12.5 Conclusions

A method of EEG signal pre-processing, parametrization, and classification with
selected 5 classifiers was presented. Among applied methods Rough Sets (RS) and
Random Forest (RF) achieved the highest accuracy, with the Rough Set (RS) signif-
icantly outperforming other methods.

The presented procedure can be employed in a simple interface involving motion
classification by EEG signals analysis. It opens a possibility to develop accurate
and responsive computer applications to be interacted by intents of rest, left, right,
up, and down motion. These five binary input controls are sufficient to perform
complex actions such as navigating, confirming or rejecting options in a graphical
user interface.

For each person the training and classification process must be repeated, because
each case could differ, albeit slightly, with electrodes placements, signal registration
conditions, hair and skin characteristics, varying level of stress and fatigue, varying
manner of performing the imaginary motion, etc.
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Subjects were anonymous, so their physical differences are unknown, but large
discrepancy in classification accuracy was observed, probably impossible to be over-
come. Still, it must be yet determined whether satisfactory accuracy can be achieved
by applying processing and classification of signals from non-invasive registration
of brain activity through the skull and the scalp.

The results presented in this chapter were achieved without a necessity to apply
complex methods such as ICA or SSP described in literature, and blink and heartbeat
artefacts elimination or signal improvements methods were not employed. Therefore
main strength of the approach is its simplicity, and confirmed high accuracy, possible
to achieve provided the person is able to performdefined actions in a repeatedmanner.

Acknowledgements The research is funded by the National Science Centre of Poland on the basis
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Chapter 13
Application of Tolerance Near Sets to Audio
Signal Classification

Ashmeet Singh and Sheela Ramanna

Abstract This chapter is an extension of our work presented where the problem
of classifying audio signals using a supervised tolerance class learning algorithm
(TCL) based on tolerance near sets was first proposed. In the tolerance near set
method(TNS), tolerance classes are directly induced from the data set using a tol-
erance level and a distance function. The TNS method lends itself to applications
where features are real-valued such as image data, audio and video signal data.
Extensive experimentation with different audio-video data sets were performed to
provide insights into the strengths and weaknesses of the TCL algorithm compared
to granular (fuzzy and rough) and classical machine learning algorithms.

Keywords Audio signal classification · Granular computing · Machine learning
Rough sets · Tolerance near sets

13.1 Introduction

Automatic recognition (or classification) of speech and music content from acoustic
features is a very popular application area of machine learning. Illustrative machine
learning tasks include music information retrieval (MIR) [46, 49, 55], automatic
music genre recognition [17], detection of commercial blocks in television news
data, movie genre abstraction from audio cues [4].
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This chapter is an extension of our work [38] on the problem of classifying audio
signals with the near set-based method [30, 31] is addressed. Near set theory was
influenced by rough set theory [26] and by the work of E. Orłowska on approxima-
tion spaces [24, 25]. The principal difference between rough sets and near sets is
that near sets can be discovered without approximating sets with lower and upper
approximation operators [12, 34]. Near sets are considered as a generalization of
rough sets [50]. Application of near sets can be found in [11, 16, 33].

The basic structure which underlies near set theory is a perceptual system which
consists of perceptual objects (i.e., objects that have their origin in the physical
world) [12, 30, 50]. A great deal of human auditory perception is influenced by the
structure of the ear, our limited dynamic range and physics [57]. Specifically, per-
ception of music encompasses fields such as physics, psychoacoustics, mathematics,
musicology, music theory, music psychology [17]. It deals with our ability to per-
ceive such characteristics as pitch, musical scale, timbre, rhythm. And pitch is the
perception of the frequency of sound. Hence, mathematical models aim to emulate
the ear’s ability to separate sound spectrally and temporally. Spectral separation is
the ability to separate different frequencies in the sound signal. Temporal separation
is the ability to separate sound events. The concept of tolerance plays a central role
in distinguishing different sounds. The notion of tolerance is directly related to the
idea of closeness between objects, such as image or audio segments that resemble
each other with a tolerable level of difference. The term tolerance space was coined
by Zeeman in modelling visual perception with tolerances [53]. Mathematically, a
tolerance space (X,�) consists of a set X supplied with a binary relation � (i.e., a
subset � ⊂ X × X ) that is reflexive (for all x ∈ X , x � x) and symmetric (for all
x, y ∈ X , x � y and y ∼ x) but transitivity of � is not required. A modified form of
a near sets algorithm based on tolerance spaces to classify audio signals is proposed
in this chapter.

The supervised Tolerance Class Learner (TCL) algorithm is a modified form of
the algorithm that was introduced in [37] to detect solar flare images. More recently,
a tolerance form of rough sets (TRS) was successfully applied to text categoriza-
tion [41, 42]. However, the key difference between these two approaches (TRS and
TNS) is that in the TRS model, the data set is approximated into lower and upper
approximations using a tolerance relation. In the TNS method, tolerance classes are
directly induced from the data set using the tolerance level ε and a distance function.
The TNS method lends itself to applications where features are real-valued such
as image data [10], audio and video signals. However, the key difference between
the TNS method used in Content-Based Image Retrieval (CBIR) and the proposed
method is that our method is used in a supervised classification learning mode rather
than a similarity-based image retrieval by ranking.

The representative set of features involve time and frequency representation. Our
first dataset (referred to as Speech vs. Non-Speech) for experimentation consists of
a collection of audio features extracted from videos with only two categories. The
second dataset (referred to as Music vs. Music + Speech) is a further breakdown
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of one of the categories from the first data set. It is a part of a larger experiment
for movie video abstraction with audio cues (speech, non-speech and music) from
multi-genre movies [4].

Our third dataset (referred to as Commercial Blocks in News Data) [15, 47]
includes features extracted from videos as well as audio. This is our first attempt
at classifying video signals into two categories: commercial vs. non-commercial.
This dataset was created out of footage from news channels to detect commercials
which are shown in between the news broadcasts. This dataset includes audio fea-
tures similar to the ones used in our first dataset. It also includes features extracted
from the video. It is divided into 5 parts, each part representing a different news
channel. The individual parts were combined and from those a random selection of
objects was extracted.

The contribution of this work is a supervised learning algorithm Tolerant Class
Learner (TCL) algorithm based on the TNS aswell as extensive experimentationwith
different audio-video data sets to provide insights into the strengths and weaknesses
of the TCL algorithm. TCL is compared with fuzzy, rough and classical machine
learning algorithms. Our work has shown that TCL is able to demonstrate similar
performance in terms of accuracy with the optimized Fuzzy IDT algorithm [4] and
comparable performance with standard machine learning algorithms for the Speech
vs. Non-Speech category. The results of this experiment were published in [38]. For
the Music vs. Music + Speech category, the TCL algorithm is performing slightly
worse. However, it should be noted that the machine learning algorithms available
in WEKA1 and RSES2 has been optimized. TCL has not yet been optimized in
terms of ideal tolerance classes and determination of best features since the features
were already pre-determined as a part of the data set. Another important point to
note, is that experiments with the Fuzzy IDT algorithm did not use a 10-fold cross-
validation sampling. For theCommercial Blocks in NewsData, TCL is comparable to
theNaiveBayes algorithm, but not withDecision Trees and Support VectorMachines
as reported in [47]. One important reason is that the authors performed post-and pre-
processing on the data and used k-means to get a smaller more well divided dataset
to optimize the Support Vector Machines algorithm which was not available for us.

The chapter is organized as follows: In Sect. 13.2, we discuss briefly research
related to audio classification. In Sect. 13.5, we present some preliminaries for near
sets and tolerance forms of near sets. We describe our proposed TCL algorithm
in Sect. 13.6 followed by experiments in Sect. 13.7. We conclude the chapter in
Sect. 13.8.

13.2 Related Work

Automatic music genre recognition (or classification) from acoustic features is a very
popular music information retrieval (MIR) task where machine learning algorithms
have found widespread use [3, 23, 46, 49, 55]. The broader field of MIR research

1http://www.cs.waikato.ac.nz/ml/weka/.
2http://www.mimuw.edu.pl/~szczuka/rses/start.html.

http://www.cs.waikato.ac.nz/ml/weka/
http://www.mimuw.edu.pl/~szczuka/rses/start.html
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is a multidisciplinary study that encompasses audio engineering, cognitive science,
computer science and perception (psychology). A survey of MIR systems can be
found in [45]. Our ability to detect instruments stems from our ability to perceive the
different features of musical instruments such as musical scale, dynamics, timbre,
time envelope and sound radiation characteristics [17]. In this chapter, we restrict our
discussion to machine learning methods applied to MIR and to audio/video features
specific to this chapter.

Filters such as Principal Component Analysis are thus often applied to reduce the
number of features. The most commonly used audio features includeMel-Frequency
Cepstral Coefficients (MFCC), Zero Crossing Rate, Spectral Centroid [46]. MFCCs
are perceptually motivated features commonly used in speech recognition research
[13, 21, 46]. MFCCs initially described for speech analysis [21] were calculated
over 25.6ms windows applied on the audio file with a 10ms overlap between
each window.

Another important aspect of music classification is the size of the data sets.
Datasets differ greatly in size, for example the MillionSong Dataset has a million
files [22] or the GTZAN dataset contains 1000 files [44]. The MillionSong dataset
uses HDF5 files which store tag data, pre-extracted features but not the audio signal
itself.Others such as theGTZANuse actual audio files. The amount of pre-processing
(or the lack thereof) is also a unique challenge. Datasets are often pre-processed to
extract features [22] or are left as raw audio files [44] cut into clips.

In [3] the Adaboost algorithm was applied to the Magnatune dataset 3 consisting
of 1005 training files and 510 testing files and the USPOP dataset4 with 940 train-
ing and 474 testing files divided into 6 genres. The features included Fast Fourier
Transform, Real Cepstral Features, Mel Frequency Cepstral Features, Zero Crossing
Rate, Spectral Centroid, Rolloff, Auto-regression and Spread. In [23], a system that
uses relevance feedback with Support Vector Machine (SVM) active learning was
introduced. The audio features were based on Gaussian mixture models (GMMs)
of MFCCs. The dataset included 1210 songs divided into 650 training, 451 testing
and 103 validation songs. In [8], fuzzy-c means was used to classify music with
the GTANZ and Magnatune dataset. Three time domain, five frequency domain and
MFCC features for a total of 42 features from each of the 150 audio signals were
used. By plotting themean of a feature with its corresponding variance value for each
signal, six optimal feature vectors were selected. Using Euclidean distance calcu-
lated on the feature vectors they performed clustering. Audio signals were classified
into five broad categories: silence (SL), speech (SP), music (MS), speech with noise
(SN), speech with music (SM).

In [14], music genre classification based on features involving timbral texture fea-
tures,MFCC andwavelet features are discussed. The wavelet features were extracted
using Discrete Wavelet Transform (DWT). The ensemble classifier uses a combi-
nation K-Nearest Neighbour (KNN), GMM and Artificial Neural Network (ANN)

3http://magnatune.com/.
4https://labrosa.ee.columbia.edu/millionsong/pages/additional-datasets.

http://magnatune.com/
https://labrosa.ee.columbia.edu/millionsong/pages/additional-datasets
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classifiers using majority voting. PCA was used to reduce the dimensionality of the
feature space. The Artificial Neural Network uses a feed-forward network with one
input layer (300 input vectors of 38 dimensions), one output layer (for 10 music
genres) with the pure linear transfer function and one hidden layer with sigmoid
transfer function.

In [18] music genre classification was reported usingMFCCs, Octave based spec-
tral contrast (OSC andMPEG7NASE) features on GTZAN dataset. Linear Discrim-
inant Analysis was used for feature reduction and classification for classifying 10
music genres.

B. Kostek [17] presents a comprehensive discussion on perception-based data
analysis in acoustics with applications in MIR and hearing. Granular computing
methods (rough sets, fuzzy sets) [17, 35] and neural networks were applied to cog-
nitive processing as well as to music genre recognition. In [56], several machine
learning methods (Artificial Neural Networks, Support Vector Machines, Naive
Bayes, Random Forest and J48) were applied to a database of 60 music com-
posers/performers. 15–20 music pieces were collected for each of the musicians.
All the music pieces were partitioned into 20 segments and then parameterized. The
feature vector consisted of 171 parameters, including MPEG-7 low-level descriptors
and Mel-Frequency Cepstral Coefficients (MFCC) complemented with time-related
dedicated parameters. A more recent paper on the million song data set and the chal-
lenges of improving genre annotation can be found in [9]. Current developments in
MIR can be found at.5

13.3 Automatic Detection of Video Blocks

Automatic detection of video blocks uses features and techniques that seem similar to
those used for classification of audio. The video is divided into blocks, and from each
block, video and audio data is extracted [15, 47]. The audio features extracted can be
same as the ones used in MIR and audio classification [15, 47] such as MFCCs [13,
21, 46]. Previous techniques include detecting commercials using blank frames [40],
product logos [1], repetitive video and audio cues [5] and analysis of on-screen
text [20]. However the presence or absence of such features is less reliable especially
now that broadcasts, channels and content have become digital and advertisements
are targeted to consumers based on region, language, preference, gender, market
demographics, age.

Commercial block classification methods can generally be divided into two cate-
gories - knowledge-based methods and frequentist or repetition based methods [15].
The knowledge-based approach uses information gathered from the video frames to
make predictions. The frequentist-based method uses the fact that commercial con-
tent repeats with a higher frequency that news segments and other related types of

5http://www.ismir.net/.

http://www.ismir.net/
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content. The basic premise is that a commercial previously aired will repeat again,
and then be identified.

The knowledge-based method extracts features or knowledge from the current
frame, clip or segment like shot rate, presence or absence of logos, silent regions,
blank frames, audio features, video features and so on [15]. Well-known machine
learning methods such as SVM and ensemble classifiers such as Adaboost are then
used for classification. Frequentist-based methods on the other hand operate on pre-
saved content from commercials from which features have been extracted [15]. This
data is then finger-printed or hashed. This data is then compared with data from the
video feed to identify commercials. One shortfall of this technique is that only those
exact commercials which have been previously identified, and then finger printed or
hashed can be identified. They aremost suitable for archived footage but are ill-suited
for classifying commercials on the fly.What follows is a definition of features (which
are used as probe functions). Probe functions are formally defined in Sect. 13.5.

13.4 Audio and Video Features

The following is an overview of the features used in each dataset. The video dataset
[47] uses additional video features.

13.4.1 Audio Features

Definition 13.1 (Spectral Centroid-SCt )

N∑

n=1
Mt [n] × n

N∑

n=1
Mt [n]

,

where Mt [n] is the magnitude of the Fourier transform at frame t and frequency bin
n. The centroid is a measure of spectral shape and higher centroid values correspond
to brighter textures with more high frequencies [46].

Definition 13.2 (Spectral Flux-SFt )

N∑

n=1

(Nt [n] −Nt−1[n])2 ,
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where Nt [n] and Nt−1[n] are normalized magnitude of the Fourier transform at the
current frame t and the previous frame t-1. The spectral flux is a measure of the
amount of local spectral change [46].

Definition 13.3 (Spectral Roll Off-SROt )

Rt∑

n=1

Mt [n] = 0.85 ×
N∑

n=1

Mt [n],

where Mt [n] is the magnitude of the Fourier transform at frame t and frequency bin
n. Spectral Roll Off defines the frequency Rt below which 85% of the magnitude
distribution of frequency lies.

Definition 13.4 (Fundamental Frequency-R(τ ))

1

N

N∑

n=0

(xr [n]xr [n + τ ]).

It is a measure of the periodicity of the time-domain waveform. It may also be
calculated from the audio signal as the frequency of the first order harmonic or the
spacing between the different order harmonics in the periodic signal [39].

Definition 13.5 (Zero Crossing Rate-Zt )

1

2

N∑

n=1

|sign(x[n] − sign(x[n − 1])|,

where the function returns 1 for a positive argument and 0 for a negative argument.
It is the rate at which the signal changes sign. It is a measure of how noisy the signal
is [46].

Definition 13.6 (Short Time Energy-STE)

1

N

∑

m

[x(m)w(n − m)]2,

where x(m) is the audio signal, w(m) is a rectangle window [54].

Definition 13.7 (Low Short Time Energy Ratio-LSTER)

1

2N

N∑

n=1

[(0.5 × avST E) − sign(ST E(n)) + 1],
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where

avST E = 1

N

N∑

n=1

[STE(n)],

and N is the number of frames, STE is the Short Time Energy of the nth frame and
avST E is the average Short Time Energy in a window [19].

Definition 13.8 (Root Mean Square Amplitude-ERMS)

√
√
√
√ 1

N

N∑

n=1

[x2(n)]

Root Mean Square or RMS amplitude is the simple root mean square of the signal
and is the same as that for any signal like a voltage signal. However, since a digital
audio signal is non-continuous and is composed of n values we will use the above
mentioned RMS function and not the regular RMS function which is described for
continuous functions [6].

Definition 13.9 (Log Energy-Elog)

Ebias + E0 · log
N−1∑

n=0

x2(n),

where log represents the natural logarithm and E0 is a scaling factor to scale the
energy of signal x to different scales. If E0 = 1 then Elog is measured in ‘neper’. If
E0 = 10

log10 which is approximately equal to 4.343, then Elog is measured in Decibels
(dB) [6].

Mel-Frequency Cepstral Coefficient [21]

Mel-Frequency Cepstral Coefficient (or MFCC) is a combination of a cepstral rep-
resentation of the spectrum using the Mel Frequency. It was initially described for
use in speech analysis and has only recently been incorporated into music as well.
MFCCs are also calculated in short windows on the audio file. The windows are gen-
erated using a Windowing function such as a Hamming or Hanning window. After
the windows have been obtained, Discrete Fourier Transform is applied to them.
Then Log Energy of the audio signal contained within the window is calculated,
applying the Mel Scale to it, and then finally applying Discrete Cosine Transform
on it, MFCC values of different orders are generated.
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13.4.2 Video Features

The following is an overview of the video features. These are used only in the
experiments involving the second dataset.

Definition 13.10 (Shot Length) Shot length [47] is simply the length of each shot.
It is defined in terms of the frames contained within that shot and forms a 1D feature
for the video segment. It was observed by the authors that commercials shots have a
shorter duration than non-commercial shots.

Definition 13.11 (Text Masked Edge Change Ratio) Edge Change Ratio [47] (or
ECR for short) detects the scene changes and the difference between the frames
when the scene change occurs. It is a measure of the net motion at the object bound-
aries between successive frames. To calculate text Masked Edge Change Ratio, the
text regions are masked to ignore the animation effects applied on the text. In the
dataset, the authors used second order statistics to obtain a 2D feature for estimating
motion content.

Definition 13.12 (Text Masked Frame Difference) Text Masked Frame Difference
[47] estimates the amount of change between successive video frames. ECR may
fail at times when motion occurs within the boundaries of the object, i.e., the object
remains static (no translational motion) but some change occurs within it, like a color
change, animation etc. In the dataset, the authors use second order statistics to obtain
a 2D set of features for representing the net Frame Difference.

Definition 13.13 (Overlaid Text Distribution) Overlaid Text [47] are the text bands
inside a framewhich show information in a text based format within the frame. These
are most often present during a news broadcast as a news ticker found most often in
the lower third part of the screen and referred to as the chyron, captions, etc. During
commercials, however, most of these text bands disappear to show the commercial
content. Only a single news ticker may remain sometimes either at the top or at the
bottom. To estimate the amount of overlaid text, the frame is divided into 5 horizontal
strips of equal height. Within each strip the amount of text is analyzed. Second order
statistics are then applied in each strip to generate a 10D feature set.

13.5 Theoretical Framework: Near Sets and Tolerance
Near Sets

The TCL algorithm system uses a set-theoretic approach based on near set theory.
The theory of near sets can be summarized in three simple concepts: a perceptual
system, a perceptual indiscernibility relation and nearness relation and a near set
[51]. Near set theory is characterized by a perceptual system, whose objects are
associated by relations such as indiscernibility, weak indiscernibility, or tolerance. It
is the perceptual tolerance relation that is used in this chapter. We now give formal
defns for near sets and tolerance near sets. We start by giving a table of symbols.
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Symbol Interpretation
O Set of perceptual objects
F Set of probe functions defining a perceptual object
R Set of real numbers
φ Probe function
B B ⊆ F, Subset of probe functions
x x ∈ O , Sample perceptual object
φB(x) φ1(x), . . . , φi (x), . . . , φl (x) Description of a perceptual object
l Length of object description
∼B Perceptual Indiscernibility Relation
∼=B Weak Perceptual Indiscernibility Relation
��F Nearness relation
〈X,�〉 Tolerance Space
ε ε ∈ R

∼=B,ε Perceptual Tolerance Relation
N (x) Neighbourhood of x in tolerance space
TCL Tolerance Class Learner

13.5.1 Preliminaries

Definition 13.14 (Perceptual System [30, 31]) A perceptual system is a pair 〈O, F〉,
where O is a nonempty set of perceptual objects and F is a countable set of real-
valued probe functions φi : O → R.

Examples of probe functions include audio features such as MFCCs, Spectral
Centroid defined in Sect. 13.4.

An object description is defined by means of a tuple of probe function values
�(x) associated with an object x ∈ X , where X ⊆ O as defined by Eq.13.1.

Definition 13.15 (Object Description [30, 31])

�(x) = (φ1(x), φ2(x), . . . , φn(x)) , (13.1)

where φi : O → R is a probe function of a single feature. Objects here are audio sig-
nals arising fromadata set consistingof for example speech andnon-speech elements.

Example 13.1 (Audio Signal Description)

�(x) = (
φSCt (x), φSFt (x), φSROt (x), φRτ

(x), φZt (x), φST E (x), . . . , φElog (x)
)

(13.2)

A probe function is the equivalent of a sensor in the real world. Indeed the values
for a description might come from an actual sensor like a sensor measuring the scale
frequency and amplitude of sound and giving a value leading to a computation of the
MFCC feature. Probe functions give rise to a number of perceptual relations between
objects of a perceptual system. This approach is useful when decisions on nearness
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are made in the context of a perceptual system i.e., a system consisting of objects
and our perceptions of what constitutes features that best describe these objects.
In this chapter, the features of an audio signal are such characteristics as loudness,
pitch, timbre.

Definition 13.16 (Perceptual Indiscernibility Relation [34]) Let 〈O, F〉 be a per-
ceptual system and let B ⊆ F ,

∼B= {(x, y) ∈ O × O : for all φi ∈ B, φi (x) = φi (y)}. (13.3)

Definition 13.16 is a refinement of the original idea of an indiscernibility rela-
tion [26] between objects to what is known as perceptual indiscernibility that is
more in keeping with the perception of objects in the physical world such as per-
ceiving music based on audio signals. The perceptual indiscernibility relation is
reflexive, symmetric, and transitive. In other words, this relation aggregates objects
with matching descriptions into equivalence classes. These descriptions are provided
by the probe functions.

Definition 13.17 (Weak Indiscernibility Relation [34]) Let 〈O, F〉 be a perceptual
system and let B ⊆ F ,

∼=B= {(x, y) ∈ O × O : for some φi ∈ B, φi (x) = φi (y)}. (13.4)

Definition 13.17 bears a resemblance to the human sound recognition system
which compares similarity based on some features, but not all of them.

The study of near set focuses on the discovery of affinities between two disjoint
perceptual objects. Disjoint sets containing objects with similar descriptions are near
sets. In other words, pair of nonempty sets are considered near, if the intersection of
sets is not empty, i.e., near sets have elements in common [32].

Definition 13.18 ([34]Nearness Relation) Let 〈O, F〉 be a perceptual system and let
X,Y ⊆ O . A set X is near to set Y within the perceptual system 〈O, F〉 (X ��F Y ) iff
there areB1,B2 ⊆ F and φi ∈ F and there are A ∈ O/∼B1 , B ∈ O/∼B2 , C ∈ O/∼φi

such that A ⊆ X, B ⊆ Y, and A, B ⊆ C . If a perceptual system is understood, than
a set X is near to set Y .

Following is the definition of perceptual near sets. X and Y are near sets if they
satisfy the nearness relation.

Definition 13.19 ([34] Perceptual Near Sets) Let 〈O, F〉 be a perceptual system and
let X,Y ⊆ O denote disjoint sets. Sets X,Y are near sets iff X ��F Y .

Note 13.1 Near sets are also referred to asdescriptively near sets [32] to distinguish
them from spatial near sets. The description of sets of objects can be considered as
points in an l-dimensional Euclidean space Rl called a feature space.
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Fig. 13.1 Near sets of audio signals

Figures13.1 and 13.2 are two examples of near sets in the context of audio signals.
Notice that in Fig. 13.1, the audio signals from setsA andB are near if we consider the
probe function that extract the amplitude feature. In Fig. 13.2, the two sets represented
in ovals, are near based on the probe functions of musical notes emanating from
instruments. These are examples of descriptively near sets where the descriptions
are based on feature values of the audio signals.

13.5.2 Tolerance Near Sets

The proposed approach considered in this chapter in the context of tolerance spaces
is directly related to work on sets of similar objects, starting with J.H. Poincaré [36].
Poincaré was inspired by the works of Ernst Weber in 1834 and Gustav Fechner in
1850.Using the laws and experiments ofWeber andFechner as a foundation, Poincaré
defined tolerance in terms of an abstraction of sets. Zeeman noticed that a single eye
could not distinguish between exact points in a 2D space (which is composed of
infinite number of points) and could only distinguish within a certain tolerance [52].
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Fig. 13.2 Near sets of
musical notes

Subsequently, tolerance relations were considered by E.C. Zeeman [52] in his
study of the topology of the brain. Tolerance spaces as a framework for studying
the concept of resemblance was presented in [43] and in [29, 48]. Recall, that a
tolerance space (X,�) consists of a set X endowed with a binary relation � (i.e., a
subset � ⊂ X × X ) that is reflexive (for all x ∈ X , x � x) and symmetric (for all
x, y ∈ X , x � y and y ∼ x) but transitivity of � is not required. Tolerance relations
are considered generalizations of equivalence relations.

Definition 13.20 (Perceptual Tolerance Relation [27, 28]) Let 〈O, F〉 be a percep-
tual system and let B ⊆ F ,

∼=B,ε= {(x, y) ∈ O × O : ‖ φ(x) − φ(y) ‖2≤ ε}, (13.5)

where ‖·‖2 denotes the L2 norm of a vector.

Definition 13.21 (Neighbourhood [48]) Let 〈O, F〉 be a perceptual system, let x ∈
O , then for every set B ⊆ F and ε ∈ R, a neighbourhood is then defined by the
following equation.

N (x) = {y ∈ O : x ∼=B,ε y}.

Definition 13.22 (Pre-Class [48]) Let 〈O, F〉 be a perceptual system, then forB ⊆
F, ε ∈ R, set X ⊆ O is defined as a Pre-Class iff x ∼=B,ε y for any pair x, y ∈ X .

Definition 13.23 (ToleranceClass [48]) APre-Classwhich isMaximalwith respect
to inclusion is called a tolerance class.
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Fig. 13.3 Tolerance classes

The TCL learner algorithm uses tolerance class defined in Definition 13.23 for
computing tolerance class for the feature vectors of audio signals. An example that
demonstrates the determination of a tolerance class is shown in Fig. 13.3.

Example 13.2 (Audio Signal Features)

�(x) = (
φRτ

(x), φZt (x), φSFt (x)
)

(13.6)

Note, that in this example, the feature vector consists of 3 features. Based on the
Euclidean distance measure and a ε = 0.2, one can see that object 1 and object 2
are near based on their feature values since their L2 norm value is less than ε and
object 2 and object 3 are near since their L2 norm value is less than ε. However,
the transitive property is violated since object 3 and object 1 are not near due their
L2 norm value being greater than ε. In other words, object 1 and 2 belong to one
tolerance class and object 2 and object 3 belong to a second tolerance class.

13.6 Tolerance Class Learner - TCL

The Tolerance Class Learner [38] shown in Fig. 13.4 classifies audio and video data
using a supervised approach.

In Module 1, the entire data set is loaded which includes all the feature values
of the audio signal objects as well as the associated categories or labels. Each audio
and video feature value is normalized between 0 and 1 using the Min- Max method
shown inModule 2. Module 3 uses the normalized data and creates a distance matrix
which calculates the Euclidean distance between each object in the training set.
Module 4 (TCL Function) implements the perceptual tolerance relation defined in
Definition 13.20 and computes the tolerance classes according to Definition 13.23.
The best value for ε is chosen. The TCL function then creates tolerance classes by
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Fig. 13.4 Control flow diagram showing overview of TCL

collecting objects whose distances are less than ε into sets. Note that each set is
maximal with respect to inclusion. A representative (prototype class) is created by
finding the mean of all the objects inside a particular tolerance class in Module 5.
This gives us a single-object-representation of every object in that tolerance class.
The feature values for this prototype class object is simply the mean of feature values
of all objects in that class. InModule 6, each prototype class object is then assigned a
category (label) based on themost common label (majority category) of the objects in
that tolerance class. In Module 7, for each normalized object in the test set (created
in Module 2), the Euclidean distance between the object and the prototype class
is computed. The category (label) for the prototype class that is closest (smallest
distance) to the test object is chosen as the category for the test object in Modules
8 and 9. In Module 10, The true category of the test is compared with the predicted
category. This process is repeated using a 10-fold cross validated (CV)methodwhere
the data is randomly divided into 10 pairs of training and testing sets. Classification
is performed in two phases shown in Algorithms 13.1 and 13.2.

13.6.1 Algorithms

In the learning phase shown in Algorithm 13.1, given a tolerance level ε, tolerance
classes are induced from the training set, and the representative of each tolerance
class is computed as well as a category determination is performed based onmajority
voting. In the testing phase, the L2 distance is computed for each element in test set
with all of tolerance class representatives obtained in the first phase and assigned
the category of the tolerance class representative based on the lowest distance value.
The algorithms use the following notation:
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procedure_name(input1, . . . , inputn; output1, . . . , outputm)

Algorithm 13.1: Phase I: Learning Categories or labels
Input : ε > 0, // Tolerance level

�(x), // Probe functions or Features vector
T R = {T R1, . . . , T RM } , // Training Data Set of size M

Output: (NC, {R1, . . . , RNC } , {Cat1, . . . ,CatNC }) //Ri is the representative class element
for i ← 1 to M do

computeMinMaxNorm(T Ri );
end
for i ← 1 to M do

for j ← i + 1 to M do
computeNormL2(T Ri , T R j , ProbeValuei j ;NormL2i j );

end
end
for i ← 1 to M do

for j ← i + 1 to M do
generateToleranceclass(NormL2i j , ε; SetOfPairs);
computeNeighbour(SetOfPairs, i, T R; Ni ); // Compute the neighbourhood Ni of i th

training data TRi
for all x, y ∈ Ni do

if x, y /∈ SetOfPairs then
Ci ← Ni ; // Include y from class Ni into Ci

end
end

end
H ← H ∪ {Ci };
// Ci is one tolerance class induced by the tolerance relation
computeMajorityCat(Ci ;Cati ); // Determine Category by majority voting for each Ci

end
NC ← |H |; // Number of classes
// End of defineClass
defineClassRepresentative(NC, {R1, . . . , RNC } , {Cat1, . . . ,CatNC });

The computeMinMaxNorm function normalizes each training set element TRi .
The L2 norm distance between each pair of training set elements is computed using
computeNormL2. Next, by using the generateToleranceclass function, a set of
training set pairs within the tolerance level ε is obtained.

For a training set element TRi , its neighbourhood Ni is composed of all training
set elements within the tolerance level ε of TRi , including TRi computed by the
computeNeighbour function. If Ni = {T Ri } then TRi is a tolerance class with only
one element. If a pair of neighbours in Ni does not satisfy the tolerance relation, the
corresponding element is excluded from the tolerance class Ci . In addition, for each
representative tolerance class Ci , the category information is obtained by a majority
vote. Lastly, the de f ineClassRepresentative function computes the representa-
tives (prototype) of each of the NC tolerance classes and assigns the majority class.
The tolerance class prototype is a vector whose values are computed as the mean of
the probe function values of those belonging to that class.



13 Application of Tolerance Near Sets to Audio Signal Classification 257

13.6.2 Phase II: Classification

Algorithm 13.2 in the classification phase uses the information obtained in the train-
ing phase, i.e., the set of representatives of training set and their associated category,
inferred from the tolerance relation established between them. The computeMin-
MaxNorm and computeNormL2 functions are the same as in phase I except that
they require testing set data and the representative class data respectively. TheDeter-
mineCat function chooses the representative class that is closest to the test set element
and assigns its category to that test set element.

Algorithm 13.2: Phase II: Assigning categories or labels
Input : ε > 0, // Tolerance level

�(x), // Probe functions or Features vector
T S = {T S1, . . . , T SM } , // Testing Data Set
{R1, . . . , RNC } , {Cat1, . . . ,CatNC } // Representative Class and their associated

categories
Output: (T S′ = {

T S′
1, . . . , T S′

M

}
) // Testing Data Set with assigned categories

for i ← 1 to M do
computeMinMaxNorm(T Si );

end
for i ← 1 to M do

for j ← i + 1 to NC do
computeNormL2(T Si , RC j , ProbeValuei j ;NormL2i j );

end
end
DetermineCat(NormL2i j ; T S′) // Computes min. distance and assigns category

The complexity of the algorithms is fairly straight forward to determine. In phase 1,
the complexity of computeMinMaxNorm and computeNormL2 functions is O(n2).
The complexity of generateToleranceclass function is O(n3). In phase 2, the com-
plexity of DetermineCat function is O(n2).

13.7 Experiments

13.7.1 Speech and Non-speech Dataset

The TCL algorithms were implemented in C++. Our dataset for training and testing
has been restricted to a two-class problem with speech or non-speech categories.
It consists of 3.5 h of audio data with a total of 12,928 segments (elements) with
each segment marked as either speech or non-speech manually. The following nine
(9) features were used in our experiments which were also used by Fuzzy Decision
Tree Classifier [4]: Normalized zero-crossing rate, Variance of differential entropy
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computed from Mel-filter banks, Mean of Spectral flux, Variance of differential
spectral centroid, Variance of first 5 Mel-Frequency cepstral coefficients (MFCC).
MFCCs are perceptually motivated features commonly used in speech recognition
research [13, 21, 46].

We have used 10-fold cross-validation for all our experiments except for FDT
(whose results were reported in [4]). We have chosen a representative set of classi-
cal machine learning algorithms: Decision Trees(DT), Rule-based Systems (RBS-
Ripper Algorithm), Support Vector Machines(SVM) and Naive Bayes(NB) imple-
mented inWEKA[7] aswell the classical rough setsmodel implemented inRSES [2].
For consistency, we created ten sets of training and testing pairs whichwere then used
for experimentation across the three systems: RSES, WEKA and TCL. Table13.1
gives accuracy calculated as percentage of correctly classified test set elements. The
results reported for TCL are for the best value of ε though experiments with other
values of ε starting from 0.1 to 0.9 were conducted. The average number of rules used
by some of the appropriate classifiers is given in Table13.2. The rough set classifier
uses a form of genetic algorithm to generate the rules. Algorithmic details about
the RSES system and the classifier can be found in [2]. The average execution time
used by the classifiers is shown in Table13.3. It should be pointed out that WEKA*
indicates that time of execution for all classifiers implemented in WEKA is roughly
the same. Table13.4 gives accuracy values of our proposed TCL learner for different
ε values for each FOLD.

Table 13.1 Accuracy (%) of TCL for all categories for each FOLD [38]

FOLD RSES DT(J48) Bayes (NB) RBS (JRIP) SVM TCL

1 90 90 87 89 90 86

2 90 93 87 91 90 88

3 92 92 89 91 90 87

4 91 92 89 92 91 86

5 91 92 89 91 90 86

6 92 91 89 91 91 86

7 90 91 88 91 90 86

8 90 88 88 90 90 87

9 90 91 90 91 90 88

10 89 91 87 90 90 86

Avg 90 91 88 91 90 87

FDT 87

Table 13.2 Average number of rules

RSES WEKA-J48 WEKA-JRIP FDT [4]

Num. of Rules 30,809 97 (equivalent) 16 2
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Table 13.3 Execution Time for entire 10-Fold CV experiment

RSES WEKA* FDT TCL

Time in minutes 210 2 2msec 48

Table 13.4 Accuracy (%) of TCL for ε values for each FOLD

FOLD ε = 0.5 ε = 0.6 ε = 0.7 ε = 0.8 ε = 0.9

1 86 82 86 80 85

2 85 77 85 88 87

3 86 74 87 86 83

4 86 79 82 74 82

5 85 71 71 84 72

6 85 79 86 86 86

7 87 79 85 87 84

8 88 79 87 87 85

9 86 79 86 87 97

10 85 84 86 86 84

Avg 86 78 84 84 84

13.7.2 Discussion

Overall, TCL is able to demonstrate similar performance in terms of accuracy with
Fuzzy IDT algorithm and comparable performance with algorithms implemented in
RSES and WEKA (as shown in Table13.1). It should be noted that the Naive Bayes,
SVM and TCL classifiers do not discretize the data set. In our experiments, it can
be observed that the best accuracy that can be obtained with this data set is 91%.
It is also interesting to note that the number of rules vary significantly across the
rule-based classifiers (shown in Table13.2). Clearly, this difference is reflected in
their execution times. The fuzzy IDT algorithm requires pre-processing in terms of
determination of membership functions (Gaussian) and clustering prior to classifi-
cation. The fuzzy IDT algorithm was also designed for embedded platforms where
execution time and compact classifiers are primary optimization criteria in addition
to accuracy [4]. One of the key issues in TCL is determining themost optimal value of
ε since this value is key to determining representative classes (see Table13.4). This is
similar to neighbourhood-based classifiers such as k-means. However, determining
this parameter can be optimized, a process similar to the ones used for determining
k-values.
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13.7.3 Music and Music + Speech Dataset

The second dataset is an extension of the first dataset [4]. In this dataset the non-
speech section is broken down further into music and music with speech. The data
consists of 9348 objects labelled as music and music with speech. The objects are
composed of 1 second segments collected formover 2.5 h of ground truth. The ground
truth was movies from which audio was extracted as a WAV file. Each segment was
marked as either music (purely instrumental) or music with speech (speech with
background music or song). From each segment, the following features 10 were
extracted - normalized zero-crossing rate (ZCR), variance of differential entropy
computed from mel-filter banks, mean of spectral flux (SF), variance of spectral flux
(SF), variance of differential spectral centroid (SC) and variance of first 5 Mel Fre-
quency Cepstral Coefficients (MFCCs) all of which were used for our experiments.
The MFCCs are the main driving features in this dataset too. As before the TCL
algorithm was implemented in C++. The ten (10) features used in this dataset were:
normalized Zero-Crossing Rate (ZCR), variance of differential entropy computed
from mel-filter banks, mean of spectral flux (SF), variance of spectral flux (SF),
variance of differential Spectral Centroid (SC) and variance of first 5 Mel Frequency
Cepstral Coefficients (MFCCs) all of whichwere used for our experiments. The same
features were used by the Fuzzy Decision Trees (FDT) [4]. Similar to the previous
experiments, we have performed the 10-Fold CV for all our experiments except for
FDT which gives an average accuracy. Table13.5 gives an overview of the WEKA
and RSES results with the 10-Fold CV data.

Similar to our previous experiment, we have used the same 10 pairs of training and
testing data in our experiments for consistency. We use the same classical machine
learning algorithms as used previously for speech non-speech data, Decision Trees
(DT), Rule-based Systems (RBS), Support VectorMachines (SVM) andNaive Bayes

Table 13.5 Accuracy (%) of TCL for all categories for each FOLD

FOLD RSES DT(J48) Bayes (NB) RBS (JRIP) SVM TCL

1. 63 72 72 72 72 54

2. 59 68 68 68 68 68

3. 58 68 68 67 68 68

4. 56 68 69 69 69 69

5. 69 74 74 74 74 74

6. 63 69 69 69 69 68

7. 62 68 68 68 68 65

8. 56 69 69 69 69 68

9. 57 70 70 70 70 68

10. 62 71 71 71 71 67

Avg 54 70 70 70 70 68

FDT 70
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Table 13.6 Accuracy (%) of TCL for ε values for each FOLD

FOLD ε = 0.65 ε = 0.7 ε = 0.75 ε = 0.8 ε = 0.85

1 66 66 58 54 56

2 70 64 68 68 65

3 67 68 68 68 68

4 65 69 66 70 69

5 62 56 74 74 74

6 57 61 69 69 68

7 57 61 59 68 65

8 59 65 65 69 68

9 63 64 70 70 68

10 69 66 64 71 67

Avg 63 64 66 68 67

(NB) implemented inWEKA [7] as well the classical rough sets model implemented
in RSES [2] to validate our results. The results reported for TCL are for the best
value of ε. Table13.6 gives a detailed breakdown of accuracy vis-a-vis ε.

13.7.4 Detection of Commercial Blocks in News Data

The dataset was prepared by the authors in [15, 47] using footage from Indian and
International News Channels. Over 30 h of footage was collected by the authors
for a total of 129,676 shots. The footage was recorded at 720 X 576 resolution and
25 fps. It was collected from 5 television news channels CNN-IBN, TIMES NOW,
NDTV 24X7, BBC WORLD and CNN with 33,117, 39,252, 17,052, 17,720, and
22,535 shots collected from each of channel respectively. The dataset is dominated
by commercial shots with roughly 63% positives. From each shot, 13 features were
extracted—4 video features and 7 audio features. The video features used were the
mean and variance of Edge Change Ratio, Frame Difference Distribution over 32
bins, Text Area Distribution over 30 bins, Shot Length and Motion Distribution over
40 bins. Additionally the mean and variance of the 30 bins of Text Area Distribution
and 32 bins of Frame Difference Distribution were also used. The video features
looked for cues related to text on the screen, fast edits on the screen and fastmovement
of video content on the screen. The audio features look for cues like higher amplitude,
music or jingles, sharp transitions between the commercials changes. The audio
features used were the mean and variance of the following features: Zero Crossing
Rate (ZCR), Short Time Energy (STE), Spectral Centroid (SC), Spectral Flux (SF)
Spectral Roll-Off Frequency (SRF), Fundamental Frequency (FF). The final audio
feature used were Mel-Frequency Cepstral Coefficients (MFCC) over 4000 bins [13,
21, 46]. The MFCCs were extracted from a bag-of-words and clustered around 4000
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bins. The audio signal corresponding to each word was transformed into an MFCC
value and these were then compiled into a 4000-dimensional histogram.

For our experiment we used about 17,000 shots due to memory limitations caused
by the large sizes of certain feature vectors. The dataset is categorised as 1 and -1 for
commercial and non-commercial respectively. It was distributed in LIBSVM format
where each feature or feature value is associated with a key. Due to the large size
of the dataset, it was shortened to 17,000 random objects from all channels. This
was divided into 10 training and testing pairs to perform 10-fold CV with the TCL
learner. The same 10 training and testing pairs were also used in WEKA where they
were benchmarked with classical machine learning algorithms - SVM, Naive Bayes,
BayesNet, Decision Trees(DT) and Rule-based classifiers(RBS). We were unable to
run the rough-set based algorithm with RSES due to memory limitations.

The TCL algorithm performed best with a ε value of 0.5. We also discovered that
the dataset published in the UCI Machine Learning repository6 did not match the
dataset that used in the paper [47] published by the creators of this dataset. In addition,
the authors performed post-and pre-processing on the data and used k-means to get
a smaller more well divided dataset. Hence the results with SVM from shown in
Table13.7 is an optimised result [47] using a well-balanced data set. We chose to
benchmark with WEKA datasets instead. Due to the large size of the dataset, the
run-time for the TCL algorithm on this dataset is one hour. Table13.8 gives accuracy
values of our proposed TCL learner for different ε values for each FOLD.

Table 13.7 Accuracy (%) of WEKA Algorithms and TCL for all categories for each FOLD

FOLD BayesNet SVM DT RBS NB TCL

1. 77 82 79 80 72 73

2. 76 80 80 80 72 72

3. 76 80 80 80 71 73

4. 76 82 80 80 71 75

5. 78 83 80 82 73 76

6. 77 82 78 80 73 74

7. 75 80 78 78 70 76

8. 75 80 80 80 71 74

9. 75 81 76 79 73 70

10. 76 81 80 81 69 74

Avg 76 81 79 80 72 74

6https://archive.ics.uci.edu/ml/datasets/TV+News+Channel+Commercial+Detection+Dataset.

https://archive.ics.uci.edu/ml/datasets/TV+News+Channel+Commercial+Detection+Dataset
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Table 13.8 Accuracy (%) of TCL for ε values for each FOLD

FOLD ε = 0.5 ε = 0.6 ε = 0.7 ε = 0.8 ε = 0.9

1. 73 50 47 46 52

2. 72 52 50 48 47

3. 73 51 52 46 50

4. 75 53 53 52 48

5. 76 48 56 54 49

6. 74 52 49 52 50

7. 76 48 47 54 51

8. 74 50 51 48 47

9. 70 53 50 48 53

10. 74 49 47 53 45

Avg 74 50 50 49 49

13.8 Conclusion and Future Work

We have proposed a supervised learning algorithm based on a tolerance form of near
sets for classification learning. Extensive experimentation with different audio-video
data sets were performed to provide insights into the strengths and weaknesses of
the TCL algorithm compared to granular (fuzzy and rough) and classical machine
learning algorithms. Based on the results, an obvious optimization is to remove out-
liers from tolerance classes since this has a bearing on the average feature vector
value. The second optimization task that is also common to all learning problems
is the determination of best features. Classification of TV programming is another
interesting application for the TCL algorithm where a more fine grained categoriza-
tion beyond news and commercials can be explored such as sports broadcasts, TV
shows and other programming.
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Chapter 14
Visual Analysis of Relevant Features
in Customer Loyalty Improvement
Recommendation
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Abstract This chapter describes a practical application of decision reducts to a real-
life business problem. It presents a feature selection (attribute reduction) method-
ology based on the decision reducts theory, which is supported by a designed and
developed visualization system. The chapter overviews an application area - Cus-
tomer Loyalty Improvement Recommendation,which has become a very popular and
important topic area in today’s business decision problems. The chapter describes
a real-world dataset, which consists of about 400,000 surveys on customer satis-
faction collected in years 2011–2016. Major machine learning techniques used to
develop knowledge-based recommender system, such as decision reducts, classifi-
cation, clustering, action rules, are described. Next, visualization techniques used
for the implemented interactive system are presented. The experimental results on
the customer dataset illustrate the correlation between classification features and the
decision feature called “Promoter Score” and how these help to understand changes
in customer sentiment.
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14.1 Introduction

Nowadays most businesses, whether small-, medium-sized or enterprise-level orga-
nizations with hundreds or thousands of locations collect their customers feedback
on products or services. A popular industry standard for measuring customer satis-
faction is so called “Net Promoter Score”1 [15] based on the percentage of customers
classified as “detractors”, “passives” and “promoters”. Promoters are loyal enthusi-
asts who are buying from a company and urge their friends to do so. Passives are
satisfied but unenthusiastic customers who can be easily taken by competitors, while
detractors are the least loyal customers who may urge their friends to avoid that
company. The total Net Promoter Score is computed as %Promoters -%Detractors.
The goal here is to maximize NPS, which in practice, as it turns out, is a difficult
task to achieve, especially when the company has already quite high NPS.

Most executives would like to know not only the changes of that score, but also
why the score moved up or down. More helpful and insightful would be to look
beyond the surface level and dive into the entire anatomy of feedback.

The main problemwe tried to solve is to understand the difference in data patterns
of customer sentiment on a single company personalization level, in years 2011–
2015. The same we should be able to explain changes, as well as predict sentiment
changes in the future.

The second section presents work related to customer satisfaction software tools.
The third section describes dataset and application area - decision problem. The
fourth presents approach proposed to solve the problem, including machine learning
techniques and visualization techniques. Lastly, the fifth section provides evaluation
results and sixth - final conclusions.

14.2 Related Applications

Horst Schulz, former president of the Ritz-Carlton Hotel Company, was famously
quoted as saying: “Unless youhave100%customer satisfaction…youmust improve”.
Customer satisfaction software helps to measure customers’ satisfaction, as well as
gain insight into ways to achieve higher satisfaction. SurveyMonkey [3] is the indus-
try leading online survey tool, used by millions of businesses across the world. It
helps to create any type of survey, but it also lacks features with regard to mea-
suring satisfaction and getting actionable feedback. Client Heartbeat [2] is another
tool built specifically to measure customer satisfaction, track changes in satisfaction
levels and identify customers ‘at risk’. SurveyGizmo [16] is another professional
tool for gathering customer feedback. It offers customizable customer satisfaction
surveys, but it also lacks features that would help to intelligently analyze the data.
Customer Sure [4] is a tool that focuses on customer feedback: facilitates distribu-

1NPS®, Net Promoter®and Net Promoter®Score are registered trademarks of Satmetrix Systems,
Inc., Bain and Company and Fred Reichheld.
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tion of customer surveys, gathering the results. It allows to act intelligently on the
feedback by tracing customer satisfaction scores over time and observe trends. Flo-
qapp [8] is a tool that offers customer satisfaction survey templates, collects the data
and puts it into reports. Temper [18] is better at gauging satisfaction as opposed to
just being a survey tool. Similar to Client Heartbeat, Temper measures and tracks
customer satisfaction over a period of time. The Qualtrics Insight Platform [19] is
the leading platform for actionable customer, market and employee insights. Besides
customers’ feedback collection, analysis and sharing it offers extensive insight capa-
bilities, including tools for end-to-end customer experience management programs,
customer and market research and employee engagement.

These types of toolsmostly facilitate design of surveys, however, offer very limited
analytics and insight into customer feedback. It is mostly confined to simple trend
analysis (tracing if the score has increased or decreased over time).

14.3 Dataset and Application

The following section describes the dataset we worked on and the corresponding
application area. The problem we deal with includes attribute analysis and relevant
feature selection (reduction) and ultimately an analysis of customer satisfaction and
providing recommendations to improve it.

14.3.1 Dataset

The data was provided by a consulting company based in Charlotte within a research
project conducted in the KDD Lab at UNC-Charlotte. The company collects data
from telephone surveys on customer’s satisfaction from repair service done by heavy
equipment repair companies (called clients). There are different types of surveys,
depending on which area of customer satisfaction they focus on: service, parts,
rentals, etc. The consulting company provides advisory for improving their clients’
Net Promoter Score rating and growth performance in general. Advised companies
are scattered among all the states in the US (as well as south Canada) and can have
many subsidiaries. There are above 400,000 records in the dataset, and the data is
kept being continuously collected. The dataset consists of features related to:

1. Companies’ details (repair company’s name, division, etc.);
2. Type of service done, repair costs, location and time;
3. Customer’s details (name, contact, address);
4. Survey details (timestamp, localization) and customers’ answers to the questions

in a survey;
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5. Each answer is scored with 1–10 (optionally textual comment) and based on the
total average score (PromoterScore) a customer is labeled as either promoter,
passive or detractor of a given company.

The data is high-dimensional with many features related to particular assess-
ment (survey questions’) areas, their scores and textual comments. The consulted
companies as well as surveyed customers are spread geographically across United
States. Records are described with some temporal features, such asDateInterviewed,
InvoiceDate and WorkOrderCloseDate.

14.4 Decision Problem

The goal is to find characteristics (features) which most strongly correlate with
Promoter/Detractor label (PromoterScore), so that we can identify areas, where
improvement can lead to changing a customer’s status from “Detractor” to “Pro-
moter” (improvement of customer’s satisfaction and company’s performance). Iden-
tifying these variables (areas) helps in removing redundancy.

Analysis should not only consider global statistics, as global statistics can hide
potentially important differentiating local variation (on a company level). The goal
is to explore the geography of the issue and use interactive visualization to iden-
tify interdependencies in a multivariate dataset. It should support geographically
informed multidimensional analysis and discover local patterns in customers’ expe-
rience and service assessment. Finally, classification on NPS should be performed
on semantically similar customers (similarity can be also based on geography). A
subset of most relevant features should be chosen to build a classification model.

14.4.1 Attribute Analysis

The first problem we need to solve is to find out which benchmarks are the most
relevant for Promoter Status. There is also a need to analyze how the importance
of benchmarks changed over years for different companies (locally) and in general
(globally), and additionally how these changes affected changes in Net Promoter
Score, especially if this score is deteriorated (which means customer satisfaction
worsened). We need to identify what triggered the highest NPS decreases and the
highest NPS growths.

The business questions to answer here are:

• What (which aspects) triggered changes in our Net Promoter Score?
• Where did we go wrong? What could be improved?
• What are the trends in customer sentiment towards our services? Did more of
them become promoters? passives? petractors? Did promoters become passives?
promoters become detractors? If yes, why?
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The problem with the data is that the set of benchmarks asked is not consistent
and varies for customers, companies and years. Customer expectations change as
well. Therefore, we have to deal with a highly incomplete and multidimensional
data problem.

14.4.2 Attribute Reduction

The consulting company developed over 200 such benchmarks in total, but taking
into considerations time constraints for conducting a survey on one customer it is
impossible to ask all of them. Usually only some small subsets of them are asked.
There is a need for benchmarks (survey) reduction, but it is not obvious which
of them should be asked to obtain the most insightful knowledge. For example,
consulting aims to reduce the number of questions to the three most important, such
as “Overall Satisfaction”, “Referral Behavior” and “Promoter Score”, but it has to
be checked if this will not lead to a significant knowledge loss in the customer
satisfaction problem. We need to know which benchmarks can/cannot be dropped
in order to control/minimize the knowledge loss. For example, in years 2014–2015
some questions were asked less frequently since questionnaire structure changed and
survey shortened for some companies. There is a need for analysis regarding how
these changes in the dataset affect the previously built classification and model in
the system.

14.4.3 Customer Satisfaction Analysis and Recognition

The second application area is tracking the quality of the data/knowledge being
collected year by year, especially in terms of its ability to discern between differ-
ent types of customers defined as Promoters, Passives and Detractors. The main
questions business would like to know the answers to are:

• What (which aspect of service provided) makes their customers being promoters
or detractors?

• Which area of the service needs improvement so that we can maximize customer
satisfaction?

For every client company we should identify the minimal set of features (bench-
marks) needed to classify correctly if a customer is a promoter, passive or detractor.
We need to determine the strength of these features and how important a feature is
in the recognition process. However, answering these questions is not an easy task,
as the problem is multidimensional, varies in space and time and is highly depen-
dent on the data structure used to model the problem. Sufficient number of customer
feedback on various aspects must be collected and analyzed in order to answer these
questions. Often human abilities are not sufficient to analyze such huge volume of
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data in terms of so many aspects. There is a need for some kind of automation of the
task or visual analytics support.

14.4.4 Providing Recommendations

Theultimate goal of our research project is to support businesswith recommendations
(recommendable sets of actions) to companies, so that we can improve their NPS.
The items must be evaluated in terms of some objective metrics.

Besides, we need to make the recommendation process more transparent, valid
and trustworthy. Therefore, we need to visualize the process that leads to generating
a recommendation output. The end user must be able to understand how recommen-
dation model works in order to be able to explain and defend the model validity.
Visual techniques should facilitate this process.

14.5 Proposed Approach

Addressing the problem of feature analysis, there are two approaches to the feature
evaluation and its importance towards the classification problem.

The first one is based on the discrimination power of a set of features and how the
classification problem (in terms of accuracy) is affected if we discard one or more
of them in a dataset. It always starts with the set of all features used in classification.
This approach is logic-based and it can be called top-down approach.

The second one is a statistic-based and it can be called bottom-up approach. It
talks about the discrimination power of a single feature or a small set of features. It
does not make any reference to discrimination power of combined effect of features
together. To compare them, we can say that the first approach is focused more on
minimizing knowledge loss, the second one more on maximizing knowledge gain.

14.5.1 Machine Learning Techniques

In this subsection we present major machine learning and data mining techniques
we used to solve the problem stated in the previous section. These include: decision
reducts and action rules (stemming from Pawlak theory on Information Systems,
Decision Tables and Reducts), classification and clustering.
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14.5.1.1 Decision Reducts

To solve decision problems as stated in the previous sections we propose applying
attribute reduction techniques. The one we propose is based on decision reducts and
stems from rough set theory (logic-based).

Rough set theory is amathematical tool for dealingwith ambiguous and imprecise
knowledge,whichwas introduced byPolishmathematician Professor Pawlak in 1982
[10]. The rough set theory handles data analysis organized in the form of tables. The
data may come from experts, measurements or tests. The main goals of the data
analysis is a retrieval of interesting and novel patterns, associations, precise problem
analysis, as well as designing a tool for automatic data classification.

Attribute reduction is an important concept of rough set for data analysis. The
main idea is to obtain decisions or classifications of problems on the conditions
of maintaining the classification ability of the knowledge base. We introduce basic
concepts of the theory below.

Information Systems

A concept of Information System stems from the theory of rough sets.

Definition 14.1 An Information System is defined as a pair S = (U, A), whereU is
a nonempty, finite set, called the universe, and A is a nonempty, finite set of attributes
i.e. a : U → Va for a ∈ A, where Va is called the domain of a [12].

Elements ofU are called objects. A special case of Information Systems is called
a Decision Table [9].

Decision Tables

In a decision table, some attributes are called conditions and the others are called
decisions. In many practical applications, decision is a singleton set. For example,
in table in Fig. 14.1 decision is an attribute specifying Promoter Status. The con-
ditions would be all the attributes that determine Promoter Status, that is, question
benchmarks and also other attributes (geographical, temporal, etc.).

Based on knowledge represented in a form of a decision table, it is possible to
model and simulate decision-making processes. The knowledge in a decision table
is represented by associating or identifying decision values with some values of
conditional attributes.

Fig. 14.1 Illustration of NPS dataset structure - features and decision attribute
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For extracting action rules, it is also relevant to differentiate between so-called
flexible attributes, which can be changed, and stable attributes [12], which cannot
be changed. A = ASt ∪ AFl , where ASt and AFl denote stable attributes and flexi-
ble attributes respectively. Example of stable attributes in customer data would be
company’s and survey’s characteristics, while flexible would be assessment areas
(benchmarks), which can be changed by undertaking certain actions (for example,
staff training).

Reducts

In decision systems often not every attribute is necessary for the decision-making
process. The goal is to choose some subset of attributes essential for this. It leads to the
definition of reducts, that is, minimal subsets of attributes that keep the characteristics
of the full dataset. In the context of action rule discovery an action reduct is a
minimal set of attribute values distinguishing a favorable object from another. In
our application area, it is of interest to find unique characteristics of the satisfied
customers that can be used by the company to improve the customer satisfaction
of ‘Detractors’. We need to find a set of distinct values or unique patterns from the
‘Promoter’ group that does not exist in the ‘Detractor’ group in order to propose
an actionable knowledge. Some of attribute values describing the customers can be
controlled or changed, which is defined as an action. Before defining formally a
reduct, it is necessary to introduce a discernibility relation.

Definition 14.2 Let objects x, y ∈ U and set of attributes B ⊂ A. We say that x, y
are discernible by B when there exists a ∈ B such that a(x) �= a(y). x, y are indis-
cernible by B when they are identical on B, that is, a(x) = a(y) for each a ∈ B.
[x]B denotes a set of objects indiscernible with x by B.

Furthermore, following statements are true:

• for each objects x, y either [x]B = [y]B or [x]B ∩ [y]B = ∅,
• indiscernibility relation is an equivalence relation,
• each set of attributes B ⊂ A determines a partition of a set of objects into disjoint
subsets.

Definition 14.3 A set of attributes B ⊂ A is called reduct of the decision table if
and only if:

• B keeps the discernibility of A, that is, for each x, y ∈ U , if x, y are discernible
by A, then they are also discernible by B,

• B is irreducible, that is, none of its proper subset keeps discernibility properties
of A (that is, B is minimal in terms of discernibility).

The set of attributes A appearing in every reduct of information system (decision
table DT ) is called the core.

In order to allow for local and temporal analysis we divide the yearly global NPS
data (2011, 2012, 2013, 2014, 2015) into separate company data (38 datasets for each
year in total). For each such extracted dataset we perform a corresponding feature
selection, transformation and then run an attribute reduction algorithm (in the RSES
system [14]).
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14.5.1.2 Classification

To guarantee mining high quality action rules, we need to construct the best classi-
fiers first. Also, the results of classification provide an overview of the consistency of
knowledge hidden in the dataset. The better the classification results, the more con-
sistent and accurate knowledge stored in the data. Also, better ability of the system
to recognize promoters/passives/detractor correctly is a foundation for the system to
give accurate results.

To track the accuracy of themodels built on the yearly company datawe performed
classification experiments for each company’s dataset and for each year. Evaluation
was performed with 10-fold cross-validation on decomposition tree classifiers.

Decomposition trees are used to split dataset into fragments not larger than a
predefined size. These fragments, represented as leaves in decomposition tree, are
supposed to be more uniform. The subsets of data in the leaves of decomposition
tree are used for calculation of decision rules.

We saved results from each classification task: accuracy, coverage,
confusion matrix.

Decision rule

The decision rule, for a given decision table, is a rule in the form: (φ → δ), where
φ is called antecedent (or assumption) and δ is called descendant (or thesis) of
the rule. The antecedent for an atomic rule can be a single term or a conjunction
of k elementary conditions: φ = p1 ∧ p2 ∧ . . . ∧ pn , and δ is a decision attribute.
Decision rule describing a class K j means that objects, which satisfy (match) the
rule’s antecedent, belong to K j .

In the context of prediction problem, decision rules generated from training
dataset, are used for classifying new objects (for example classifying a new cus-
tomer for NPS category). New objects are understood as objects that were not used
for the rules induction (new customers surveyed). The new objects are described
by attribute values (for instance a customer with survey’s responses). The goal of
classification is to assign a new object to one of the decision classes.

14.5.1.3 Clustering

It is believed that companies can collaborate with each other by exchanging knowl-
edge hidden in datasets and they can benefit from others whose hidden knowledge is
similar. In order to recommend items (actions to improve in the service, products),
we need to consider not only historical feedback of customers for this company,
but we also propose looking at companies who are similar in some way, but per-
form better. We use concept of semantic similarity to compare companies, which is
defined as similarity of their knowledge concerning the meaning of three concepts:
promoter, passive, and detractor. Clients who are semantically close to each other
can have their datasets merged and the same considered as a single company from
the business perspective (customers have similar opinion about them).
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We use hierarchical clustering algorithm to generate the nearest neighbors of each
company. Given the definition of semantic similarity, the distance between any pairs
of companies are quantified in a semantic way and the smaller the distance is, the
more similar the companies are. A semantic similarity-based distance matrix is built
on top of the definition. With the distance matrix, a hierarchical clustering structure
(dendrogram) is generated by applying an agglomerative clustering algorithm.

The sample dendrogram (for year 2015) is shown in Fig. 14.2 as a part of visu-
alization system. The figure shows the hierarchical clustering of 38 companies with
respect to their semantic similarity. In the following analysis, companies’ names are
replaced by numbers based on their alphabetical order, rather than using exact actual
names due to the confidentiality.

A dendrogram is a node-link diagram that places leaf nodes of the tree at the
same depth. If describing it using tree-structure-based terminology, every leaf node
in the dendrogram represents the corresponding company as the number shown, and
the depth of one node is the length of the path from it to the root, so the lower
difference of the depth between two leaf nodes, the more semantically similar they
are to each other. With the dendrogram it is easy to find out the groups of companies
which are relatively close to each other in semantic similarity. In this example, the
companies (leaf nodes) are aligned on the right edge,with the clusters (internal nodes)
to the left. Data shows the hierarchy of companies clusters, with the root node being
“All” companies.

Fig. 14.2 Sample hierarchical clustering dendrogram for company clients based on 2015 Service
data (part of the visualization system)
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14.5.1.4 Action Rules

An action is understood as a way of controlling or changing some attribute values in
an information system to achieve desired results [6]. An action rule is defined [12] as
a rule extracted from an information system, that describes a transition thatmay occur
within objects from one state to another, with respect to decision attribute, as defined
by the user. In nomenclature, action rule is defined as a term: [(ω) ∧ (α → β) →
(Φ → Ψ )], where ω denotes conjunction of fixed condition attributes, (α → β) are
proposed changes in values of flexible features, and (Φ → Ψ ) is a desired change
of decision attribute (action effect).

Let us assume that Φ means ‘Detractors’ and Ψ means ‘Promoters’. The dis-
covered knowledge would indicate how the values of flexible attributes need to be
changed under the condition specified by stable attributes so the customers classified
as detractors will become promoters. So, action rule discovery applied to customer
data would suggest a change in values of flexible attributes, such as benchmarks, to
help “reclassify” or “transit” an object (customer) to a different category (“Passive”
or “Promoter”) and consequently, attain better overall customer satisfaction.

An action rule is built from atomic action sets.

Definition 14.4 Atomic action term is an expression (a, a1 → a2), where a is
attribute, and a1, a2 ∈ Va , where Va is a domain of attribute a.

If a1 = a2 then a is called stable on a1.

Definition 14.5 By action sets we mean the smallest collection of sets such that:

1. If t is an atomic action term, then t is an action set.
2. If t1, t2 are action sets, then t1 ∧ t2 is a candidate action set.
3. If t is a candidate action set and for any two atomic actions (a, a1 → a2), (b, b1 →

b2) contained in t we have a �= b, then t is an action set. Here b is another attribute
(b ∈ A), and b1, b2 ∈ Vb.

Definition 14.6 By an action rule we mean any expression r = [t1 ⇒ t2], where t1
and t2 are action sets.

The interpretation of the action rule r is, that by applying the action set t1, we
would get, as a result, the changes of states in action set t2.

The ultimate goal of building an efficient recommender system is to provide
actionable suggestions for improving a company’s performance (improving its NPS
efficiency rating). Extracting action rules is one of the most operative methods here
and it has been applied to various application areas likemedicine - developingmedical
treatment methods [17, 22, 23] sound processing [11, 13] or business [12].

In our application, we first extend the single-company dataset (by adding to it
datasets of its semantic neighbors). Next, we mine the extended datasets to find
action rules, that is, rules which indicate action to be taken in order to increase
Net Promoter Score. The first step of extracting action rules from the dataset is
to complete the initialization of mining program by setting up all the variables.
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The process of initialization consists of selecting stable and flexible attributes and
a decision attribute, determining the favorable and unfavorable state for a decision
attribute, and defining a minimum confidence and support for the resulting rules. The
results of action rule mining are used in the process of generating recommendations
in our approach.

14.5.1.5 Meta Actions and Triggering Mechanism

Recommender system model proposed by us is driven by action rules and meta-
actions to provide proper suggestions to improve the revenue of companies. Action
rules, described in the previous subsection, show minimum changes needed for a
client to be made in order to improve its ratings so it can move to the promoter’s
group. Action rules are extracted from the client’s dataset.

Meta-actions are the triggers used for activating action rules and making them
effective. The concept of meta-action was initially proposed in Wang et al. [21] and
later defined in Raś et al. [20]. Meta-actions are understood as higher-level actions.
While an action rule is understood as a set of atomic actions that need to be made for
achieving the expected result, meta-actions need to be executed in order to trigger
corresponding atomic actions.

For example, the temperature of a patient cannot be lowered if he does not take a
drug used for this purpose—taking the drug would be an example of a higher-level
action which should trigger such a change. The relations between meta-actions and
changes of the attribute values they trigger can be modeled using either an influence
matrix or ontology. An example of an influence matrix is shown in Table14.1. It
describes the relations between the meta-actions and atomic actions associated with
them. Attribute a denotes stable attribute, b - flexible attribute, and d - decision
attribute. {M1, M2, M3, M4, M5, M6} is a set of meta-actions which hypothetically
triggers action rules. Each row denotes atomic actions that can be invoked by the
set of meta-actions listed in the first column. For example, in the first row, atomic
actions (b1 → b2) and (d1 → d2) can be activated by executing meta-actions M1,
M2 and M3 together.

In our domain, we assume that one atomic action can be invoked by more than
one meta-action. A set of meta-actions (can be only one) triggers an action rule that
consists of atomic actions covered by these meta-actions. Also, some action rules
can be invoked by more than one set of meta-actions.

If the action rule r = [{(a, a2), (b, b1 → b2)} =⇒ {(d, d1 → d2)}] is to be trig-
gered, we consider the rule r to be the composition of two association rules r1 and

Table 14.1 Sample meta-actions influence matrix

a b d

{M1, M2, M3} b1 → b2 d1 → d2
{M1, M3, M4} a2 b2 → b3
{M5} a1 b2 → b1 d2 → d1
{M2, M4} b2 → b3 d1 → d2
{M1, M5, M6} b1 → b3 d1 → d2
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r2, where r1 = [{(a, a2), (b, b1)} =⇒ {(d, d1)}] and r2 = [{(a, a2), (b, b2)} =⇒
{(d, d2)}]. The rule r can be triggered by the combination of meta-actions listed in
the first and second row in Table14.1, as meta-actions {M1, M2, M3, M4} cover all
required atomic actions: (a, a2), (b, b1 → b2), and (d, d1 → d2) in r . Also, one set
of meta-actions can potentially trigger multiple action rules. For example, the men-
tioned meta-action set {M1, M2, M3, M4} triggers not only rule r , but also another
rule, such as [{(a, a2), (b, b2 → b3)} =⇒ {(d, d1 → d2)}], according to the second
and fourth row in Table14.1, if such rule was extracted.

The goal is to select such a set ofmeta-actionswhichwould trigger a larger number
of actions and the same bring greater effect in terms of NPS improvement. The effect
is quantified as following: supposing a set of meta-actions M = {M1, M2, . . . , Mn :
n > 0} triggers a set of action rules {r1, r2, . . . , rm : m > 0} that covers objects in a
dataset with no overlap. We defined the coverage (support) of M as the summation
of the support of all covered action rules. That is, the total number of objects that
are affected by M in a dataset. The confidence of M is calculated by averaging the
confidence of all covered action rules:

sup(M) =
m∑

i=1

sup(ri ),

con f (M) =
∑m

i=1 sup(ri ) · con f (ri )∑m
i=1 sup(ri )

,

The effect of applying M is defined as the product of its support and con-
fidence: (sup(M) · con f (M)), which is a base for calculating the increment of
NPS rating. The increment in NPS associated with different combinations of meta-
actions (recommendations) are visualized in an interactive recommender system
(Figs. 14.3, 14.4).

Fig. 14.3 Extracted meta actions are visualized as recommendations with different NPS impact
scores. Each meta action can be assigned different feasibility
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Fig. 14.4 Each recommendable item (set of meta-actions) can be further analyzed by means of its
attractiveness, feasibility and associated raw text comments

14.5.2 Visualization Techniques

This subsection is related to the visualization system developed within this research
and some visualization work related to solving similar problems.

14.5.2.1 Related Work

The work in “Visualizing Multiple Variables Across Scale and Geography” [5] from
the 2015 IEEEVIS conference attempted a multidimensional attribute analysis vary-
ing across time and geography. Especially interesting is approach for analyzing
attributes in terms of their correlation to the decision attribute, which involves both
global and local statistics. The sequence of panels (Fig. 14.5) allows for a more
fine-grained, sequential analysis by discovering strongly correlated variables at a
global level, and then investigating it through geographical variation at the local
level. The paper’s presented approach supports a correlation analysis in many dimen-
sions, including geography and time, as well as, in our case - particular company,
which bears similarity to the problems we tried to solve. The visualization proposed
in the paper helps in finding more discriminative profiles when creating geo-
demographic classifiers.

Other papers are more related to visualizing recommendations, as the visual sys-
tem developed by us is mainly to support recommender system and its output (a list
of recommendable items). The first such paper was “Interactive Visual Profiling of
Musicians” [7], from the 2015 VIS conference. The visualization system supports
interactive profiling and allows formultidimensional analysis. It introduces a concept
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Fig. 14.5 Multivariate comparison across scale and geography showing correlation in [5]

of similarity and how similar items (musicians) can be presented on visualization.
We are dealing with analogous problem, as we want to compare companies (clients)
based on similarity as well. The related work presented in that paper led us to the
other work on recommender systems visualizations. For example, Choo et al. [1]
present a recommendation system for a vast collection of academic papers.

The developed VisRR is an interactive visual recommendation system which
shows the results (recommended documents) in the form of a scatterplot. Problem
area is similar to our project as it combines visualizing recommendations and infor-
mation retrieval results.

14.5.2.2 Heatmap

The implemented visual system supports a feature analysis of 38 companies for
each year between 2011–2015 in the area of customer service (divided into shop
service/field service) and parts.

It serves as a feature selection method showing the relative importance of each
feature in terms of its relevance to the decision attribute - Promoter Status, and it is
based on the algorithm that finds minimal decision reducts. The reducts were dis-
covered using RSES (Rough Set Exploration System [14]). The results were saved
to files from which the data-driven web-based visualization was built. Only these
attributes were used that occurred in reducts and therefore, have occurrence percent-
age assigned as a metric displayed by the cell’s color, were displayed on the heatmap
(as columns).

The visualization allows the user to interactively assess the changes and implica-
tions onto predictive characteristics of the knowledge-basedmodel. It is supported by
visual additions in form of charts showing accuracy, coverage and confusion matrix
of the model built on the corresponding, user-chosen dataset.

For a basic attribute analysis we propose a heatmap (Fig. 14.6) which bears sim-
ilarity to a correlation matrix. However, attribute relevance to the decision attribute
(Promoter Score) is defined here by means of reducts’ strength (a percentage occur-
rence of an attribute in reducts).
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Fig. 14.6 Visual design of a correlation matrix based on a heatmap

The analyst can choose the Company category (analysis supported for 38 compa-
nies and “All” the companies) and Survey Type category (“Service”/“Service:Field”/
“Service:Shop”/“Parts”). The columns correspond to the benchmarks (that is sur-
veys’ attributes) found in reducts. The rows represent years, in which customer
satisfaction assessment was performed (current version supports datasets from years
2011–2015).

The cells represent benchmark strength in a given year—the color linear scale
corresponds to an occurrence percentage. The darker cells indicate benchmarks that
belong to more reducts than benchmarks represented by the lighter cells - the darker
the cell, the stronger the impact of the associated benchmark on promoter score (color
denotes the strength of what ‘statement of action rules are saying’). The average
benchmark score is visible after hovering over a cell. Additionally, we use red-
crossed cells to denote benchmarks that were not asked as questions in a given year
for a chosen company so that we do not confuse the benchmarks’ importance with
the benchmarks’ frequency of asking.

Thedesign allows to trackwhichnewbenchmarkswere found in reducts in relation
to the previous year, which disappeared, which gained/lost in strength.

The benchmark matrix should be analyzed together with the NPS row chart to
track how the changes in benchmarks’ importance affected NPS (decision attribute)
changes (Fig. 14.7). The row chart showing yearly NPS changes per company is
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Fig. 14.7 Attribute heatmap with NPS row chart and NPS category distribution chart

complementary to the reducts’ matrix. Further, we added “Stacked area row chart”
to visualize distribution of different categories of customers (detractors, passives,
promoters) per year. It is complementary to the two previous charts, especially to
the row NPS chart and helps to understand changes in Net Promoter Score. The
distribution is shown based on percentage values, which are visible after hovering
over the corresponding area on the chart.We used colors for differentiating categories
of customers as analogy to traffic lights: red means detractors (“angry” customers),
yellow for passives, and green for promoters.

14.5.2.3 Dual Scale Bar Chart and Confusion Matrix

For the purpose of visualizing classification resultswe have used a dual scale bar chart
(Fig. 14.8). It allows to additionally track knowledge losses bymeans of both: “Accu-
racy” and “Coverage” of the classifier model trained on single-company datasets. It
is interactive and updates after the user chooses a “Client” from the drop-downmenu.

Additionally, we use the confusion matrix to visualize the classifier’s quality
for different categories (Fig. 14.8). From the recommender system point of view it is
important that the classifier can recognize customers (covered by themodel), because

Fig. 14.8 Visualizations for the classifier’s results - Accuracy, Coverage and Confusion Matrix
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it means we can change their sentiment. The chart updates after interacting with the
dual scale bar classification chart (hovering over the bar for the corresponding year)
and shows detailed information on classifier’s accuracy per each year. The rows in this
matrix correspond to the actual decision classes (all possible values of the decision),
while columns represent decision values as returned by the classifier in discourse.
The values on diagonal represent correctly classified cases. Green colors were used to
represent correctly classified cases, while red scale to represent misclassified cases.
The color intensity corresponds to the extent of the confusion or the right predictions.

14.5.2.4 Multiple Views

Weusemultiple views (see Fig. 14.9) to enable amultidimensional problem analysis.
However, this was quite challenging to design, as these views require both a sophis-
ticated coordination mechanism and layout. We have tried to balance the benefits
of multiple views and the corresponding complexity that arises. The multiple view
was designed to support deep understanding of the dataset and the methodology for
recommendations to improve NPS. The basic idea behind it is based on hierarchical
structure of the system and a dendrogram was also used as an interface to navigate
to more detailed views on a specific company. All other charts present data related
to one company (client) or aggregated view (“All”):

• A reducts matrix is a way to present the most relevant attributes (benchmarks) in
the NPS recognition process in a temporal aspect (year by year),

• NPSandDetractor/Passives/Promoters charts are complementary to reductsmatrix
and help track changes in Net Promoter Score in relation to changes in the bench-
mark importance,

• A Detractor/Passives/Promoter distribution chart helps understand the nature
behind the changes in the NPS and customer sentiment,

• A classification and confusion matrix chart help in tracking the quality of gathered
knowledge of NPS in datasets within different years and in understanding the
reasons for the knowledge loss (seen as decreases in classificationmodel accuracy)
in terms of benchmark changes (survey structure changes),

• A confusion matrix is a more detailed view of a classification accuracy chart and
helps in understanding the reasons behind accuracy yearly changes along with the
customer’s distribution chart.

In conclusion, the problem of changing datasets per year and per company (client)
and therefore the model and the algorithm can be fully understood after considering
all the different aspects presented on each chart.

14.6 Evaluation Results

In this subsection, we present evaluation of the system on the chosen
use-case scenarios.
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Fig. 14.9 Visual analysis for a single client (“Client1”)

14.6.1 Single Client Data (Local) Analysis

Let us present a case study of analysis process on the example of the chosen Client1
(see Fig. 14.9). In the first row of the reduct matrix only dark colors can be observed,
which means that all the colored benchmarks are equally high important. Customers’
sentiment is pretty certain and defined on benchmarks.

Next year, importance of benchmarks dropped a lot, the values decreased. For
some reason, customers changed their opinion. Average score of these benchmarks
says that customers are little less satisfied. New benchmarks are showing up, but
they are not that important. Some benchmarks lost importance changing the color
from the darkest to lighter. We can observe movement of people from Detractors
to Promoters, in connection with benchmark analysis it provides much wider view.
Checking confusion matrix allows to go deeper into what customers are thinking. In
the third year all benchmark lost in theirway.Customers donot have strongpreference
on which benchmarks are the most important, but NPS is still going up. In the fourth
year two benchmarks disappeared, in the fifth year all of benchmarks are again getting
equal strength. We could observe a huge movement into the “Detractor” group in
2014, but at the same time customers got more confidence in which benchmarks are
the most important. In 2015 all of the benchmarks have the same strength.

The number of “Passives” increases from 2014 to 2015, and themove to this group
is from the “Detractor” group (we could observe a huge movement from detractors
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Fig. 14.10 Classification results analysis - confusion matrices

to passives). Net Promoter Score was moving up and later the customers were not
certain (about benchmarks preference) and then there followed a huge drop in NPS.

Looking at the classification model, coverage jumped down from 2013 to 2014
incredibly that is, the number of customers which system can classify. Accuracywent
down, and by looking at the confusion matrix (see Fig. 14.10) we can conclude that
more people who are similar in giving their rates are confused by the system between
Promoters and Passives. Some of such customers end up in Promoter category, while
the others in Passives.

14.6.2 Global Customer Sentiment Analysis and Prediction

By looking at the “Reducts” heatmap, we can draw the conclusion that the cus-
tomers’ sentiment towards the importance of benchmarks is apparently changing
year by year. Some benchmarks are getting more important, some less. By looking
at the benchmarks for “All” companies (see Fig. 14.6), “Overall Satisfaction” and
“Likelihood to be Repeat Customer” seem to be the winners. Clearly, it will differ
when the personalization goes to the companies’ level. It might be interesting to
personalize further - going to different seasons (Fall, Spring,…) and seeing if the
customers’ sentiment towards the importance of benchmarks is changing. Our rec-
ommendations for improving NPS are based on the customers’ comments using the
services of semantically similar companies (clients) which are doing better than the
company we want to help. So, it is quite important to check which benchmarks they
favor. It is like looking ahead how our customers most probably will change their
sentiment if the company serving these customers will follow the recommendation
of the systemwe build. In other words, we can somehow control the future sentiment
of our customers and choose the one which is the most promising for keeping NPS
improving instead of improving it and next deteriorating.
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From the proposed and developed charts, we can see how customers’ sentiment
towards the importance of certain benchmarks is changing year by year. Also, we
can do the analysis trying to understand the reasons behind it with a goal to prevent
them in the future if they trigger the decline in NPS.

The advantage of using recommender system the way it is proposed—based on
hierarchical structure (dendrogram), assuming that companies use its recommenda-
tions, will be the ability to predict how customers’ sentiment towards the importance
of certain benchmarks will probably change with every proposed recommendation.
So, we can not only pick up a set of benchmark triggers based on their expected
impact on NPS but also on the basis of how these changes most probably will impact
the changes in customers’ sentiment towards the importance of benchmarks. This
waywe can build a tool which will give quite powerful guidance to companies. It will
show which triggers are the best, when taking into account not only the current com-
pany’s performance but also on the basis of the predicted company’s performance in
the future assuming they follow the system’s recommendations.

14.6.3 Recommendations for a Single Client

The first step is to find a desired client on themap (Fig. 14.11) and click the associated
dot. One can see, Client16 was found semantically similar to 2 other clients (called
here extensions): (1) - most similar, (2) - secondly similar.

Since these two clients were performing better than Client16 in 2015 by means of
NPS, also the customers’ feedback from these two clients is used to suggest recom-
mendations for improving NPS as it shows how customers would evaluate Client16

Fig. 14.11 Visualization of semantic extensions of Client16
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if its performance was better but similar to its extensions. This way the base for
discovering recommendations for Client16 is richer and the same should guaran-
tee its better improvement in NPS. By similarity we mean similarity in customers’
understanding of three concepts: promoter, detractor, passive.

After clicking the point for Client16, the recommendation chart for this client
displays (Fig. 14.12). We can see that in total 18 combinations of different changes
recommended to implement were generated, from which recommendation “nr 17”
seems to be the most attractive (top right)-assuming all actions have the same default
feasibility of 10. The generated actions are related to 8 different areas:

• service done correctly,
• price competitiveness,
• proactive communication,
• technician’s knowledge,
• invoice accuracy and clarity,
• need for more technicians,
• care and respect from technician,
• staff care and respect to customers.

We can tweak with different feasibilities for improving each of this areas after
consulting with the client to help choose the optimal combination of changes so that
to both: maximize NPS Impact and facilitate implementing the changes. The bubble
chart adjusts according to the chosen feasibility; choosing the feasibility of 0 means
we do not want to consider a set containing this area.

When we hover the mouse over the bubble we can see the quantified details of
the changes (Fig. 14.13):

Fig. 14.12 Visualized recommendations for the Client16
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Fig. 14.13 Details of the chosen recommendation

• Ordering number (ID) - 15, 16, etc.,
• Number of changes (actions)-the greater the bubble the more changes it involves,
• NPS Impact-the predicted impact on NPS,
• Attractiveness-computed as Impact multiplied by the total Feasibility.

When we click on the bubble we can explore details in the data table (Fig. 14.14):

• Areas of focus,
• Positive comments about this client associated with this area,
• Negative comments about this client associated with this area.

Fig. 14.14 Raw text comments associated with the recommendation “nr 13” for the Client16
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14.7 Conclusions

Within this research, we proposed an approach (Sect. 14.5) and designed, imple-
mented and evaluated a visualized data-driven system that supports a real-world
problem in the area of business recommendation, as defined in Sect. 14.2. The prob-
lem of customer’s satisfaction is multidimensional and varies with different charac-
teristics of customer, service and repairing company. The approach presented in this
chapter uses interactive visual exploration to identify variables whose correlation
varies geographically and at different scales. It also allows for sensitivity analysis of
variables relating to customer satisfaction, which is relevant to the repair company’s
consulting industry.

We performed a number of preprocessing, transformation and data mining exper-
iments on the originally raw dataset which contained superfluous and incomplete
information. We proposed a wide spectrum of different visualization techniques to
support analytics in the given problem area looking at different analytical aspects:
locality, temporal and spatial. We attempted to balance the cognitive load of multiple
views with the amount of information we needed to convey to enable effective prob-
lem insights. The developed system can also serve businesses for further customer
feedback methodology’s enhancement. The results in the form of NPS improvement
can be explored in an interactive web-based recommender system. The results have
been validated with the future users and they are convincing and satisfying from the
business point of view.
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Chapter 15
Evolutionary and Aggressive Sampling
for Pattern Revelation and Precognition
in Building Energy Managing System
with Nature-Based Methods for Energy
Optimization

Jarosław Utracki and Mariusz Boryczka

Abstract This chapter presents a discussion on an alternative attempt to manage the
grids that are in intelligent buildings such as central heating, heat recovery ventilation
or air conditioning for energy cost minimization. It includes a review and explanation
of the existing methodology and smart management system. A suggested matrix-like
grid that includes methods for achieving the expected minimization goals is also
presented. Common techniques are limited to central management using fuzzy-logic
drivers, but referred redefining of the model is used to achieve the best possible
solution with a surplus of extra energy. Ordinary grids do not permit significant
development in the present state. A modified structure enhanced with a matrix-like
grid is one way to eliminate basic faults of ordinary grids model, but such an intricate
grid can result in sub-optimal resource usage and excessive costs. The expected solu-
tion is a challenge for different Ant Colony Optimization (ACO) techniques with an
evolutionary or aggressive approach taken into consideration. Different opportunities
create many latent patterns to recover, evaluate and rate. Increasing building struc-
ture can surpass a point of complexity, which would limit the creation of an optimal
grid pattern in real time using the conventional methods. It is extremely important
to formulate more aggressive ways to find an approximation of the optimal pattern
within an acceptable time frame.
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15.1 Introduction

Nature-based methods such as swarm optimization are very promising in simpli-
fying function, and some of these methods have been considered and advanced to
further processing with actual existing technical installations in modern buildings.
Ant Colony Optimization, which is based on behavior of ants, appear to be one
promising method. Ants scour all of the possible paths in a grid in order to determine
the optimal path. A variety of ACO approaches have been tested in order to prove
that some of them cannot be processed within a feasible time period. A building’s
grids are similar to a 3D matrix and therefore are too complex to be fully processed
and 2D pattern samples are insufficient and inadequate. The quantum part of this
assignment is similar to the asymmetric traveling salesman problem (aTSP). How-
ever, the textbook example model of the TSP has to be modified before being applied
in an infinitely looped time period and an environment that users can change. Pattern
modifications that are made by a user or system scheduler create newmaps that must
be re-evaluated. Each map shows a disjunctive part of the matrix-like grid that is
used in evaluating the snapshot. Temporary maps are a specific TSP environment.
Algorithms in individual maps work in parallel aggregate together in the entire grid.
All of these processes and the usage of ACO algorithms could be used to ensure the
optimization of energy costs in future intelligent buildings. This chapter consist of
three main sections: – introduction to Ant Colony Optimization and an Ant Colony
System; – introduction to an Extended Buildings’ Energy Concept with matrix-like
grids; and – implementation in a simulation as the proof-of-concept followed by a
discussion and conclusion.

15.2 Ant Colony Optimization

Ant Colony Optimization (ACO) is a probabilistic technique for solving computa-
tional problems in computer science and technical research, which can be narrowed
in order to find the best path in graph (in relation to the problem being considered).
ACO Algorithms are part of a large family of different ant algorithms that have
evolved from the ancestor Ant System [5].

15.2.1 Ant System

Ants, which belong to social species live in colonies and due to the interaction
and cooperation them, they are capable of complex behaviors that permit them to
solve difficult problems from the point of view of a single individual. An interesting
characteristic of several ant species is their ability to establish the shortest path
between the anthill and the food source that we found [11] by using chemical trails
that are deposited as pheromone paths [30]. A pheromone path is the way that the
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(a) (b)

(c) (d)

Fig. 15.1 Finding the shortest path by ants

ants in an anthill communicate in order to solve the problem of navigation. The
communication methods and the use of pheromones that are deposited on the path
by individual ants that is used to find the shortest path between two points is presented
in Fig. 15.1.

Figure15.1a presents a situation in which the ants that are traveling from point A
to point D (or in the opposite direction) have tomake a decision about whether to turn
left or right in order to choose the way through point B or point C. This is a random
decision and the ants choose to continue along (in this move) one of the two possible
edges, which each have an approximately fifty percent probability. Figure15.1b, c
present the process of depositing the pheromone trail in the paths that are selected.
Due to the length of each path on the path that is adjacent to point C, more pheromone
will be deposited on the trail because of the shorter length and the greater number of
ants that have used it. The same number of ants traveling at the same speed on the
shorter path means that the accumulation of pheromones is quicker. The differences
in the pheromone concentration on the paths are significant (Fig. 15.1d), which is
then noticed by the others ants. As a result, ants (in a probability meaning) take path
ACDmore often (or in the opposite direction: – DCA) due to the stronger pheromone
trail. This is the reason for individual ants to choose this path and to thus strengthen
the decision that was made. This process is called auto-catalysis (positive feedback).
Finally, each ant will choose path ACD (DCA) as the shortest path.
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This description of behavior of ants inspired Marco Dorigo, Vittorio Maniezzo
and Alberto Colorni [5] to create an Ant System in which artificial ants exchange
information via pheromone trails and cooperate with each other. This was the dawn
of the paradigm for the metaheuristic algorithms that are used to solve various opti-
mization problems.

15.2.2 Ant Colony Optimization Metaheuristics

The Ant Colony Algorithm is a constructional algorithm because a partial solution
is built by each ant during as it travels through the graph in each iteration. The edges
of the graph, which represent the possible paths than can be chosen by an ant, have
two types of information that help the ants to make their decision o which way to
go [23]:

• Heuristic information of attractiveness.Heuristic preference of themovement from
node r to s through a = (r, s) edge. It is denoted as ηrs and it cannot be modified
while the algorithm is running;

• Artificial pheromone trail concentration level information about the movement of
the ants from node r to s rate (how willingly the ants choose this edge). This is
denoted as τrs and it cannot be modified while the algorithm is running and is
dependent on the solutions that have been explored by the ants, which indicates
the amount of experience that has been gained by the ants.

Heuristic information is the minimum amount of knowledge that is required to
solve a specific problem and is gained in increments in contrast to the pheromone
trail information. All of the ants in a colony have the following characteristics [12]:

• It searches for the solution with the lowest possible cost;
• It is equipped with memory M and stored information about the traversed path;
• It has an initial state and at least one stop circumstance;
• It starts at the initial state and explores the possible nodes to obtain a solution
incrementally (the problem presents several states, which are defined as sequences
of the nodes that have been visited by the ant);

• If the ant is in state δr = 〈δr−1, r〉 – it means that the ant is in node r and that the
previously visited node was the last node in the sequence δr−1 – it can move to any
node s in its feasible neighbourhood Nr = {s | (ars ∈ A) ∧ 〈δr , s〉 ∈ D}, where
A is the set of edges and D is the set of feasible states;

• The move from r node to s node is made by applying the transition rule, whose
characteristics are:

(a) Ars , i.e. locally stored information about the heuristics and pheromone trail for
the a = (r, s) edge;

(b) private ant memory M ;
(c) restrictions that have been defined by the problem being solved (Ω);
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• While completing the solution, the ant that is on the way from node r to node s
can update the pheromone trail τrs that is associated with a = (r, s) edge. This is
called: an online step-by-step pheromone trail update;

• After a solution is generated, the ant can recall the traversed path and deposit a
pheromone trail on the visited edges. This is called: an online delayed pheromone
trail update;

• The process of finding a solution endswhen stop circumstances have been reached,
after the expected state has been fulfilled.

15.2.3 Ant Colony System

The Ant Colony System (ACS) is one of the first successors of the Ant System (AS)
and was presented in 1997 byMarco Dorigo and Luca Gambardella [9]. This system,
like its ancestors, is based on simulating the reality of an actual ant colony.

It is:

• multi-agent,
• decomposed,
• parallel,
• stochastic, or in other words – probabilistic,
• a system with positive feedback.

As a follow-up of the previous ant systems, three major modifications were made
to the Ant Colony System [2, 12] (Fig. 15.2) and implemented:

• different, so-called: pseudo-random proportional transition rule,
• local deposition of the pheromone trail (by ants),
• global deposition of the pheromone trail (by daemon).

15.2.3.1 Transition Rule

An ant k in r node choose s node with the probability specified by the following
formula [12].

If q ≤ q0 then the best available node is selected (exploitation):

s = argmax
u∈Nk (r)

{[τru]α · [ηru]β}, (15.1)

else if q > q0 then s node is chosen randomly with probability usage (exploration):

pkrs(t) =

⎧
⎪⎪⎨

⎪⎪⎩

[τrs (t)]α ·[ηrs ]β∑

u∈Nk (r)
[τrs (t)]α ·[ηru ]β , if s ∈ Nk(r)

0, otherwise,

(15.2)
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Fig. 15.2 AS evolution to ACS

where:

q0 — parameter, q0 ∈ 〈0, 1〉,
q — random number from the interval 〈0, 1〉,
τrs(t) — density of the pheromone trail on edge (r, s) at time t ,
η — heuristic information,
α — parameter effecting pheromone to decision, due to the Marco Dorigo

suggestion [23] α equals 1 and can be omitted,
β — relative importance of the pheromone trail and the heuristic information

factor,
Nk(r) — feasible neighbourhood of k ant at r node.
u — one feasible edge from node r , where u ∈ Nk(r).

The transition rule in ACO is non-deterministic but also not a stochastic guar-
antee of an algorithm’s performance because the probability of an ant transitioning
to the next node not only depends on a randomly generated q number, but also
on the density of the pheromone trail that has been deposited on the edge and
heuristic information.

15.2.3.2 Pheromone Trail Local Updating Rule

After each step, an ant deposits pheromone on the traversed ars edge according to
the formula:
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τrs(t + 1) = (1 − ϕ) · τrs(t) + ϕ · τ0, (15.3)

where:

ϕ — pheromone vaporization factor, ϕ ∈ (0, 1〉,
τ0 — value equal to the initial pheromone trail.

During an ant’s travels through the edge, pheromone trail local updating rule the
density of the pheromone assigned to this edge diminishes and therefore the attrac-
tiveness of the edge decreases for the other ants. This is an impulse to try unknown
and unexplored edges and the probability of choosing the visited edges decreases
while the algorithm is running. It is worth noting that the density of the pheromone
trail cannot decrease below its initial value.

15.2.3.3 Pheromone Trail Global Updating Rule

After an ant’s cycle of iteration ends, only the daemon (and not an individual ant) is
responsible for updating the pheromone trail in the Ant Colony System. In order
for this to be done ACS processing the ant’s best generated solution Sglobal-best
from the entire set, which means that the best elaborated solution since calculations
began is taken.

Updating the pheromone trail is preceded by the evaporation of the pheromone
trail on every edge that belongs to the global-best solution. It should be noted that
pheromone evaporation is only applied to those edges that should be updated – used
for pheromone deposition. The rule is:

τrs(t + n) = (1 − ρ) · τrs(t), ∀ars ∈ Sglobal-best , (15.4)

where:

ρ — evaporation pheromone the second factor, where ρ ∈ (0, 1〉,
ars — edge connecting r node and s node.

After that, the daemon deposit pheromones according to the following rule:

τrs(t + n) = τrs(t) + ρ · f (C(Sglobal-best )), ∀ars ∈ Sglobal-best , (15.5)

These rules are thoroughly explained in [1, 22, 23].
As an additional activity before pheromone trail global updating stage the daemon

can explore the local search algorithm in order to improve the ant’s solution.
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15.2.4 Type of Issues That Are Able To Be Solved Using ACO

In the combinatorial theory, the optimization problem is a computational problem
where it is necessary to find the maximal or minimal value of a specified parameter
that remains in a certain property. The parameter that is used to estimate the quality
of the solution is called the cost function. The optimization problem is called a max-
imization problem when the maximal value of the cost function is to be determined;
and on the other hand, it is called a minimization problem when the minimal value
of this function is to be determined.

The optimization problem that is to be resolved by the ant colony optimization
algorithm is defined as a finite set of elements N ∈ {n1, n2, . . . , nm} with set of
constraints Ω that is adequate for the specified issue [13]. Let G ⊆ 2N be a subset
of feasible solutions, so the S solution of the problem is admissible if and only
if S ∈ G. In other words, if the problem is defined as several states that represent
ordered sequences δ = < nr , ns, . . . , nu, . . . > of elements belongs to the N set,
then the G is a set of all of the states that fulfill the constraints that are specified
in Ω , and the S solution is an G element that fulfills the problem requirements.
Additionally, the structure of neighbourhood is defined, which means that the δ2
state is a neighbor of δ1, if δ1 and δ2 belongs to G and the δ2 state is feasible for
δ1 in logical one step. The purpose of the algorithm, when assignments of every S
solution with its cost C(S) have been done, is to find the lowest cost solution. Over
the years, many of ant colony systems have been presented and successfully used
to explore various computational problems that are based on the above-mentioned
model of optimization. Several examples are listed in Table15.1 [1].

Table 15.1 Application of ant colony algorithms

Type of Problem Algorithm Reference

Traveling Salesman Problem (TSP) AS [5]

Quadratic Assignment Problem (QAP) AS-QAP [8]

Job-Shop Scheduling Problem (JSP) AS-JSP [14]

Vehicle Routing Problem (VRP) AS-VRP [21]

Load Balancing Problem (comm-nets) ABC [4]

Load Balancing and Routing (telecom-nets) CAF [20]

Sequential Ordering Problem (SOP) HAS-SOP [10]

Graph Coloring Problem (GCP) ANTCOL [7]

Shortest Common Super-sequence Problem (SCSP) AS-SCS [16]

Frequency Assignment Problem (FAP) ANTS-FAP [6]

Multiple Knapsack Problem (MKP) AS-MKP [15]

Wave-Length-Path Routing and Allocation Problem ACO-VWP [18]

Redundancy Allocation Problem ACO-RAP [19]
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15.3 Building’s Installation as 3D Matrix-Like Grids

After a short introduction of the methods for the optimization of the Ant Colony
System, an attempt can be made to use these techniques in the modern buildings that
are equipped with any type of Energy Management System. Intelligent buildings
have a large number of various installations such as electrical, ventilation, drainage,
water-heating etc. One of the most promising kind of grids for energy optimization
is water-heating.

One alternative to the classical conception was introduced in [25] where a water-
heating installation is represented as the 3D matrix-like grid that is illustrated in
Fig. 15.3. This representation leads to the creation of multi-way paths that reach
every node in the matrix.

As can be noticed, this notation in connection with the building’s plans creates a
non-regular structure with undefined ways to reach the nodes in an energy optimized
manner.A visual comparison of both of the attempts: classical non-Matrix andMatrix
ones that were thoroughly explained in [26, 27] is presented in Fig. 15.4. In short, it
can be observed that the non-matrix grid only has a vertical heat factor supply with
one horizontal source line for all of the vertical ones, which is usually placed in the

Fig. 15.3 3D matrix-like grid with regular spread nodes
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(a) Classical Non-Matrix slice in 2D (b) Matrix slice in 2D

Fig. 15.4 Two different models of water-heating grid

(a) Grid in neutral state (b) Grid with heat schedule

Fig. 15.5 Matrix-like grid as a weighted graph

basement of a building. The nodes are placed in the line of the vertical supply. In
contrast to this, a matrix-like grid has multiple vertical and horizontal connections
in each node and can offer many different configurations for heating water.

A grid can be represented as a weighted graph similar to Fig. 15.5a in which the
vertices (nodes) are connected by edges (existing connection of the grid) of a specified
weight (energy transfer cost). Example settings for heat requisition are presented in
Fig. 15.5b.

The energy spread costs that are disbursed by the nodes (heaters placed in the
nodes) are the amount that is programmed by a scheduler for thermal comfort and
that can tuned by system sensors due to existing conditions [28]. The equation for the
required heat power and the mean average temperature between the heating medium
and surroundings [24] in the node is described below.

ΔTα = 1

2

(
Tiz + Tip

) − Ti , (15.6)



15 Evolutionary and Aggressive Sampling for Pattern Revelation and Precognition 305

where:

Δt g — mean average temperature,
Tiz — temperature of the heater supply,
Tip — temperature of the heater return,
Ti — temperature of the surroundings.

The heater power is described by:

Φg = (Φo − Φp) · β1..5, (15.7)

where:

Φg — heater power,
Φo — counted requirement for heat power,
Φp — heat power surplus spread by connections (edges),
β1..5 — specified heater factors.

And finally heating power is described as:

Φ = a · ΔT 1+b
α · Ag · εΔT , (15.8)

where:

a, b — factors dedicated to the type of heater,
Ag — surface of the heater,
εΔT — correction factor for different non-standard modes of heater work,
ΔT α —mean average temperature.

This is required in order to estimate the energy costs to ensure the proper adjust-
ments to the scheduled thermal parameters (and that are used in the simulator
described in Sects. 15.5.2 and 15.6). It has to be mentioned that the transport capac-
ity of the grid is not fully scalable and each connection in the grid has a maximum
capacity that cannot be exceeded. The weight of the edge (connection between two
nodes) is changeable from a nominal static cost to a dynamically cost that can be
increased even to infinity to force the use of another edge for the heating medium
transfer. This factor means that entire grid must be divided into smaller grids with an
unknown shape and size. A relict graph, which needs to be revealed, must be placed
inside each of the smaller grid. Every revealed relict graph needs to be reconnected
into one matrix graph in order to ensure the operability of the system.

ACO optimization can lead to finding the shortest energy path for the heating
medium as is presented in Fig. 15.6a, which can reduce the entire graph into the
relict graph presented in Fig. 15.6b by ignoring the nodes that are not used in a
particular iteration. This process is discussed further in Sect. 15.5.2.

The capacity (heating medium transport ability) of each edge is the limiter for
one path and can be the incentive to seek a second path (Fig. 15.7).
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(a) Grid with ACO traversed path (b) Grid reduced to a relict graph

Fig. 15.6 Matrix-like grid transposed to relict graph

Fig. 15.7 Different but equivalent relict graphs for the same configuration

15.4 Classical ACO Approach in Revealing a Pattern

Theclassical approach is appropriate in grids that have avariednumber of vertices and
edges. However, typical TSP examples are based on a set of up to 1,000 towns that are
to be visited by a virtual traveler. This amount can be too small for a matrix-like grid
inwhichmore than this number of nodes can be found in a typical building. Revealing
a pattern using a classical algorithmic approach is far from perfect, which can be
observed in the historical example algorithmic experiment TSP instance att532 [22]
presented in Fig. 15.8 or other examples published in [3, 17]. The “long shots” edges
are noticeable in the attached figure and prove the imperfection of this algorithm.

15.4.1 Capability of Revealing with ACO

The Ant Colony seems to be perfect solution to approximate the TSP path function,
when there is no need to find the exact solution in polynomial time. It must be stated
that the classical ACO methods are capable of finding “the Best Optimal Path”1 (the

1Mathematically: an optimal path is only one or an issue has equivalent solutions, but within the
meaning of programming and algorithms can bemore than one and slightly different, non congruent
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Fig. 15.8 Tour optimized by the nearest neighbor - instance att532 from TSPLIB as an example
of classical algorithmic approach

Fig. 15.9 Tour optimized by the cooperating and non-cooperating agents in ACS

abbreviation BOP instead of the full notation will be used further) in almost every
optimization. One significant feature ofACO is that the Ant Colony defines a synergy
effect as the cooperation of individual ants (agents) together, which leads to next level
of results that surpass the sum of the result of particular ants [3], which as a result
of another experiment is presented in Fig. 15.9.

It should be noted that the cooperating agents provide an improved approximation
of the function.

The ant system thatwas considered as the starting pointwith the classical approach
is a successor of the ant-cycle [5, 12], which was extended to ACS and modified in
order to be used for a matrix-like grid. A weighted graph defines the possible paths
for agents. Each agent has a further duty to transport its additional load [25] which

solutions that can be distinguished by i.e. the time cost to be revealed. “The Best Optimal Path”
(BOP) means the best solution than can be achieved under given assumptions.
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also determines any possible paths due to the path’s throughput. Each edge can be
traversed only in one fixed direction during one period of the iteration, which is set
by the result of BOP search.

15.5 Aggressive ACO Sampling in Revealing a Pattern

There are several possible solutions to prevent a system failure due to inefficiency
in the ACO time process. One of these is to use parallel threads in ACO processing
and/or a more efficient central computer system with greater computing power.

Other, but not fulfilling presented list, that are more adequate and hardware inde-
pendent prevention methods are:

• Ants decomposition and specialization,
• Precognition paths,
• Ants spreading.

15.5.1 Ant Decomposition and Specialization

Ants are separated into specialized divisions that are aimed at testing the hypothesis
that two independent group of ants, path-seekers and carriers, are more efficient.
In the first stage, the path-seekers traverse the edges of the weighted graph to pre-
optimize the path.

In the second stage, the carriers try to deliver enough of the cargo (heating agent),
which is a success when no clogging occurs on the path. In the event that some edges
are blocked due to their throughput ability, the third stage is fired up with local path-
seekers exploring to find another sub-path for the carriers and processing the return
to the second stage. This principle is presented in Fig. 15.10.

Stage I is shown in Fig. 15.10 I and Stage II is presented in Fig. 15.10 II in which
clogging occurs. Stage III in Fig. 15.10 III shows the way to eliminate clogging by
adding a sub-path to BOP that were evaluated in Stage I. Stage IV is a representation
of the return to Stage II with no clogging. Stages II and III are deployed repeatedly in
the event of demand. The most significant point is that the carriers can move through
an edge in only one direction, while the path-seekers can move in both directions.

The actual use of this model is based on a pre-programmed grid shape that is used
as a central heating grid in a building with the matrix-like style shown in Fig. 15.11.
In this figure, all of the nodes are hidden in order to emphasize the edges. The action
is presented in the simulation shown in Fig. 15.12.

As can be observed, there are two kind of ants the path-seekerswhich are the violet
dots and the carriers, which are the yellow dots. The path-seekers are much faster
than the carriers and their role is to prepare the pre-route for the carriers. The path-
seekers deposit the pheromone trails that will be used by the carriers. The carriers do
not deposit the pheromone trails; they have a different role, which is to deliver their
cargo to the nodes and to distribute the cargo during passage. The algorithm that was
used for the implementation is presented in Sect. 15.6.
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(i) (ii)

(iii) (iv)

Fig. 15.10 The principle of overcoming the overload of the path

Fig. 15.11 Central heating grid in a simulated building

15.5.2 Precognition Paths

The concept of using precognition paths is based on the scheduler role in which the
required human-comfort parameters are pre-ordered. Each node with that is not in
a “neutral” state is left and each node that is in a “neutral” state is removed from
grid. Thus, the “active” nodes are grouped in one graph, which is connected with
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(a) start of iteration

(b) traversing of the grid – middle phase

(c) traversing of the grid – near end phase

Fig. 15.12 Snapshots of one system iteration where the ants are traversing the grid to achieve all
of the requirements pre-programmed in the scheduler

tour optimization, by the nearest neighbor. After that, the graphs are transposed into
the physical entity that existed from the initial state with “neutral” nodes and edges
only needed to be a coupler between the “active” nodes.

The process of creating paths is presented in Figs. 15.13 and 15.14. The starting
point is presented in Fig. 15.13a – pre-ordered scheduled parameters overlaid on
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(a) (b) (c)

Fig. 15.13 Precognition paths generating - part 1

(a) (b) (c)

Fig. 15.14 Precognition paths generating - part 2

a matrix-like grid. The “active” nodes are illustrated in Fig. 15.13b. The result of
linking the “active” nodes in a grid by the nearest neighbor acquisition is shown in
Fig. 15.13c.

That result is again overlaid on a pre-ordered matrix-like grid as in Fig. 15.14a,
and the shaped grid is reduced to a pre-relict graph by adjusting the graph presented
in Fig. 15.13c into the actual existing routes; as is shown in Fig. 15.14b. All of the
unexplored or explored with lower than expected frequencies are eliminated from
the graph, which leads to a simplification of the graph. Finally, the created graph is
reduced to the relict graph as in Fig. 15.14c.

15.5.3 Ants Spreading

The last presented (but not last existing) technique for overcoming time execution
limit deadlock is the ants spreading to the nodes of the grid and beginning to eval-
uate the paths separately for each node with a mutual pheromone trail information
exchange with a common TSP path search in the first stage and a an modified second
stage with examining path found for heat agent delivery purposes with one start-
ing point. This technique is mentioned as an entry point for future examination and
testing. At this time, it is a concept that must be confirmed or rejected.
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15.6 Algorithm and Procedures

The system that is evaluated is anACS with the aggressive sampling described in pre-
vious section Ant decomposition and specialization. The main part of the algorithm
implementing the described achievement is presented in the listing 15.1.

Algorithm 15.1 Main process
1: procedure ACO_GridMetaProcessing
2: initialize_parameters()
3: while unheated_node_exists do 	 We have the answer if final state is achieved
4: create_new_ants()
5: evaporate_pheromone_from_every_edge()
6: daemon_actions()
7: end while
8: return exi tcode 	 The exitcode of the terminal state
9: end procedure

All of the procedures that are used in the main algorithm box are described below.

The procedure ini tiali ze_parameters() looks like Algorithm 15.2.

Algorithm 15.2 Initializaton of the parameters
1: procedure initialize_parameters
2: for every edge do quanti t y_of _ants_using_edge = 0
3: end for
4: end procedure

The procedure create_new_ants() looks like Algorithm 15.3.

Algorithm 15.3 Creation of new ants
1: procedure create_new_ants
2: repeat inparallel
3: for k = 1 to m do 	 where m is a quantity of ants
4: new_ant (k) 	 ants acting like carriers
5: new_ant_path f inder(k) 	 ants acting like path seekers
6: end for
7: until doneinparallel
8: end procedure
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The procedure new_ant () looks like Algorithm 15.4.

Algorithm 15.4 New Ant procedure
1: procedure new_ant(ant_id)
2: ini tiali ze_ant (ant_id)

3: ini tiali ze_ant_memory()
4: while unheated_node_exists and cargo > 0 do
5: P = compute_transi tion_probabili t y(L)

6: next_node = choose_next_node(P)

7: move_ant (next_node)
8: L = update_internal_state()
9: end while

10: release_ant_resources(ant_id)

11: end procedure

The procedure ini tiali ze_ant () looks like Algorithm 15.5.

Algorithm 15.5 Initialization of the ant
1: procedure initialize_ant(ant_id)
2: move_ant_to_boiler()
3: cargo = ini tiali ze_cargo()
4: unheated_nodes_on_path = 0
5: end procedure

The procedure ini tiali ze_ant_memory() looks like Algorithm 15.6.

Algorithm 15.6 Initialization of the ant’s memory
1: procedure initialize_ant_memory()
2: L+ = boiler
3: distance = 0
4: end procedure

The procedure compute_transi tion_probabili t y() looks like Algorithm 15.7.

Algorithm 15.7 Computing of ant’s transition probability
1: procedure compute_transition_probability(L)
2: for every_available_edge do
3: if (quanti t y_of _ants_using_edge < max_edge_capacity) and (pheromone_on_edge >

min_pheromone_amount) then
4: compute_probabili t y()
5: end if
6: end for
7: end procedure
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The procedure move_ant () looks like Algorithm 15.8.

Algorithm 15.8 Moving of the ant
1: procedure move_ant(next_node)
2: cargo− = transmission_energy_loss
3: end procedure

The procedure update_internal_state() looks like Algorithm 15.9.

Algorithm 15.9 Internal state updating
1: procedure update_internal_state
2: L+ = next_node
3: quanti t y_of _ants_using_edge(L , L − 1)+ = 1
4: distance+ = distance_between_nodes(L , L − 1)
5: if Lisunheated then
6: unheated_nodes_on_path+ = 1
7: heat_node(L)

8: cargo− = heating_energy_loss
9: end if
10: end procedure

The procedure release_ant_resources() looks like Algorithm 15.10.

Algorithm 15.10 Releasing ant resources
1: procedure release_ant_resources(ant_id)
2: for every visited edge do
3: quanti t y_of _ants_using_edge− = 1
4: end for
5: end procedure

The procedure ini tiali ze_cargo() looks like Algorithm 15.11.

Algorithm 15.11 Initializing cargo
1: procedure initialize_cargo
2: cargo = x 	 where x is heat load
3: 	 or time-to-live for path seekers
4: end procedure
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The procedure daemon_actions() look like Algorithm 15.12.

Algorithm 15.12 Daemon actions
1: procedure daemon_action
2: Reset_i teration_best_path()

3: end procedure

The procedure search_node_wi th_max_pheromone(L) looks like Algori-
thm 15.13

Algorithm 15.13 Search node with a MAX pheromone concentration
1: procedure search_node_with_max_pheromone(L)
2: for everyavailableedge do
3: if quanti t y_of _ants_using_edge < max_edge_capacity then
4: get_node_wi th_max_pheromone()
5: end if
6: end for
7: end procedure

The procedure best_i teration_path_ f ound() looks like Algorithm 15.14.

Algorithm 15.14 Best Iteration Path Found
1: procedure best_iteration_path_found()
2: if unheated_nodes_on_path > i teration_max_unheated_nodes_on_path then
3: i teration_max_unheated_nodes_on_path = unheated_nodes_on_path
4: return TRUE;
5: else
6: if (path_distance < i teration_min_path_distance) and (unheated_nodes_on_

path = i teration_max_unheated_nodes_on_path) then
7: i teration_min_path_distance = path_distance
8: return TRUE;
9: end if
10: end if
11: return FALSE
12: end procedure

The procedure reset_i teration_best_path() looks like Algorithm 15.15.

Algorithm 15.15 reset_iteration_best_path()
1: procedure reset_iteration_best_path()
2: i teration_max_unheated_nodes_on_path = 0
3: i teration_min_path_distance = MAX_AV AI L ABLE_V ALUE
4: end procedure
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The procedure new_ant_path f inder() looks like Algorithm 15.16.

Algorithm 15.16 New Ant Pathfinder procedure
1: procedure new_ant_pathfinder()(ant_id)
2: ini tiali ze_ant (ant_id)

3: ini tiali ze_ant_memory()
4: unheated_nodes_on_path = 0
5: path_distance = 0
6: while unheated_node_exists and cargo > 0 do 	 Pathfinder do not carry a cargo
7: 	 but here it is a factor
8: 	 which determine ant time-to-live limit
9: draw_a_number_q 	 random value where q ∈ 〈0, 1〉

10: if q ≤ q0 then 	 where q0 - exploration percent parameter - exploatation
11: P = search_node_wi th_max_pheromone(L)

12: else 	 exploration
13: P = compute_path f inder_transi tion_probabili t y(L)

14: end if
15: next_node = choose_next_node(P)

16: move_ant(next_node)
17: L = update_internal_state()
18: path_distance+ = 1
19: end while
20: if unheated_nodes_on_path > 0 then
21: for every visi ted edge do
22: unheated_nodes_on_path+ = 1
23: put_pheromone_on_edge()
24: end for
25: if best_i teration_path_ f ound() then
26: for every visi ted edge do
27: put_extra_pheromone_on_edge()
28: end for
29: end if
30: end if
31: release_ant_resources(ant_id)

32: end procedure

The procedures:

• evaporate_pheromone_ f rom_every_edge(),
• compute_probabili t y(),
• compute_path f inder_transi tion_probabili t y(),
• put_pheromone_on_edge(),
• put_extra_pheromone_on_edge(),
• get_node_wi th_max_pheromone,

are based on mathematical formulas according to the formulas presented and
described in the Sect. 15.2.3.
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The most significant issue in revealing a pattern and achieving the best optimal
solution is time required to evaluate the algorithm. ACO needs time to recover the
paths and to test them. Time restrictions between the phase iterations (scheduler
service) that are too narrow can cause some paths to remain unprocessed and there-
fore the optimal pattern will not be revealed. Due to Extended Buildings’ Energy
Concept [29], this problem can lead to insufficiency in energy distribution and total
system failure. A state in which there unprocessed nodes (vertices) in a building
is unacceptable.

15.7 Conclusion

The presented techniques and modified ACO algorithms appear to be adequate for
energy saving in modern buildings that are equipped with a centrally managed arti-
ficial intelligence system. The simulations that were performed delivered promising
results, which are presented in [25], especially with Extended Buildings’ Energy
Concept [28, 29]. Simulations of energy distribution in a heating grid (one room
under continuous acquisition) based on a common central fuzzy logic driven control
as the best known system that is implemented around the world and its results (C f l),
which were used to compare with an alternative approach that is based on an Ant
Colony Optimized heat factor transport in a matrix-like grid (A) revealed that were
2.9% fewer energy requests in the ACO-driven grid. Some of the other factors that
are presented in the figure are: the standard common thermostatic regulation without
central driving (Cni ), external temperature (Ex) and the preprogrammed temperature
(P) that is expected to be achieve for the human-comfort environment parameters.
The sample 24h characteristics are combined in Fig. 15.15.

Fig. 15.15 The 24h temperature acquisition
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One technical problem that must be overcome is the infrastructure that needs to
be built from scratch. An essential element of the executive system is e.g. a non-stop
working multi-way valve that can switch up to five or six ways. The algorithmic
model that was considered revealed some benefits but still needs further experiments
and testing. It was created in a classical and matrix-like grid simulator, which is
based on the experience collected, in order to estimate the expected profits, find
imperfections or habitual faults and to prepare further experiments. An indispens-
able component of an efficiently working BEMS2 is accordant and precise feedback
system collecting environmental parameters of the internal and external milieu. This
kind of subsystem is designed [28] as a part of Extended Buildings’ Energy Concept
andhas been implemented. It is undeniable that not only energy saving but also human
comfort are a priorities, and that is possible to achieve this state only with hybrid and
holistic management.
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