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Preface

Ever since its discovery in the work of Rabi [1], Purcell [2], and Bloch [3], NMR, now into
its eighth decade, has found widespread use in the determination of the structure, dynamics,
and interactions of molecules their assemblies. The applications of modern NMR spectros-
copy range from the study of biomolecules to the analyses of the properties of batteries; from
the solution state, through the semi-solid to the solid state; from the structural analysis of an
end product of a chemical synthesis comprising only a few atoms, to the determination of
the structural organization of an intact viral capsid with tens of thousands of atoms. The
path spanning more than five decades of protein NMR from the one-dimensional spectrum
of ribonuclease by Saunders et al. in 1957 [4] to a detailed NMR analysis of gating in a
670 kDa 20S proteasomal core by Sprangers et al. in 2007 [5] required multiple layers of
development, in terms of technology (60 MHz in 1957 to 800 MHz in 2007), in funda-
mental concepts (continuous wave, CW NMR in 1957 to multidimensional relaxation
optimized Fourier spectroscopy in 2007), and in sample preparation (unlabeled protein
bought from a commercial source in 1957 to bacterially expressed protein specifically 13C,
1H enriched on Ile, Leu, and Val methyl groups in an otherwise 12C, 2H background in
2007). The success of any NMR experiment depends on four basic stages of equal impor-
tance: (1) sample preparation, (2) spectroscopy, (3) data processing, and (4) analysis.
Improper implementation of any of these steps has the potential to doom any NMR-
based research project. Many approaches have emerged over the years to optimize each of
these stages of an NMR experiment. These include advances in magnet/spectrometer/
probe design, novel biochemical methodology to enable the production of proteins or their
assemblies optimally labeled with NMR-active nuclei, new pulse sequences to manipulate
spin dynamics, and new computational approaches for data collection and analysis. In the 20
chapters of this volume we will cover state-of-the-art approaches detailing many of these
innovations with a focus on their application to proteins and protein complexes in solution
and in the solid state.

As we embark on the eighth decade of NMR spectroscopy, the magnetic fields that are
now available to NMR spectroscopists have increased by more than an order of magnitude
enabling the discovery of new spin physics as well as the study of more complex systems.
While—as recently as the 1980s—an NMR spectrometer operating at 60 MHz (1.4 T) was
considered state of the art, chemistry departments even in the smallest research universities
these days have access to NMR spectrometers 500 MHz (11.7 T) or higher. Spectrometers
operating at 800 MHz (18.8 T) have become staples for most medium-to-large research
universities; a 1000 MHz (23.5 T) spectrometer has been operational at Lyon since 2009
and several new 1200 MHz (28.2 T) spectrometers, which are currently being developed,
are on order to be placed at multiple sites. A report detailing the development of a hybrid
magnet that allows the performance of NMR experiments at 1500 MHz (35.2 T) in the
solid-state has recently appeared in the literature [6]. Chapter 1 looks into the next decade
providing an overview of emerging magnet technologies that enable the generation of
homogenous magnetic fields higher than 23.5 T and the great advances that these ultra-
high-field spectrometers are likely to provide for biomolecular NMR in solids and in the
solution state.
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It was recently realized that residual magnetization generated during the preparation
phase of an NMR experiment but discarded during the detection phase, the so-called
afterglow, could be further manipulated post acquisition and detected during subsequent
periods. Thus, advances in modern spectrometer design have allowed the deployment of
multiple acquisition periods during the course of a single experiment. Application of this
approach in protein NMR in the solid state has been provided in Chapter 2 and a detailed
protocol for the optimization of these afterglow experiments has been provided inChapter 3.

Solid-state NMR provides the advantage of being applicable to large biomolecular
assemblies such as intact viruses. Chapter 4 provides detailed approaches in optimizing
intact virus particles for solid-state NMR studies. Chapter 5 provides a description of
novel membranous assemblies based on inert nanoparticles that enable solid-state NMR
studies of membrane proteins especially those whose conformations are sensitive to mem-
brane curvature. Solid-state NMR spectra of large molecular assemblies are complicated and
benefit from computational tools not only to simplify analyses but also to aid in the choice of
optimal labeling schemes for spectral simplification. Chapter 6 provides an example of such a
tool. Additionally, solid-state NMR studies of many large assemblies including viruses are
generally hindered by sensitivity issues due to sample concentration and/or stability, thus
preventing the application of several experiments in the NMR toolbox in an optimal fashion.
Dynamic nuclear polarization (DNP) that utilizes electrons to polarize nuclear spins pro-
vides an excellent means to obtain large improvements in sensitivity, thus overcoming the
drawbacks of low sample concentrations or speeding up the acquisition of data with optimal
sensitivity in rapidly deteriorating samples. DNP has found application both in the solid state
(Chapter 7) and in solution (so-called “dissolution” DNP, Chapter 8).

A great strength of NMR spectroscopy that sets it apart from a variety of other structural
techniques is its ability to quantify the dynamics of proteins on timescales that range from
the fast (picoseconds to nanoseconds) to the slow (microsecond to millisecond) to the very
slow (seconds and slower). Over the years, many methods have emerged to study these
dynamics using the measurement of NMR spin-relaxation rates. Generally, in order to
accurately quantify motional modes in the fast regime, relaxation rates have to be measured
at multiple static field strengths in order to accurately interpret the dynamics in a site-specific
fashion. In Chapter 9, the authors describe an approach that utilizes the fringe field of a
standard high-field NMR magnet together with some novel engineering to measure relaxa-
tion rates that extend over three orders of magnitude in magnetic field strength. Chapter 10
provides detailed protocols on measuring dynamics that occur on the slow regime and
generally involve large-scale conformational changes. These conformational changes involve
activation barriers that lead to sampling of so-called “excited states.” These states, which
often have relevance to folding and function, are sparsely populated (often less than 1%)
and are thus invisible to conventional techniques. Chapter 11 describes how the structures
of these excited states may be accessed using specialized relaxation measurements. Addi-
tional effects such as the enhancement of relaxation rates due to close albeit transient
encounters with a paramagnetic center (paramagnetic relaxation enhancement, PRE) may
also provide a means to probe these lowly populated states. This approach is described in
Chapter 12.

An essential part of modern NMR spectroscopy is the processing of raw data obtained
from the spectrometer using a variety of mathematical operations, e.g., digital filtering of
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solvent, apodization etc. prior to Fourier transformation, and the subsequent analysis of the
processed data, e.g., resonance assignment and often the extraction of constraints for the
generation of atomic models. Chapters 13 and 14 describe various aspects of data analysis
and structure calculation, respectively, using two of the most widely used software platforms.
While most common NMR experiments still utilize the Fourier transform that requires
digital sampling of the time-domain signal in linear fashion, i.e., in equally spaced intervals,
it has been realized that nonlinear sampling often provides significant advantages in some
cases. Many functional aspects of nonlinear sampling approaches are described in
Chapter 15. Chapter 16 describes a novel computational means that relies on specific
correlations obtained in protein NMR spectra to simplify the resonance assignment proce-
dure in large proteins with a significant amount of spectral crowding where conventional
approaches fail to resolve ambiguities.

As NMR studies are extended to larger systems, the complexity of NMR spectra, the
suboptimal performance of many experiments, and loss of information due to the use of
certain essential labeling schemes, e.g., replacement of the information-rich 1H nuclei by
2H, lead to incomplete or sparse data that are insufficient to determine structures de novo.
In such cases NMR data has to be integrated with that from orthogonal techniques, e.g., X-
Ray or neutron scattering techniques (SAXS, SANS), to obtain structural information using
a hybrid strategy. Chapter 17 describes a computational methodology that integrates NMR
data with those obtained from SAXS to obtain atomic detail information on macromolecular
complexes.

Ever since its discovery in the 1950s from the work of Proctor and Yu [7], Dickinson
[8], Hahn [9], and Arnold [10], the chemical shift has played a central role in chemical, and
indeed in biomolecular NMR as an excellent indicator of local structural environment and its
changes upon molecular interaction. It was recently realized that a survey of correlated
chemical shift changes in response to discrete perturbations, e.g., binding of specific ligands,
provides insight into pathways of connectivity and/or allosteric networks in proteins. A
detailed method to perform such an analysis is described in Chapter 18.

The final two chapters of this volume deal with two major areas of the recent application
of biomolecular NMR spectroscopy—Chapter 19 provides a step-by-step guide to the
expression, purification, and preparation of highly homogenous samples of a G-protein
coupled receptor (GPCR) for studies using 19F NMR. GPCRs are of immense medical
importance and NMR provides an avenue to probe their regulation by agonists and antago-
nists given that many relevant conformational states are dynamic and/or transient and
therefore difficult to characterize by other means. Traditionally, most biomolecular NMR
has relied on proteins or protein complexes purified to homogeneity and studied in a
suitable buffer. This scenario represents a significant departure from the heterogeneous
cellular milieu which may have a substantial influence on physiochemical properties of the
protein or protein complex in question by altering its “quinary” structure. Chapter 20
describes recent efforts to extend NMR studies to a more physiological setting using in-cell
methodology.

Given the broad applications of modern biomolecular NMR spectroscopy of proteins, it
is not possible to compile an exhaustive compendium of all approaches and methodologies.
However, based on the selection here, I have attempted to provide the reader a flavor of
various aspects of modern protein NMR spectroscopy. I expect that the detailed step-by-step
protocols provided will be of great use to specialists and also to nonspecialists who would
like to add NMR spectroscopy to their repertoire of experimental tools.
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Chapter 1

NMR of Macromolecular Assemblies and Machines
at 1 GHz and Beyond: New Transformative Opportunities
for Molecular Structural Biology

Caitlin M. Quinn, Mingzhang Wang, and Tatyana Polenova

Abstract

As a result of profound gains in sensitivity and resolution afforded by ultrahigh magnetic fields, transfor-
mative applications in the fields of structural biology and materials science are being realized. The develop-
ment of dual low temperature superconducting (LTS)/high-temperature superconducting (HTS) magnets
has enabled the achievement of magnetic fields above 1 GHz (23.5 T), which will open doors to an
unprecedented new range of applications. In this contribution, we discuss the promise of ultrahigh field
magnetic resonance. We highlight several methodological developments pertinent at high-magnetic fields
including measurement of 1H-1H distances and 1H chemical shift anisotropy in the solid state as well as
studies of quadrupolar nuclei such as 17O. Higher magnetic fields have advanced heteronuclear detection in
solution NMR, valuable for applications including metabolomics and disordered proteins, as well as
expanded use of proton detection in the solid state in conjunction with ultrafast magic angle spinning.
We also present several recent applications to structural studies of the AP205 bacteriophage, the M2
channel from Influenza A, and biomaterials such as human bone. Gains in sensitivity and resolution from
increased field strengths will enable advanced applications of NMR spectroscopy including in vivo studies of
whole cells and intact virions.

Key words Ultrahigh magnetic fields, Quadrupolar nuclei, Proton detection, Fast magic angle
spinning, Biomaterials, Structure determination, Whole cell NMR, TROSY, Nonuniform sampling

1 Perspective

In the past two decades, the field of magnetic resonance has realized
astounding advancements. One critical achievement toward prog-
ress in the fields of structural biology, materials science, and clinical
imaging (to name just a few) has been the development of higher
magnetic field strengths [1–4]. Higher magnetic fields yield pro-
found improvements in both sensitivity and resolution.

The greatest drawback of nuclear magnetic resonance (NMR)
relative to other analytical methods is relatively low sensitivity.
Increasing magnetic field strength is a compelling way to increase
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sensitivity, as the signal-to-noise ratio (SNR, i.e., sensitivity) scales
approximately as the power of 3/2 with the magnetic field strength
[5]. The implications of improved sensitivity are numerous and
include the capability to study increasingly large and complex
biological systems (e.g., whole cells and viral particles), the expan-
sion of applications to physiologically relevant nuclei beyond 1H,
13C, and 15N, such as 17O, 23Na, and 35Cl, as well as practical
considerations, for instance shorter experiment times for multi-
dimensional experiments [6].

Increased magnetic fields also yield improvements in
resolution:

Δv / 1

γB0
ð1Þ

where Δν is the linewidth. As with improvements in sensitivity,
increased resolution allows for the study of more complex systems
and visualization of finer structural details.

Beyond significant gains in sensitivity and resolution, increased
magnetic field strengths are particularly powerful for the study of
quadrupolar nuclei (I > ½). Quadrupolar nuclei yield very broad
spectra (on the order of MHz) due to the strong coupling
(expressed by the coupling constant, CQ) between the nuclear
quadrupolar moment and the electric field gradient (EFG). At
higher magnetic field strengths, the contributions of the second-
order quadrupolar interaction are reduced, leading to narrower
spectra [7].

Both NMR and clinical magnetic resonance imaging (MRI)
benefit from increased magnetic field strengths. (For reviews of
applications of high-magnetic fields to MRI, see refs. 8, 9.) Here,
we focus on advancements in technology and methodology as
applied in the burgeoning field of NMR at field strengths above
1 GHz.We also discuss several recent applications of high-magnetic
fields to the study of biological systems.

1.1 Current State

of the Art

Numerous technological gains have promoted the advancement of
NMR to current levels, where field strengths above 1 GHz (23.5 T)
have recently been achieved (Fig. 1). Such advancements have
included improvements in superconducting materials, cryo-
cooling, and resistive coils. To date, NMR spectrometers up to
1 GHz have utilized low temperature superconducting (LTS)
materials such as Nb3Sn and NbTi. However, 1–1.1 GHz is
believed to be the upper limit for magnets produced with only
LTS materials due to limitations such as current density and tem-
perature [1]. Recent advancements have focused on the develop-
ment of dual LTS/HTS (high-temperature superconducting)
magnets [1, 3, 10–13], wherein the inner HTS coil(s) are sur-
rounded by outer LTS coil(s) (Fig. 1). The development of HTS
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materials [14], such as Rare Earth BaCo oxides (REBCO, e.g.,
YBCO [15, 16]) and Bi-2223 (Bi2Sr2Ca2Cu3O10–x [17]), has
faced challenges including mechanical properties of the materials
and manufacturing [18, 19]. HTS technology has very recently
advanced to the stage where these materials can be used to generate
reasonably stable and homogeneous magnetic fields for NMRmag-
nets. Beyond the development of HTS materials, challenges of the
magnet technology have included jointing between the HTS and
LTS coils [20] and field homogeneity, further discussed below.
Furthermore, the addition of HTS coils creates a spatial challenge.
A sufficiently wide bore is needed for biomolecular NMR measure-
ments to be possible. (Bore size is also one of the critical limitations
in applying MRI at higher magnetic fields.) One approach to over-
coming this issue has been modifications in the geometry of LTS
coils so that these take up less space [21].

To date, work on ultrahigh field LTS/HTS magnets for bio-
molecular NMR applications has focused on proof of concept, with
the bulk of published work done on the 24 T magnet at the
National Institute for Materials Science (NIMS) developed in col-
laboration with RIKEN, Kobe Steel, and JEOL (Japan) [1, 22].
The magnet reached 1020 GHz in 2015 using a Bi-2223 inner

Fig. 1 (a) Advancements in magnetic field strengths for NMR over the last few decades. Yellow indicates LTS
magnets while green indicates dual LTS/HTS magnets. The dashed line indicates a frequency of 1 GHz
(23.5 T). (b) General schematic of dual LTS/HTS magnet including shim coils and superconducting magnet
coils. The precise number of LTS and HTS coils may vary. Purple represents superconducting shim coils, while
blue represents outer NbTi LTS coils, orange represents Nb3Sn inner LTS coils, and green represents HTS
coils. Within the magnet bore, maroon (outer) and pink (inner) bars represent the ferromagnetic and room
temperature shim coils respectively
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HTS coil with outer NbTi and Nb3Sn LTS coils. With this magnet,
they have demonstrated the ability to acquire high-quality natural
abundance spectra for insensitive nuclei such as 17O (0.04% natural
abundance [1, 23]). 1H-1H-1H 3D data indicate the field homoge-
neity and stability achieved at 24 T [24]. As discussed below, a
significant advantage of magnetic field strengths over 1 GHz is in
the measurement of chemical shift anisotropies (CSAs). The CSA
scales with the B0 field, thus at higher fields CSAs are larger and can
be measured more accurately. This is particularly advantageous for
small CSAs, such as those of the aliphatic protons. Pandey et al.
demonstrated the measurement of 1H CSAs for L-histidine with the
dual LTS/HTS 24 T spectrometer [24].

Beyond superconducting coil technology, for successful opera-
tion of ultrahigh field spectrometers advancements have needed to
be made with respect to other spectrometer components, concur-
rent with the development of LTS/HTS magnets. Magnetic field
stability and homogeneity are critical to successful experiments. A
significant issue in the use of HTS technology for NMR is the
inhomogeneous magnetic fields generated by the HTS materials.
To compensate for these inhomogeneities in the LTS/HTS sys-
tems requires the use of ferromagnetic shim coils in addition to the
standard superconducting and room temperature shims used in
LTS magnets [25, 26]. Due to residual resistance in the HTS
coils and further advancements still needed in HTS/LTS jointing,
for stable operation of the 1.02 GHz NMR spectrometer at NIMS,
the magnet needed be to run in external current or driven mode
[27]. Field fluctuations generated by the DC power supply had to
be corrected with an external 2H lock, not typically required for
solid-state NMR experiments [28]. Further, use of a DC power
supply required development of a new safety mechanism in case of
power failure [29]. Additional developments for the use of HTS
materials in ultrahigh field magnets have included design of active
quench protection [30] and advancements in cryo-cooling and
refrigeration [31, 32].

The next stage in the evolution of increased magnetic field
strengths for applications in NMR may be hybrid magnets, where
an inner resistive coil is surrounded by an outer superconducting
coil. NMR spectrometers currently in use utilize only supercon-
ducting coils, with 27 T the highest field achieved to date (the
instrument setup for this system is not compatible with biomolec-
ular NMR measurements due to the narrow bore size [33]). Chal-
lenges in the development of hybrid magnets for applications in
NMR include field stability and homogeneity, cost of operation,
and size considerations. The highest persistent magnetic field
strength from a hybrid magnet to date is the 45 T spectrometer at
the National High Magnetic Field Laboratory (NHMFL); how-
ever, due to the small bore size, applications are limited to
condensed matter physics. The first-in-class hybrid magnet
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intended for applications including biomolecular NMR and chem-
istry is the 36 T Series Connected Hybrid (SCH) magnet being
developed at NHMFL [34], which makes use of Florida-Bitter
resistive coils [35] and Nb3Sn superconducting coils. Designing
the resistive and superconducting coils to be powered in series
rather than in parallel was a significant achievement that greatly
reduced the size, in stability, and operating costs of the 36 T
magnet relative to the 45 T hybrid magnet. An additional signifi-
cant achievement of the 36 T magnet is the 40 mm bore size, large
enough to accommodate the instrumentation needed for biomo-
lecular NMR experiments. 1 GHz magnets currently produced by
Bruker have a standard 54 mm bore. At present efforts are con-
centrated on achieving the high-field homogeneity needed for
NMR experiments.

As mentioned above, increased magnetic field strengths in
NMR will have a major impact in a significant number of fields
including structural biology, materials science, and imaging. NMR
studies of inorganic materials will greatly benefit from increased
magnetic field strengths as many inorganic nuclei have large quad-
rupolar coupling constants and/or low natural abundance. Nuclei
of particular interest for inorganic applications that have been
shown to benefit from higher magnetic field strengths include
6Li (I ¼ 1, 7.6% natural abundance (NA) [36, 37]), 11B (I ¼ 3/
2, 80.1% NA [36, 38]), 17O (I ¼ 5/2, 0.04% NA [38, 39]), 25Mg
(I ¼ 5/2, 10.0% NA [36, 38]), 27Al (I ¼ 5/2, 100% NA [38]),
59Co (I¼ 7/2, 100%NA [40, 41]), 73Ge (I¼ 9/2, 7.7%NA [42]),
and 127I (I¼ 5/2, 100%NA [43, 44]). These elements are essential
components of materials in many fields of inorganic chemistry
research, including batteries and fuel cells, semiconductors, optical
materials, metal organic frameworks (MOFs), catalysts, and glasses.
NMR studies of these materials can yield valuable information often
inaccessible by other methods including structure, oxidation state,
hydrogen bonding environment, molecular motions, and effects of
impurities.

Key applications in the field of structural biology that will
benefit from development of ultrahigh magnetic fields include
membrane proteins in native-like environments, intrinsically disor-
dered proteins such as amyloids and other proteins implicated in
neurodegenerative diseases, as well as emergent properties asso-
ciated with complex environments, such as whole cells and intact
viral particles, and bodily fluids (in metabolomics). Increased field
strengths will yield enhanced detection of low concentration spe-
cies with increased chemical shift dispersion. In addition, the vast
majority of structural biology work in NMR at present utilizes 1H,
13C, and 15N nuclei. However, there are many additional NMR
active nuclei with critical roles in biology for which work has been
limited to date due to sensitivity- and resolution-related challenges,
such as 35/37Cl and 23Na. The group at NIMS in Japan has
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demonstrated measurements at 24 T on the spin 3/2 nuclei 35Cl
and 37Cl [44, 45], as well as 17O [1, 23]. One of the fields with
greatest potential for growth with the advent of magnetic fields
over 1GHz is 17O NMR [39, 46], a critical element in biology
which could serve as an exquisite probe for a variety of mechanistic
and structural questions, including enzyme catalysis, pharmaceuti-
cals analysis, protein structure and hydration [47, 48], as well as
materials/MOF applications mentioned above. To date, 17O has
not been extensively exploited due to its extremely low natural
abundance and the prohibitive cost of isotopic enrichment. In
addition to expanding the repertoire of available nuclei, greater
sensitivity will improve the ease of studying 13C and 15N at natural
abundance (1% and 0.3% respectively). This is particularly advanta-
geous for systems that cannot be readily isotopically labeled, as well
as for in vivo studies. In the following sections, we discuss several
methods with potentially powerful applications in structural biol-
ogy at ultrahigh magnetic fields, with regards to achieving the
highest quality data, as well as methods to address pressing ques-
tions related to protein structure and function. We also highlight
several recent notable applications of ultrahigh fields to the study of
increasingly complex biological problems.

2 Methods for the Study of Biomolecules at Ultrahigh Magnetic Fields

Ultrahighmagnetic fields benefit the study of macromolecules both
by solution NMR and solid-state NMR. At higher fields, the chem-
ical shift dispersion increases linearly. As discussed above, increased
field strengths improve both sensitivity and resolution. Narrower
linewidths facilitate the atomic resolution structural analysis of large
biomolecules, ranging from soluble proteins, to protein assemblies,
biological complexes, and membrane-embedded and disordered
proteins.

2.1 Sensitivity and

Resolution

Enhancement

2.1.1 Detection Methods:

Solid-State and Solution

NMR

With increasing magnetic field strengths and concomitant improve-
ments in sensitivity and resolution, additional detection methods
have become available to both solution and solid-state NMR spec-
troscopists. To obtain maximum sensitivity it is preferable to detect
on the highest γ nucleus. Given the large 1H gyromagnetic ratio,
for many biological systems, this means 1H-detection. Another
consequence of proton’s high γ is the very strong 1H-1H homonu-
clear dipolar coupling, which is on the order of 100 kHz:

D ¼ �μ0
4π

γ1γ2ℏ
r312

ð2Þ

where r12 is the distance between the two nuclei. In the absence of
motional averaging, the strong 1H-1H dipolar coupling causes
severe line broadening. Molecular tumbling in solution averages
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the dipolar coupling, yielding narrow proton lines. Thus, in solu-
tion NMR, 1H-detection is the standard approach. However, in the
solid state, 1H lines are very broad. Therefore, magic angle spinning
(MAS) NMR experiments traditionally have relied on the detection
of 13C and 15N to obtain significantly higher resolution [49–51].
However, this approach sacrifices sensitivity given the smaller gyro-
magnetic ratios of 13C and 15N. With heteronuclear detection in
the solid state a large amount of isotopically labeled sample (typi-
cally 10–20 mg) and long data acquisition times are required to
compensate for the low sensitivity [49, 52].

Given the resolution enhancement obtained at ultrahigh mag-
netic fields and the development of fast MAS probes (discussed
below), it has become feasible to obtain high-sensitivity solution-
like 1H-detected spectra in the solid state. At MAS rates below
~100 kHz a degree of 1H dilution is typically still required to
eliminate broadening from residual 1H-1H couplings (vide infra).
A great deal of work toward the execution of 1H detection in the
solid state has focused on achieving the optimum level of deutera-
tion for the best combination of sensitivity and resolution. Early
work indicated that at moderateMAS rates (~10–30 kHz) relatively
high levels of deuteration were required [53–55]. Oschkinat and
coworkers demonstrated that there is no difference in 1H line-
widths for samples with 10 or 100% 1HN back exchange at fast
MAS rates (>60 kHz) and 1 GHz magnetic field [56]. Pintacuda
and coworkers recently established for two proteins (GB1, 56
residues and AP205CP, 130 residues) that with 100 kHz MAS
and ultrahigh fields, protein structure determination from 1H-
detected data sets of fully protonated proteins is feasible [57].

In recent years, heteronuclear detection has become increas-
ingly utilized in solution NMR [58, 59]. Heteronuclear chemical
shifts are sensitive to different dynamics timescales than protons,
allowing researchers to gain access to information that may be
absent in 1H-detected experiments. Heteronuclear detection elim-
inates issues associated with solvent exchange, an important con-
sideration at or near physiological conditions [60]. Furthermore,
heteronuclear chemical shifts often have greater dispersion than 1H
shifts, an effect that becomes more pronounced at higher magnetic
fields and is particularly advantageous for disordered systems [61].
Under certain conditions, heteronuclear detection may not result
in loss of sensitivity compared to 1H detection [62].

2.1.2 Fast Magic Angle

Spinning

With significant advancements in probe and coil design, it is cur-
rently possible to spin samples at rates up to ~110 kHz. Fast MAS is
a powerful tool for proton detection in bimolecular systems, which
in conjunction with ultrahigh fields leads to further improvement in
spectral resolution. Fast magic angle spinning is able to more
efficiently average and at upward of 100 kHz effectively eliminate
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the strong 1H-1H homonuclear dipolar coupling. This leads to
substantially narrowed 1H linewidths, making 1H-detected experi-
ments feasible in the solid state and with recent advances, eliminat-
ing requirements for deuteration. Critically, sensitivity losses due to
the decreased sample amounts necessitated by the small rotor sizes
are compensated by the increased sensitivity of 1H detection and
high-magnetic fields [63]. Reinstra and coworkers first demon-
strated proton-detected spectra of fully protonated GB1 at
40 kHz MAS and a 750 MHz magnetic field strength [64]. Subse-
quently, Marchetti et al. reported the resolution enhancement
achieved by increasing the magnetic field strength to 1 GHz with
60 kHz MAS, illustrated by dipolar-based 1H-15N CP-HSQC
spectra of fully pronated single-stranded-DNA binding (SSB) pro-
tein from E. coli. They also determined the unambiguous assign-
ments of this medium-sized protein (18 kDa per monomer) with a
set of 2D and 3D proton-detected 1H-15N, 1H-13C correlation
experiments [65]. Weingarth and coworkers demonstrated a label-
ing scheme dubbed inverse fractional deuteration (iFD) to obtain
high-resolution 1H-detected spectra for non-exchangeable proton-
ation sites, such as membrane proteins [66]. Recently, the combi-
nation of fast MAS (100 kHz) and proton detection at ultrahigh
field was applied to a range of structurally diverse, fully protonated
proteins including GB1, the bacteriophage coat protein AP205CP,
and amyloid-forming HET-s [57, 67]. The introduction of fast
MAS permits the exploitation of fully protonated proteins for
structural and dynamics investigations of biological macromole-
cules with 1H detection. Working with protonated proteins is
preferred, not only for cost and time savings, but also for the ability
to access 1H-1H distances, which can provide additional long-rang
information among side-chains to improve accuracy of protein
structure determination.

2.1.3 Nonuniform

Sampling

One approach for resolution or sensitivity enhancement is nonuni-
form sampling (NUS). Traditionally, in uniformly sampled data
sets, points acquired in indirect dimensions are evenly spaced with
respect to time. In NUS applications, during acquisition, acquired
points are distributed nonlinearly according to a chosen sampling
scheme. Rather than discrete Fourier transform, NUS data sets are
processed using reconstruction algorithms [68]. Nonuniform sam-
pling using random schedules weighted by a decaying function
results in bona fide time domain sensitivity enhancements by reduc-
ing the number of points acquired, thereby allowing for more
transients to be acquired in a given time frame [69–72]. NUS can
also be used to obtain resolution enhancement by acquiring out to
a longer acquisition time without increasing the number of points.
This is a significant advantage given the enhanced resolution (and
thus longer FIDs) obtained at higher magnetic fields [73].
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With respect to high-magnetic field applications in solution
NMR, NUS is particularly valuable for multi-dimensional
heteronuclear-detected experiments and challenging applications
such as metabolomics [74], disordered proteins [75–77], and in-
cell NMR [78], with higher dimensionality experiments offering
improved resolution. Maximum entropy reconstruction algorithms
have been demonstrated to be robust for these applications [79].
Several important applications of NUS In the solid state relevant for
ultrahigh field experiments have also been demonstrated including
quadrupolar nuclei (17O MQMAS) [80], protein assemblies [70,
81], and high-dimensionality (e.g., 4D) proton-detected experi-
ments [81–83] to obtain inter-residue 1H-1H distances (methyl-
methyl or amide-amide) for structure determination.

2.2 Resonance

Assignment Strategies

To determine structures and examine dynamics of biological
macromolecules by NMR, the first, essential step is unequivocal
resonance assignments of the individual backbone and side-chain
atoms in the target protein. Resonance assignments are determined
by a set of 2D and 3D (and sometimes higher dimensionality)
experiments that provide intra- and inter-residue backbone and
side-chain correlations. To complete assignments and overcome
challenges of spectral resolution associated with large proteins and
complex biological systems, several strategies have been developed.
In conjunction with ultrahigh fields, choice of appropriate labeling
schemes for sample preparation and novel pulse sequences further
contribute to obtaining high-resolution spectra for accurate and
rapid resonance assignments.

2.2.1 Labeling Schemes Many isotope labeling schemes exist to achieve spectral simplifica-
tion as well as reduced linewidths due to decreased spin diffusion/
transverse relaxation. In MAS NMR, precise structure calculations
typically require 13C-13C distance restraints and torsion angles.
There are a number of sparse/extensive (as opposed to uniform)
13C labeling schemes that utilize metabolic precursors such as
[1,3-13C]-glycerol, [2-13C]-glycerol, [1,6-13C]-glucose, and
[2-13C]-glucose [52, 84–86] to obtain distance restraints of
2–7 Å [52, 87]. In addition, partial deuteration labeling schemes
such as RAP, ILV, and SAIL are suitable to reduce homonuclear
dipolar couplings and transverse relaxation, and resolve aliphatic
1H-13C correlations with high resolution and sensitivity in both
solution and solid-state NMR [53, 55]. To obtain increased reso-
lution enhancement of aliphatic protons for tertiary structure
determination, Reif and coworkers introduced Reduced Adjoining
Protonation (RAP, [88]), in which side-chain protonation is
diluted by expressing the protein with 2H-glucose and a low
H2O/D2O ratio (5–15% and 85–95% respectively) to obtain ali-
phatic 1H linewidths ~25 Hz. In this approach, re-protonation at
exchangeable sites is not needed. ILV labeling schemes, introduced

NMR of Macromolecular Assemblies at 1 GHz and Beyond 9



by Kay and coworkers for selective, stereospecific protonation of
methyl groups in Ile, Leu, and Val [89–91], have been extended to
Ala, Thr, and Met (for review see refs. 92, 93). This labeling scheme
allows for the measurement of more 1H-1H NOEs in a deuterated
protein and for the study of larger proteins by solution NMR. A
cell-free protocol that has been used is stereo-array isotope labeling
(SAIL) of methyl, methylene, and aromatic groups with a combi-
nation of 1H/2H/12C/13C patterns [94]. The cell-free expression
protocol prevents isotope scrambling and like ILV-labeling yields
narrower lines than uniform 2H,13C,15N-labeling. All of these
labeling schemes are fully applicable for experiments at high-
magnetic fields.

2.2.2 Pulse Sequence

Design

Just a few decades ago, solution NMR studies of biological systems
were limited by the size of the target protein (~30 kDa). Since the
introduction of Transverse Relaxation Optimized SpectroscopY
(TROSY), solution NMR can be applied to analyze targets with
molecular weights of up to 100 kDa in solution [95, 96]. At high
fields, the transverse relaxation (T2) is dominated by the chemical
shift anisotropy (CSA) and dipole-dipole coupling (DD). The
TROSY pulse sequence suppresses T2 by employing constructive
interference between the CSA and dipolar coupling [96]. Thus, the
sensitivity enhancement yielded by the TROSY sequence is more
pronounced at higher magnetic fields, with the optimal field
strength for 1H-detected TROSY being 1 GHz [97, 98].

While 1H-detection has been the method of choice in solution
NMR, 15N- and 13C-detected pulse sequences have been devel-
oped and make use of increased magnetic fields to achieve higher
resolution and site-specific information. Takeuchi et al. reported a
modified TROSY sequence selective for amide protons (TROSY
15NH), which benefits from the slow T2 and overcomes the low
sensitivity of 15N [62, 99]. Theoretical simulations indicate maxi-
mum sensitivity of TROSY 15NH at a strength field of 1.2 GHz, and
the narrowest linewidth at 900 MHz (Fig. 2a, [99]), allowing
solution NMR spectroscopists to take advantage of higher field
strengths where 1H-detected TROSY suffers from reduced resolu-
tion. With this approach, deuterated samples are not necessary and
high-resolution spectra can be obtained using a 15N-detected
TROSY-HSQC experiment (Fig. 2b, c). Recently, Yoshimura
et al. demonstrated a 13C-detected NMR experiment for probing
arginine side-chain 15Nη/ε-13Cζ correlations at high-magnetic field
strengths, which facilitates determination of the arginine ionization
states indicating conformational changes in the target protein
[100]. This method also makes use of J-based cross polarization,
a method that has shown particular promise for disordered proteins
as well [101, 102].
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In the solid state, the development of proton detection in
conjunction with fast MAS and ultrahigh fields enables the use of
solution-state-derived pulse sequences including 3D 1H-detected
pulse sequences for resonance assignments. 1H-detected CP-
HSQC experiments [103] have been utilized to build 3D
1H-13C-15N correlation experiments, for example the inter-residue
(H)CONH and intra-residue (H)CANH experiments [103], with
additional 13C-13C correlation dimensions added for increased
information content, e.g., DREAM (dipolar recoupling enhanced
by amplitude modulation [104, 105]). At spinning speeds above
40 kHz, dipolar magnetization transfers become less efficient. By
employing 13C-13C J-based coherence transfer blocks, multiple
13C-13C transfers are achieved in additional experiments for com-
plete backbone resonance assignments: (H)CO(CA)NH, (H)(CO)
CA(CO)NH, (H)(CA)CB(CA)NH, and (H)(CA)CB(CACO)NH
[63, 106]). For RAP labeled samples, a pair of 3D (H)CCH and
HCC(H) experiments were developed by Asami and Reif (Fig. 3,
[107]) for assigning 1Hα resonances based on correlations with

Fig. 2 (a) Simulated plots of TROSY 15NH relaxation rates and relative peak heights as a function of magnetic
field strength. (b) Pulse sequences for the 1H- (right) and 15N- (left) detected 2D TROSY-HSQC experiments. (c)
Left: 15N-detected TROSY-HSQC, right: 1H-detected TROSY-HSQC. (d) Top: 15N projection of the 2D 15N-
detected TROSY-HSQC (left) and 1H-detected TROSY-HSQC (right). Bottom: Selected 15N cross sections of the
2D 15N-detected TROSY-HSQC (left) and 1H-detected TROSY-HSQC (right). Reprinted with permission from
Takeuchi, K et al., J. Biomol. NMR., 2015, 63 (4), 323–331. Copyright 2015 Springer

NMR of Macromolecular Assemblies at 1 GHz and Beyond 11



13Cα and 13CO/Cβ. High resolution was achieved with 13CO and
13Cβ homonuclear scalar decoupling during the 13Cα evolution
period [108]. An extension of these sequences, (HxCx)CγCxHx
experiments, can also be applied for assignments of 13C-ILV-
methyl labeled protonated samples [109].

2.3 Methods for

Structural and

Dynamics Studies

of Biomolecules

Many methods for the structural and dynamics characterization of
biomolecules benefit from applications at high and ultrahigh mag-
netic fields. Certain methods, such as measurement of 1H CSAs,
benefit directly from the higher fields as a result of changes in field-
dependent nuclear properties. Other methods become easier to
execute at higher fields due to inherent improvements in sensitivity
and resolution, such as applications of relaxation and paramagne-
tism in the solid state. Here, we highlight several methods that have
been successfully applied at high and ultrahigh magnetic fields.
Given the detailed structural and dynamics information these
methods can provide, they will be essential components of ongoing
and future work at ultrahigh magnetic fields.

2.3.1 1H-1H Distance

Restraints

Distance restraints are a principal input for structure determination
by NMR. In solution NMR structure determination, NOE-derived
1H-1H distances are a key restraint for structure determination,
with an upper limit of ~5 Å. Until recently, distance restraints in

Fig. 3 (a) Pulse sequences of 3D (H)CCH and HCC(H) experiments for RAP-labeled proteins with (b) schematic
of magnetization transfers at each step of the pulse sequence. Adapted with permission from Asami, S et al.,
J. Biomol. NMR., 2012, 52 (1), 31–39. Copyright 2012 Springer
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the solid state were largely limited to heteroatoms such as 13C-13C
and 15N-13C distances, which can typically probe distances up to
~7 Å. High-magnetic fields in conjunction with fast MAS and 1H
detection present the opportunity to obtain accurate, high-
resolution 1H-1H distance restraints. 1H-1H restraints can access
longer distances (up to ~13 Å) and correlations not readily detected
otherwise, such as inter-residue side-chain methyl-methyl distances
with high-quality multi-dimensional 1H-15N and 1H-13C spectra
and have proven valuable for tertiary structure determination [81].
Early work on small molecules and model proteins utilized moder-
ate MAS rates with heteronuclear detection [110, 111]. Increased
MAS rates and the use of deuteration schemes enabled the applica-
tion of proton-detected 1H-1H distance restraints for structure
determination [88, 103, 112]. While previously extensive deutera-
tion and/or selective 13C labeling (e.g., RAP or ILV) had been
required, it was recently demonstrated that 1H-1H restraints of up
to ~5.5 Å can be obtained for uniformly 1H,13C,15N-labeled sam-
ples at 1 GHz field with ~100 kHz MAS [57]. Numerous schemes
for acquiring proton-detected 1H-1H distance restraints at ultra-
high fields with fast MAS have been proposed. 3D (H)XHH with
H-HRFDRmixing [113] has been used in structure determination
of SOD [114], GB1 [57], and AP205 [57], with higher dimension-
ality experiments providing enhanced resolution and unambiguous
assignments [112]. Meier and coworkers applied DREAM (Dipolar
Recoupling Enhanced by Amplitude Modulation) 1H-1H recou-
pling to obtain methyl-methyl contacts [82], and this was applied
for structure determination of M2 [115] and the cytoskeletal
assembly BacA [81]. Several groups have applied nonuniform sam-
pling for 4D 1H-1H correlation experiments [81–83]. Based on the
success of these solid-state NMR methods for obtaining 1H-1H
distance restraints applied to small- and medium-sized proteins,
measurements of 1H-1H distance restraints are very promising for
applications to complex biological systems at ultrahigh magnetic
fields.

2.3.2 Measurement of 1H

Chemical Shift Anisotropy

Hydrogen bonding in proteins is a key determinant of secondary
and tertiary structures, and thus is a very valuable parameter for
structure determination. The proton chemical shift tensor, and
especially its anisotropic component, is highly sensitive to the
hydrogen bonding environment [116, 117]. Further, the 1H
CSA is sensitive to dynamics on the submillisecond to microsecond
timescales. In solution NMR, knowledge of tensor magnitudes is
also required for quantitative relaxation studies in the characteriza-
tion of protein motions and to optimize cross-correlated relaxation
to achieve narrow linewidths. Thus, it is of great interest to establish
robust protocols for the measurements of site-specific 1H chemical
shift anisotropies (CSAs) with high resolution. Measurements of
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1H CSAs have presented a challenge for a number of reasons
including the strong 1H-1H homonuclear dipolar coupling and
the relatively small magnitude of the 1H CSA tensor. Two
approaches for measuring 1H CSAs under MAS are R-symmetry
recoupling sequences [118] and rotary resonance spin-locking
[119]. With the use of an appropriate R-symmetry element one
can select for the 1H CSA and 1H-X heteronuclear dipole while
eliminating contributions from 1H-1H homonuclear couplings for
measurements in fully protonated proteins. Site-specific CSAs can
be determined by incorporating the R-symmetry recoupling as one
dimension in a 3D experiment with heteronuclear detection [120,
121]. Two methods for the measurement of 1H CSAs in the
solution are CSA-dipolar cross-correlated relaxation, and residual
CSA (RCSA) measurements in aligned media [122–124]. Cross-
correlated relaxation measures the interconversion between the
CSA and dipolar operators (e.g., Hy and 2HyNz in the case of
amide proton CSAs) from which the chemical shift tensor compo-
nents (σxx, σyy, and σzz) can be extracted using known formalism
[125]. A downside of this approach is that several cross- and
autocorrelation rate measurements are needed for the accurate
determination of the tensor. The relationship between magnetic
field strengths and cross-correlated relaxation rates is discussed
below. With RCSA measurements in weakly aligned media, the
magnitude and orientation of the CSA tensor can be determined
based on changes in the chemical shift relative to an isotropic (i.e.,
tumbling) sample. Given the relatively small magnitude of the 1H
CSA tensor and the B0 field dependence of the CSA interaction,
executing these measurements at higher magnetic fields allows for
increased resolution and accuracy of measurements [24]. With the
development of ultrahigh magnetic fields, use of 1H CSA tensors
may become a routine parameter for use in protein structure deter-
mination by NMR.

2.3.3 Relaxation and

Paramagnetic Effects

In the context of dynamics studies in biological systems by NMR,
nuclear spin relaxation parameters provide a wealth of information
related to domain flexibility, structural plasticity, and biological
functions [126]. Relaxation studies at ultrahigh magnetic fields in
the solid state can take advantage of the ability to quickly acquire
well-resolved 15N/13C-1H HSQC spectra at several relaxation
intervals (e.g., pulse delay or spin-lock pulse length) [127–129].
Furthermore, fast MAS generally applied during these ultrahigh
field measurements facilitates the accurate measurement of relaxa-
tion rates by reducing coherent contributions to the observed
relaxation [130, 131]. MAS NMR R1 and R1ρ measurements at
high fields have been used to characterize site-specific protein
backbone dynamics of several microcrystalline proteins [130,
132] and were recently applied for the study of protein-nucleic
acid interactions [133].
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The application of relaxation measurements at high fields in
solution NMR requires careful consideration of how properties of
the system, such as the chemical shift timescale, CSA, CSA-dipolar
cross correlation, and longitudinal relaxation, are affected by the
magnetic field strength. For example, for large systems, 15N longi-
tudinal relaxation rates (R1) typically decease at higher magnetic
fields [134]. Ishima demonstrated that for 15NR1 measurements at
900 MHz, the 1H-15N dipole/15N CSA cross correlation was not
sufficiently suppressed in the initial decay affecting accuracy of the
R1 measurements. The aforementioned cross-correlated CSA-
dipolar relaxation interference is a critical component of many
solution NMR methods including the TROSY and nuclear Over-
hauser (NOE) techniques and CSA measurements. TROSY line
narrowing is dependent on the CSA/DD cross-correlated relaxa-
tion, and hence the CSA magnitude and B0 field [96]. 15N-
detected TROSY takes advantage of the cross-correlated relaxation
rate at high-magnetic fields (900 MHz–1.2 GHz) to achieve com-
parable resolution and sensitivity to 1H-detected TROSY [99],
allowing solution NMR spectroscopists to exploit higher magnetic
fields without losing sensitivity or resolution due to unfavorable
relaxation effects.

Paramagnetic effects provide much long-range structural infor-
mation for proteins that contain paramagnetic centers, which may
be endogenous or synthetically incorporated. The presence of a
paramagnetic center may induce four distinct effects: paramagnetic
relaxation enhancement (PRE), hyperfine shift (which includes the
contact and pseudocontact shifts (PCS)), residual dipolar coupling
(RDC), and cross-correlated relaxation (CCR) effects [135]. Para-
magnetic centers used in NMR applications include nitroxide radi-
cals, Mn2+, Gd3+, Cu2+, Co2+, and lanthanides [136].
Paramagnetic centers provide angular and distance information to
facilitate the determination and further refinement of protein struc-
tures, with the distance and orientation dependence of PREs, PCSs,
and RDCs used as restraints in NMR structure calculations [137].
Paramagnetic centers have been used to examine many biological
systems, such as metalloproteins, cysteine-containing targets
attached with a metal tag, and biomolecules modified with a nitr-
oxide spin-label [138–142]. Measuring site-specific PREs requires
examination of relaxation decays dependent on the proximity of the
paramagnetic center while PCSs are determined by the difference in
chemical shifts between a diamagnetic and a paramagnetic species
of the target protein [143].

With remarkable progress in proton detection and fast MAS at
high-magnetic fields, directly detected 1H spectra offer high sensi-
tivity and resolution for rapid, quantitative measurements of PREs
and pseudocontact shifts in MAS NMR. A further advantage of
solid-state NMR studies of paramagnetic systems is the absence of
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Curie relaxation, which leads to line broadening in solution, and
very fast MAS allows for the observation of signals close to the
paramagnetic center [142]. 1H-detected, fast MAS PRE and PCS
measurements of the metalloenzyme superoxide dismutase (SOD)
doped with paramagnetic Cu2+ or Co2+ demonstrate the potential
power of ultrahigh fields for the study of paramagnetic systems
[128, 143, 144]. The different properties of these two paramag-
netic centers made one ideal for PRE measurements (Cu2+) and the
other better suited for PCS measurements (Co2+, Fig. 4b–d). With
the high-resolution 15N-1H CP-HSQC spectra, PREs were
obtained from 15N and 13CO R1 relaxation rates for distances of
up to ~20 Å (Fig. 4a). High sensitivity enabled the use of 3D
experiments for unambiguous assignment of the PCSs. These para-
magnetic restraints were combined with 1H-1H distances to subse-
quently determine a well-defined backbone geometry and metal
binding sites in human SOD (Fig. 4e–h). It has also been demon-
strated that 1H T2 relaxation rates can be used to obtain distance
restraints of up to 32 Å [145]. With access to spectrometers at and
beyond 1 GHz, site-specific PRE and PCS measurements will be a
significant contribution to structural and dynamics investigations of
complex biological environments and high molecular weight
macromolecules.

2.3.4 Quadupolar Nuclei Quadrupolar nuclei (spin I > ½) account for a significant number
of NMR active nuclei and these elements, including Li, B, O, Na,
Al, Cl, and Ca, are essential components of biology, materials
science, and pharmaceuticals. NMR studies of quadrupolar nuclei
can yield information such as the chemical and hydrogen bonding
environment and molecular motions. The study of quadrupolar
nuclei with NMR has been a challenge due to line broadening
induced by the strong quadrupolar couplings and the very broad
(MHz) spectra limiting sensitivity and making it difficult to obtain
uniform excitation. Higher magnetic fields are beneficial in the
study of quadrupolar nuclei because the second order quadrupolar
coupling, which typically cannot be eliminated by MAS alone,
becomes smaller; hence, observed central transition lines are nar-
rower. Improved sensitivity is also beneficial, particularly for low-γ
nuclei.

Early methods for the study of quadrupolar nuclei in the solid
state included double frequency sweeps (DFS), rotor-assisted pop-
ulation transfer (RAPT), hyperbolic secant (HS) pulses, and double
rotation (DOR) (for review see ref. 146 and references therein). A
significant advancement in the study of quadrupolar nuclei in the
solid state was the development of multiple quantum magic angle
spinning (MQMAS [147]), which removes the quadrupolar broad-
ening, allows for the resolution of different species by retaining the
isotropic shift, and enables quadrupole to spin-1/2 correlations
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Fig. 4 Paramagnetic effects in Cu2+/Co2+ loaded SOD by MAS NMR. (a) 15N and 13CO R1 and R1ρ relaxation
rates for Cu+- (red, diamagnetic) and Cu2+- (blue, paramagnetic) bound SOD [144]. (b) CP-HSQC spectra of
Zn2+- (black, diamagnetic) and Co2+- (purple, paramagnetic) bound SOD [144]. (c) Left: anisotropic
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[148]. Though sensitivity can be limited, the method is more
robust and easier to implement than others [149, 150]. When
very broad quadrupolar lines are present, static methods can be a
better choice than MAS. Static methods for ultra-wideline mea-
surement of quadrupolar nuclei include quadrupolar echo and
QCMPG (quadupolar Carr-Purcell-Meiboom-Gill [151, 152])
which uses refocusing pulses during acquisition to record the spin
echo and recapitulates the NMR lineshape. Typically, several fre-
quency steps (i.e., several spectra at different transmitter frequen-
cies) are required to record the full spectrum. Alternatively,
Schurko and coworkers have demonstrated the use of adiabatic
pulses to excite a broader region of the spectrum, dubbed adiabatic
WURST (wide-band uniform-rate smooth truncation [153]) in
combination with QCPMG to obtain broadband excitation and
high sensitivity [154, 155].

Quadrupolar relaxation can be exploited for solution NMR
structure and dynamics studies of quadrupolar nuclei [156, 157].
One approach that exploits quadrupolar relaxation and has been
successful for the study of quadrupolar nuclei in the context of
biological macromolecules (including 17O, 27Al, and 51V) is quad-
rupole central transition (QCT) NMR [48, 158–160], which uti-
lizes relaxation properties of the central transition at high-magnetic
fields (i.e., the slow tumbling regime) to obtain narrow lines. The
combination of high-magnetic fields and narrow lines allows for the
observation of fine structural details and applications to larger
biological systems [158], as demonstrated in 17O QCT experi-
ments to study the catalytic mechanism of the enzyme Tryptophan
synthase [48].

3 Applications of Ultrahigh Fields to the Study of Biological Systems

Ultrahigh field NMR spectroscopy is a powerful tool for investigat-
ing the structural and dynamic properties of macromolecules and
their physiological relevance. In the past decade, numerous studies
have convincingly demonstrated that increased magnetic fields
bring improved resolution and sensitivity, enabling applications in
both solution and solid states, including protein-ligand binding

�

Fig. 4 (continued) susceptibility tensor for Co2+ with respect to SOD structure. Right: Identification and
assignment of PCS from 3D (H)CONH experiment, color scheme as in (b). (d) Expansions of select PCSs from
3D (H)CONH experiment, color scheme as in (b). (e–h) Structure refinement of SOD [143]. (e) No paramagnetic
restraints, (f) with PRE restraints, (g) with PCS restraints, (h) with PRE and PCS restraints. (a) Reprinted with
permission from Knight, MJ et al., Proc. Nat. Acad. Sci., 2012, 46 (9), 2108–2116. (b–d) Reprinted with
permission from Knight, MJ et al., J. Am. Chem. Soc., 2012, 134 (36), 14,730–14,733. Copyright 2012
American Chemical Society. (e–h) Reprinted with permission from Knight, MJ et al., Acc. Chem. Res., 2013,
46 (9), 2108–2116. Copyright 2013 American Chemical Society
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interactions [161, 162], and structure determination of soluble
macromolecules [163, 164], cellular and viral assemblies [165],
intact virus particles [166], membrane proteins [167], and amy-
loids [168, 169]. Ultrahigh field NMR has demonstrated
promising high-quality results for future atomic-resolution studies
of these highly challenging macromolecule targets and others, such
as intrinsically disordered proteins (IDPs, [61, 170]) and whole
cells [171]. Here, we highlight several remarkable studies benefited
by ultrahigh field NMR techniques to solve interesting biological
problems, as well as the current state-of-the-art in emerging fields
that will benefit greatly from these technological developments.

The development of proton detection techniques under fast
MAS frequencies at ultrahigh fields significantly expands the appli-
cation of MAS NMR to biological complexes and large proteins. In
recent years, the Pintacuda group has developed a rapid proton
detection protocol (discussed in Subheading 2.2) and applied it to
numerous proteins in a range of assembly states, including the
metalloenzyme SOD, microcrystalline SH3, β2m, sedimented
nucleocapsids of AP205, the membrane protein M2 channel, and
OmpG [63].

Structure determination using proton detection in fully proto-
nated, uniform 13C,15N-labeled AP205CP was achieved with MAS
frequencies of 100–111 kHz at 1 GHz magnetic field [57].
AP205CP is a dimeric protein comprising the 2.5-MDa viral capsid
of a single-stranded RNA bacteriophage. As shown in Fig. 5, a
series of remarkably high-resolution 1H-detected spectra including
13C-1H, 15N-1H CP-HSQC, and (H)CCH experiments were used
to obtain unambiguous assignments of about 78% of backbone
protons and 65% of all proton resonances. In 3D (H)CCH experi-
ments, 13C resonances of the aliphatic side chains were correlated
to their protons, providing proton side-chain information. 3D (H)
CHHRFDR spectra were acquired to record the inter-molecular
1H-1H contacts for the final structure calculation (Fig. 5c). Impor-
tantly, 104 inter-monomer contacts were detected, which served to
define the dimer interface. The AP205CP dimer structure was
determined by this approach with 0.5 mg of protein, less than
2 weeks of instrument time, and rapid analysis of the high-quality
data. Further, together with this MAS NMR structure of
AP205CP, an atomic-resolution model of the AP205 virus-like
particle (VLP) was proposed based on the crystal structure of the
protein dimer and the cryo-EM (cryo-electron microscopy) struc-
ture of the assembled particle [172]. Significantly, this somewhat
heterogeneous sample exhibited broader 1H linewidths than GB1
(0.15–0.2 ppm vs. 0.1 ppm for 1HN), but a high-resolution struc-
ture could still be determined, suggesting the applicability of the
approach to other challenging systems.

Andreas et al. reported the MAS NMR structure of a drug-
resistant mutation of Influenza A M218–60 in lipid bilayers (S31N
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mutant) [115]. M2 is a tetrameric transmembrane protein that
triggers membrane fusion by transporting protons at low pH dur-
ing viral replication [173, 174]. Understanding the structure and
H+ transport mechanism of this drug-resistant mutant is essential
for the development of novel influenza inhibitors. To obtain long-
range distance restraints, several samples were prepared with differ-
ent isotopic labeling schemes for various measurements, including
uniform 13C/15N labeling, extensive 1,6-13C glucose labeling,

Fig. 5 Structure determination of the viral protein AP205CP assemblies by MAS NMR at ultrahigh field. (a) (left)
A superposition of 15N-1H CP-HSQC spectra of (red) a fully protonated sample at 100 kHz and (black) a
perdeuterated, 100% NH sample at 60 kHz MAS frequency. (right) Expansions of 13C-1H CP-HSQC spectra of
AP205CP methyl (top) and Hα-Cα (bottom) regions at 100 kHz MAS and 1 GHz field. (b) 13C-13C correlation
spectrum (top) and select strips of a 3D (H)CCH spectrum of AP205CP (bottom). (c) Selected strips of a 3D (H)
CHH spectrum for determination of distance restraints. The intermolecular peaks are underlined. (d) Expansion
of the AP205CP dimer structure showing the restraints extracted from (c). Adapted with permission from
Andreas, LB et al., Proc. Nat. Acad. Sci., 2016, 113 (33), 9187–9192
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labeling by residue type, deuteration, and ILV-methyl labeling.
Using MAS NMR at high and ultrahigh fields (750 MHz–1 GHz),
well-resolved 2D and 3D 15N-13C, 13C-13C, and a series of 1H-
detected spectra [63] were utilized for resonance assignments of
M2. Many residues in the spectra exhibited peak doubling, which
indicated M218–60 forms a twofold symmetric dimer of dimers
(Fig. 6a). In addition to 13C-13C and 15N-13C long-range correla-
tions, 1H-detected 3D and 4D experiments were performed to
measure inter-helical distances necessary for the tetramer structure

Fig. 6 Structural and mechanistic studies of the membrane protein Influenza A M2 by MAS NMR at ultrahigh
field. (a) Assigned 15N-1H CP-HSQC spectrum recorded at 60 kHz MAS and 1 GHz field. Peak doubling labeled
in black and blue indicates the different conformations for each subunit of the dimer. (b) Methyl region of a 2D
13C-1H J-based spectrum of 13C,2H2,

1H-ILV labeled M2 and (c–f) selected strips of a 4D HCHHCH spectrum.
(g) H370-W41 inter-residue cross peaks from an (H)NHHRFDR experiment. (h) Positions of H37 and W41 in the
M2 dimer of dimers. (i) M2 pore surface indicating water accessibility/pore width: red < 1 H2O, green ¼ 1
H2O, and blue> 1 H2O. (j) C-terminal H37 and W41 adopts two different conformations in the dimer of dimers.
Adapted with permission from Andreas, LB et al., J. Am. Chem. Soc., 2015, 137 (47), 14877–14886. Copyright
2015 American Chemical Society
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determination. 3D and 4D variations of (H)CHH (Fig. 6b–f) and
(H)NHH experiments provided intermolecular contacts including
methyl-methyl contacts and H37-W41 imidazole-indole contacts
(Fig. 6g). The M2 structure was determined with a total of 283
structural constraints. Different side-chain conformations were
observed for the gating and pH-sensing residues W41 and H37,
indicating that two of the four helices exhibited an “indole in”
conformation in one dimer and an “indole out” conformation in
the other (Fig. 6h–j). This novel structure suggests that W41 and
H37 are likely important in the H+ transport process. Furthermore,
the conformation at the S31N mutation lends insight into the
mechanism of drug resistance. Through this work, a protocol was
established for structure determination of membrane proteins and
other challenging protein targets at ultrahigh fields.

Barbet-Massin et al. demonstrated the potential to investigate
large and complex assemblies with fast MAS at ultrahigh fields
[175]. They characterized the structure and dynamics of a native-
like Measles virus (MeV) nucleocapsid. The MeV nucleocapsid
consists of a macromolecular assembly of a 525-residue protein,
which has two domains: an ordered NCORE domain (residues
1–400) and a disordered NTAIL domain (residues 401–525). CP
and J-based 15N-1H HSQC experiments were used to observe the
rigid NCORE and dynamic NTAIL domains respectively. Bulk 15N
T1ρ measurements indicated differences in local dynamics between
NCORE of intact nucleocapsids and cleaved NCORE domains (where
NTAIL is removed by trypsin digestion). An additional advantage of
1H-detection at ultrahigh fields is the ability to characterize hydra-
tion, solvent accessibility, and inter-molecular packing, which in
this work detailed the increased disorder of the intact nucleocapsids
relative to the cleaved NCORE domain. These studies further
demonstrated that sample preparation by sedimentation protocols
yields narrow proton linewidths under the experimental conditions
utilized (i.e., 1 GHz field and 60 kHz MAS), paving the way for
future studies of large, heterogeneous systems such as intact viral
particles.

The development of ultrahigh field NMR spectrometers opens
further opportunities for the study of emerging phenomena such as
whole cells, intact viral particles, and complex biomaterials. These
samples are often very insensitive (low natural abundance, low γ
nuclei, or isotopically labeled component is a small percentage of
the total sample mass), and, given the complexity of in vivo systems,
spectra are often crowded and suffer from line broadening. Fur-
thermore, many nuclei of interest such as 43Ca are quadrupolar.
These challenges can be overcome by the use of ultrahigh field
spectrometers, and take advantage of the numerous methodologi-
cal advances described above.
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3.1 Whole Cell NMR Whole cell NMR enables the study of biological systems under
physiological conditions, such as in vivo cell density and effects of
binding interactions and other elements of the cellular environment
[176]. Challenges to whole cell NMR include sample heterogene-
ity and cell integrity over the relatively long acquisition times of
NMR experiments. To date, only a few examples of in vivo protein
structure determination have been presented. The first in-cell struc-
ture determination by NMR was of a 66-residue heavy metal bind-
ing protein overexpressed in E. coli using nonuniform sampling to
efficiently acquire data before sample degradation [78]. The same
protocol was subsequently applied to the structure determination
of GB1 at 250 μM concentration, closer to physiological cellular
concentrations [177]. Another recent study presented structure
determination of GB1 with a paramagnetic tag for PCS structural
restraints in eukaryotic cells [178]. Enhanced sensitivity from ultra-
high magnetic fields will likely increase the efficiency of in vivo
structure determination of low concentration proteins. While
remarkable results have been accomplished with respect to in vivo
studies of disordered proteins [179], ultrahigh fields in combina-
tion with 13C detection methods [60, 102] will further benefit this
area of research. NMR of IDPs suffers from severe sensitivity and
resolution challenges due to dynamics, solvent exchange, and the
lack of an ordered secondary structure. Lippens and coworkers
presented a method for combined J- and CP-based correlation
with 13CO detection at 900 MHz for characterization of disor-
dered α-synculein in E. coli cells [102]. Whole cell solid-state NMR
studies have covered a wide range of systems including bacteria and
biofilms to address many significant questions including perturba-
tions in bacterial cell walls induced by drug binding [180, 181],
cellular composition [182], and metabolomics [183], as well as
monitoring of protein expression and cellular processes
[184–186]. These studies are essential to address pressing issues
such as antibiotic resistance [187–189]. In cell MAS NMR studies
typically rely on 13C detection and due to the complex, heteroge-
neous environments resolution is a hindrance to obtaining atomic
level information. The expanded use of ultrahigh magnetic fields,
associated gains in sensitivity and resolution, and continued meth-
ods developments will significantly advance whole cell structural
and dynamics studies by NMR.

Biomaterials is a broad discipline with both technological and
clinical applications. NMR is a potentially powerful method for
characterizing the structure and dynamics of biomaterials. Recent
advances in NMR including ultrahigh field spectrometers will fur-
ther expand the role of NMR in the study of biomaterials. There is
great interest in furthering our understanding of the effects of
disease and aging on human bone. MAS NMR at ultrahigh fields
is uniquely suited to characterize the high-resolution structural
features of bone for both high-resolution studies of 1H nuclei, as
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well as improved resolution for studies of quadrupolar nuclei that
form essential components of bone such as 23Na and 43Ca. Rama-
moorthy and coworkers demonstrated the first 1H-1H correlation
spectra of bone at fast MAS (up to 110 kHz [190]) and extracted
relaxation parameters to characterize the water distribution in
bone. 43Ca (0.14% natural abundance) studies of hydroxyapatite,
the primary component of bone, detected two different calcium
coordination environments not observed at lower B0 fields, and
determined the NMR parameters (δiso, CQ, ηQ) of the two local
environments [191] which were subsequently observed in bovine
cortical bone at 833 MHz [192]. In addition to 43Ca NMR,
Laurencin et al. used 23Na of equine bone and bovine tooth to
identify two sodium sites in those materials [193]. For these stud-
ies, high-magnetic fields (�800 MHz) were valuable to overcome
challenges associated with quadrupolar nuclei. Biosilica materials,
such as enzymes encapsulated in or immobilized on an inorganic
matrix of silica, are of great interest for their applications in bio-
technology and chemical catalysis [194, 195]. Catalytic activity of
biosilica-associated enzymes requires conservation of active site
structure upon association with the silica network. Stability of the
catalytic complex is also essential. It has recently been demonstrated
that MAS NMR at ultrahigh fields is a potentially powerful means
to characterizing protein structure in these biosilica materials
[196]. Luchinat and coworkers showed sufficient resolution can
be achieved at fast MAS and high fields (850MHz) for 1H-detected
studies of biosilica-encapsulated proteins [190]. Another applica-
tion of biosilica materials, diatoms are unicellular algae with a cell
wall composed of silica. Structural features of the diatom cell wall
are of interest for a wide range of applications including biotech-
nology, catalysis, and nanotechnology [197]. 29Si NMR is a com-
mon approach for studies of both whole cell and isolated cell wall
components of diatoms (see ref. 198 for review). While to our
knowledge, ultrahigh field studies have not been reported to date,
this is another active field of biosilica research that may benefit from
greater magnetic field strengths and associated advances.

4 Conclusions

Recent advancements in superconductor technology have made
magnetic field strengths over 1 GHz accessible for NMR studies
of biomolecular systems. Significant challenges such as field inho-
mogeneity have needed to be overcome for these instruments to
provide atomic level information. Ultrahigh field spectrometers will
have a significant impact in a wide range of disciplines including
biology andmaterials science. Numerous methods have been devel-
oped that will further enhance the resolution and sensitivity gains
that are realized as increased magnetic field strengths. The
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pioneering applications highlighted in this work indicate the prom-
ise of experiments at ultrahigh fields of 1 GHz and beyond for a
variety of complex biomolecules and biomaterials.
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Chapter 2

Experimental Aspects of Polarization Optimized
Experiments (POE) for Magic Angle Spinning Solid-State
NMR of Microcrystalline and Membrane-Bound Proteins

T. Gopinath and Gianluigi Veglia

Abstract

Conventional NMR pulse sequences record one spectrum per experiment, while spending most of the time
waiting for the spin system to return to the equilibrium. As a result, a full set of multidimensional NMR
experiments for biological macromolecules may take up to several months to complete. Here, we present a
practical guide for setting up a new class of MAS solid-state NMR experiments (POE or polarization
optimized experiments) that enable the simultaneous acquisition of multiple spectra of proteins, accelerat-
ing data acquisition. POE exploit the long-lived 15N polarization of isotopically labeled proteins and enable
one to obtain up to eight spectra, by concatenating classical NMR pulse sequences. This new strategy
propels data throughput of solid-state NMR spectroscopy of fibers, microcrystalline preparations, as well as
membrane proteins.

Key words Solid-state NMR, Multiple acquisitions, POE, DUMAS, MEIOSIS, MAeSTOSO,
SIM-CP

1 Introduction

Magic angle spinning solid-state NMR (MAS ssNMR) spectros-
copy plays a central role in the characterization of structure,
motions, and interactions of biological macromolecules [1–6].
Unlike X-ray crystallography, MAS ssNMR does not require well-
diffracting crystals and is able to analyze protein fibrils, microcrys-
talline preparations, as well as membrane proteins in their natural
lipid environments [7–11]. However, the low-throughput of
ssNMR data is a significant concern. As a result, the number of
protein structures or dynamic studies utilizing ssNMR is rather
sparse.

A significant hurdle is the intrinsic low sensitivity of NMR
spectroscopy, which makes data acquisition time-consuming.
NMR researchers must invest a significant portion of time and
budgetary resources to carry out several multidimensional NMR
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experiments for resonance assignments and structure determina-
tion. Recent developments in both software and hardware have
alleviated these problems to a large extent. Technical developments
include higher static magnetic fields (Bo), low-E or E-free probes
that increase the sensitivity of the RF coil, avoiding heating caused
by high-power decoupling pulses [12–14], dynamic nuclear polari-
zation (DNP) [15], paramagnetic relaxation enhancement (PRE)
[16], as well as the most recent 1H detection methods using fast
and ultra-fast MAS probes [17–19].

We recently introduced a new class of experiments, called POE
for polarization optimized experiments, which are based on long-
lived 15N polarization generated for biological solids that enable
the acquisition of multiple discrete NMR spectra simultaneously
[20–24]. POE are synergistic to the above methods and promise to
speed up the acquisition of solid-state NMR data. Specifically, POE
are based on the detection of multiple FIDs from orphan polariza-
tion that is discarded in classical ssNMR experiments. The develop-
ment of POE was inspired by the work of Alex Pines, who noted
that multiple cross-polarization experiments enable one to record
several FIDs sequentially [25]. Along these lines, the “afterglow”
effects of polarization have been previously introduced for both
solution and solid-state NMR experiments for acquiring multiple
spectra simultaneously [26–28]. Unlike solution NMR experi-
ments, where the T1 relaxation is quite rapid, solid-state NMR
experiments can be designed in a way that 15N polarization origi-
nating from a simultaneous cross-polarization scheme (SIM-CP)
can be stored along the z-direction and exploited for multiple
experiments using a single pulse sequence.

In this paper, we provide a step-by-step guide to the design and
concatenation of several multidimensional MAS ssNMR experi-
ments to optimize the time on the NMR spectrometers. We will
describe our recent pulse schemes, DUMAS, MEIOSIS, and MAe-
STOSO with a detailed description of experimental setup, data
acquisition, and processing.

2 POE: A New Class of Experiments for Simultaneous Acquisition of ssNMR Spectra

Solid-state NMR experiments utilize about 5–10% of the total
experimental time for pulse execution and acquisition of the signal
(FID), while for 90–95% of the time the spectrometer is idle (2–3 s)
waiting for the spin system to return to the equilibrium (i.e.,
through longitudinal relaxation, T1) and to conform to probe
duty cycle guidelines. Classical ssNMR methods are designed for
a single acquisition period, where each 2D or 3D experiment is
acquired separately from the evolution, coherence transfer, and
detection of a specific polarization pathway. The basic ideas behind
POE include (1) the creation of multiple spin polarization
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pathways, and (2) the acquisition of multiple 2D experiments using
two to four acquisition periods per each scan. Using these two
concepts, we are able to concatenate several different experiments
and obtain multiple spectra using a single pulse sequence. Specifi-
cally, we have developed four different strategies for POE (Fig. 1).
Our most recent implementation, MAeSTOSO-8, makes it possi-
ble to acquire up to eight different experiments simultaneously. In
principle, there are multiple combinations possible for each of these
experiments. A few examples are reported in Fig. 2.

The central element in each of these methods is the simulta-
neous cross-polarization (SIM-CP) that creates two polarization
pathways for 13C and 15N. For instance, in the DUMAS experi-
ment, 13C and 15N polarization originating from SIM-CP is used to
acquire the CXCX and NCA experiments in the first and second
acquisition periods, respectively (Fig. 2a). A similar scheme is used
in MAeSTOSO-4, where CXCX and NCACB are acquired in the
first and second acquisitions, and two more experiments (NCACX
and NCO) can be also acquired utilizing the residual 15N polariza-
tion resulting from the NC transfer periods. MEIOSIS, on the
other hand, was designed to concatenate C(N)C with CC and
NC correlation experiments using two acquisitions per scan. In
the MEIOSIS experiment (Fig. 2c), CXCX and NCACX are
acquired in first acquisition, whereas CA(N)CO and NCO are
recorded in the second acquisition period. To deconvolute the
two polarization pathways, two data sets with alternating ϕ phases
(x and –x) of 15N spin-lock are recorded. Using similar strategies,
the simultaneous acquisition of up to eight FIDs (MAeSTOSO-8)
can be achieved with four acquisition periods (Fig. 2d).

3 Experimental Setup of POE and Data Acquisition

ModernMAS ssNMR experiments on proteins are generally carried
out using either fast spinning speeds with 1.3 mm diameter rotors
or moderate spinning speeds with 3.2 mm rotors. The typical
sample volume for a 1.3 mm rotor is about 3 μL, reaching high
spinning speeds (~40–60 kHz) that truncate the 1H–1H dipolar
coupling network and enabling 1H detection for high sensitivity
[17, 29, 30]. Due to the small volume, the 1.3 mm probes and
rotors are mainly used for highly concentrated protein samples such
as microcrystalline preparations with low hydration levels. In con-
trast, the MAS probes with 3.2 mm rotors can accommodate up to
30 μL sample with maximum spinning speed of approximately
10–15 kHz. Due to the larger sample volume, these rotors can
accommodate fully hydrated samples such as membrane proteins,
whose concentrations are quite dilute due to the presence of lipids
necessary to maintain their native state. Under these moderate
spinning speed conditions, 1H resonances are very broad, and

Polarization Optimized Experiments (POE) for Solid-State NMR 39



spectroscopic studies are usually carried out using 13C-detected
multidimensional experiments. Indeed, POE are most effective
for membrane protein samples under moderate spinning speed
conditions and with 3.2 mm or 4 mm MAS probes.

To demonstrate the performance of the POE methods, we
utilized a microcrystalline preparation with U-13C,15N labeled
ubiquitin and two U-13C,15N labeled membrane proteins (phos-
pholamban, PLN, and sarcolipin, SLN) as benchmarks. The micro-
crystalline U-13C,15N ubiquitin sample consisted of ~8 mg of
protein, whereas PLN and SLN were reconstituted in 1,2-dimyr-
istoyl-sn-glycero-3-phosphocholine (DMPC) lipids to an approxi-
mate 1:100 protein-to-lipid ratio using our standard protocols [3,
24, 31]. Note that our membrane protein preparations contain at
least 100 lipids per protein to maintain native-like conditions and
avoid aggregations. Typically, the reconstituted samples contain
2–3 mg of protein and 15 mg of DMPC lipids. After organic
solvent- or detergent-mediated reconstitution, the lipoproteins
are centrifuged and the pellets with approximately 30% (w/v)
hydration level are packed into 3.2 mm rotors for spectral analysis.

POE have been implemented on 600 MHz Agilent spectro-
meters using 3.2 mm scroll coil MAS probe. All of the relevant
experimental parameters are summarized in Table 1. For hydrated
samples such as membrane proteins, the sample temperature plays a
major role for optimal sensitivity and resolution. For proteolipo-
somes, the sample temperature can affect the lipid phase and

Two-dimensional solid-state NMR

Single acquisition 
methods

One experiment 
at a time

Polarization optimized experiments (POE)
using multiple acquisitions

DUMAS MEIOSISMAeSTOSO-4 MAeSTOSO-8

Two 
experiments

Four 
experiments

Four 
experiments

Eight
experiments

Acquires

Acquires

CXCX
   or
 NCA

Example:

CXCX and NCA
Example:

CXCX, NCACX, 
NCACB and NCA

Example:

CXCX, NCACX, 
CANCO and NCO

Example:
CXCX, NCACX, 
CANCOCX, NCOCX, 
CANCOCX, NCOCX, 
CANCO, and NCO

Example:

Fig. 1 Schematic of two-dimensional ssNMR methodologies. Conventional single-acquisition methods record
one experiment at a time. POE class of experiments enable the acquisition of multiple 2D spectra using
DUMAS, MAeSTOSO-4, MEIOSIS, and MAeSTOSO-8 strategies
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Fig. 2 Concatenation of 2D ssNMR experiments using DUMAS, MAeSTOSO-4, MEIOSIS, and MAeSTOSO-8

Polarization Optimized Experiments (POE) for Solid-State NMR 41



protein’s rotational diffusion, influencing both sensitivity and reso-
lution. At 25 �C, DMPC lipids are in the liquid crystalline phase,
which promotes the protein’s rotational diffusion, which scales
dipolar couplings (DC) and lowers the performance of the cross-
polarization. On the other hand, protein spectra recorded at 0–4 �C
with the lipids in gel phase are more sensitive. In addition to
temperature, sensitivity changes are also dictated by the protein
size, lipid composition, and protein-lipid interactions. Although it
is always preferable to carry out the NMR experiments under con-
ditions close to the liquid crystalline phase, the lower sensitivity
may represent a serious hurdle, extending the experimental acqui-
sition time significantly.

Table 1
Experimental parameters used for the POE experiments reported in Fig. 2

Parameter Value Parameter Value Parameter Value

d1(Recycle delay) 2 s t2acq 15–20 ms Dwell time of t1
c 30 μs

MAS rate 12 kHz Dwell time of t2 10 μs Number of t1
c increments 256

AH
SIM-CP 59 kHz AH

TPPM 100 kHz (t1
C)max 7680 μs

AC
SIM-CP 35 kHz 1H offset 5 ppm Dwell time of t1N 300 μs

AN
SIM-CP 35 kHz 15N offset 120 ppm Number of t1

N increments 32

ΔH
SIM-CP 2 kHz 15C offset 100 ppm (t1

N)max 9600 μs

tSIM-CP 300–1000 μs Number of t1N loops 8

90� pulses

AH
90 100 kHz AC

90 41.6 kHz AN
90 41.6 kHz

tH90 2.5 μs tC90 6 μs tN90 6 μs

CC mixing NC mixing

CXCX CACB NCA/NCO

13C offset 100 ppm 13C offset 52 ppm 13C offset (NCA) 55 ppm

tDARR 20–500 ms tDREAM 2.53 ms AC (NCA) 18.5 kHz

AH
DARR 12 kHz AH

DREAM 6.69 kHz 13C offset (NCO) 170 ppm
ΔC

DREAM 3.12 kHz AC (NCO) 39.8 kHz
βCDREAM 1.56 kHz 15N offset (NCA/NCO) 120 ppm

AN (NCA/NCO) 31 kHz
ΔC (NCA/NCO) 2.8 kHz
βC (NCA/NCO) 0.9 kHz
tNCA/NCO 3 ms

XN
P: RF amplitude of “X” applied on nucleus “N” during the pulse sequence block “P”; tp: Time period “t” of the pulse

sequence block “p”
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For all POE reported in Figs. 1 and 2, and Table 1, the recycle
delay was set to 2 s, and MAS rate (ωr) to 12 kHz. As per probe
requirements, the maximum RF amplitude on the 1H channel was
set to 100 kHz, which corresponds to a 2.5 μs 90� pulse; whereas
for 13C and 15N a 6 μs 90� pulses were used, corresponding to
41.6 kHz RF amplitude. During the t1 evolution and t2 acquisition
periods, a TPPM decoupling sequence was used on the 1H channel
with a 100 kHz RF amplitude [32]. During SIM-CP, the RF
amplitudes for 13C and 15N were set to 35 kHz, and 1H RF
amplitude was ramped, with the center of ramp set to 59 kHz
satisfying the Hartman-Hahn matching condition at 12 kHz
MAS rate [33]. Typical contact times for SIM-CP range from 300
to 1000 μs. Usually, the backbone 15NH and 13CH groups are
cross-polarized at contact times ranging from 300 to 500 μs,
whereas 13CO, 13CH2, and NH2 groups require longer contact
times up to 1000–1500 μs. In our experiments, we generally set
SIM-CP contact time at 500 μs to obtain maximum intensity for
13Cα, and 15NH nuclei of the protein backbone. Note that optimal
contact times can vary significantly among different samples
depending on the hydration levels.

Specific CP that transfers polarization between 13C and 15N
nuclei is another important building block for classical triple-
resonance MAS ssNMR experiments as well as for POE. Unlike
for 1H-13C and 1H-15N polarization transfer via CP or SIM-CP,
the NC transfer is mediated by relatively weak DC between 13C and
15N, and thus requires careful optimization of specific-CP RF
parameters [34, 35]. In other words, the rotating frame matching
condition for NC transfer is relatively narrow compared to HC or
HN CP transfer. In our case NC transfer was obtained by using
tangent-shaped ramp pulse on 13C and constant amplitude pulse
was applied on 15N, while applying a 100 kHz RF for 1H decou-
pling. Theoretical RF amplitudes for the NCA transfer are 1.5ωr

and 2.5ωr for
13C, 15N, respectively, where ωr is the spinning rate.

For the NCO transfer, the theoretical values are 3.5ωr and 2.5ωr for
13C and 15N, respectively. Note that the optimal experimental RF
values for NC transfer slightly deviate from the theoretical ones
(Table 1). Typically, one needs to optimize these values, starting
from the theoretical values and arraying the acquisition of multiple
1D experiments to select the best parameters for the highest sensi-
tivity. We typically carry out this optimization acquiring the 1st
increment of the 2D DUMAS experiments, where the second
acquisition used to optimize the RF parameters for the NC transfer
including the tangential 13C ramp parametersΔ and β. Similarly, we
optimize the DREAM mixing period for the CACB transfer using
the second acquisition of MAeSTOSO-4 [36]. For the CXCX
experiments, the DARR mixing times are based on the desired
intra- or inter-residue correlations [37]. Typical DARR mixing
times are in the range of 20–500 ms. Note that longer mixing
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times cause a reduction in the overall sensitivity of the experiment
and require more scans.

The t2 acquisition times (t2acq) for DUMAS and MEIOSIS are
usually set to 20 ms, whereas for MAeSTOSO experiments t2acq are
set to 15 ms to avoid RF heating. While all t2acq on

13C use identical
parameters, the indirect t1 evolution times for 13C and 15N (t1c and
t1N) must be synchronized. Usually, the 15N evolution requires
fewer t1 increments than 13C due to the longer dwell times. For
example, a t1 dwell time of 30 μs and 256 increments covers a 13C
spectral width of 33.33 kHz with a total t1 evolution time of
7.68 ms. In contrast, the 15N evolution requires a 300 μs dwell
time with only 32 increments for a total t1 evolution period of
9.6 ms. In order to synchronize the 256 increments of 13C evolu-
tion with the 15N evolution periods, each of the 32 increments for
the 15N evolution is repeated eight times (number of loops in
Table 1) and added in the spectral processing. As a result, the
effective number of scans for the processed NC spectra will be
eight times higher compared to the CC correlation spectra. All
the data sets are externally referenced to the CH2 resonance of
adamantane at 40.48 ppm and processed using NMRPipe as
described below [38].

4 Processing POE Experiments

POE require special data processing to deconvolute the individual
FID data sets and then Fourier transform them into multiple 2D
spectra. Figure 3 shows the layout of the processing procedure
using NMRpipe scripts [38]. Briefly, the raw data are first converted
into multiple 2D FID data sets by executing fid.com script that
contains the experimental acquisition parameters. The fid.com
scripts for DUMAS and MAeSTOSO-4 are reported in Table 2,
while the fid.com for MEIOSIS and MAeSTOSO-8 are shown in
Table 3. For all four experiments (DUMAS, MAeSTOSO, MEIO-
SIS, and MAERSTOSO-8) the numbers of t1 complex points for
13C and 15N evolution are set to 256 and 32, respectively, with
eight loops for 15N t1 evolution. Note that in the fid.com script for
conventional 2D experiments (one acquisition per scan) the “yN”
and “yT” variables correspond to real and complex points, respec-
tively. In the POE data sets, however, the definitions of yN and yT
are given in Table 4. Depending on the experimental scheme, the
outputs from the fid.com input file generate one to four 13C- and
15N-edited time domains in the 2D data sets. For instance, in the
DUMAS experiment, the fid.com input file deconvolutes the FID
into two data sets, CC.fid and NC.fid, which correspond to 13C-
and 15N-edited experiments acquired in the first and second acqui-
sition periods. On the other hand, in the MAeSTOSO-8-
experiment, the 13C-edited 2D data sets (CC.fid, CNC1.fid,
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CNC2.fid, and CNC3.fid) are deconvoluted from the FID (test.
fid) using the COADD command line in the fid.com script. Simi-
larly, the 15N-edited 2D data sets (NC.fid, NC1.fid, NC2.fid, and
NC3.fid) are deconvoluted from the test1.fid file. Following this
step, the 13C-edited data sets remain the same, whereas each of the
15N-edited 2D data sets is further separated into eight t1 data sets
(n ¼ 8 loops) and then corresponding t1 increments in each of the
eight data sets is added using the sum.com script as shown in
Table 5. In the final step, multiple 2D spectra are generated by
2D Fourier transformation executing the proc.com script (Table 6)
on each of the 13C- and 15N- edited 2D data sets. Figure 4 shows
the 2D DUMAS spectra of sarcolipin membrane protein, and

(A)

(B)

(C)

(D)

CC.fid NC1-sum.fid
CNC1.fid NC2-sum.fid
CNC2.fid NC3-sum.fid
CNC3.fid NC4-sum.fid

CC.fid NC1.fid
CNC1.fid NC2.fid
CNC2.fid NC3.fid
CNC3.fid NC4.fid

CC.ft NC1-sum.ft
CNC1.ft NC2-sum.ft
CNC2.ft NC3-sum.ft
CNC3.ft NC4-sum.ft

Raw data
fid.com sum.com proc.com

CC.fid NC-sum.fidCC.fid NC.fid CC.ft NC-sum.ftRaw data fid.com sum.com proc.com

CC.fid NC1-sum.fid
CNC.fid NC2-sum.fid

CC.fid NC1.fid
CNC.fid NC2.fid

CC.ft NC1-sum.ft
CNC.ft NC2-sum.ftRaw data

fid.com sum.com proc.com

CC.fid
NC1-sum.fid
NC2-sum.fid
NC3-sum.fid

CC.fid
NC1.fid
NC2.fid
NC3.fid

CC.ft
NC1-sum.ft
NC2-sum.ft
NC3-sum.ft

Raw data
fid.com sum.com proc.com

2D-DUMAS

2D-MAeSTOSO-4

2D-MEIOSIS

2D-MAeSTOSO-8

Fig. 3 Data processing procedure of 2D ssNMR data acquired from DUMAS, MAeSTOSO-4, MEIOSIS, and
MAeSTOSO-8 experiments. NMRpipe scripts for fid.com, sum.com, and proc.com are given in Tables 2–6
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MAeSTOSO-4 spectra of ubiquitin microscrystalline preparation
using the acquisition parameters shown in Table 1. The spectra
were processed using the fid.com (Table 2), sum.com (Table 5),
proc.com (Table 6) scripts in NMRpipe.

Table 2
NMRpipe script for DUMAS and MAeSTOSO-4 for converting the raw data into nmrpipe format

#2D DUMAS ‘fid.com’ script
#Number of 13C t1 complex points=256
#Number of 15N t1 complex points=32
#Number of 15N t1 loops=8

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0 \
-xN              4000  -yN                1024  \
-xT              2000  -yT                256  \
-xMODE        Complex  -yMODE         complex  \
-xSW       100000.000  -ySW         33333.33  \
-xOBS         150.787  -yOBS         150.787  \
-xCAR           100.0  -yCAR           100.0  \
-xLAB             C13  -yLAB              C13  \
-ndim               2  -aq2D          Real  \
-out ./test.fid -verb -ov

nmrPipe -in test.fid \
| nmrPipe  -fn COADD -axis Y -cList 1 0 -time \
-verb -ov -out CC.fid

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0 \
-xN              4000  -yN                1024  \
-xT              2000  -yT                256  \
-xMODE        Complex  -yMODE complex  \
-xSW       100000.000  -ySW           3333.33\
-xOBS         150.787  -yOBS         60.766  \
-xCAR           96.87  -yCAR           118.74  \
-xLAB             C13  -yLAB              N15  \
-ndim               2  -aq2D          Real  \
-out ./test1.fid -verb –ov

nmrPipe -in test1.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 1 -time \
-verb -ov -out NC.fid

#2D MAeSTOSO-4 ‘fid.com’ script
#Number of 13C t1 complex points=256
#Number of 15N t1 complex points=32
#Number of 15N t1 loops=8

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0 \
-xN              4000  -yN                2048  \
-xT              2000  -yT                256  \
-xMODE        Complex  -yMODE         complex  \
-xSW       100000.000 -ySW         33333.33  \
-xOBS         150.787  -yOBS         150.787  \
-xCAR           100.0  -yCAR           100.0  \
-xLAB             C13  -yLAB              C13  \
-ndim               2  -aq2D          Real  \
-out ./test.fid -verb -ov

nmrPipe -in test.fid \
| nmrPipe  -fn COADD -axis Y -cList 1 0 0 0-time \
-verb -ov -out CC.fid

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0 \
-xN              4000  -yN                1024  \
-xT              2000  -yT               256  \
-xMODE        Complex  -yMODE         complex  \
-xSW       100000.000  -ySW           3333.33\
-xOBS         150.787  -yOBS         60.766  \
-xCAR           96.87  -yCAR           118.74  \
-xLAB             C13  -yLAB              N15  \
-ndim               2  -aq2D          Real  \
-out ./test1.fid -verb –ov

nmrPipe -in test1.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 1 0 0 -time \
-verb -ov -out NC1.fid
nmrPipe -in test1.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 0 1 0 -time \
-verb -ov -out NC2.fid
nmrPipe -in test1.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 0 1 0 -time \
-verb -ov -out NC3.fid
nmrPipe -in test1.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 0 0 1 -time \
-verb -ov -out NC4.fid
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Table 3
NMRpipe script for MEIOSIS and MeESTOSO-8 for converting the raw data into nmrpipe format

#2D MEIOSIS ‘fid.com’ script
#Number of 13C t1 complex points=256
#Number of 15N t1 complex points=32
#Number of 15N t1 loops=8

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0 \
-xN              4000  -yN                2048 \
-xT              2000  -yT                512 \
-xMODE        Complex  -yMODE         complex  \
-xSW       100000.000  -ySW         33333.33  \
-xOBS         150.787  -yOBS         150.787  \
-xCAR           100.0  -yCAR           100.0  \
-xLAB             C13  -yLAB              C13  \
-ndim               2  -aq2D          Real  \
-out ./test.fid -verb -ov

nmrPipe -in test.fid \
| nmrPipe  -fn COADD -axis Y -cList 1 0 1 0 -time \
-verb -ov -out CC.fid
nmrPipe -in test.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 1 0 1 -time \
-verb -ov -out CNC.fid

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0 \
-xN              4000  -yN                2048 \
-xT              2000  -yT                256  \
-xMODE        Complex  -yMODE         complex  \
-xSW       100000.000  -ySW           3333.33\
-xOBS         150.787  -yOBS         60.766  \
-xCAR           96.87  -yCAR           118.74  \
-xLAB             C13  -yLAB              N15  \
-ndim               2  -aq2D          Real  \
-out ./test1.fid -verb –ov

nmrPipe -in test1.fid \
| nmrPipe  -fn COADD -axis Y -cList 1 0 -1 0 -time \
-verb -ov -out NC1.fid
nmrPipe -in test1.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 1 0 -1 -time \
-verb -ov -out NC2.fid

#2D MAeSTOSO-8 ‘fid.com’ script
#Number of 13C t1 complex points=256
#Number of 15N t1 complex points=32
#Number of 15N t1 loops=8

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0 \
-xN              4000  -yN                4096 \
-xT              2000  -yT                1024 \
-xMODE        Complex  -yMODE         complex  \
-xSW       100000.000  -ySW         33333.33  \
-xOBS         150.787  -yOBS  150.787  \
-xCAR           100.0  -yCAR           100.0  \
-xLAB             C13  -yLAB              C13  \
-ndim               2  -aq2D          Real  \
-out ./test.fid -verb -ov

nmrPipe -in test.fid \
| nmrPipe  -fn COADD -axis Y -cList 1 0 0 0 1 0 0 0 -time \
-verb -ov -out CC.fid
nmrPipe -in test.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 1 0 0 0 1 0 0 -time \
-verb -ov -out CNC1.fid
nmrPipe -in test.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 0 1 0 0 0 1 0 -time \
-verb -ov -out CNC2.fid
nmrPipe -in test.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 0 0 1 0 0 0 1 -time \
-verb -ov -out CNC3.fid

varAdjust -in fid -out fid.adj -ov
var2pipe -in fid.adj -noaswap -pw 0 \
-xN              4000  -yN                4096 \
-xT 2000  -yT                256  \
-xMODE        Complex  -yMODE         complex  \
-xSW       100000.000  -ySW           3333.33\
-xOBS         150.787  -yOBS         60.766  \
-xCAR           96.87  -yCAR           118.74  \
-xLAB        C13  -yLAB              N15  \
-ndim               2  -aq2D          Real  \
-out ./test1.fid -verb –ov

nmrPipe -in test1.fid \
| nmrPipe  -fn COADD -axis Y -cList 1 0 0 0 -1 0 0 0 -time \
-verb -ov -out NC1.fid
nmrPipe -in test.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 1 0 0 0 -1 0 0 -time \
-verb -ov -out NC2.fid
nmrPipe -in test.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 0 1 0 0 0 -1 0 -time \
-verb -ov -out NC3.fid
nmrPipe -in test.fid \
| nmrPipe  -fn COADD -axis Y -cList 0 0 0 1 0 0 0 -1 -time \
-verb -ov -out NC3.fid
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Fig. 4 (a) CXCX and NCA spectra of sarcolipin membrane protein acquired using 2D DUMAS pulse sequence of
Fig. 2a. (b) Application of MAeSTOSO-4 (Fig. 2b) for Simultaneous acquisition of CXCX, NCACB, NCACX, and
NCO spectra of ubiquitin microcrystalline protein
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Table 5
NMRpipe script for adding the sub 2D data sets of NC.fid

#sum.com script

nmrPipe -in NC.fid \
| nmrPipe  -fn EXT -yn 64 -y1 1 -verb \

-verb -ov -out 1.fid

nmrPipe -in NC.fid \
| nmrPipe  -fn EXT -yn 128 -y1 65 -verb \

-verb -ov -out 2.fid

nmrPipe -in NC.fid \
| nmrPipe  -fn EXT -yn 192 -y1 129 -verb \

-verb -ov -out 3.fid

nmrPipe -in NC.fid \
| nmrPipe  -fn EXT -yn 256 -y1 193  -verb \

-verb -ov -out 4.fid

nmrPipe -in NC.fid \
| nmrPipe  -fn EXT -yn 320 -y1 257 -verb \

-verb -ov -out 5.fid

nmrPipe -in NC.fid \
| nmrPipe  -fn EXT -yn 384 -y1 321 -verb \

-verb -ov -out 6.fid

nmrPipe -in NC.fid \
| nmrPipe  -fn EXT -yn 448 -y1 385 -verb \

-verb -ov -out 7.fid

nmrPipe -in NC.fid \
| nmrPipe  -fn EXT -yn 512 -y1 449  -verb \

-verb -ov -out 8.fid

addNMR -in1 1.fid -in2 2.fid -out 12.fid -add
addNMR -in1 3.fid -in2 4.fid -out 34.fid -add
addNMR -in1 5.fid -in2 6.fid -out 56.fid -add
addNMR -in1 7.fid -in2 8.fid -out 78.fid -add
addNMR -in1 12.fid -in2 34.fid -out 1234.fid -add
addNMR -in1 56.fid -in2 78.fid -out 5678.fid -add
addNMR -in1 1234.fid -in2 5678.fid -out NC.fid -add

rm –r 1.fid 2.fid 3.fid 4.fid 5.fid 6.fid 7.fid 8.fid
rm –r 1234.fid 5678.fid 

Table 6
NMRpipe script for 2D Fourier transformation

#proc.com script
#!/bin/csh

nmrPipe -in CC.fid \
| nmrPipe  -fn GM -g1 80 -g2 120    \
| nmrPipe  -fn ZF -size 16000               \
| nmrPipe  -fn FT                                  \
| nmrPipe  -fn PS -p0 0.0 -p1.0 -di  \
| nmrPipe  -fn EXT -x1 0ppm -xn 200ppm -sw \
| nmrPipe  -fn TP                              \
| nmrPipe  -fn ZF -size 1024                    \
| nmrPipe  -fn FT                                   \
| nmrPipe  -fn PS -p0 0.0 -p1 0.0  -di \
| nmrPipe  -fn EXT -x1 0ppm -xn 80ppm -sw \
| nmrPipe  -fn TP                                     \
| nmrPipe  -fn POLY -auto                        \

-verb -ov -out cc.ft
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5 Conclusions

POE presented in this chapter integrate various NMR pulse
sequences using state-of-art NMR probe technology. This new
class of experiments is not an alternative to the existing approaches
to speed up data acquisition and increase sensitivity; rather it pro-
vides a clever strategy to concatenate multiple experiments into a
single pulse sequence to optimize the timing of the spectrometers
and speed up data acquisition through the acquisition of multiple
2D and 3D experiments. Utilizing POE-based strategies, for our
proteins, we observed a reduction of approximately 50% of the
experimental time compared to acquiring the corresponding
experiments individually in a serial fashion. POE represent a general
strategy for multiple acquisitions of almost all types of double- and
triple-resonance 13C detected experiments. When applied in con-
cert with other fast acquisition and sensitivity enhancement tech-
niques (e.g., Dynamic Nuclear Polarization, Paramagnetic
Relaxation Enhancements, etc.), this approach can further push
the boundaries of ssNMR applications to structural biology.
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Chapter 3

Afterglow Solid-State NMR Spectroscopy

Gili Abramov and Nathaniel J. Traaseth

Abstract

Biomolecular solid-state NMR experiments have traditionally been collected through detection of 13C or
15N nuclei. Since these nuclei have relatively low sensitivity stemming from their smaller gyromagnetic
ratios relative to 1H, the time required to collect multi-dimensional datasets serves as a limitation to
resonance assignment and structure determination. One improvement in the field has been to employ
simultaneous or parallel acquisition techniques with the goal of acquiring more than one dataset at a time
and therefore speeding up the overall data collection process. Central to these experiments is the cross-
polarization (CP) element, which serves as a way to transfer magnetization between nuclei via magnetic
dipolar couplings. In this chapter, we show how residual signal remaining after CP is a polarization source
that can be used to acquire additional datasets. The setup of this class of experiments, referred to as
Afterglow spectroscopy, is described and demonstrated using a membrane protein transporter involved in
multidrug resistance.

Key words NMR spectroscopy, Magic-angle-spinning, Solid-state NMR, Sensitivity enhancement,
Multiple receiver detection, Membrane proteins, Multidrug resistance

1 Introduction

Solid-state NMR (ssNMR) is a technique used to obtain atomic-
scale information on a range of solid-like materials, including amor-
phous powders and materials, nanoparticles [1], and biomolecular
assemblies, such as fibrous aggregates [2], membrane proteins
[3–5], viruses [6], and intact cells [7]. One of the major advantages
of ssNMR is the ability to probe macromolecules under native-like
environments. NMR spectra of solid samples are dominated by
anisotropic nuclear spin interactions, which provide insight into
conformation and dynamics on a wide range of timescales. These
interactions also complicate the spectra by giving broader spectral
peaks, thus preventing site-specific resolution. Lowe and Andrew
showed that spectra can be simplified by manipulating the angular
part of these interactions, P2(cosβm) [8, 9] where P2 is the 2nd
Legendre polynomial. Spinning the sample faster than the size of
the anisotropic interaction at the angle βm ¼ 54.7� relative to the
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magnetic field led to a remarkable improvement in the observed
linewidths. This popular technique is known as magic-angle
spinning (MAS).

The ongoing developments in MAS ssNMRmethodology con-
tinue to break new boundaries, raising the level of complexity of
systems amenable to the technique. The introduction of selective
isotope labeling schemes [10], 1H detection [11], progresses in
structure calculation protocols [12, 13], and access to high field
and fast spinning instrumentation allows for the acquisition of
high-resolution spectra of bio-macromolecular assemblies [14].
Nevertheless, challenges remain for increasing the sensitivity of
detecting low-gyromagnetic nuclei such as 15N and 13C. Efforts
toward speeding up data acquisition while maximizing the amount
of information gained from an individual data set include the
development of nonuniform sampling (NUS) techniques [15],
improvements in MAS probe technology [16], and the usage of
multiple receivers for simultaneous acquisition techniques [17].

Solution NMR methodology has also focused on improving
sensitivity. On this front, it was shown by Kupče et al. that the weak
13C signal at the “tail” of a free induction decay can be transferred
to 1H and subsequently detected [18]. This residual or “afterglow”
magnetization results in the collection of an additional dataset
through the use of a second receiver configured for the 1H channel.
The advantage of this approach is that the recycle delay is much
longer than the coherence transfer and detection steps and there-
fore two datasets can be obtained for the total experimental acqui-
sition time of one. The presence of unused residual polarization was
also recognized by Pines et al. in ssNMR experiments involving
proton enhanced sequences, where multiple CP free induction
decay signals were co-added [19]. However, the residual magneti-
zation was largely ignored as pulse sequence development focused
on transferred magnetization and not on signals left behind. In
2012, our lab proposed an approach to use residual signal to
boost sensitivity by making use of 15N polarization remaining
after a frequency-selective cross-polarization period [20]. In this
experiment, we were able to detect two multidimensional datasets
that correlated 15N with 13CA and 15N with 13CO within proteins
by making use of relatively long 15N T1ρ and T1 relaxation times in
motionally restricted samples. The final result gave two comple-
mentary heteronuclear correlation datasets without any sensitivity
loss in the first experiment and without the need for multiple
receivers. It is important to note that a complementary but alterna-
tive approach to enhancing polarization was proposed by Gopinath
and Veglia, referred to as DUMAS [21]. This technique makes use
of simultaneous cross polarization from 1H to both 15N and 13C, a
shared acquisition period, and subsequent transfer of magnetiza-
tion for 13C detection. This powerful method has been combined
with the afterglow detection approach to produce up to eight
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datasets acquired at the same time [22, 23]. Additional efforts in
the field have made use of residual polarization in combination with
triple cross-polarization periods [24–26].

In the following sections, we describe the steps required for
conducting afterglowN-CA/CO experiments in proteins. Since we
cannot ignore the importance of all steps in acquiring afterglow
spectra, we detail our step-by-step procedure of experimental setup
and demonstrate the methodology on a membrane protein (EmrE)
sample involved in multidrug resistance.

2 Materials

2.1 Sample

Preparation

Reagents used for the EmrE MAS sample preparation have been
described previously [27, 28] and were purchased from different
sources as detailed below.

1. 13C6-glucose and
15NH4Cl, both ~99%. For reverse labeling of

specific amino acids, e.g., isoleucine and leucine, unlabeled
amino acids were added to the growth medium.

2. n-dodecyl-β-D-maltoside (DDM).

3. EmrE was reconstituted into 1,2-dimyristoyl-sn-glycero-3-
phosphocholine (DMPC).

4. n-octyl-β-D-glucoside (OG).

5. Bio-Beads™ SM-2 resin (Bio-Rad Laboratories).

6. Final sample preparation of EmrE involved centrifugation in an
Optima™ MAX-XP Ultracentrifuge equipped with TLA-100
and TLA-110 rotors, Beckman Coulter.

2.2 NMR

Instrumentation

and Data Analysis

1. Samples were packed in 3.2 mm thin-walled zirconia MAS
rotors with a volume capacity of ~36 μl. These rotors are
capable of spinning up to a maximum rate of ~18 kHz (Agilent
or Revolution NMR).

2. All MAS ssNMR spectra were acquired on an Agilent DD2
spectrometer operating at 14.1 T, corresponding to a 1H Lar-
mor frequency of 600 MHz. All experiments used a bio-MAS
probe in triple resonance 1H/13C/15N configuration.

3. For data processing and analysis, NMRPipe [29] and Sparky
[30] were used, respectively.

3 Methods

3.1 Adjustment of

the Magic Angle

The experimental setup for MAS initiates with the adjustment of
the magic angle using natural abundance 13C glycine (see Note 1).
Specifically, the linewidth of the 13CO signal (~178 ppm) from
powdered/crystalline glycine is minimized while adjusting the

Acquisition of Afterglow Spectroscopy and Application to Membrane Proteins 57



magic angle (see Note 2). The carbonyl site has a large chemical
shift anisotropy and is therefore sensitive to the rotor angle with
respect to the magnetic field. The steps below are carried out after
determination of the probe power limitations and the 90� pulse
widths using isotopically enriched model compounds (see Note 3).

1. Place a full rotor of natural abundance glycine into the MAS
probe.

2. Find the optimal contact time and power values for 1H to 13C
cross-polarization (CP) to ensure sufficient signal-to-noise.

3. Place the spectrometer in “FID scan”mode (Agilent) to display
the Fourier transformed 1D 13C spectrum after each transient.
This mode is synonymous with the “gs” command on Bruker
spectrometers. Ensure no window function is applied prior to
the Fourier transform that would broaden the spectrum. Set
the zero-fill number to 65,536 or larger to provide sufficient
digital resolution (“si” on Bruker; “fn” on Agilent).

4. Adjust the magic angle in an iterative fashion to obtain a line-
width on the 13CO signal of less than ~40 Hz under a spinning
frequency of 12.5 kHz. We also typically use 12.5 kHzMAS for
protein backbone triple resonance experiments in our 3.2 mm
bio-MAS probe [31] at a magnetic field of 14.1 T (600 MHz
1H frequency).

3.2 Shimming and

Chemical Shift

Referencing

Analogous to solution NMR experiments, it is imperative to have a
homogeneous magnetic field to achieve narrow spectral lines. Sim-
ilarly, it is important to have a reliable chemical shift reference
before proceeding with an unknown sample. Both of these steps
for MAS are described below.

1. Acquire a 1D 13C CP spectrum of a powder sample of adaman-
tane. Due to the excellent linewidths achievable with adaman-
tane, it is necessary to acquire the FID for ~150 ms and lower
the power of the 1H decoupling to a value compatible with the
MAS probe.

2. Two signals should be observed in the 13C spectrum. Refer-
ence the more deshielded peak to 40.48 ppm [32] (seeNote 4).

3. Using the same adamantane sample, adjust the room tempera-
ture shim values to obtain homogeneous and narrow spectral
lines. This is done in an iterative manner similar to that
described for the glycine sample. A linewidth of 7 Hz or
lower can be achieved using the CH2 peak of adamantane.

3.3 Optimization of

CP-MAS on the Protein

Sample

Nearly all ssNMR experiments begin with a polarization transfer
from the abundant 1H spins to the more insensitive 13C/15N spins.
Below is the way we optimize CP transfers using a one-dimensional
(1D) CP-MAS experiment for 1H to 15N spins.
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1. The 1H carrier frequency is set on resonance with the water
peak in a direct excitation experiment (4.5–5.0 ppm)

2. RF pulses on the X-channel are first calibrated using model
compounds to obtain a full nutation curve for each nucleus. To
determine optimal flip angles for the protein sample, a CP
sequence followed by a 90� (or 270�) pulse on the X-channel
under 1H decoupling is applied. The pulse power is adjusted to
give a null signal in this spectrum with the optimal value
corresponding to the 90� (or 270�) pulse.

3. A 1H nutation frequency of 100 kHz (ω1,H/2π) corresponding
to a pulse width of 2.5 μs and a flip angle of 90� is optimized by
varying the power level for a 360� pulse (i.e., 10 μs). This is
done in a CP experiment by detecting on the X-channel, typi-
cally 13C.

4. Optimize CP for 1H to 15N. The power-levels for the 1H-15 N
CP pulses are adjusted by matching the Hartmann-Hahn con-
dition under spinning ω1, 1H ¼ ω1, 15N þ nωr, where ω1 is the
nutation frequency for each of the nuclei and ωr is the MAS
rate. The CP signal is optimized by varying the field strength
associated with each channel around the calculated values,
while keeping the other channel’s power constant.

5. Optimize the CP contact time between 1H and 15N. The time
for Hartmann-Hahn spin-lock is arrayed from 0.2 ms to
approximately 2 ms. Typically, the optimal value for membrane
proteins and crystalline soluble protein samples is 0.75–1.0 ms.

3.4 Detection of

Rotary Resonance

Conditions

The rotary resonance condition is the matching of a spin-lock
nutation field with the rotational rate used for MAS [33]. This
match leads to dephasing by means of chemical shift anisotropy
(CSA) or dipolar coupling. Since spin-lock periods are used in CP
transfers, a major goal of our setup is to avoid the rotary resonance
condition to ensure the most efficient transfers from 15N to 13C or
vice versa. The pulse sequence we use for detecting the rotary
resonance conditions is shown in Fig. 1a [34]. Different than the
previous uses of rotary resonance conditions for facilitating magne-
tization transfer, our goal of using this pulse sequence is to avoid
conditions for the double CP transfer steps (see Subheading 3.5).
Below are steps to find the optimal half-integer conditions of
nutation frequencies relative to the spinning rate. The optimization
is demonstrated in Fig. 1b, showing an array of 1D experiments
applied to the membrane protein EmrE under different ω1 irradia-
tion powers.

1. Place a [13C, 15N] labeled protein sample into the MAS probe.

2. Find an optimal 1H to 15N CP condition by using the
Hartmann-Hahn matching condition under MAS (see Sub-
heading 3.3).
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3. Find conditions that meet the rotary resonance condition:
ω1 ¼ nωr (n ¼ 1, 2). Set up an array where the continuous-
wave (CW) 15N RF powers are adjusted, as shown in Fig. 1b.
This is a T1ρ experiment that should be applied with a 15N spin-
lock of 2–5 ms. The lowest signals shown in Fig. 1b correspond
to the rotary resonance conditions, while the maximum signal
intensities following the spin-lock are ideal conditions (i.e.,
half-integer) to be used in double CP experiments described
in subsequent sections.

3.5 Optimization of

the DCP Transfers
15N-13CA/13CO

Most heteronuclear correlations in multi-dimensional spectra of
solid-like biological samples originate from 15N-13C dipolar cou-
plings. These contacts are usually obtained by selective transfer
techniques, correlating the 15N chemical shift with its neighboring
13CA and 13CO chemical shifts. Selective N–CA orN–CO transfers
are achieved by double cross polarization (DCP or “SPECIFIC
CP”) Schemes [35, 36]. To achieve a band selective transfer, the
irradiation conditions for both rare spin channels are optimized in a
1D N–CA/CO experiment as follows:

1. For band selective excitation, set the carrier frequency to the
desired spectral region, i.e., CA at ~55 ppm or CO at
~178 ppm.

2. To achieve magnetization transfer between 15N and 13C nuclei,
we initially set the RF amplitudes to 1.5ωr and 2.5ωr for

13CA
and 15N channels, and 3.5ωr and 2.5ωr for 13CO and 15N
channels, respectively (see Note 5). The DCP condition for
15N is set using the steps outlined in Subheading 3.4, which
is an empirical way to avoid rotary resonance conditions. In the
case for 13CO, it is preferable to apply a higher power on the
13C channel due to the weaker 1H-13CO dipolar couplings
than those present for 13CA [37, 38].

Fig. 1 Empirical detection of rotary resonance conditions. (a) Pulse scheme of the rotary resonance experi-
ment. (b) Variation of the ω1 amplitude around the two matching conditions (ω1 ¼ nωr, n ¼ 1 or 2). The
experiment is demonstrated on the 15N amide signal in [U-15 N,13C] labeled EmrE protein, using a 2 ms pulse
length on 15N
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3. Once the initial power level for the DCP condition is calculated
for 13C, a careful optimization of the RF amplitude on the 13C
channel is carried out using a pulse sequence similar to that
shown in Fig. 2a. An example for the optimization of the DCP
condition in N–CA experiment is shown in Fig. 2b. In this
experiment we have carried out acquisitions on both 15N and
13C in a simultaneous fashion using multiple receivers. This is
not required for the set-up, but is used to emphasize that
optimal transfer to 13C gives the highest signal-to-noise in
1D datasets and the lowest signal intensities remaining on
15N. Notably, even after finding optimal transfer conditions,
residual polarization remains on 15N and is the basis for our
afterglow experiments (see Subheading 3.7). Lastly, when opti-
mizing selective transfers, it is important to obtain the highest
possible signal intensities while ensuring selectivity to either
13CA or 13CO.

4. DCP contact time optimization. The time for which the 15N
and 13C simultaneous pulses are applied is adjusted from 2 to
6 ms. We normally find optimal values from 4 to 5.5 ms.

3.6 Optimization of

the Mixing Period for

Optional N-CX

Correlations

It is often desirable to establish correlations between 15N and side-
chain 13C atoms. These contacts are obtained by applying a mixing
period prior to the detection of the FID acquisition. Magnetization
can be transferred efficiently from CA/CO to nearby 13C atoms by
utilizing the dense proton network, commonly present in protein
samples (proton-driven spin-diffusion, PDSD). The transfer efficien-
cies can be further improved upon application of a CW irradiation to

Fig. 2 Optimization of DCP 15N to 13CA transfer. (a) Pulse sequence used for optimizing the DCP from 15N to
13CA. The multiple receiver detection is not required for the setup but used to emphasize the reduction in 15N
signal as the 13CA signal builds up. (b) The 13C amplitude is varied around the calculated 1.5ωr condition. Top:
13CA signal variation. Bottom: 15N signal as the 13CA RF amplitude is varied
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1H during the mixing time at a frequency match corresponding to
ω1,H ¼ nωr (n ¼ 1 or 2) (i.e., the DARR/RAD condition [39, 40]).
The DARR condition is optimized by varying the CW 1H power
around the n ¼ 1 or n ¼ 2 DARR values in a 1D 13C CP-MAS
experiment to ensure efficient transfers among 13C spins. The opti-
mal conditions correspond to better dipolar recoupling characterized
by a minimum signal in the array for 13C nuclei receiving magnetiza-
tion from 15N (i.e., CA or CO).

3.7 Acquisition of

Afterglow
15N-13CA/15N-13CO

The afterglow pulse scheme is shown in Fig. 3 and involves two
acquisition periods for the simultaneous detection of 2D N–CA
(first acquisition) and 2D N–CO (second acquisition, using resid-
ual 15N polarization). To achieve selective CA- or CO-only detec-
tion, the DARR mixing period is set to zero. The optimal pulse
widths/powers and initial CP and DCP conditions are found as
described above, and are implemented into the current experiment.
The two datasets are separated by a 13C transverse magnetization
dephasing period, followed by a 90� pulse on the 15N channel to
store the residual 15N magnetization along the z-axis after the first
DCP. The N–CO experiment is then initiated by a DCP selective
transfer from the remaining 15N signal to 13CO spins. The latter
dataset is effectively “free of charge” and its sensitivity can be
evaluated by comparing to the usual N-CA/CO datasets.

The experimental parameters for the afterglow experiment are
essentially the optimized parameters described in Subheadings
3.3–3.6. Nevertheless, in practice, it is necessary to re-optimize
the power levels on 13CO in the afterglow experiment in order to
achieve maximal signal-to-noise. Figure 4 shows the comparison of

Fig. 3 Afterglow pulse sequence for acquiring N–CA/N–CO in a sequential fashion. The narrow rectangles
correspond to 90� pulses. The left and right arrows within the 13C channel signify the offset positioned on the
13CA and 13CO regions, respectively. Phases are: ϕ1 ¼ (x,�x), ϕ2 ¼ (y), ϕ3 ¼ (x, x, y, y), ϕ4 ¼ (�y, �y, �x,
�x), ϕ5 ¼ (y, y, �x, �x), and ϕrec ¼ (x, �x, �y, y). To obtain phase-sensitive data in t1 and t2, ϕ2 and ϕ3

were phase-shifted by 90�, respectively. After the first FID acquisition, a 5 ms time was allowed to dephase
residual 13C magnetization. (Reprinted with permission from [20]. © 2012 American Chemical Society)

62 Gili Abramov and Nathaniel J. Traaseth



standard 2D N–CA/CO with the afterglow experiments collected
using the four transmembrane domain protein EmrE in DMPC
liposomes.

3.8 Benefit of

Spectroscopic Filtering

with the Use of

Afterglow

NMR is an inherently insensitive technique. Acquisition of multi-
dimensional datasets on low gyromagnetic ratio nuclei presents
additional challenges that further increase experimental times for
protein samples. Thus, the development of parallel acquisition
techniques is of high importance in the field. The afterglow scheme
is advantageous for the following reasons:

1. It utilizes residual magnetization produced in the course of a
“regular” heteronuclear experiment to obtain another dataset
that can be complementary for the assignment process of
biomolecules.

2. It is a simple scheme that does not require specific hardware
modifications, and can be applied in any conventional ssNMR
spectrometer.

3. The afterglow sequence acquires two 15N-13C correlation spec-
tra using a single recycle delay, which effectively maintains the
same overall experimental time with respect to standard
datasets.

Fig. 4 Two-dimensional N–CA (a, c) and N–CO (b, d) spectra of uniformly 15N and 13C enriched EmrE. Standard
N–CA spectrum (a) and N–CA as part of the Afterglow scheme (c) gave similar signal-to-noise ratios. Standard
N–CO (b) and Afterglow N–CO (d). The latter is multiplied by 2.5 to compare with the standard experiment.
Overall, the Afterglow N–CO results in about 30–35% of the signal of the standard N–CO for [U-15 N,13C]
labeled samples
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We have described how Afterglow magnetization from residual
15N signal at the end of a DCP period in 2D N–CA is utilized to
obtain a high-quality 2D N–CO spectrum. The comparison
between the standard N–CA/CO and the Afterglow N–CA/CO
(Fig. 4) acquired on a membrane protein shows the applicability of
the methodology to a complex biological system. The signal-to-
noise in the afterglow N–CO experiment can be dramatically
improved with the usage of sparse isotope labeling schemes (e.g.,
1,3-13C or 2-13C glycerol labeling) due to the effect of spin-
dilution [41]. Lastly, it is also possible to use the afterglow tech-
nique in combination with reverse labeling to further seed chemical
shift assignments of congested spectra [41] and for measuring spin
relaxation times [42].

4 Notes

1. It is also common to use potassium bromide (KBr) while
detecting the 79Br signal.

2. The state of glycine crystallinity or polycrystallinity can impact
the observed linewidth.

3. Throughout the set-up process it is important to emphasize
that high-power probe tuning is performed to minimize the
ratio of forward and reflected powers using an oscilloscope.
The ratio between the forward/reflected powers should be
equal to or larger than ~25/1.

4. The 15N chemical shift spectrum can be indirectly referenced
from the 13C adamantane by using the ratio of reference fre-
quencies for 15N and 13C (0.402979954), as previously
described [43, 44].

5. To match up the DCP condition, RF amplitudes must be
applied that both satisfy the Hartmann-Hahn condition and
avoid the rotary resonance condition. Therefore, frequency
irradiation of half-integer multiples of the spinning rate is
usually applied to the rare-spins channels, while a high-power
CW pulse is simultaneously applied to the abundant 1H
channel.
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Chapter 4

Filamentous Bacteriophage Viruses: Preparation,
Magic-Angle Spinning Solid-State NMR Experiments,
and Structure Determination

Omry Morag, Nikolaos G. Sgourakis, Gili Abramov, and Amir Goldbourt

Abstract

Filamentous bacteriophages are elongated semi-flexible viruses that infect bacteria. They consist of a
circular single-stranded DNA (ssDNA) wrapped by a capsid consisting of thousands of copies of a major
coat protein subunit. Given the increasing number of discovered phages and the existence of only a handful
of structures, the development of methods for phage structure determination is valuable for biophysics and
structural virology. In recent years, we developed and applied techniques to elucidate the 3D atomic-
resolution structures of intact bacteriophages using experimental magic-angle spinning (MAS) solid-state
NMR data. The flexibility in sample preparation – precipitated homogeneous solids – and the fact that
ssNMR presents no limitation on the size, weight or morphology of the system under study makes it an
ideal approach to study phage systems in detail.
In this contribution, we describe approaches to prepare isotopically carbon-13 and nitrogen-15 enriched

intact phage samples in high yield and purity, and we present experimental MASNMRmethods to study the
capsid secondary and tertiary structure, and the DNA-capsid interface. Protocols for the capsid structure
determination using the Rosetta modeling software are provided. Specific examples are given from studies
of the M13 and fd filamentous bacteriophage viruses.

Key words Solid-state NMR, Magic-angle spinning, Bacteriophages, Structure determination,
Assignment, DNA-protein interaction, Structural virology, Rosetta

1 Introduction

Filamentous bacteriophages are elongated semi-flexible viruses that
infect bacteria. They consist of a circular single-stranded DNA
(ssDNA) wrapped by a capsid consisting of thousands of copies of
a major coat protein subunit [1–3]. Bacteriophages are ubiquitous
and have unique roles in molecular biology, biotechnology, and
nanotechnology. Although filamentous bacteriophages have been
the focus of many biochemical, biophysical, and biomedical studies
for many years, and the number of discovered phages increases
constantly, less than a handful of structures exist thus far. Structural
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models have been obtained from fiber diffraction (e.g., Pf1 [4], fd
mutant Y21M [5]), from aligned-static NMR techniques [6], and
recently, we have presented a 3D atomic-resolution model for the
capsid of intact M13 bacteriophage using Rosetta model building
guided by structure restraints obtained from magic-angle spinning
(MAS) solid-state NMR experimental data [7]. MAS NMR has also
been used to study in detail various filamentous viruses including
hydration [8], dynamics [9] and structural transitions [10] in Pf1,
comparison of M13 and fd [11, 12], both highly similar phages
with a single amino acid replacement (aspartate-12 in the coat
protein of fd is replaced with asparagine in M13). An additional
study probed the interface between the capsid and the DNA in
fd [13].

The advantage in using MAS solid-state NMR techniques to
study filamentous viruses resides in their simple and efficient prepa-
ration and experimentation. Phage samples can be prepared in a
precipitated form with no requirement for alignment or crystalliza-
tion, the yields are high, experiments can be performed at a large
range of temperatures and therefore mimic closely their natural
condition, and the phage particles retain their infectivity. Any
NMR method however requires isotopic labeling for several rea-
sons: (1) For proteins, 13C (S ¼ 1/2) is the only NMR-active
carbon isotope and its abundance in nature is 1.1%; (2) 15N, also
S¼ 1/2, is the nucleus of choice in biological systems since it can be
detected to high resolution. However, 15N has an abundance of
0.4% while 14N with a spin S ¼ 1 is broadened significantly by the
quadrupolar interaction, and it has a smaller gyromagnetic ratio
than 15N. Complete isotopic labeling yields information on all 13C
and 15N spins; however, linewidths are broadened by scalar cou-
plings, spectral overlap limits the resolution, and distance measure-
ment estimates are hampered by homonuclear interactions causing
“relayed transfers.” In particular, spectral overlap can be severe for
helical proteins such as those making the phage capsid. Many of
these deficiencies can be resolved by sparse labeling [14, 15].

In this manuscript, approaches and new methodologies for the
preparations, isotope labeling, MAS NMR experiments, and structure
determination of such complex macromolecular systems are pre-
sented. These experimental approaches can be utilized to study differ-
ent types of filamentous phages, bacteriophages of other forms
(spherical, icosahedral, and cylindrical), and other filamentous struc-
tures. At least some of these systems have impact on health and disease,
and can be utilized for the design of novel nano- and bio-materials.

We initially describe the preparation of isotopically labeled
samples, which is a central step for obtaining high-resolution data
while maintaining sample integrity; we discuss the purification
steps, their biophysical characterization and NMR sample packing.
Subsequently, we provide details on the NMR equipment, setup,
experimental methodologies, and data analysis. In the end,
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protocols for generating the quaternary model of the phage using
the program Rosetta are described. We note that in the current
protocol we do not discuss proton detection techniques, which
have been made available recently with the advent of very fast
spinning probeheads, up to 110 kHz and more [16]. Those tech-
niques will certainly become extremely useful to study proteins,
molecular assemblies, phage systems, and other biomolecules.

2 Materials

2.1 Materials for

Sample Preparation

and Purification

2.1.1 Strains

1. M13 bacteriophage: Wild-type (wt) M13 contains 6407 nucleo-
tides [17] and is available from the ATCC (ATCC® 15669-
B1™). We used the M13KO7 vector [18] at an initial concen-
tration of 1014 particle forming units (pfu)/mL. This vector
contains a Kanamycin antibiotic resistance gene inserted in the
phage origin of replication. The DNA of this strain has 8669
nucleotides (nt), and ~3600major coat protein subunits consid-
ering the theoretical value of 2.4 nucleotides to subunit [19]
(nt/s). The molecular weight of unlabeled M13KO7 is there-
fore ~21.5 Mega Daltons (MDa).

2. fd bacteriophage: wt fd contains 6408 nucleotides [17] and is
available from the ATCC (ATCC® 15669-B2™). The fth1
vector [20], used in this study, has two insertion positions in
its genome; a segment of transposon Tn10 coding for tetracy-
cline antibiotic resistance and another gene (pVIIISTSh),
located between gene-3 and gene-7, which can incorporate
another coat protein for the purpose of mutations and phage
display. The vector fth1 is genetically stable and produces high
phage titers. This genome length is 8223 nt (3430 subunits,
20.5 MDa).

3. Both fd and M13 infect E. coli strains bearing incompatibility
group F (incF). Examples are DH5αF0 strain, the tetracycline-
resistant XL1 (XL1-tetR) strain, and Hfr D strain (ATCC-
15669).

4. There are many additional filamentous phage strains, which are
not described here. Examples are Ike [21] and I2-2 [22], infecting
E. coli bearing N-pili and I2-pili, respectively; Pf3 and Pf4 infect-
ing Pseudomonas aeruginosa strains O1 and K, respectively [2]; Xf
infecting Xanthomonas oryzae [23]; and many others [2].

2.1.2 Buffers, Solutions,

and Nutrient Media

1. 2�YT culture media: Add 16 g/L Bacto™ tryptone, 10 g/L g
Bacto™ yeast extract, and 5 g/L NaCl to deionized H2O
(ddH2O) making up 90% of the total final volume. Adjust the
pH to 7.0 with 5 M NaOH and dilute the solution (with
ddH2O) to the final volume. The media is sterilized by auto-
claving . For the preparation of rich media with antibiotics, add
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the appropriate amount to sterilized media at no higher than
50 �C.

2. YT-agar plates: add 15 g/L of agar to 2�YT culture media
after pH adjustment and prior to final volume dilution. Pour
into sterile petri dishes and allow to cool.

3. LB culture media: Prepared as 2�YT, with the following con-
tents; 10 g/L Bacto tryptone, 5 g/L g Bacto yeast extract, and
10 g/L NaCl.

4. LB-agar plates: add 15 g/L of agar to LB media after pH
adjustment and prior to final volume dilution.

5. Top agar plates: Prepared as LB, with the addition of 7 g/L
agar.

6. 10 mM Tris–HCl buffer: Dilute tenfold a 100 mM stock solu-
tion, which is prepared as follows: Weigh the corresponding
mass for 100 mM Tris (hydroxymethyl) aminomethane
(MW ¼ 121.4 g/mol) and dissolve in ddH2O (in 80% of the
final volume). Adjust the pH to 8.0 with 3 M HCl and dilute
the solution with ddH2O to the final volume. Sterilize the
stock solution by an autoclave (121 �C) and store at 4 �C.

7. 50 mg/mL kanamycin stock: Add 0.5 g kanamycin into 5 mL of
ddH2O. Mix thoroughly and add another 5 mL of ddH2O.
Filter-sterilize (0.2 μm) and store at �20 �C. A concentration
of 50 μg/mL (10�3 dilution) is required for M13 phage
growth.

8. 12.5 mg/mL tetracycline stock (50% v/v ethanol/ddH2O): Add
0.125 g tetracycline to 5 mL of absolute ethanol. Mix thor-
oughly and add 5 mL of ddH2O. Filter-sterilize (0.2 μm) and
store at �20 �C. A concentration of 12.5 μg/mL (10�3 dilu-
tion) is required for fd phage growth.

9. M9 Minimal media solution for growing uniformly enriched
13C/15N bacteriophages:

Prepare the following stocks

l Minimal salts (M9 salts) stock � 10: 0.478 M Na2HPO4,
0.220 M KH2PO4, 0.086 M NaCl. Adjust to pH 7.0 and
sterilize by autoclaving. Store at 4 �C. It is best to keep at
room temperature 24 h prior to use.

l 1 M MgSO4 (sterilize by autoclaving and store at 4 �C).
l 1 M CaCl2 (sterilize by autoclaving and store at 4 �C).
l 0.025M FeSO4 (0.2 μmfilter sterilized, light sensitive, store

as long as the solution is not yellow).

l 1.48 mM Thiamine-HCl (0.2 μm filter-sterilized, prepare
fresh).
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Mix the following amounts of the solutions to create 1 L of
the M9 media: 47.8 mM Na2HPO4, 22.0 mM KH2PO4,
8.6 mM NaCl (M9 salts), 2 mM MgSO4, 0.1 mM CaCl2,
0.5 mM FeSO4, 0.296 mM Thiamine-HCl. Dilute the solu-
tion with sterile ddH2O to final volume.

For growth, add to the M9 media 4 g/L 13C6-glucose and
0.5–1.5 g/L 15NH4Cl.

10. Minimal Media Solution for Growing 1,3-13C (1,3-gly) and
2-13C (2-gly) Bacteriophages:

The minimal nutrient medium contains the following:

l M9 solution at pH ¼ 6 (see Note 1).

l ME vitamins�100 solution (we use Sigma-B6891).

l Metal trace [24] solution (sterilized) containing: 0.2 mM
FeSO4, 0.4 mM CaCl2, 0.6 mM MnCl2, 30 μM CoCl2,
20 μM ZnSO4, 20 μM CuCl2, 3 μM H3BO3, 2 μM
(NH4)6Mo7O24, 0.1 mM EDTA.

l 2 mM MgSO4 (autoclaved).

l 12.5 μg/mL tetracycline (sterilized). This step is optional
and applied if antibiotic resistance exists, as for fth1 strain of
fd.

l For the preparation of 2-gly-M13: 1 g/L 15NH4Cl, 2 g/L
NaH13CO3, 2 g/L [2-13C]-glycerol.

l For the preparation of 1,3-gly-M13: 1 g/L 15NH4Cl, 2 g/L
NaH12CO3, 2 g/L [1,3-13C]-glycerol.

2.2 NMR Materials

and Equipment

1. An NMR spectrometer consisting of a three-channel console
and a high-field magnet. Our lab has a Bruker Avance-III wide-
bore solid-state NMR spectrometer operating at a magnetic
field of 14.1 T. Larmor frequencies are 600.0 MHz for 1H,
150.9 MHz for 13C, 60.8 MHz for 15N, and 242.9 MHz
for 31P.

2. A triple-resonance probe operating at HCN mode for 2D and
3D experiments involving 13C and 15N. To date, available rotor
diameters range from 4 to 0.6 mm. They provide maximal
spinning speeds of 15 kHz (4 mm), 24 kHz (3.2 mm),
35 kHz (2.5 mm), 67 kHz (1.3 mm), >110 kHz (0.7,
0.6 mm). In regular solenoid coils, heating can be induced by
radio-frequency pulses making them unsuitable for high-
salinity samples. Efree (Bruker) and scroll-coil [25] technolo-
gies minimize the heating effect by directing the electric field
away from the sample. Such coils are available for 3.2 and 4mm
probes.

3. A triple-resonance probe operating at HPN/HPC mode for
protein-DNA interaction studies.
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4. Pb(NO3)2 packed in a rotor for sample temperature measure-
ments (see Note 2).

5. Adamantane/KBr powder packed in a rotor for setup.

6. Glycine powder (labeled or natural abundance) packed in a
rotor for setup.

7. Uniformly (13C, 15N) labeled phage samples (see
Subheading 3.1.1).

8. Sparsely labeled phase samples (see Subheading 3.1.2).

3 Methods

3.1 Sample

Preparation

3.1.1 Preparation of Fully

(13C, 15N) Labeled M13 and

fd Samples

1. Prepare fresh 2�YT (rich media) agar plates for the growth of
the bacterial host (E. coli DH5αF0 strain or XL1-tetR strain or
any other suitable strain) in a sterile environment.

2. Spread the bacteria and incubate the plates overnight (37 �C),
and obtain single colonies.

3. Pick out a single colony and incubate with shaking (37 �C,
240 rpm) in a sterile tube containing 5 mL 2�YT medium for
~16 h.

4. Transfer 200 μL of the dense bacterial solution to a 5 mL rich
medium tube and incubate with shaking for ~4 h, allowing the
cells to reach the log phase of the growth curve (Optical
Density, O.D. ~ 0.6). Growth is monitored by light-scattering
measurements (wavelength of 600 nm).

5. At log phase, reduce shaking speed to 60 rpm for 30 min. This
is done in order to allow optimal growth of F-pili and thereby
enhance infectivity.

6. Add 50 μL of the phage stock to the 5 mL bacterial solution
and incubate for another 30 min (37 �C, 60 rpm). For effective
infection, the concentration of the phage stock in pfu/cfu,
plaque forming units to colony forming units, should be
100/1. At this point, the cell density is ~108 cfu/mL.

7. Transfer an aliquot of the infected culture (at a ratio of 1/100)
to a solution of 500 mL minimal nutrient medium at 37 �C,
240 rpm (see Note 3).

8. After 1 h, add kanamycin (for M13) or tetracycline (for fd)
antibiotics to the mixture. This allows only infected cells to
further replicate.

9. After 24 h of incubation and shaking, centrifuge the bacteria at
8000 rpm (9800 � g) for 45 min (fixed-angle rotor, we use
F14S-250X6 FiberLite Piramoon Technologies Inc.).

10. Decant the supernatant phage solution.
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11. Precipitate the phage by making the solution 5% (w/v) poly-
ethylene glycol (PEG) 8000 and 0.5 M NaCl.

12. Collect the PEG-precipitated phages at 8000 rpm (9800 x g)
for 45min at 4 �C and resuspend in 10mMTris buffer, pH 8.0.

13. Centrifuge the phage solution once again at 14000 rpm (22800
� g) for 2–3 h to discard leftover bacterial cells. Here we used
50 ml tubes in a Fiberlight F15-8 � 50cy fixed angle rotor.

14. The total yield of fully labeledM13 and fd phages after this step
of purification should be ~50 mg for 1 L of culture but can vary
between different preparations.

3.1.2 Preparation of

Sparsely Labeled M13

Using Partially Enriched

Glycerol

Labeling proteins with 1,3-13C2-glycerol or 2-13C1-glycerol was
first presented by LeMaster et al. [26] and produces the “checker-
board labeling” pattern (see Note 4).

1. Prepare fresh tetracycline-resistant (for the XL1-tetR strain)
YT-agar plates and grow E. coli colonies overnight.

2. Follow the procedure described in Subheading 3.1.1 from
step 3 onward using the minimal nutrient medium from Sub-
heading 2.1.2, item 10. The pH is adjusted to 6 (see Note 1).

3. Expect yields of�20–30 mg of glycerol-based M13 growth for
1 L of culture before purification by ultracentrifugation.

3.1.3 Preparation of

Aromatic-Unlabeled

Samples

This protocol is used for observing DNA resonances in a protein-
DNA complex. The spectral distinction results from the elimination
of the aromatic signals of the amino acids tryptophan, phenylala-
nine and tyrosine.

1. Follow the protocol from Subheading 3.1.1 for growth of fully
enriched samples using the minimal nutrient medium from
Subheading 2.1.2, item 9, and add 0.2 g/L of natural abun-
dance Phe, Tyr and Trp.

2. For YFWunlab-13C/15N-fd, yields of �30 mg for 1 L of culture
can be obtained.

3.1.4 Purification of

Filamentous Phage Using

CsCl Gradient

Ultracentrifugation

This technique separates components based on their buoyancy. It
requires an ultracentrifuge, a swinging bucket rotor and tubes
suitable for high-speed centrifugation. The protocol below is
described for Ultra-Clear™ 13.2 mL Beckman tubes and a
SW-41 Ti swinging bucket rotor.

1. Weigh 4.83 g of CsCl to a 50 mL tube and calibrate the scale to
zero.

2. Add dropwise ~12 mL of a ~1 mg/mL clarified phage solution
to a tube to a final mass of 10.75 g. This gives a solution density
of 1.29–1.31 g/cm3, which positions the phage band in the
middle of the tube after centrifugation, see step 6 below
(Fig. 1).
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3. Mix the phage-CsCl solution thoroughly and zero the scales
again.

4. In order to assess the density of the final solution, take 1 mL
with a pipette tip, while keeping the tube on the scale. The scale
should show values ranging from negative 1.28 g to negative
1.31 g, which indicates the final density of the solution.

5. Transfer the solution to Ultra-Clear™ 13.2 mL Beckman tubes
and insert well-balanced tubes to their positions in a SW-41 Ti
swinging bucket rotor (or similar) (see Note 5).

6. Centrifuge to equilibrium at 37,000 rpm (234700 � g), 4 �C,
for 48 h (e.g., Optima XE 100K Ultracentrifuge).

7. Remove the tubes and assemble on the top of a bottom light to
view clearly the viscous phage band (Fig. 1).

8. Remove the top clear phase (buffer) carefully with a pipette.

9. Remove the viscous central band of the phage by a pipette (see
Note 6).

10. Dilute the recovered phage solution to �1 mg/mL.

11. The solution can be stored at this stage at 4 �C or cleared from
~2 M Cs+ ions (step 12).

12. Precipitate the phage solution with 5% w/v PEG8000, decant
the supernatant, and resuspend in Tris buffer (10 mM).

3.1.5 M13 and fd Virus

Characterization Using UV

Spectroscopy

Measurements

Pure phages exhibit a typical UV absorption spectrum having a
broad plateau at 260–280 nm, with a shallow maximum at
269 nm and a minimum at 245 nm resulting from both proteins
and DNA [19, 27]. Phage purity is determined by the ratio
between maximum and minimum absorbance, and by the ratio
between the baseline and maximum absorbance. The baseline
appears due to scattering effects [28].

Fig. 1 Sample tube after CsCl gradient ultracentrifugation
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1. Transfer a virus solution and a buffer solution into two 1 cm
path quartz cells.

2. Measure the buffer solution to obtain the blank
(220–380 nm).

3. Measure the phage solution (220–380 nm) and obtain the
difference spectrum.

4. Calculate the maximum absorbance (269 nm), the minimum
absornance (245 nm), and the baseline (350 nm). The maxi-
mum may shift with phage type and purity. Avoid measure-
ments beyond the linear regime of the UV spectrophotometer.

5. Pure phage is obtained if OD269/OD245 ~ 1.37 and OD350/
OD269 ~ 0.02.

6. The concentration of the phage is given by the Beer-Lamber
law A ¼ εbC where for M13 and fd, the extinction coefficient
is [19] ε ¼ 3.84 cm2/mg. Note that a concentration of 1 mg/
mL may be too high and the solution needs to be diluted prior
to measurement.

7. Figure 2 shows a typical UV spectrum of M13 bacteriophage
after ultracentrifugation purification.

Fig. 2 Spectrum of a tenfold diluted M13 phage after ultracentrifugation. The virus has a UV absorbance
spectrum with a maximum at 269 nm and a minimum at 245 nm. The purity is assessed by two ratios: max to
min absorbance and baseline to max absorbance. Here, the 269/245 ratio is 1.37 and the 350/269 ratio is
0.02, all indicating that the phages are viable and pure. The absorbance of the pure sample in this case
corresponds to 16 mg

Filamentous Phage Characterization by NMR 75



3.1.6 Quantifying Phage

Infectivity with a Plaque

Assay

1. Grow a 5 mL culture of the E. coli strain TG1 to log phase.

2. Using autoclaved tips, transfer aliquots of 90 μL log-phase
bacteria to a series of wells in a sterile 96-well cell culture
plate (e.g., Greiner bio-one).

3. Transfer 10 μL of purified phage to the first well and mix gently
using a pipette (see Note 7).

4. Replace the tip and transfer 10 μL from the first well to the
second well. Mix gently and discard the tip.

5. Replace the tip and transfer 10 μL from the second well to the
next well. Mix gently and discard the tip.

6. Repeat the process described in step 5where each time the new
dilution is used to dilute the following well. Dilutions should
be performed until ~10�14 or until the last well contains <10
phage particles. Dilutions of 100-fold can also be done (by
transferring 1 μL at each step) but with care.

7. Always retain one well with no phage particles (only cells) as
control.

8. Incubate the plate at 37 �C for 1 h, allowing the phage to infect
the cells.

9. Take 10 μL from each well and drop into different slices of LB-
agar plates containing kanamycin (for M13) or tetracycline (for
fd).

10. Incubate the plates at 37 �C overnight. Only infected cells will
form colonies.

11. In addition, it is advised to incubate overnight an LB-agar plate
containing kanamycin without E. coli for control.

12. At the high dilutions, it is possible to count the number of
isolated plaques and therefore to determine pfu/mL in the
original phage solution.

13. A typical titration plate is shown on Fig. 3a.

3.1.7 Top-Agar Assay for

Wild-Type Phage with No

Antibiotic Resistance

Wild-type phage particles do not have antibiotic resistance. In order
to quantify the amount of pfu/mL and assess their infectivity, a top
agar assay is performed, which is equivalent to the plaque assay
described above.

1. Prepare LB-agar plates and let them cool down.

2. Prepare a series of phage dilutions up to ~1014 in 1 mL Eppen-
dorf tubes.

3. Grow target host cells to their log phase (OD 0.6–0.8).

4. Prepare a top agar solution (Subheading 2.1.2, item 5) and let
it cool to ~50 �C (we found that the procedure works best
using a fresh top agar solution but this is not mandatory).
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5. Pre-warm a dry bath incubator with 15 mL glass tubes to a
temperature of 45 �C. Transfer 3 mL of the top agar solution
and 250 μL of the host cells to the glass tubes. Leave one glass
tube without any host cells. The number of glass tubes should
equal the number of phage dilutions and two for additional
controls.

6. Add 100 μL of each phage dilution to a different glass tube.

7. Remove each glass tube out of the incubator, vortex gently and
quickly, and overlay homogeneously on one of the LB-agar plates.

8. Overlay one plate with no phage particles (only top-agar and
cells) as a first control.

9. Overlay one plate with no cells and no phage particles (only
top-agar) as a second control.

10. Incubate the agar plates at 37 �C. The incubation time depends
on the phage and host strains. For filamentous bacteriophages
we usually incubate overnight.

11. Observe and count the turbid plaques. Calculate the pfu/mL
accordingly (see Fig. 3b).

Fig. 3 (a) fd phage infectivity assay. The assaying steps for fd are denoted by A–E. 10 μL of infected phage
solutions are dropped onto slices in the LB-agar plate. Each slice of infected cells represents a dilution count
from 1 to 12. In the most diluted slice (#12) the plaques can be counted and subsequently the number of
phage particles per milliliter (pfu/mL) in the initial phage sample can be calculated. (b) T7 phage top-agar
infectivity assay. The assaying steps for T7 are denoted by A–D. In D, each plate represents a dilution count,
which is indicated on the bottom. Note: T7 is not a filamentous bacteriophage. It is a tailed bacteriophage with
a 60 nm icosahedral head that belongs to the family Podoviridae. Yet, the infectivity assay procedure is similar
to that of filamentous viruses
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3.1.8 Packing Purified

PEG-Precipitated Phage

Samples into MAS Rotors

1. Dissolve 5% w/v PEG8000 in a 1 mg/mL phage solution
(50 mL tubes).

2. Add 5 mM MgCl2. Instantaneous precipitation can be recog-
nized by the appearance of a white cloudiness.

3. Centrifuge the phage solution for 15 min at 5000 rpm
(BIOShield swing rotor fitted with 15 or 50 ml tubes, 5900
� g) at 4 �C. Discard most of the supernatant, leaving a layer of
about 200 μL solution above the pellet.

4. Prepare a sufficient amount of flame-sealed 200 μL tips.

5. Gently mix the phage pellet with the remaining solution.
Transfer the aliquots to several flame-sealed 200 μL tips.

6. Mount the tips on 1.5 mL Eppendorf tubes (remove caps),
cover with parafilm, and centrifuge at 14,000 rpm (21900� g)
and 4 �C for 15 min (e.g., Sigma 1-15PK centrifuge with a
swing-bucket rotor 11124-H or any other centrifuge suitable
for 1.5 mL tubes). A swing-bucket at this point is recom-
mended but not absolutely essential.

7. Remove the supernatants from each tip, and combine pairs of
tips by centrifugation of one into the other for about 1 min.

8. Repeat steps 6–7 until a single tip contains all the phage. Leave
a small layer of the precipitating solution above.

9. Centrifuge the final precipitate for several hours, until the level
of condensation does not change in the tip (the time required
for this procedure may change from sample to sample).

10. Mount the final tip on a ZrO2 (4 or 3.2 mm) MAS rotor and
transfer the phage precipitate by centrifugation (~1 min). This
can be done with a home-made device as shown in Fig. 4 or any
other device.

11. Centrifuge the rotor containing the sample under the same
conditions (14,000 rpm, 4 �C, 15 min, using a swing-bucket),
and seal with a spacer according to the vendor’s instruction.
(Bruker HRMAS rotors have a spacer, a spacer-screw, and a
cap. The small hole in the spacer allows a small fraction of the
liquid to transfer through showing that the spacer is in place).

12. The approximate mass of the phage in a 4 mm rotor is 8–10 mg
occupying ~30 μL (~250–300 mg/mL).

3.2 NMR

Experiments

3.2.1 General Setup

1. Matching and tuning. After the probe has been installed, and
for each sample independently, tune each channel to the
required frequency and match the impedance to 50 Ω.

2. Set up the magic angle using KBr: Insert a rotor containing KBr
powder, set the spinning speed (νR) to 5 kHz, match and tune to
79Br frequency, and conduct a repetitive single pulse experiment
(calibration of pulses is detailed in Subheading 3.2.2) with the

78 Omry Morag et al.



carrier frequency on the central line while observing the free
induction decay (FID). Gently adjust the magic angle using the
MAS knob until the rotational echoes of the FID extend to their
maximal time (~8–9 ms on a 600 MHz spectrometer at
νR ¼ 5 kHz). Stop the acquisition and collect a single pulse
spectrum. Measure the intensity ratio between the first spinning
side band (ssb) and the central peak in the Fourier-transformed
(FT) spectrum. A ratio of 13–14% and a linewidth (FWHH) of
~110 Hz indicate an optimal magic angle of

atan
ffiffiffi
2

p� � ¼ 54:736
�
.

3. Setting the 1H carrier frequency using powder Adamantane.
Match and tune 1H, set νR ¼ 5 kHz, collect the 1H spectrum
using a short excitation pulse (FID ~100 ms), set the carrier
frequency on resonance.

4. High-resolution shimming using Adamantane. Match and tune
13C, set νR ¼ 5 kHz, collect a repetitive single pulse 13C spec-
trum (see Subheading 3.2.2, step 1 for power calibration) with
low power (~30–40 kHz) 1H decoupling and an acquisition
time of 500 ms (see Note 8). Change the current in the shim-
ming coils until a linewidth of 2–3 Hz or less for the CH2 line is
obtained.

5. Referencing 13C ppm scale using powder Adamantane.Conduct
a single pulse experiment with decoupling as in step 4 above

Fig. 4 NMR sample packing with a home-made device. First, the hydrated phage
precipitate is transferred from a yellow flame-sealed tip, which was cut in the
bottom, to another tip through a series of centrifugations at 14,000 rpm, as
shown in the left photo. The tip containing the sample collected from all tips is
placed above the MAS ZrO2 rotor (mid and right photos) and the phage is
transferred to the rotor by centrifugation (the phage precipitate inside the
yellow tip is not shown here)
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(reduce acquisition time to ~200 ms to avoid heating). Cali-
brate the downfield 13C resonance (CH2 line) to 40.48 ppm
[29].

6. High-power tuning. Perform a CPMAS experiment as shown in
Fig. 5 on the phage sample according to Subheading 3.2.2,
step 4. Observe on a scope the forward (F) and reflected (R)
voltages (this can be done by putting a directional coupler
between the preamplifier and the probe). Adjust the matching
and tuning knobs until the ratio F/R is equal to or larger than
10 (see Note 9).

7. Referencing 15N ppm scale using powder 15NH4Cl. Perform a
single pulse 1H-decoupled 15N experiment and adjust the 15N
resonance to 39.27 ppm [31].

3.2.2 Basic Calibration of
1H and 13C Power Levels,

Polarization Transfer, and

Decoupling

1. 1H and 13C power calibration (Adamantane choice, single
pulse): Set up a single pulse experiment as described in Sub-
heading 3.2.1, step 3. Set the length of the pulse to 1 μs with a
power level allowed by your hardware. Fourier transform and
phase the spectrum. Set the pulse length to 5 μs. Run consecu-
tive experiments with varying values of the power level from
low to high power. When the signal becomes zero the power
level is 100 kHz. All other values can be calculated from the
linearity of the transmitter (see also Shi and Ladizhansky [32]).
For 13C repeat the same procedure but using a 10 μs pulse to
obtain a power level of 50 kHz. If the transmitter is not linear, a
complete calibration curve needs to be obtained.

2. 1H power calibration (glycine or phage sample, via CPMAS):
The power can also be set from a CPMAS experiment (Fig. 5),
especially in a phage sample (and if the probe is not of the Efree
type) that may be affected by RF heating thereby altering the
1H power levels obtained from powder samples. Set the 1H

Fig. 5 Cross-polarization (CP) pulse sequence [30]. The phases of the proton CP
pulse and excitation pulse are perpendicular to each other to spin-lock the
magnetization. The complete phase cycle is as follows (in degrees): ϕ1 ¼ 0,
180; ϕ2 ¼ 90; ϕ3 ¼ 270, 270, 180, 180; ϕrec ¼ 180, 0, 90, 270
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power of the excitation pulse to 100 kHz as described in step 1.
Set 13C carrier frequency on resonance with the Glycine Cα line
(or phage aliphatic lines). Set the 13C power level during CP to
50 kHz (step 1). Set the 1H power level during CP to be the
13C power level plus twice the spinning speed (Hartman Hahn
matching condition under MAS [33]) and the CP length to
1 ms. Check for a signal, then set the length of the 1H pulse to
5 μs, and vary the power of the 1H pulse until the signal
disappears. The power level is equivalent to 100 kHz.

3. 13C power calibration (glycine or phage sample, via CPMAS):
Add to the CPMAS experiment (Fig. 5) an additional π/
2 pulse with a phase of 90� with respect to the carbon CP
pulse. Set the 1H flip angle to π/2 (2.5 μs if set to 100 kHz
in step 2). Set the power of the 13C additional pulse to zero and
its length to 0.1 μs. Fourier transform and phase the resulting
spectrum. Set the length of the 13C pulse to 5 μs and vary the
power until the signal disappears (or attains a minimum). The
13C power is now to 50 kHz.

4. 1H-13C ramped-CPMAS optimization (glycine or phage sample
choice, via CPMAS): Change the pulse sequence to CPMAS
(Fig. 5), with a 10% linear ramp on the 1H channel during CP.
Set the 13C power level to 50 kHz and set the carrier frequency
to the middle of the 13C spectrum. Vary the 1H power level
between 50 and 100 kHz to hit the match condition (the
difference between the power levels is once or twice the
spinning speed νR). Search for a maximum intensity of a
selected signal or for the entire spectrum. Repeat the optimiza-
tion for the length of the CP pulse up to a few milliseconds.

5. 1H-15N ramped-CPMAS optimization (15NH4Cl or phage sam-
ple choice, via CPMAS): Repeat the procedure of step 4 with
the carrier frequency set to the observe 15N channel.

6. 1H Decoupling: There are many choices for decoupling
sequences, examples of which are TPPM [34], SPINAL [35],
XiX [36], and others [37]. All of them require the optimization
of one, or all, of the pulse lengths, pulse phases, and pulse power
levels. The swf-TPPM decoupling sequence [38] is a more
robust variant of TPPM. Set the power level to the maximum
allowed by the probe and vary the basic decoupling pulse length
between 1 and 10 μs. Choose the value corresponding to the
maximum intensity. The flip angle of the pulse should be
~180� 20�. The phases of alternating pulses should be switched
by ~20�.

3.2.3 Setting Up a 2D
13C-13C DARR Correlation

Experiment

1. The experiment is suitable for spinning speeds <20 kHz, i.e.,
for 3.2 or 4 mm probes.
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2. Set the spinning frequency and avoid overlap of spinning side-
bands with the main spectrum (usually the equivalent of
~80 ppm).

3. DARR condition: Set up a CP experiment with cw decoupling
(constant irradiation). Vary the 1H decoupling power between
the equivalent of 4νR and zero until the CH2 signal has a
maximum broadening and a minimum intensity. At this point
the rotary resonance recoupling (R3) condition ν1H ¼ νR is
satisfied and should be used for the 1H irradiation during the
mixing time of the DARR sequence shown in Fig. 6.

4. DARRmixing time: To a good approximation mixing times of
~1–20 ms correspond to correlations between carbons sepa-
rated by distances of 1–2 Å, 20–100ms correspond to distances
of 2–5 Å, and longer mixing times permit long-ranged transfers
(2–8 Å). The exact correlation between distance and the mix-
ing time is sample dependent.

3.2.4 Setting Up 2D

CORDxy4 Experiment

1. Repeat the setup for the DARR experiment from
Subheading 3.2.3.

2. Find the power levels for ν1H ¼ νr (in kHz) for R2 ν
1 and

ν1H ¼ νr/2 for R2 ν
2.

Fig. 6 The dipolar-assisted rotational resonance (DARR) experiment [39]. Setup of the ν1H ¼ νR condition is
described in step 3, the mixing time τm is discussed in step 4. CP is discussed in Subheading 3.2.2, step 4.
Decoupling is described in Subheading 3.2.2, step 6. Filled rectangles correspond to 90� pulses. Details of the
phase cycle can be found elsewhere [32, 40]. The CORD (COmbinedR2 ν

n-Driven) experiment [41], described in
Subheading 3.2.4, is performed by replacing the 1H mixing pulse with blocks of R-symmetry pulses. It is
efficient for spinning speeds >20 kHz (but also for lower spinning speeds) and effective for aromatic signal
recoupling
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3. Program the following four blocks for 1H irradiation: (a) R21
1

andR22
1—length one rotor period (TR), power level ν1H ¼ νR;

(b) R212 and R222 —length 2TR, power level ν1H ¼ νR/2. The
total length for one basic cycle is 6TR.

4. Repeat the four-block cycle of step 3 three more times, each
consecutive 6TR block phase shifted by 90�. Steps 3 and 4
comprise the basic CORDxy4 unit.

5. Choose a desired total mixing time (multiple of 24TR) and
perform the experiment.

3.2.5 Setting Up 3D

NCOCX and NCACX

Experiments

1. Figure 7 outlines the basic scheme for performing 3D experi-
ments and the corresponding polarization transfer pathways. For
a detailed description for the setup the reader is referred to the
protocol described in the article by Shi and Ladizhansky [32].

3.2.6 Setting Up 2D

PHHC Experiment:

Observing Protein-DNA

Contacts

1. Set up the probe configuration to H-P-C mode (this will
normally be a regular, not an Efree, probe).

2. Tune and match the X channel to 31P and the Y channel to 13C.

3. Insert a rotor with 85% (14.6 M) phosphoric acid. Retune 31P.
Collect a single pulse 31P spectrum, adjust the power, and set
the observed signal to zero ppm—this is the reference chemical
shift for 31P.

4. The following steps can be applied first to a model 31P sample
such as phosphoserine or directly to the phage sample.

5. Insert a new sample and retune/rematch all three channels. Set
νR ¼ 12 kHz (or 80 ppm) to avoid 13C carbonyl overlap with
aromatic and DNA signals. For the phage sample, perform
high-power tuning.

Fig. 7 (a) A basic pulse sequence for 3D NCACX or NCOCX and (b) the corresponding forward and reverse
magnetization transfer pathways. Phases and setup are detailed in Shi and Ladizhansky [32]. The DCP (double
cross polarization [42]) has a tangential ramp that can be optimized (slope and maximum to minimum
difference)
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6. Calibrate 1H and 13C power levels (steps 1–4 in Subheading
3.2.2). Note that 13C frequency is on the low (Y) channel now.

7. Calibrate 31P power in a similar way (preliminary calibration
can be performed on H3PO4, or on phosphoserine, similarly to
Adamantane, Subheading 3.2.2, step 1).

8. Optimize a 1H-31P CPMAS experiment as in Subheading
3.2.2, step 4.

9. Optimize a 1H-13C CPMAS experiment as in Subheading
3.2.2, step 4. Use a short CP contact time to selectively trans-
fer the magnetization only to the attached carbons (contact
times of 100–300 μs).

10. Upload the PHHC pulse sequence [13, 43] shown in Fig. 8.

11. Set all the pulse powers. For the second CP step (31P ! 1H)
use the same values obtained in step 8.

12. Set the z-filter time, τd (see Fig. 8), to be equal to one or two
rotor periods (to dephase transverse 1H magnetization). This
parameter can also be optimized up to 1–3 ms to obtain better
lineshapes and to reduce artifacts.

13. Conduct 1D versions of the PHHC experiment using different
1H-1H mixing times (~100–500 μs).

14. Conduct a 2D version of the experiment with the desired or
several mixing times.

3.2.7 Signal Processing 1. Signal processing can be performed using the free software
nmrPipe (original version here: https://spin.niddk.nih.gov/
NMRPipe/install/legacy.html and an updated version here:
https://www.ibbr.umd.edu/nmrpipe/install.html). The

Fig. 8 PHHC 2D correlation experiment. Filled rectangles are 90� pulses. Details of the phase cycle can be
found elsewhere [13].

84 Omry Morag et al.

https://spin.niddk.nih.gov/NMRPipe/install/legacy.html
https://spin.niddk.nih.gov/NMRPipe/install/legacy.html
https://www.ibbr.umd.edu/nmrpipe/install.html


software website contains all instructions for installation and
for writing scripts.

2. Convert the spectrometer files to nmrPipe-compatible files (or
to any other software of choice).

3. For Fourier transform processing, set the following parameters
for each dimension: apodization function, zero-fill, linear
prediction.

4. Fourier transform the spectrum. Make sure you use the proper
frequency discrimination methods from the acquisition in the
indirect dimension of 2D and 3D experiments—TPPI,
STATES, STATES-TPPI.

5. Phase correct the spectrum and adjust the baseline.

6. Ensure proper referencing in all dimensions.

3.3 Data Analysis

3.3.1 Major Coat

Protein Site Specific

Resonance Assignment

Resonance assignment is the process in which every chemical shift
(resonance) is matched to a specific atom. The capsid of fd andM13
(and also other phages) comprises about 85% of the total virion
mass; hence, the NMR spectra are dominated by the major coat
protein resonances. Yet, DNA signals can be readily observed since
they mostly resonate at different frequencies (see Subheading
3.3.2). Chemical shifts of proteins are reported in the Biological
Magnetic Resonance Bank, BMRB [44], and 13C/15N assignment
procedures for MAS NMR can be viewed in the corresponding
articles. We provide the main guidelines here. Commonly used
free software suitable for resonance assignment and analysis are
CCPN (http://www.ccpn.ac.uk/), Sparky (https://www.cgl.ucsf.
edu/home/sparky/), CARA (http://www.cara.nmr.ch/doku.
php).

1. Collect and process data from 2D 13C-13C chemical shift cor-
relation experiments (Subheadings 3.2.3, 3.2.4, and 3.2.7).

2. Collect and process data from 3D NCACX and NCOCX
experiments (Subheadings 3.2.5 and 3.2.7), and optionally
from CONCA experiments [32].

3. Optionally complement by additional experiments such as
RFDR [45–47] and J-based INADEQUATE [48, 49]. These
experiments are not described here but have been used for
example to complement the assignment of a small portion of
the M13 resonances [11].

4. In 2D spectra, identify the spin systems for amino acids using
well-isolated chemical shifts such as the Cα/Cβ signals of Ala
(~55 ppm/~20 ppm), Ser (60/63), Asp (57/41), and Thr
(65/69), the side-chain patterns of Ile (CH3 groups at ~13/
17) and Val (CH3 at ~22 ppm), and the backbone carbons of
Gly (Cα at ~46 ppm). The spectral region shown in Fig. 9 is a
portion of the complete Fourier-transformed 2D DARR
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13C-13C homonuclear correlation experiment acquired using a
mixing time of 15 ms (DARR15) and collected for the intact
uniformly labeled M13 phage. Spin-systems with well-resolved
chemical shifts are marked as well as the full pattern of the
single proline residue.

5. In 3D experiments, identify clear 15N chemical shifts of Gly,
Ser, and Thr, all having shifts <115 ppm (Gly mostly

Fig. 9 (a) Aliphatic (top) and carbonyl (bottom) regions of the complete 2D 13C-13C DARR15 spectrum of M13
virion with the amino acid sequence of the coat protein shown on top. The complete amino acid pattern of
Pro6, which appears once in the sequence, is marked with a dotted green line connecting all intra-residue
peaks. The spectrum was recorded using a spinning rate of 13.5 kHz and acquisition times of 12.8 and 25 ms
in t1 and t2, respectively. Data were acquired for 12 h using a recycle delay of 2.7 s, corresponding to 5T1 (T1 is
the longitudinal relaxation time measured by a saturation recovery experiment). A Lorentz-to-Gauss apodiza-
tion function was used in both dimensions followed by zero filling to 4096 (t1) � 8192 (t2) prior to Fourier
transformation. Contour levels are shown from 8σ (σ being the noise root-mean-square determined by
SPARKY), with each additional level multiplied by 1.4. (b) Strip plots from 3D heteronuclear correlation
experiments showing residues 12–14 of the M13 capsid protein. Red and blue spectra correspond to intra-
residue NCACX and sequential NCOCX experiments, respectively. Horizontal bars link the strips from 15N
planes of residues j and j� 1 that share the C0-Cα peaks of residue j� 1. The bottom sub-spectra correspond
to 2D planes at the same 15N shift and display N-C0-Cβ or N-Cα-Cβ crosspeaks
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~100–110 ppm, Ser and Thr ~115 ppm). With their unique
Cα/Cβ shifts, they serve as good starting points for the
sequential assignment process (see also Note 10).

6. With anchor assignments obtained, identify and link additional
amino acids by matching Cα-CO and Cα-Cβ resonance pairs
from NCACX to CO-Cα and CO-Cβ pairs from the NCOCX
experiment. If the linkage is unique, record the assignment. If
there is overlap (common for helical capsids), record several
options and link to the next residue. Most of these linkages will
be unique. Strip plots from the 3D experiments (for residues
12–14 in M13 phage coat protein) are shown in Fig. 9.

7. The assignment of N, CO, Cα, and Cβ is aided using the
known average shifts of amino acids either from the BMRB,
or from average shifts of specific secondary structure elements
[50].

8. Link the backbone resonances obtained in step 6 with the 2D
data sets to complete the assignment of all residues, including
sidechains (the “side-chain walk”).

9. Use 2D 13C-13C correlation experiments acquired with longer
mixing times (~100 ms) to obtain inter-residue correlations
such as Cαi-Cαi�1 and Cβi-Cβi�1 and verify the assignments.

10. Assignment of aromatic crosspeaks can be hindered by spectral
congestion, scalar couplings, and internal dynamics. Yet, aro-
matic signals are extremely important due to their role in phage
inter-subunit packing. The structure cannot be solved without
their assignment. These assignments most probably require the
analysis of 2D and 3D spectra acquired with sparsely labeled
M13 samples (1,3-gly and 2-gly, Subheading 3.1.2, or other
types of labeling schemes).

11. The N-terminus of the coat protein is mobile and either unde-
tected or very weakly detected in DARR spectra. Conduct a 2D
RFDR experiment or DARR with long mixing times. Option-
ally record the through-bond (zfr)-INADEQUATE experi-
ment [51, 52].

3.3.2 ssDNA Nucleotide

Assignments

1. Prepare an aromatic-unlabeled sample (Subheading 3.1.3).

2. Perform a 2D 13C-13C correlation experiment (DARR—
Subheading 3.2.3 or CORD—Subheading 3.2.4) and process
the data.

3. Perform a 2D 15N-13C TEDOR experiment [53, 54] or a 2D
15N-13C DCP experiment [32] and process the data.

4. Locate anchor signals of the DNA (T: deoxythymidine; C:
deoxycytidine; A: deoxyadenine; G: deoxyguanine): Individual
signals of methyl TC7 (14.4 ppm) and the quaternary carbon
TC5 (113.6 ppm); CC5 (~100 ppm); the well-resolved
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crosspeaks AC8–AC5 (140/120, both with higher shifts than
GC8–GC5) and the crosspeak of AC6 (~155, smaller then
GC6) with AC5, both of which remove the ambiguities
between GC8 and AC8, and between GC5 and AC5.

5. Link the resonances from step 4 above by “side-chain walks” to
other signals using the BMRB averages, the list of B-DNA
compiled by Sergeyev et al. [55] and fd ssDNA assignment
[13]. Note the non-symmetric nature of the spectrum (Fig. 10)
due to insufficient excitation of quaternary carbons.

Fig. 10 Assignment of fd ssDNA from a 2D 13C-13C CORD500 spectrum (νR ¼ 12 kHz). (a) Assignments of dG
(blue “side-chain walk”) and dC (dash red); (b) dA (green) and dT (dash magenta). Circled crosspeaks served
as the starting points for the assignments of dG and dA. (c) Assignment grids for each nucleotide illustrating
the type of correlations observed in the spectrum: � ¼ resolved crosspeaks;

N ¼ ambiguous crosspeaks;
o ¼ missing crosspeaks. Rows represent spins excited during t1, columns represent the acquisition
dimension. Reprinted with permission from J. Am. Chem. Soc. 136, 2292. Copyright (2014) American
Chemical Society
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6. Link the nucleobase signals to the ribose moieties (C10–C50).

7. Use the results and additional spectral cross-peaks to observe
protein-DNA contacts.

3.4 Structure

Determination

3.4.1 NMR Restraints

1. Collect 2D 13C-13C NMR experiments (Subheadings 3.2.3
and 3.2.4) using sparsely labeled samples (Subheading 3.1.2)
at various mixing times ranging from 50 to 500 ms. Process the
data (Subheading 3.2.7).

2. Use the assignment table (Subheading 3.3.1) to identify non-
ambiguous contacts. These are signals in the 2D spectrum that
have unique chemical shifts in the assignment list, i.e., no other
shift can be found within 0.2–0.3 ppm (user choice according
to the goodness of the assignment and estimate of linewidths).

3. Differentiate intra-residue (between the atoms of the same
residue i), medium-range (i$i + n; n� 4), long-range (i$i + n;
n > 4), and inter-subunit contacts (i$j + n; n > 4; i and j are
the same residue in a different coat protein subunit). The latter
two are difficult to differentiate. Since filamentous phages are
helical, long-range contacts are almost exclusively inter-subunit.
Exceptions are for the non-helical N-terminus, which may have
contacts longer than four residues (see Note 11).

4. Identify ambiguous contacts with a small degree of
ambiguity—not more than two options for each peak.

5. Set for all these restraints a distance limit of 2–8 Å. Feed them
into Rosetta for a first round of calculations (Subheading
3.4.2).

6. After Rosetta calculations of the first round are performed, use
the preliminary model to reduce ambiguity—rule out contacts
with distances >8 Å.

7. The residue Trp can be used as a scale bar if it is rigid (this can
be determined by DIPSHIFT [56] measurements for example
or by observing strong Cα-Cγ contacts at short mixing times).
Signals that appear in 2D experiments where no contacts
between Cα and the six-membered indole ring exist can be
limited to 5 or 5.5 Å [7]. These data can further improve the
results. Alternative methods can also be used, e.g., classification
to weak, medium, and strong peaks [57].

8. Repeat steps 5–7 until convergence is obtained.

3.4.2 Rosetta

Calculations

Rosetta symmetric modeling of molecular assemblies (fold-and-
dock [58]) uses a predefined set of explicit symmetry operations
to model the rigid-body degrees of freedom, together with Monte
Carlo refinement of the backbone torsion angles within each poly-
peptide chain of the system. The calculations consist of two stages;
a low-resolution (centroid) sampling stage, which is followed by a
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full-atom refinement stage. While in the centroid stage the side-
chains are represented by centroid atoms, during full atom refine-
ment the side-chain rotamer conformations are sampled explicitly
toward optimizing a physically realistic energy function. Rosetta
uses several input files that define the symmetry degrees of freedom,
the NMR restraints, and the chemical shift information.

1. Symmetry

The symmetry degrees of freedom that define the position of
each monomer subunit relative to its neighbors are contained
within a Rosetta symmetry definition file (e.g., C5S2.symm). The
commands for generating this file are described elsewhere [59]. In
summary, the user needs to define the degree rotation per layer,
which, in the case of perfect C5S2 symmetry, should be close to 36�.
All other degrees of freedom (tilt, rise per pentamer, radius, subunit
coordinates) are sampled according to the NMR restraints. In a
general case, a rise per subunit, or per n-subunit fragment, is
defined. For class-I phages, n ¼ 5.

For example, among the top scoring models for the filamen-
tous M13 phage calculations, the radius of the capsid, as measured
from center of mass of the phage to the center of mass of one
subunit, was 21.9–22.6 Å, the rise between pentamers was
16.6–16.7 Å between subunits and the tilt between pentamers
was 36.1–36.6�, indicating a symmetry very close to C5S2. This
value can be validated using mass-per-length measurements from
scanning transmission electron microscopy (STEM).

2. NMR Constraints

For the ssNMR distance constraints a flat-bottom potential
with an upper limit of 5.0–8.2 Å (depending on the constraint
type) and an exponential penalty function is used. The constraints
applied in the two-sampling stages are defined in the centroid.cst
and fullatom.cst files, respectively.Within the files, each line defines
a distance constraint, according to the format:

AtomPair CG2 769 C 766 BOUNDED 1.500 7.000 0.300
NOE;

where the potential parameters are defined as follows:

CG2: Atom 1

769: Residue 1

C: Atom 2

766: Residue 2

1.500: lower bound (Å)

7.000: upper bound (Å)

0.300: potential steepness
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For the definition of centroids, all side-chain atoms are mapped
to a single atom called “CEN” and a 1.5 Å padding per C-C bond
will be added to the upper limit.

3. Chemical shift-derived fragments

The following input files are required:

frags.score.200.3mers, frags.score.200.9mers:

Prior to executing the structure calculations, the user needs to
select 3mer and 9mer backbone fragments according to the chemi-
cal shift data, as outlined in detail by Vernon et al. [60].

4. Fold-and-dock structure refinement

Typical calculations are carried out in parallel in a commodity
LINUX cluster, using the Rosetta3 command:

rosetta_scripts.default.linuxgccrelease –parser:protocol

fold_and_dock.xml – nstruct 100 –out:file:silent models.out

–out:file:silent_struct_type binary

where,
nstruct: number of models to be computed (typically set to 50

batches of 100 models each).
models.out: Output file, in silent binary format.
fold_and_dock.xml: Rosetta scripts file in XML format, as

described below.

<ROSETTASCRIPTS>

<TASKOPERATIONS>

</TASKOPERATIONS>

<SCOREFXNS>

<score0 weights="score0" symmetric=1>

<Reweight scoretype=atom_pair_constraint weight=5.0/>

</score0>

<score1 weights="score1" symmetric=1>

<Reweight scoretype=atom_pair_constraint weight=5.0/>

</score1>

<score2 weights="score2" symmetric=1>

<Reweight scoretype=atom_pair_constraint weight=5.0/>

</score2>

<score5 weights="score5" symmetric=1>

<Reweight scoretype=atom_pair_constraint weight=5.0/>

</score5>

<score3 weights="score3" symmetric=1>

<Reweight scoretype=atom_pair_constraint weight=1.0/>

</score3>

<talaris2013_symm weights="talaris2013" symmetric=1>

<Reweight scoretype=atom_pair_constraint weight=0.5/>

</talaris2013_symm>
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<talaris2013cart_symm weights="talaris2013_cart" symmetric=1>

<Reweight scoretype=atom_pair_constraint weight=0.5/>

</talaris2013cart_symm >

</SCOREFXNS>

<FILTERS>

<ScoreType name=cst_check scorefxn=score3

score_type=atom_pair_constraint threshold=3000/>

</FILTERS>

<MOVERS>

<SetupForSymmetry name=symm definition="C5S2.symm"/>

Fragment movers

<SingleFragmentMover name="frag9"

fragments="frags.score.200.9mers" policy="uniform"/>

<SingleFragmentMover name="frag3"

fragments="frags.score.200.3mers" policy="smooth"/>

Fold-and-dock specific movers

<SymFoldandDockRbTrialMover name="rbtrial" rot_mag=8.0

trans_mag=3.0 rotate_anchor_to_x=1/>

<SymFoldandDockRbTrialMover name="rbtrial_smooth"

rot_mag=1.0 trans_mag=0.1 rotate_anchor_to_x=1/>

<SymFoldandDockMoveRbJumpMover name="rbjump"/>

<SymFoldandDockSlideTrialMover name="slidetrial"/>

Random movers

<RandomMover name=early_stage_moveset

movers="frag9,rbtrial,rbjump,slidetrial" weights="1.0,0.2,1.0,0.1" repeats=1/>

<RandomMover name=final_stage_moveset

movers="frag3,rbtrial_smooth,rbjump,slidetrial" weights="1.0,0.2,1.0,0.1" repeats=1/>

Monte Carlo Movers

<GenericMonteCarlo name="stage1" scorefxn_name="score0"

mover_name="early_stage_moveset" temperature=2.0 trials=200 recover_low=1/>

<GenericMonteCarlo name="stage2" scorefxn_name="score1"

mover_name="early_stage_moveset" temperature=2.0 trials=200 recover_low=1/>

<GenericMonteCarlo name="stage3a" scorefxn_name="score2"

mover_name="early_stage_moveset" temperature=2.0 trials=20 recover_low=1/>

<GenericMonteCarlo name="stage3b" scorefxn_name="score5"

mover_name="early_stage_moveset" temperature=2.0 trials=20 recover_low=1/>

<GenericMonteCarlo name="stage4" scorefxn_name="score3"

mover_name="final_stage_moveset" temperature=2.0 trials=400 recover_low=1/>

Special stage 3 logic

<ParsedProtocol name="stage3_cyc">

<Add mover=stage3a/>

<Add mover=stage3b/>

</ParsedProtocol>

<LoopOver name=stage3 mover_name=stage3_cyc iterations=5 drift=1/>
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Converts the centroid-level pose to fullatom for scoring

<SwitchResidueTypeSetMover name=fullatom set=fa_standard/>

<FastRelax name=relax scorefxn=talaris2013_symm repeats=4 />

<FastRelax name=relaxCart cartesian=1 repeats=1 scorefxn=talaris2013cart_symm/>

<ConstraintSetMover name=add_fullatom_csts cst_file="fullatom.cst"/>

<ConstraintSetMover name=add_centroid_csts cst_file="centroid.simple.cst"/>

<ClearConstraintsMover name=remove_csts />

</MOVERS>

<PROTOCOLS>

<Add mover=symm/>

<Add mover=add_centroid_csts/>

<Add mover=stage1/>

<Add mover=stage2/>

<Add mover=stage3/>

<Add mover=stage4/>

<Add filter_name = cst_check/>

<Add mover=remove_csts/>

<Add mover=fullatom/>

<Add mover=add_fullatom_csts/>

<Add mover=relax/>

<Add mover=relaxCart/>

</PROTOCOLS>

</ROSETTASCRIPTS>

4 Notes

1. We found that when growing XL1-tetR or DH5αF0 strains on
minimal media solution for the production of 1,3-13C and
2-13C-glycerol labeled bacteriophages the pH increases at
least by two units probably due to the presence of sodium
bicarbonate. When using the regular minimal salts (at pH 7)
the pH of the solutions after adding sodium bicarbonate
increases to over 8 and the efficiency of growth decreases
dramatically. The starting pH for such a growth is therefore
set to 6.

2. The NMR probe temperature is controlled in the entry to the
probe. The effective sample temperature can increase up to
10–25 �C due to frictional heating induced by sample spinning.
RF-induced heating can also occur, in particular for non-Efree
probes. The exact temperature therefore depends on the type
of probe, on the gas flow rate, on the spinning rate, and on the
decoupling strength. Yet, phage samples are relatively stable
over a wide range of temperatures and setting the controller
between �15 and 5 �C is sufficient to get reproducible spectra,
and sample stability and infectivity are retained.
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3. The amount of 500mL should be grown in a 2 L Erlenmeyer at
least. In general, a ratio of 1:4 or 1:5 between the culture
volume and flask volume should be maintained, and we have
found that it is best to use the largest ratio possible to allow
sufficient aeration.

4. “Checkerboard labeling” is an expression that describes a situ-
ation, in which alternating carbons in a protein are 13C labeled.
There are variations to this rule since for some amino acids
types labeling also occurs at adjacent carbon positions and for
some there is scrambling (only a certain percentage of a partic-
ular carbon is labeled). A scheme describing the labeling pat-
tern can be found in the work by Oschkinat and coworkers for
example [61].

5. The ultracentrifuge tubes must be filled completely and bal-
anced very carefully; otherwise they may fail. Balancing should
be done separately for each pair of tubes positioned exactly
across each other in the rotor.

6. If the band containing the phage is not sufficiently isolated,
change the density of the solution to move the band up or
down. The position will change for different labeling schemes
and for different types of phages. The tube after the removal of
the phage may still contain some phage, or in case where the
PEG and phage bands are mixed, the entire procedure has to be
repeated.

7. Mixing the solution of 10 μL phage/90 μL bacteria is done by
continuous gentle pipetting of the solution, while the pipette is
set to a volume of 10 μL. Do not press the pipette down all the
way (complete expulsion of liquid) to avoid production of air
bubbles.

8. Acquisition times of 500 ms may damage the probe. Care
should be taken to ensure that the power is sufficiently low
and that the duty cycle is not too high. Approximately 10–14 s
between scans is satisfactory for Adamantane.

9. Watch the incoming and outgoing power on the scope screen
and by matching and tuning set a concave shape of power
coming out of the probe on the 1H channel with a minimum
in the middle of the acquisition block (see Fig. 11). Note that
for some samples the outgoing signal will not reach a concave
shape but a flat shape.

10. Resonances in 3D spectra can be tracked easily by observing
the projections over the three orthogonal planes (e.g., NCα,
CαCX, NCX from NCACX). These projections are helpful for
assessing the location of spinning sidebands, for assessing the
completeness of the experiment and the sensitivity. Compari-
son to the corresponding 2D data sets (DCP and DARR/
CORD) is extremely helpful.
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11. If the coat protein is not entirely helical, then differentiating
intra- from inter-subunit contacts is complicated. This is the
case for general filamentous structures or for other types of
bacteriophages and requires additional strategies. See, for
example, the NMR study of the type-III secretion needle by
Lange and coworkers [62].
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Chapter 5

Spherical Nanoparticle Supported Lipid Bilayers: A Tool for
Modeling Protein Interactions with Curved Membranes

Erin R. Tyndall and Fang Tian

Abstract

Mechanistic studies of protein-membrane interactions can be complicated by the limitations of the mem-
brane model system chosen. Many of these limitations can be overcome by using a spherical silica
nanoparticle to support the membrane. In this chapter, we present a detailed protocol for the construction
of spherical nanoparticle supported lipid bilayers (SSLBs), with discussion of methods to improve
production.

Key words Spherical nanoparticle supported lipid bilayers (SSLBs), Membrane curvature, Curvature
recognition, NMR

1 Introduction

Protein-membrane interactions are the key to a variety of essential
cellular processes including autophagy, mitosis, endocytosis, and
vesicular trafficking [1, 2]. However, the molecular mechanisms of
how proteins interact with their membrane environment, and how
the membrane environment influences their activities, remain elu-
sive in most cases. This is particularly true for an emerging number
of proteins that depend upon membrane geometry for localization
or activity [3–7]. Force measurements, as well as structural and
mechanistic studies of these proteins, strongly benefit from a mod-
eling system where membrane curvature can be stably and precisely
defined [8, 9].

Common membrane mimics include micelles, bicelles, nano-
dics, small unilaminar vesicles (SUVs), large or giant unilaminar
vesicles (LUV/GUV), and planar supported lipid bilayers (Fig. 1).
There are however some caveats to these systems when they are
applied to simulate the native curved membrane environment;
micelles are very small, with a diameter of ~5 nm, and are extremely
curved, while bicelles and nanodics are most commonly used to
provide a planar membrane surface [10–12]. SUVs and LUVs can
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be produced with a diameter distribution within a certain range,
but their sizes are difficult to adjust and control rigorously [13, 14].
And as the radius increases, as in GUVs, so do stability problems,
which can lead to membrane blebbing, vesicle fusion, and other
undesirable changes in membrane structure [15].

However, spherical nanoparticle supported lipid bilayers
(SSLBs) [16], unilaminar vesicles supported by a silica bead, over-
come many of these limitations [17, 18]. In the prevailing model
for SSLBs (supported by studies using an array of techniques
including fluorescent microscopy, differential scanning calorimetry,
NMR, and electron microscopy) the absorbed lipids follow the

Large Unilaminar Vessicle

Small Unilaminar 
Vessicle

Giant Unilamiar Vessicle

Micelle

Bicelle

Nanodisc

Long chain Lipids

Short Chain Lipids

Apolipoprotein A1

Fig. 1 Pictorial representations of commonly used membrane mimics
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surface of the silicon beads and form a single bilayer [19–23]. The
bilayer is not in direct contact with its support, and is instead
supported by a buffer of water molecules (Fig. 2). Consequently,
this solid but cushioned support allows SSLBs to retain many of the
essential properties of cellular membranes, including a well-defined
geometry of the bilayer. The mechanical stability provided by the
interior support allows the bilayer to be more resistant to potential
changes in membrane shape when interacting with proteins, while
imposing few constraints on the fluidity of the lipids themselves.
These unique advantages of SSLBs have been explored to study
protein-lipid interaction in the past [24–28]. We have recently
employed SSLBs to model different curved membranes and mech-
anistically and structurally studied their interactions with a mem-
brane curvature-recognizing peptide using fluorescent microscopy

Lipid Bilayer

Silicon Bead

~20 A of 
Water

Spherical Nanoparticle 
Supported 
Lipid Bilayer

Fig. 2 Spherical nanoparticle supported lipid bilayers. The size of the SSLB is dictated by the size of the bead.
As seen in the lower portion, a layer of water molecules separates the lipids and the supporting silicon bead
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and NMR [8, 9]. In this chapter, we will describe protocols for the
preparation of SSLBs.

2 Materials

2.1 Materials for

Lipid Preparation

1. A SpeedVac concentrator with condenser.

2. A lyophilizer.

3. Glass tubes between 12 and 15 mm in diameter, and compati-
ble with your SpeedVac.

4. A laboratory fume hood.

5. Either the requisite lipids as powdered lipids, or dissolved in
chloroform. See Subheading 2.3 for details.

6. Chloroform.

7. Chloroform-safe pipette tips such as S8064 from Sigma.

8. Ultra-pure water.

9. A vortex machine.

10. Parafilm.

11. Desktop centrifuge and compatible tubes.

12. A water bath at 42 �C.

13. A dry ice and methanol bath.

14. A sonication bath.

2.2 Materials for

SSLB Preparation

1. Silica beads in aqueous solution or powdered silica beads of the
desired diameter. See Subheading 2.3 for details.

2. Ultra-pure water.

3. Methanol.

4. Desktop centrifuge for beads larger than 50 nm, ultracentri-
fuge for beads smaller than 50 nm, with compatible tubes.

5. 15 mL centrifuge tubes.

6. 1 mM CaCl2 in ultra-pure water.

2.3 Additional

Resources

1. Resources for lipids.
Avanti Polar Lipids sells a wide range of lipids, including

phospholipids and lipid extracts. Lipids can be obtained both in
powder form and in chloroform solutions.

A smaller number of lipids may be obtained from Sigma-
Aldrich or Anatrace. The latter has a similar range of lipids as
Sigma-Aldrich that can be obtained in powder form.
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2. Resources for silica beads.

(a) Nissan Chemical: Snowtex product line. This supplier
produces a variety of beads that are provided in an aque-
ous solution. Some specially shaped beads are also avail-
able if your application requires them.

(b) Fisher: Size standards. These products are rigorously
screened to the National Institute of Standards and Tech-
nology’s standards for particle size and size distribution. A
variety of sizes are available, though some product lines
have fewer size options.

(c) Cospheric Nano: Offers both nanospheres and micro-
spheres; products are shipped as a dry powder and must
be rehydrated.

3 Methods

3.1 Preparation of

SUVs

1. Begin by selecting the lipids you wish to use for your SSLBs. If
your targeted protein is lipid-makeup insensitive, we recom-
mend 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC)
as its phase transition temperature allows the resulting SSLBs
to be stable at room temperature. If you are using high per-
centage of charged lipids or lipids of disparate length, you will
need to take into consideration the various phase transition
temperatures and possible interactions with the negatively
charged silica beads, see Note 1.

2. Weigh out your lipids in a glass tube and add enough chloro-
form to dissolve them. If your lipids are already in chloroform,
simply add them to the tube. When using chloroform, be sure
to not allow it to contact plastic for any length of time. Our
laboratory’s standard preparation size is 15 mg of DMPC in
200 μL of chloroform. See Fig. 3b, c for a visual reference, and
Note 2 for caveats.

3. Use the SpeedVac to extract the solvent and deposit the lipids
on glass. Usually, this will require 2–4 h, longer if you used a
larger volume of chloroform. Once the solvent has been
removed, the lipids should appear completely dry, as in
Fig. 3d. At this point, transfer the glass tube with your lipids
to the lyophilizer overnight. This will result in a completely
dried lipid film. If non-DMPC lipids are used, the dried film
may appear more crystalline.

4. To re-hydrate the lipids add ultra-pure water to the tube to
bring the lipid concentration to 15 mg/mL. Seal with parafilm
and allow the lipids to sit at 42 �C for at least an hour with
vortexing every 15–20 min (see Note 3). The lipids appear as a
particulate suspension in water, and are pictured in Fig. 3e. At
this point the mixture will separate if left to sit.
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5. Freeze-thaw the lipid-water mixture. Briefly spin the tube to
recover and collect everything at the bottom, and then transfer
the suspension to a plastic centrifuge tube. Incubate the tube in
the methanol-dry ice bath for 15 min, and allow to thaw, while
frequently vortexing. Repeat four times, to fully freeze-fracture
the lipids into vesicles. At this point the lipids will appear

Fig. 3 SUV Preparation. Liposome preparations begin with a glass tube (a). Add lipids (b) and dissolve in
chloroform (c). After depositing on glass, the lipids should be completely dried (d and inset). Rehydrate lipids
with water (e), and vortex repeatedly to resuspend (f). After a freeze-thaw cycle, return to the glass tube for
sonication; lipids should retain appearance. Sonicate until clear (h), (g) shows an example of incompletely
sonicated liposomes, which retains opacity
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translucent, and should remain suspended in solution longer,
this is exemplified in Fig. 3f.

6. For the formation of the SUVs, transfer the lipid mixture into a
clean glass tube. Seal the tube with copious amounts of parafilm
and insert into a float and add to the sonication bath. Sonicate
until the solution becomes clear, or at least translucent; com-
pare Fig. 3g, h (see Note 4). Place your SUVs in the 42 �C
water bath until needed; they should remain stable in the
solution for a few days. We recommend not storing re-hydrated
lipids for more than a week before use.

3.2 Preparation of

SSLBs

1. Select the desired size of your SSLB; this should correspond to
the membrane geometry your protein is known to interact
with. If there are a range of sizes applicable to your protein,
consider selecting the largest, as it will result in an easier prepa-
ration. See Fig. 4a for an example of 50 and 1000 nm beads.

2. If your beads are in powder form, you will need to hydrate
them before they can be used. Weigh out the powdered beads,
and add 2–5 volumes of water. Allow to sit at 42 �C for at least
16 h, with vortexing. If the beads are not completely hydrated,
it will lead to clumping.

3. Shake bead solution to homogenous suspension and add
desired volume of bead to a microcentrifuge tube. We usually
use a total of 40 mg of beads in each tube.

4. Spin the solution to pellet beads (see Table 1 for spinning times
associated with each bead size). Discard the supernatant, and
add 1 mL of ultrapure water to resuspend the pellet by aggres-
sive vortexing, see Fig. 4b, c for an example of how the pellet
should appear when resuspending (see Note 5).

Fig. 4 Silicon Beads. 1000 and 50 nm beads aliquoted from commercial stock (a). The beads can be difficult to
resuspend, and the smaller they are the harder it will be. (b) shows 1000 nm beads immediately after re-
addition of water, and the increased opacity can clearly be seen; the inset shows how they appear in
suspension. (c) shows the same for 50 nm beads, and it is clear that the beads remain largely in the pellet, and
that the pellet is more difficult to see
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5. Repeat step 4 and wash beads with 1 mL methanol once and
1 mL water three times. For final resuspension, target 40 mg/
mL in ultra-pure water. Beads should now be stable at room
temperature (see Note 6).

6. To prepare SSLBs, first ensure all components are at 42 �C.
Next, take desired volume of beads and bring volume to 2 mL
with ultra-pure water in a 15 mL conical tube. To a second
tube, add lipids according to the value in Table 1, and bring to
2 mL with ultra-pure water. Vigorously pipette the bead mix-
ture into the lipid mixture, and quickly add 8 μL of the 1 mM
CaCl2 solution. Vortex for at least 60 s.

7. Move the mixture solution to the 42 �C water bath for an hour
with vortexing every 15 min. An example of how 1000 and
50 nm beads appear during this process is in Fig. 5a, b
respectively.

8. Spin the SSLB solution according to Table 1. Once pelleted,
discard the supernatant and wash pellet with 1 mL ultra-pure
water. Vortex to suspend the pellet (see Note 7). Repeat three
times. Figure 5c, d demonstrate both the pelleted and resus-
pended SSLBs.

9. Resuspend the pellet in 200 μL water. SSLBs are now ready for
use as seen in Fig. 5e.

4 Notes

1. If more than 15% of your lipids are negatively charged you may
have to alter the protocol to account for this. A spacer can be
used to loosely tether the lipids out further from the bead, such
as using avidin as a linker between the lipids and the bead [29].

2. Some lipids and lipid mixtures are not soluble in chloroform.
While this will not lead to immediate problems, it is usually

Table 1
SSLB preparation

Bead size
(nm)

Theoretical lipid required
to coat beads (per mg
beads) (mg)

Experimentally
recommended amount
(mg)

Time and speed needed to
pellet

20–30 0.4 1.6 15 min at 200,000 � g

50 0.2 0.8 10 min at 16,000 � g

100 0.1 0.4 5 min at 16,000 � g

1000 0.01 0.04 2 min at 16,000 � g
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indicative of atypical behavior later: including SUVs not being
stable at lower temperatures, or incomplete transition to SUV
state. You may consider trying to optimize your lipid selection
for those of similar lengths and phases transition temperatures.
Additionally, be careful using whole lipid extracts, as they often
are not pure, and are more difficult to completely form into
SUVs.

3. The better hydrated the lipids are, the easier it will be to
transition them into SUVs. Leaving the lipids at 42 �C over-
night with hour of intermittent vortexing the next day can be
helpful for difficult lipid mixtures.

4. For optimal sonication, it is necessary to check on the tube
every 15–20 min. It is best to try and keep the tube “pinned”
on one of the nodes using other floats. It is easy to tell when
you are in the correct place because the sound will shift slightly,
and the surface of your lipid mixture becomes very volatile.
However, maintaining position can be difficult, and even if
correctly managed, the heat of sonication often melts the

Fig. 5 SSLB preparation. (a) and (b) demonstrate how the SSLBs should appear after vortexing during
incubation with the CaCl2. (c) The pellet for 1000 nm beads appears the same as before coating, and the
resuspended mixture is largely opaque. (d) The pellet for 50 nm beads will appear more opaque, and the
resuspension should appear iridescent, but not entirely opaque. (e) A side-by-side comparison of completed
1000 and 50 nm SSLBs
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parafilm. Thus, we recommend checking the position and par-
afilm integrity every 15 min. If after 1 h you have seen no
change in opacity of the solution, try dividing it into two
tubes. Figure 2g shows incompletely sonicated DMPC lipo-
somes, as compared to h. Some lipid makeups will never
become more translucent than g.

5. It can be difficult to resuspend the bead pellets. Allowing them
to sit in a warm water bath for 10 min, or sonicating them may
help loosen the pellet. It is also best to resuspend in an excess of
water. For the preparation of a large amount of beads it is best
to do it in small lots and combine at the end. The smaller the
bead, generally the harder it is to resuspend. Do not pipette up
and down; you will lose beads stuck in the tip.

6. Small beads, such as 20–100 nm, should remain in the solution
rather than pelleting after resuspension. Larger beads will sink
if left to sit on the bench. If your beads are not staying in the
solution, they may need to be further hydrated before proceed-
ing to the coating stage.

7. The SSLB pellet should appear similar to the bead pellet, but
with a slight increase in opacity and a colored sheen on the
smaller sizes. If you have trouble resuspending the SSLB pellet,
allow the solution to sit in a water bath for 10–15 min. We do
not recommend sonication once lipids have been added. Using
excess SUVs during coating will make resuspension easier. If
the pellet has turned milky white or if there are obvious chunks,
then the SSLB coating has failed. It is best at this juncture to
start over with another set of beads, and consider doubling the
amount to CaCl2 to stabilize the silica-lipid interactions.
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Chapter 6

Rapid Prediction of Multi-dimensional NMR Data Sets Using
FANDAS

Siddarth Narasimhan, Deni Mance, Cecilia Pinto, Markus Weingarth,
Alexandre M.J.J. Bonvin, and Marc Baldus

Abstract

Solid-state NMR (ssNMR) can provide structural information at the most detailed level and, at the same
time, is applicable in highly heterogeneous and complex molecular environments. In the last few years,
ssNMR has made significant progress in uncovering structure and dynamics of proteins in their native
cellular environments [1–4]. Additionally, ssNMR has proven to be useful in studying large biomolecular
complexes as well as membrane proteins at the atomic level [5]. In such studies, innovative labeling schemes
have become a powerful approach to tackle spectral crowding. In fact, selecting the appropriate isotope-
labeling schemes and a careful choice of the ssNMR experiments to be conducted are critical for applications
of ssNMR in complex biomolecular systems. Previously, we have introduced a software tool called FANDAS
(Fast Analysis of multidimensional NMR DAta Sets) that supports such investigations from the early stages
of sample preparation to the final data analysis [6]. Here, we present a new version of FANDAS, called
FANDAS 2.0, with improved user interface and extended labeling scheme options allowing the user to
rapidly predict and analyze ssNMR data sets for a given protein-based application. It provides flexible
options for advanced users to customize the program for tailored applications. In addition, the list of
ssNMR experiments that can be predicted now includes proton (1H) detected pulse sequences. FANDAS
2.0, written in Python, is freely available through a user-friendly web interface at http://milou.science.uu.
nl/services/FANDAS.

Key words Biomolecular NMR, Labeling schemes, Spectral prediction, Spectral analysis and proton
detection

1 Introduction

NMR represents a powerful tool for studying protein structure and
dynamics. Thus, there is a growing need to make it more accessible
to the community by providing analysis tools from an early level of
the project to the final data analysis stage. We previously introduced
a web application termed Fast Analysis of multidimensional NMR
DAta Sets (FANDAS) [6] which aids in spectral analysis by produc-
ing peak lists for a variety of multidimensional solid-state NMR
(ssNMR) experiments. FANDAS has the unique ability to
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accommodate a variety of inputs and input modifications to
accurately predict the peak pattern for given NMR experiments
(Fig. 1). This property has been particularly useful in predicting
NMR peaks in multidimensional NMR experiments and has, for
example, enabled rapid identification of the most suitable labeling
schemes even for studies of proteins in native cellular environments
[3–5, 7–9].

Here, we present an improved version of FANDAS, called
“FANDAS 2.0” (simply referred to as FANDAS in this chapter).
FANDAS is now built on Python, and extended to a web interface
using the Flask micro-framework (http://flask.pocoo.org). There-
fore, vast improvements could be done to the user interface by
introducing a user-friendly web-form that integrates all inputs at
once. Another major improvement aids in choosing labeling
schemes by offering improved choices for forward labeling (see,
ref. 10 for a further discussion of forward and reverse isotope
labeling) such as specific 13C-only or 15N-only labeling which
were not available before. These new options speed up the process
of predicting NMR correlation data for different forward labeling
schemes, in particular with respect to inter-residue sequential cor-
relation experiments such as N-Co-Cx [11]. Additionally, it is now
possible to predict correlations for proton-detected ssNMR experi-
ments that are of increasing use in biological ssNMR
[12, 13]. Finally, additional features have been implemented,
which will be discussed in detail in the following sections. For the
users with command line experience, we provide a standalone
python application (https://github.com/siddarthnarasimhan/

Fig. 1 Overall scheme of FANDAS, describing the different types of data used to refine the final prediction of
peaks for multi-dimensional NMR experiments. The different types of inputs that FANDAS accepts are given in
brown boxes and input modification options such as labeling schemes and distances are given in grey boxes
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FANDAS_2.0), which is also the engine for the webserver and can
be run on a local personal computer. This version provides more
flexibility to the user allowing customization of the program for
advanced studies such as those involving unique or unnatural
amino acids, or to extend the program to predict additional
ssNMR experiments currently not implemented in FANDAS 2.0.

This chapter provides protocols describing the use of both the
webserver and command line versions of FANDAS. In the follow-
ing sections, a step-by-step description is given for each feature in
FANDAS, using a sample protein as an example.

2 Materials and Prior Knowledge

2.1 Introduction

to SPARKY Peak Lists

FANDAS has been geared toward users of the NMR data analysis
program, SPARKY [14]. Thus, a prior knowledge of SPARKY is
highly recommended. SPARKY allows for easy NMR spectral visu-
alization, assignment, and analysis. The peaks identified in a spec-
trum are usually stored as space-delimited plain text files known as
peak lists. Each line in the peak file, corresponding to a single peak,
consists of three elements: (a) The peak label that appears as an
annotation on the spectrum, (b) the peak coordinates that repre-
sent chemical shifts of the correlating nuclei, and (c) the notes
section, where the user is free to add any notes regarding the peak
(Fig. 2). The output of FANDAS is composed of peak files that the
user can then superimpose on the spectra.

Fig. 2 Description of SPARKY 2D (left) and 3D (right) peak lists generated using FANDAS. (a) The peak labels,
which would appear on the spectrum when the peak list is loaded. The default “? -?” for 2D peak list and “?-
?-?” for 3D peak list imply that the peaks do not have any labels. (b) Peak coordinates, which are essentially
the chemical shifts of the correlating nuclei. (c) The notes section- notes do not appear on the spectrum, but
can be accessed too in the peak list. By default, FANDAS stores the peak information in the notes section
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2.2 FANDAS

Webserver

The FANDAS webserver has been made user friendly to enable its
use in the wider scientific community. Thus, no prior computa-
tional knowledge is required to be able to operate it and there are
no restrictions on the operating system or the browser. However,
we recommend usage of any version of Google Chrome or Mozilla
Firefox. The server is freely available at: http://milou.science.uu.
nl/services/FANDAS.

2.3 FANDAS Local

Installation

To use a local version of FANDAS, the user is required to have at
least some elementary knowledge on working with the command
line (bash environment is recommended) like navigating through
folders and opening text files using editors. Thus, a basic knowl-
edge of using text editors like vim or nano is recommended (alter-
natively GUI-based text editors like Notepad þ or TextEdit could
also be used). FANDAS has been created on a computer running
MacOS X El Capitan (10.11) with Anaconda 2.4.1 running Python
2.7.12. However, FANDAS can be readily run on a different plat-
form, provided that the following computational requirements are
met:

1. Windows/Mac/Linux operating systems that can preferably
run a BASH shell environment (the protocol we describe here
uses this environment, but the user is free to use
something else).

2. Python 2.7 (https://www.python.org/downloads/) or higher
with pip (https://pypi.python.org/pypi/pip) to install python
packages and the python package numpy (preferably 1.11.2)
(https://www.scipy.org/scipylib/download.html).

3. git (https://git-scm.com/book/en/v2/Getting-Started-
Installing-Git): to clone the FANDAS package onto the local
desktop.

4. DSSP (http://swift.cmbi.ru.nl/gv/dssp/) or STRIDE
(http://webclu.bio.wzw.tum.de/stride/) for secondary struc-
ture assignments (Optional).

5. SHIFTX2 (http://www.shiftx2.ca/) for estimating chemical
shifts from existing structural models (Optional).

Detailed instructions to install the above (required) packages
on your operating system of choice are given in the readme.md on
the GitHub repository https://github.com/siddarthnarasimhan/
FANDAS_2.0.

3 Methods

This section presents a general tutorial, with instructions to use the
FANDASwebserver and the command line version of FANDAS. For
this purpose, a small post translational modifier protein—Ubiquitin,
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has been used as a test case. The test dataset used for this
demonstration (test_dataset.tar) can be downloaded from the
GitHub repository: https://github.com/siddarthnarasimhan/
FANDAS_2.0. This demonstration will summarize a typical
FANDAS workflow and give the user a glimpse of all the features
that the program offers.

3.1 Using

the FANDAS Webserver

To run the FANDAS webserver, open a web browser of your choice
and navigate to: http://milou.science.uu.nl/services/FANDAS/.
The webpage consists of a web form that is divided into blocks,
containing fields corresponding to different types of input. Instruc-
tions to fill in particular fields are mentioned in the webpage and
will be elucidated below in a step-by-step manner.

1. Input Sequence and Secondary Structure Block: This block
contains three fields of which two are mandatory:

(a) Project Name (mandatory): The user may choose any
arbitrary name with more than four letters or numbers.
No special characters (except underscore, “_”) or spaces
are permitted.

(b) Protein Sequence (mandatory): The input sequence
must be in single letter amino-acid code (not case sensi-
tive). To this end, inputs are restricted to the 20 naturally
occurring amino acids and any other input values will be
changed to “A,” i.e., alanine. If the user uses a raw FASTA
sequence, all lines that do not contain the sequence need
to be removed.

(c) Secondary Structure: The secondary structure assign-
ments will be used to accurately assign chemical shifts to
the backbone heavy atoms and protons by using prede-
termined average chemical shift statistics for every amino
acid existing in different distinct conformations [15]. If
the protein structure is available, it is possible to obtain
these assignments by using programs such as DSSP [16]
(http://swift.cmbi.ru.nl/gv/dssp/) or STRIDE [17]
(http://webclu.bio.wzw.tum.de/stride/) and if the
structure is not known, prediction tools such as JPRED4
[18] (http://www.compbio.dundee.ac.uk/jpred/) or
PSIPRED [19] (http://bioinf.cs.ucl.ac.uk/psipred/)
may be used. The user must ensure that the secondary
structure assignments/predictions are simplified to the
assignments that are permitted, namely: alpha-helix “a,”
beta-sheet “b,” and random coil “c” in addition to NMR
calculated averages “n”which is assigned to the protein by
default. In the example shown in Fig. 3, the secondary
structure assignments were done using command line
version of STRIDE on the PDB structure 1UBQ and
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simplified to a, b, and c. If the secondary structure assign-
ments are not available for a part of the protein, it is
recommended that the user fills in “c” or “n” at the
appropriate sequence sites. For example, if for the
sequence “APAPMLQSMVSLLQSLV” the secondary
structure of the first four residues is not known, the sec-
ondary structure input could be “nnnn” or “cccc” fol-
lowed by the assignments for the remaining residues e.g.,:
nnnnaaaaaaaaaaaaa.

An example of a completed form is given in Fig. 3.

2. Input Chemical Shifts as BMRB Table Block: FANDAS also
accepts user defined chemical shift assignments that would be
used in lieu of the default assignments discussed in the previous
section. In the absence of chemical-shift assignments, it is
possible to generate (predict) chemical shifts on the basis of a
3D protein structure to a reasonable level of accuracy for every
atom using programs such as SHIFTX2 [20] (http://www.
shiftx2.ca/cgi-bin/shiftx2.cgi). The following are the descrip-
tions of the fields present in this input block:

(a) BMRB Tables: It is recommended for the assignments to
be in a tabular NMR-STAR format (for a detailed descrip-
tion, see http://www.bmrb.wisc.edu/formats.html).
FANDAS also accepts any table-like text file with rows
(lines) corresponding to each nucleus, with columns con-
sisting of atom name, residue number, and chemical shift
(Fig. 4). In the example (Fig. 5), the command line ver-
sion of SHIFTX2 was used to generate the BMRB tables
using the crystal structure of Ubiquitin (1UBQ).

Fig. 3 Example input of the “Input Sequence and Secondary Structure” block
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(b) Provide column numbers for residue number, atom
name, and chemical shift: The user is required to provide
the column numbers for residue number, atom name, and
chemical shift corresponding to the tables input in the
previous field.

(c) Provide the residue number for the first entry: This
field should be left blank if the residue numbers in the
BMRB tables match the residue numbers in the input
sequence. If not, the residue number for the first entry
(line) in the assignment table is to be entered in this field.
This value is used to offset all residue numbers in the table
to match the sequence.

Fig. 4 An example of BMRB tables that is accepted in FANDAS

Fig. 5 Filled out sample of “Input Chemical Shifts as BMRB Tables” block
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3. Amino-Acid Selective Labeling SchemesBlock: By default, it is
assumed that the protein of interest is fully isotope labeled (i.e.,
100% enriched at the 13C and 15N positions). The options
provided in this section allow for the incorporation of amino-
acid selective forward or reverse labeling schemes (Fig. 6). If
forward or reverse labeling schemes are used, the user must
specify a list of amino acids for the chosen labeling scheme.
This section is particularly useful for assessing the result of
different labeling schemes on the resulting ssNMR spectra. A
typical application for features in this section is discussed
section 4.

4. Glycerol Labeling Schemes and Fractional Deuteration: To
reduce spectral crowding among the various carbon positions,
glycerol-based labeling schemes have been introduced
[21–23]. Such schemes have been implemented in FANDAS
and choosing any of the glycerol labeling schemes would dis-
able amino acid selective (forward or reverse) labeling schemes
or fully labeled schemes. Additionally, this section is set up to
include fractional deuteration (dashed box in Fig. 7) scheme,
which is intended to fully deuterate 13Cα nuclei as well as
specific side chain carbons [13, 24].

Fig. 6 “Amino-Acid Selective Labeling Schemes” block consists of options to choose the appropriate labeling
scheme and a provision to enter the desired labeled amino acids in double or single labeled forms

Fig. 7 Highlighting how different labeling schemes are handled in FANDAS and the option for fractional
deuteration (green box)
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5. Distance List Between Homonuclear (H-H or C-C) Pairs
Block: Predicting peaks for distance-edited experiments
requires a list of distances between H-H or C-C groups
depending on the experiment. These distances can essentially
be through-space distance restraints obtained previously from
NMR experiments or they can be generated from PDB coor-
dinates. To generate distances from PDB coordinates, we have
generated a dedicated python script “distance_calculator.py”
which can be accessed from the GitHub repository: https://
github.com/siddarthnarasimhan/FANDAS_2.0. Along with
the distances provided, the user must provide a cutoff distance
(in Å). To exemplify such a distance cutoff, a sample output for
a distance edited CC Spin diffusion experiment is shown for
two cut-off values in (Fig. 8).

6. Predict Peaks for NMR Experiments (SPARKY Format)
Block: This is the final section of FANDAS webserver where
the experiments for which predictions are to be made, are
listed. This section consists of a list of experiments that the
user can simply select using the appropriate check boxes
(Fig. 9).

(a) Peak Labels: Along with the list of experiments, this sec-
tion features an option to turn on peak labels (highlighted
with a dashed box in Fig. 9). As described in Subheading
2.1, the default peak labels are null: “?-?” “?-?-?”. By
turning on the “Peak Labels” option, the peak list would
now be incorporated with the labels. The labels would
inform the user of the nuclei involved in the correlation
observed (Fig. 10).

Fig. 8 Example outputs (dashed boxes) suited for the analysis of distance-dependent CC correlation experi-
ments (such as protein-driven spin diffusion) for two different cut-off values. Distance lists were calculated
using the crystal structure of Ubiquitin (PDB: 1UBQ)
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(b) Residue number offset: This field (highlighted with a
dashed box in Fig. 9) takes in numerical values to offset
the residue number in the final peak lists. If the user wishes
that the residue numbers start from a different number
than one, it can be specified here. This is particularly
useful if the prediction is being done for a specific segment
or a domain and not the whole protein, wherein the
starting residue number may not be one.

Fig. 9 The final input block, where the user can select experiments for which predictions are to be made,
specify if peak labels are required and if the residue numbers need to be offset (highlighted using dashed
boxes)
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7. Accessing the Results: After the form is completed, the job
would be submitted to the server and the user will be redir-
ected to the results page where the predictions will be available
for download (Fig. 11). The user can access the peak files by
simply clicking on the appropriate file that is listed. Currently,
results are stored for up to one day on the server and can be
accessed by simply navigating to the URL of the results page
that is shown in the browser window.

Fig. 10 Sample peak outputs overlaid on empty N-H Spectra in SPARKY. The left panel shows the default
output when Peak Labels are inactive and the right panel shows the output when Peak Labels are turned
on

Fig. 11 Prediction results as seen on the results page
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3.2 Running

the FANDAS

Application Locally

The features of this version are the same as the webserver, since the
webserver uses this python application as an engine. Thus, this
section will explain how to clone the application along with the
supporting files onto a local computer and how to use the interface
rather than discuss-specific features. Every command line input and
output is shown in a black background; input lines begin with a $
sign.

1. Cloning the git repository onto the local computer: For a
quick introduction to git, we refer the interested reader to
https://git-scm.com/book/en/v2/Getting-Started-Git-Basics.
To start with, open a BASH environment with a terminal
emulator of your choice and type the following:

$ git clone https://github.com/siddarthnarasimhan/FANDAS_2.0

The user should see the following output if the git cloning was
successful (if not, please check if git has been installed):

Cloning into ’FANDAS_2.0’...

remote: Counting objects: 7, done.

remote: Compressing objects: 100% (6/6), done.

remote: Total 7 (delta 0), reused 7 (delta 0), pack-reused 0

Unpacking objects: 100% (7/7), done.

Navigate to the FANDAS_2.0 folder and list the files present.
All files are required and the demo folder (ubiquitin_demo) is
shown below:

distance_calculator.py fandas.py readme.md standard.dat test_-

dataset.tar

2. Description of the contents in the FANDAS_2.0 Package:

(a) distance_calculator.py: This script is used to calculate the
distance between homonuclear pairs from the supplied
PDB coordinates.

(b) fandas.py: This is the FANDAS_2.0 application.

(c) README.md: A github mandated readme file for the
program.

(d) standard.dat: A file containing the standard chemical-
shift tables for all amino acids.
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(e) test_dataset.tar: Contains a test dataset that has been
used to demonstrate the use of FANDAS in this manual.
It contains a readme file named “readme.txt” that
describes all the files in the folder. In the following sec-
tions, the files in this folder would be referred to for
demonstration.

3. Testing the application and the help flag: This is important,
as the user would already know if all the modules (see readme.
md file for more information) necessary to run FANDAS are
available. Besides, considering the number of arguments that
FANDAS accepts, the user may have to invoke the help feature
each time the program is used, to ensure that arguments are
used correctly. Execute the script with the help “-h” flag:

$ python fandas.py -h

If the usage message followed by a list of arguments is printed
(shown in the next section), then there are no compilation errors
and thus the application is ready to use.

4. Usage message and description of the arguments: The usage
message essentially lists all arguments that FANDAS takes as
flags. The flags that have been listed within square brackets are
optional arguments. The ones that are not listed within square
brackets are the obligatory arguments, which in our case are
only -i that corresponds to the input sequence:

When the help option is invoked, a description of each argu-
ment is printed below the usage message (shown below). The
description for each argument needs to be read carefully. Inputs
for sequence, secondary structures, BMRB tables, and distance
lists are to be supplied as plain text files.
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5. Preparation of the input files: To prepare the input files, we
recommend creating a working directory to store all input text
files such as sequence, secondary structure assignments, BMRB
tables, and the distance lists. The files in the “test_dataset.tar”
are used as an example below. The choice of text editor is not
important, provided that the file created is a plain text file.

6. Making peak predictions: For easy use, it is recommended to
create an alias for the path of the “fandas.py” script in the “.
bashrc” or “.bash_profile” file so that the script is globally
executable. To make the predictions, navigate to the working
directory and type the following command (The description of
each argument in the command input is given in Table 1):

$ python fandas.py -i 1ubq-seq.txt -ss 1ubq-ss.txt -bt 1ubq-

bmrb-tables.txt -btc 1 3 4 -dlist 1ubq-dist.txt -dlim 5 –exp_2d

hn -exp_2dd chh -exp_3d ncacx -exp_3dd ncacx -sl

7. Guide to using labeling schemes: By default, the protein is
assumed to be fully 13C & 15N labeled unless arguments defin-
ing the labeling schemes are specified. Alternative labeling
schemes available are shown in the table below (Table 2).

Table 1
Description of all parameters in a sample FANDAS input

Flag þ Argument(s) Description

-i 1ubq-seq.txt input file (or path) is “1ubq-seq.txt”

-ss 1ubq-ss.txt file (or path) containing secondary structure is “1ubq-ss.txt”

-bt 1ubq-bmrb-
tables.txt

file (or path) containing the BMRB tables is “1ubq-bmrb-tables.txt”

-btc 1 3 4 column indices for residue number, atom name & the chemical shift in
the BMRB tables are 1, 3 & 4

-dlist 1ubq-dist.
txt

file (or path) containing the distance list is “1ubq-dist.txt”

-dlim 5 distance limit between nuclei for them to be treated as neighbors for
predicting peaks in distance-encoding NMR experiments

-exp_2d
cc_spindiff_intra

predict peaks for a 2D intra residue CC spin diffusion experiment

-exp_2dd chh predict peaks for a 2D distance-edited CHH experiment

-exp_3d ncacx predict peaks for 3D N-Ca-Cx spectrum

-exp_3d ncacx predict peaks for 3D distance edited N-Ca-Cx spectrum

-sl assign peak labels that would be visible on the spectrum in SPARKY
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4 Analysis and Case Study

As mentioned in the introduction section, FANDAS operates by
integrating a variety of inputs to predict the peaks occurring in
different experiments. Sample outputs for a CC Spin diffusion
experiment produced by FANDAS in a data rich and data deprived
cases are shown in Fig. 14. Thus, indicating that the quality of the
predictions entirely relies on the quality of the input provided. Even
when operating in a low information regime, it is possible to get a

Table 2
Alternative and supplementary labeling schemes to the default—uniformly 13C & 15N default labeling
scheme

Flag þ Argument(s) Description

-ls <labeling
scheme>

labeling scheme to be used; when left empty, the protein would be assumed to
be fully 13C and 15N labeled

-dl <residue
list>

list of forward 13C þ 15N labeled amino acids or reverse 12C þ 14N (unlabeled)
amino acids as per the chosen labeling scheme (�ls)

-cl <residue
list>

list of forward 13C labeled or reverse 12C (unlabeled) amino acids as per the
chosen labeling scheme (�ls)

-nl <residue
list>

list of forward 15N labeled or reverse 14N (unlabeled) amino acids as per the
chosen labeling scheme (�ls)

-fd include fractional deutration; this can be combined with other labeling schemes

Fig. 12 FANDAS Predictions of CC (PARIS) experiment [25] when only secondary structures are supplied (Panel
A with the gray peaks) and in an information-rich regime where chemical shifts of all atoms were predicted
from the crystal structure using SHIFTX2 (Panel B with blue peaks). In the zoom-in of the serine and threonine
region, one can clearly observe that the prediction accuracy is greatly improved when more information is
supplied to FANDAS
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substantial amount of preliminary information for a FANDAS-
based spectral analysis (Fig. 12).

To highlight some of the areas where FANDAS could be useful
besides spectral analysis, the following case studies are described.

1. Case Study- Choosing Amino Acid Selective Labeling
Schemes using FANDAS: This is one of the most insightful
features that FANDAS offers, particularly at the early stages of
an NMR study. Tailored amino-acid selective labeling schemes
can drastically reduce spectral crowding and allow the user to
focus on selected protein regions. This section demonstrates
how FANDAS can be used to rapidly assess the effect of chang-
ing labeling schemes. To illustrate the output generated for the
different labeling schemes, two 2D experiments have been
selected:

(a) N-Ca intra-residue correlations that probe protein resi-
dues that are both 13C and 15N labeled.

(b) N-Co inter-residue correlations that probe the polariza-
tion transfer between the backbone nitrogen atom of the
(i)th residue to the carboxyl carbon atom of the (i-1)th
residue. This requires the (i)th residue to be at least 15N
labeled and the (i-1)th residue to be at least 13C labeled.

Case 1: Fully Labeled (Default): The default option (Fig. 13a)
assumes that all the residues are fully labeled. The output for such a
labeling scheme would contain all peaks that could possibly occur in
each experiment (Fig. 13b).

Case 2: 13C & 15N Labeled: If specific residue types are 13C & 15N
labeled, FANDAS retains the 13C & 15N (forward labeled Fig. 14a)
chemical shifts or removes them and retains the remaining amino
acids (reverse labeled Fig. 14b). When a forward labeling scheme of
this nature is used, the spectral crowding is vastly reduced in both
N-Co and N-Ca spectra, and sequential correlations can be observed
at specific sites as shown in Fig. 14c.

Case 3:Using 13C only labeled amino acids and 15N only labeled
amino acids: There exist labeling schemes where either 13C or 15N
amino acids are labeled in combination to probe site selective sequen-
tial correlations on proteins (see, refs. 3, 4). FANDAS treats inputs
for this labeling scheme in a similar fashion to the previous case. If
residues are 13C or 15N labeled, FANDAS either retains only the 13C
or 15N (forward labeled Fig. 15a) chemical shifts or removes them and
retains the remaining amino acids (reverse labeled Fig. 15b) as shown
in Fig. 15c.
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Fig. 13 The default fully labeled option and the resulting predictions for peaks in the N-Co and N-Ca spectra of
Ubiquitin
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Fig. 14 Incorporating amino acid selective 13C þ 15N labeling scheme in FANDAS for glycine, valine, lysine,
and threonine residues. As can be seen in the peak prediction, the two labeling schemes complement each
other



Fig. 15 Incorporating 13C labeled arginine, threonine and 15N labeled leucine, glycine amino acid selective
labeling scheme in FANDAS. As can be seen in the peak prediction, sequential correlations can be observed
for specific parts of the protein
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Chapter 7

Strategies for Efficient Sample Preparation for Dynamic
Nuclear Polarization Solid-State NMR of Biological
Macromolecules

Boris Itin and Ivan V. Sergeyev

Abstract

Solid-state NMR (SSNMR) is a powerful tool for the elucidation of structure and dynamics in biological
macromolecules. Over the years, SSNMR spectroscopists have developed an array of techniques enabling
the measurement of internuclear correlations, distances, and torsional angles; these have been applied to the
study of a number of biological systems that are difficult to study by X-ray crystallography and solution
NMR, including key biological targets such as membrane proteins and amyloid fibrils. Applications of
SSNMR to other topic areas, including materials science, pharmaceuticals, and small molecules, have also
flourished in recent years. These studies, however, have always been hampered by the low inherent
sensitivity of SSNMR, requiring large amounts of both sample and time for data collection. By taking
advantage of unpaired electrons doped into a sample as a ready source of additional nuclear polarization,
dynamic nuclear polarization (DNP) has brought about large improvements in SSNMR sensitivity. These,
in turn, have enabled structural studies of previously inaccessible targets, such as large protein complexes,
nucleic acids, viral capsids, and membrane proteins in vivo. Herein, we focus on sample preparation
strategies and considerations for scientists interested in applying DNP to challenging systems.

Key words Dynamic nuclear polarization, Signal enhancement, Magnetic resonance, Solid-state
NMR, Radicals

1 Introduction

Dynamic nuclear polarization (DNP) provides an opportunity to
dramatically increase the sensitivity of solid-state NMR (SSNMR)
experiments. By doping a sample with radicals, then transferring
the much larger spin polarization of electrons to the protons (γe/
γH � 660) or other NMR-active nuclei of the sample, large
enhancements to the NMR signal are possible, on the order of
several hundred- to several thousand-fold depending on the details
of the polarization transfer pathway [1–3] (Fig. 1).

The resulting boost in signal-to-noise ratio provides an oppor-
tunity to study the structure of large proteins and protein assemblies
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in vitro and even in vivo. To be successful, however, DNP studies
require sophisticated hardware, methodology, and specific proce-
dures for sample preparation. While we will touch on the first two
topics briefly, this chapter focuses largely on the latter.

For readers interested in learning more about DNP, excellent
reviews are available to cover recent advances, including applications
of DNP at high fields [4, 5], for membrane proteins in lipid bilayers
and in cells [6–8], matrix-free methodology [9], ultra-low tempera-
ture [10], sources and mechanisms of polarization [11], and others
[12, 13]. Over the past 2 years, many more DNP studies have
explored highly challenging biological systems and processes such
as the cis-trans isomerization of retinal in Channelrhodopsin [14],
15N PISEMA spectroscopy of oriented PGLa [15], membrane-
anchored cytochrome-b5 in native E. coli cells [16], conformation,
proton conduction and hydration in influenza B virus [17], and
prion structure in a deuterated cellular lysate environment [18].

1.1 Goals DNP provides significant signal enhancements and, consequently,
tremendous savings in NMR acquisition time. Unfortunately, this
often comes together with some loss in spectral resolution.
Enhancement and resolution in DNP depend on many
interconnected factors, often temperature- and sample-specific;
some of these are well characterized, while others are only partially
understood. The polarizing agent used, alongside its solubility/
penetration into the material to be studied, is the single most
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important factor determining DNP enhancement. Poor penetra-
tion of radicals may often lead to long DNP buildup times, which
mean that maximum enhancement cannot be reached with reason-
able values of the recycle delay. Line broadening, on the other hand,
is a more complex phenomenon that appears to be primarily driven
by sample inhomogeneity and/or intrinsic dynamics [5, 19]. As a
result, DNP linewidths are difficult to predict or control, though
care should be taken to ensure homogeneity of the sample to avoid
the presence of a distribution of distinct molecular environments.

The primary goals in preparing a DNP sample, then, are to
achieve the maximum possible enhancement to maximize signal-to-
noise ratio (SNR), while keeping the DNP buildup time (TB)
short to avoid long recycle delays, and while also maintaining as
narrow linewidths as possible. A secondary, but nonetheless
important, objective for signal-to-noise considerations is to fit as
much of the system of interest as possible into the DNP rotor,
which implies keeping other components, such as any DNP solvent,
to a minimumwhile still satisfying the conditions mentioned above.
All of this must be done while maintaining compatibility and solu-
bility between the biomolecule(s) of interest, the radicals, and the
DNP solvent system. In essence, DNP sample preparation presents
an optimization problem with a large number of opposing vari-
ables; herein, we attempt to merely suggest convenient starting
points.

1.2 Hardware

and Principles

of Operation

In simplest terms, a modern, conventional DNP SSNMR spec-
trometer is a combination of five key components:

l NMRmagnet, typically wide-bore, and often including an addi-
tional superconducting sweep coil with a range of several MHz.

l NMR console, typically optimized for SSNMR.

l Low-temperature magic-angle spinning (LTMAS) cabinet con-
taining all equipment needed to generate and regulate spinning
(bearingþ drive) and variable temperature (VT) gases at approx-
imately 100 K or below.

l SSNMR probe tunable to the nuclei of interest, with a micro-
wave waveguide to direct microwaves toward the rotor.

l Microwave source at the corresponding EPR frequency, with
waveguide to carry microwaves efficiently into the probe.

Microwave sources for DNP applications have typically been
first- or second-harmonic gyrotrons, capable of output power
10–100 W at the EPR frequency corresponding to the magnetic
field of the NMRmagnet. Second-harmonic gyrotrons have gained
favor in recent years, as they require a smaller magnetic field to
operate and can therefore be placed closer to the NMR magnet,
reducing microwave transfer losses. Recent developments have seen
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the introduction of lower-power klystron microwave sources at
263 GHz, reducing cost and space requirements (Fig. 2). Com-
mercial DNP hardware from Bruker Biospin is currently available at
400 MHz/263 GHz, 600 MHz/395 GHz, and 800 MHz/
527 GHz.

Though there has been recent progress in this area [20], due to
limitations in the tuneability of microwave sources at the frequen-
cies required for DNP, the EPR frequency is generally kept constant
while the NMR field is swept to move around the EPR spectrum
(e.g., to match the EPR absorption frequencies of different radi-
cals). As a result, the DNP spectrometer can be viewed as a mash-up
of NMR and EPR spectrometers, with the EPR field sweeping
accomplished via the NMR sweep coil, and NMR being performed
in a standard fashion. Further, due to the use of linear-beam vac-
uum tubes such as gyrotrons or klystrons to generate microwaves,
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conventional DNP operates in the continuous wave (CW) regime;
that is, microwaves cannot be turned on and off on the NMR time-
scale. For DNP-enhanced experiments then, the microwaves are
always on.

In light of the above considerations, the typical DNP experi-
ment proceeds very much like a conventional SSNMR experiment
with several added steps. Once a DNP rotor has been inserted into
the probe and spun up to the desired MAS frequency, a reference
“microwave off” spectrum is typically taken prior to turning on the
microwave source. With microwaves on, the experiment is then
repeated and results overlaid with the microwave off spectrum to
gauge the enhancement factor. Subsequently, the microwave source
is left on continuously as the desired set of SSNMR experiments is
conducted.

1.3 Key

Considerations

1.3.1 Choice of Radical

The so-called cross-effect (CE) is the most commonly utilized
DNP mechanism to date, and is so named because it arises from
level anti-crossings in paired-radical systems. In its most common
application, the CE is exploited via the addition of covalently-
bonded biradicals; these are typically derivatives of the nitroxide
radical 2,2,6,6-tetramethylpiperidine-N-oxyl (TEMPO) [21], long
used for EPR studies. In general terms, a perfect radical for
biological systems should combine the following properties: it
should be stable, water soluble, able to access the molecules of
interest in the sample, and have a large polarization transfer effi-
ciency, preferably even at higher temperatures and magnetic fields.
For commercial availability, it should also be reasonably inexpensive
and easy to synthesize.

In recent years, the radicals TOTAPOL [22] and AMUPol [2]
have gained popularity due to their large enhancements, with both
now being available commercially. AMUPol in particular meets
many of the criteria laid out above: it is very stable, scales reasonably
well to higher fields, and provides good enhancement at tempera-
tures significantly above 100 K. Enhancement factors as high as
250 have been reported on biological systems with AMUPol
[23]. Other, more recent, biradicals, such as TEMTriPol [24],
have been introduced to give more efficient CE enhancements at
high magnetic field, �800 MHz, but are not yet commercially
available.

In the vast majority of biological cases, AMUPol gives the
largest enhancements and should be the biradical of choice for
DNP studies. In especially hydrophobic systems, such as some
materials (e.g., mesoporous materials, zeolites, long-chain poly-
mers) and particularly hydrophobic biological environments, the
bulky hydrophobic radicals of the TEKPol series [25] can be con-
sidered alternatives to AMUPol. It should be noted that these
radicals are soluble only in organic solvents, and are typically
impregnated into the sample (e.g., sample preparation Subheading
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3.4, below) in 1,1,2,2-tetrachloroethane (TCE). AMUPol and
TEKPol are both soluble in toluene; toluene can be used as a glassy
DNP solvent as well as an impregnation medium in cases where
TCE is not well tolerated.

For high-field applications >800 MHz, some consideration
should be given to acquiring biradicals designed for this purpose
(e.g., TEMTriPol [24]). AMUPol is capable of providing solid
enhancement factors ε � 40 at 800 MHz; however, these drop
off sharply with increasing magnetic field above this point (Fig. 3).

1.3.2 Choice of Solvent

System

The vast majority of DNP studies have been carried out in glassy
matrices [26, 27]. Glass-forming solvents serve several purposes,
such as ensuring uniform distribution of radicals by preventing the
formation of large solvent crystals, which can in turn lead to radical
aggregation. Glassy solvents also largely prevent absorption of
microwaves by the solvent, allowing them to more efficiently excite
the radicals while also reducing heating of the sample. In addition,
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many glass-forming mixtures contain either glycerol or dimethyl
sulfoxide (DMSO), which concomitantly provide cryoprotection
for the sample even at relatively low mole fractions, albeit by
different mechanisms [28].

Biological DNP studies generally use the standard “DNP juice”
recipe, consisting of d8-glycerol, D2O, and H2O, typically in a
60:30:10 ratio [2, 22] but with some variation in the ratios
[18]. DMSO-d6 has also been routinely used in mixtures with
D2O/H2O, in cases of solubility problems with glycerol or where
the high density and viscosity of glycerol pose problems; standard
published recipes are 60/40 or as high as 77/23 DMSO:water
mixtures [29]. For proton spin diffusion to spread the polarization
throughout the sample, ~10% protonation is required. Hence,
these ratios are more accurately written as 60:30:10 and 77:13:10
DMSO-d6:D2O:H2O. Lower concentrations of glycerol or DMSO
are acceptable in terms of both cryoprotection and glass-forming
potential; in the authors’ hands, samples prepared with 30% v/v
glycerol-d8 and 30% v/v DMSO-d6 have shown promising DNP
results with no deleterious effects relative to higher concentrations.
In practical terms, 30% glycerol or DMSO allows for a larger filling
factor for the sample of interest, typically affording superior signal-
to-noise.

For highly hydrophobic systems that are not soluble in DMSO,
one may consider alternate solvent combinations. Meyer [30]
offers a wide variety of organic glass-forming solvent mixtures.
Toluene is a particularly attractive solvent in that it is relatively
nontoxic and neat toluene is a glass-former. However, due to its
high vapor pressure, care should be taken in sealing samples in the
rotor; toluene DNP samples are not likely to be viable for extended
periods even when refrigerated.

Quite often, as in the case of membrane proteins embedded in
lipid bilayers, fibril aggregates, virus capsids, and other complex
biological samples, the mixture resulting from addition of DNP
solvents and radicals is heterogeneous. Mechanical stirring and/or
gentle sonication are the recommended means of homogenization.
Ideally, the sample should be homogenized immediately before
insertion into the DNP spectrometer, or should be immediately
frozen to prevent phase separation.

If a sample already contains H2O and D2O, instead of adding
DNP juice, the optimal protocol is to add pure d8-glycerol. For
instance, Frederick et al. [18] resuspended cell lysate samples in
100% 13C-depleted glycerol-d8 with 20 mM of TOTAPOL. As an
alternative, an incubation step with excess solvent can be added; for
instance, Gupta et al. [31] incubated the protein preparation in
50/35/15 d8-glycerol/D2O/H2O solution overnight and
removed the excess supernatant before packing the sample.
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When the protein/biomolecule of interest cannot be conve-
niently grown/synthesized with substantial deuteration, the pro-
tonation of the protein is generally sufficient to achieve adequate
protonation of the overall sample. In such instances, we recom-
mend that the added H2O fraction be reduced to 5% or excluded
altogether in favor of D2O, depending on the biomolecule concen-
tration in the sample.

1.3.3 Choice of Magnetic

Field and MAS Frequency

Line broadening at lower temperatures is caused by a number of
factors including inhomogeneous sample broadening, conforma-
tional exchange dynamics, and dipolar coupling. In essence, at the
cryogenic temperatures most typically used in DNP (typically
85–115 K) numerous dynamical modes are “frozen out,” and the
sample begins to resemble a complex mixture of various confor-
mers, with particular heterogeneity at protein sidechains and similar
small, generally mobile, domains. Naturally, such modes depend
heavily on the intrinsic dynamics of the sample [7]. At the present
time, no particular combination of sample conditions has been
found to dramatically reduce inhomogeneity; samples that are
well ordered at room temperature tend to also give sharper DNP
linewidths [5, 19]. As an example, Fricke et al. [19] studied type
3 secretion system needles (T3SS) where the low flexibility of the
complex decreased any inhomogeneous broadening contribution,
improving resolution significantly.

Faster magic-angle spinning may alleviate line broadening con-
tributions due to dipolar coupling, improving resolution. Unfortu-
nately, fast spinning at the lower temperatures needed for DNP is
challenging mechanically; lower gas viscosity requires higher nitro-
gen gas flows. Maximal MAS frequency in the 100–110 K temper-
ature range is 30–50% lower for a corresponding rotor size than it is
at room temperature. As a result, the overwhelming majority of
DNP research is performed in 3.2 mm rotors with MAS in the
8–12 kHz spinning frequency range. Interestingly, an amyloid fibril
sample spinning at 25 kHz in a 1.9 mm rotor demonstrated
25–30% line narrowing for a large number of (but not all) 13C
sites [32]. Further, in studies of intact Pf1 bacteriophage at 25 kHz,
the authors observed significant linewidth reductions: 13C line-
widths dropped to 1.0 ppm from 1.5 ppm at 12 kHz, while 15N
linewidths decreased to 3.5 ppm from 4.9 ppm (Fig. 4). Chaudhary
et al. [33] studied DNP effects at 40 kHz MAS using the 1.3 mm
rotor system. They did not, however, observe any resolution
improvement in a frozen solution proline sample, where inhomo-
geneity is likely to dominate, suggesting that narrower DNP line-
widths due to faster MAS may not generalize to all circumstances.

When lineshapes are not dominated by inhomogeneous line
broadening, higher magnetic fields improve resolution. Availability
of 600 MHz and 800 MHz DNP instruments has made it possible
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to conduct SSNMR structural studies on highly challenging sys-
tems including large protein complexes in vivo. Kaplan et al. [34]
studied 1 MDa bacterial type IV secretion system core complex
T4SScc in a cellular setting. Enhancement factors of 60 at
400 MHz and 15 at 800 MHz enabled 2D and 3D NCαCX and
NCOCX experiments to be performed. Gupta et al. [31] were able
to detect side-chain conformers and conformationally disordered
states, as well as to measure intermolecular correlations between
CA monomers in HIV1 capsids.

2 Materials

1. D2O, glycerol-d8, U-13C,15N-Proline, AMUPol, KBr,
adamantane.

(a) DMSO-d6, Toluene-d8, 1,1,2,2-tetracholoroethane
(TCE) may be necessary solvents for some samples.

(b) DOPE/DOPS or VMþ, octyl-β-D-glucoside (OG) or
decyl-β-maltopyranoside (DM) may be necessary for
some membrane protein samples.

(c) Trehalose may be necessary for matrix-free preparations.
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Fig. 4 An illustration of the resolution possible in 3-dimensional NCC/CNC correlations of intact U-13C, 15N Pf1
bacteriophage at 25 kHz MAS using a 1.9 mm rotor. With the benefit of DNP enhancement, short-range
15N-13C-13C correlations [NCACX, blue & NCOCA, purple] (b) alongside longer-range inter-residue
13C-15 N-13C correlations [i!i�1, green & i!iþ1, orange] (c) enabled the full resonance assignment of
the 46-residue Pf1 major coat protein (a) in a time-efficient manner
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2. Bruker DNP rotor and packing set: 3.2 mm sapphire DNP
rotor, soft plug kit, zirconium oxide drive cap, powder funnel,
packing tool, depth gauge tool, soft plug extraction tool.

3. 1.5–2.0 mL Eppendorf tubes, 5–100 μL pipettes, flat needles
in various gauges, mortar and pestle grinding set.

4. Benchtop centrifuge (capable of up to ~15,000 � g), vortexer,
sonicator.

(a) Dessicator or lyophilizer may be necessary for some
samples.

(b) Ultracentrifuge may be necessary for some membrane
protein samples.

3 Methods

Below, we make an attempt to summarize standard protocols for
the preparation of several common types of DNP samples. It is
important to note here that there are infinite variations possible
upon the general theme, many of them likely leading to successful
outcomes. We hope that these protocols will serve as general guide-
lines for readers starting DNP studies, but advise that they be
adapted as needed to the challenges of the system at hand. Where
available, we have cited recent work to highlight similarities and
differences with the proposed protocols.

3.1 Sample

Preparation—Proline/

AMUPol Standard

To assess the performance of a DNP system, a proline/AMUPol
standard sample is recommended. To prepare a standard solution
consisting of 0.25 M U-13C, 15N-Proline and 10 mM AMUPol in
60:30:10 glycerol-d8/D2O/H2O mixture:

1. To a 1.5–2.0 mL Eppendorf tube, add 15.6 mg U-13C, 15N-
Proline (MW: 125.1 g/mol).

2. Add 3.6 mg AMUPol (MW: 726.0 g/mol).

3. Add 150 μL D2O and 50 μL H2O.

4. Vortex thoroughly until AMUPol is fully dissolved and a clear
yellow solution is observed.

5. Separately, weigh out 411mg of glycerol-d8 (d¼ 1.37 g/mL @
25 �C), dropwise by mass, using a pipette tip that has been cut
to enlarge the opening.

6. Mix the AMUPol/water solution into the glycerol.

7. Vortex thoroughly until a clear homogeneous solution is
achieved.

8. Using a pipette, transfer 28 μL of the solution to the bottom of
a 3.2 mm sapphire DNP rotor, being careful to avoid bubbles.
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9. Insert soft plug into the rotor, using the depth gauge tool to
push down to the appropriate level. Remove capillary tube
once excess sample has been released (see Fig. 5o–s).

10. Seal rotor with drive zirconium oxide DNP cap (see Fig. 5t–v).

3.2 Sample

Preparation—Water

Soluble Proteins or

Protein Assemblies

System to be studied: A large, water-soluble protein or protein
assembly (e.g., globular proteins, amyloid fibrils, viral particles, or
similar), uniformly or sparsely 13C, 15N-labeled in the protein(s) of
interest. Use of a 3.2 mm sapphire DNP rotor is assumed.

1. If not already in one, sample should be reconstituted into fully
deuterated buffer at a pH appropriate for the system of interest
to remove excess protonation. The deuteration level of the
buffer should be kept as high as feasible.

2. Sediment, precipitate, or concentrate protein and/or assembly
out of solution as appropriate, forming a thick hydrogel.

3. For precipitates, spin sample repeatedly at approximately
15,000 � g in a benchtop centrifuge to bring excess water to
the surface. Remove any supernatant via pipette, being careful
not to disturb the pellet. Repeat until no further supernatant
forms above the pellet.

4. Estimate the volume of the sample. If �15 μL skip to step 6.

5. When the sample is in a small volume (approximately 1 mL) of
D2O, transfer just enough of the solution to a 0.5 mL Eppen-
dorf tube to achieve a sample volume of approximately 15 μL
upon re-precipitation or re-sedimentation. Once again, precip-
itate or sediment the sample in the 0.5 mL Eppendorf tube,
spin down at ~15,000 � g several times, and remove any
supernatant until no further supernatant results.

6. Separately, generate a stock solution containing 20 mM AMU-
Pol in a mixture of 60% glycerol-d8, 40% D2O.

7. Pipette a volume of the stock solution equal to that of the
sample (generally 15 μL), over the sample.

8. Stir the resulting mixture using a thin wire or similar tool until
a uniform appearance in achieved. Sonicate briefly and gently to
homogenize (see Note 1).

9. Spin the sample down gently (e.g., 2000 � g for 30 s, longer if
necessary depending on the viscosity of the sample) to compact
the sample pellet at the bottom of the Eppendorf tube.

10. Cut off the bottom part of the 0.5 mL Eppendorf tube con-
taining the homogenized sample with a razor blade or scalpel,
cutting well above the pellet itself (see Fig. 5a, b).

11. Invert the lower portion of the Eppendorf tube containing the
sample into a sample-packing funnel, into which a DNP rotor
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Fig. 5 Illustration of indicated steps from sample preparation protocols, numbered accordingly
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has already been inserted. Insert the whole assembly into a
2 mL Eppendorf tube (see Fig. 5c–f).

12. Gently centrifuge the sample pellet (e.g., 2000 � g for 30 s)
into the rotor.

13. Some samples may be too viscous to be pipetted or centrifuged
into the rotor. In such cases, it is typically possible to mechani-
cally transfer the sample: Using a thick needle, pick up 1–2 mg
of the sample and deposit on the rotor’s inside surface near the
opening. Centrifuge the rotor at 6000–8000 � g in a
swinging-bucket centrifuge for 2–3 min. Repeat steps 11–12
to fill the rotor to the correct level, leaving space for the soft
plug and drive cap. It is important not to overfill the rotor in
such cases, as the excess sample can be very difficult to remove
without losses.

14. If any separation of the sample pellet is visible, stir the sample
inside the rotor using a thin needle.

15. Insert a soft plug into the rotor, using the depth gauge tool to
push down to the appropriate level. Remove the capillary tube
once excess sample has been released (see Fig. 5o–s).

16. Seal the rotor with a zirconium oxide DNP drive cap (see
Fig. 5t–v).

17. (Optional step) Several insert-eject cycles can be performed in
situ to remove the bulk of absorbed oxygen in the sample,
which can boost enhancement [35–37]. Insert the sample
into a DNP probe cooled down to ~100 K and allow it to
spin at moderate MAS (~5 kHz) for 2 min. Stop sample
spinning and eject the sample. Allow the sample to sit in the
ejection cup under nitrogen flow for 2 min. Repeat these steps
thrice to deoxygenate the sample.

3.3 Sample

Preparation—

Membrane Proteins

System to be studied: Membrane protein in native or semi-native
lipid bilayer. See Liao et al. [38] for additional information.

1. Reconstitute the membrane protein of interest in DOPE/
DOPS, VMþ [39], or similar lipid mixture as appropriate.
Typically, the protein is purified separately and suspended in
octyl-β-D-glucoside (OG), decyl-β-maltopyranoside (DM), or
similar detergents. The lipid mixture is prepared in organic
solvents and subsequently vacuum dried under nitrogen; it is
then suspended in an appropriate aqueous buffer. Mix the two
solutions and incubate for several hours to ensure proper incor-
poration of the protein, followed by a dialysis step to remove
OG/DM. Perform numerous (e.g., 5–10) freeze-thaw cycles,
between room and liquid nitrogen temperature, to homoge-
nize vesicle size and remove excess water; this can be done
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before or after protein incorporation, depending on protein
stability.

2. Ultracentrifuge dialyzed proteoliposomes overnight to form a
dense membrane pellet.

3. Separately, generate a stock solution of ~20 mM AMUPol in
60:30:10 glycerol-d8:D2O:H2O; titrate the solution into the
proteoliposome pellet to achieve an overall AMUPol concen-
tration ~10 mM (see Note 2).

4. Vortex and/or sonicate the pellets gently to ensure homoge-
neous distribution of radicals.

5. Add D2O as necessary to increase the deuteration level of the
sample; the final D2O:H2O ratio should approach 3:1.

6. Remove excess water by lyophilization down to a hydration
level of ~40% by mass, or as appropriate to the system of
interest.

7. Using a razor blade, cut off the bottom part of the Eppendorf
tube containing the homogenized sample, cutting well above
the pellet itself (see Fig. 5a, b).

8. Invert the lower portion of the Eppendorf tube containing the
sample into a sample-packing funnel, into which a DNP rotor
has already been inserted. Insert the whole assembly into a
2 mL Eppendorf tube (see Fig. 5c–f).

9. Gently centrifuge the sample pellet (e.g., 2000 � g for 30 s)
into the rotor. Some samples may be too viscous to be pipetted
or centrifuged into the rotor. In such cases, it is typically
possible to mechanically transfer the sample: Using a thick
needle, pick up 1–2mg of the sample and deposit on the rotor’s
inside surface near the opening. Centrifuge the rotor at
6000–8000 � g in a swinging-bucket centrifuge for 2–3 min.
Repeat these steps to fill the rotor to the correct level, leaving
space for the soft plug and drive cap. It is important not to
overfill the rotor in such cases, as excess sample can be very
difficult to remove. If any separation of the sample pellet is
visible, stir the sample inside the rotor using a thin wire or
similar tool.

10. Insert a soft plug into the rotor, using the depth gauge tool to
push down to the appropriate level. Remove the capillary tube
once excess sample has been released (see Fig. 5o–s).

11. Seal the rotor with a zirconium oxide DNP drive cap (see
Fig. 5t–v).

3.4 Sample

Preparation—

Materials

System to be studied: porous materials (e.g., silica-based frame-
works), crystalline small molecules, or crystalline/lyophilized pro-
teins stable in organic solvents. The “impregnation” technique
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developed by Emsley and coworkers [40] will be used to introduce
radicals into the sample in a virtually solvent-free manner.

1. Crush and then finely grind approximately 30–40 mg (rough
estimate for 3.2 mm rotors; see Note 3) of the compound of
interest with a mortar and pestle.

2. Separately, generate a standard solution of biradical in an
organic solvent. The biradical should be chosen based on the
hydrophobicity of the compound of interest. For largely hydro-
phobic molecules, TEKPOL [41] or similar biradicals should
be used; for more hydrophilic molecules, AMUPol remains the
biradical of choice. Dissolve the biradical in sufficient 1,1,2,2-
tetracholoroethane (TCE) to make a 10–20 mM solution (see
Note 4). Toluene may be used in lieu of TCE in cases where
TCE is incompatible with the compound of interest; as toluene
evaporates slower than TCE, the impregnated compound
should be left to sit longer prior to packing.

3. Pipette approximately 30 μL (see Note 4) of the radical-con-
taining solution over the ground compound in the mortar.
Typically, this will result in a “wet spot” at the site of contact,
with the rest of the compound remaining dry. Vigorously grind
the compound to spread the radical-containing solution evenly
(see Fig. 5g–l). If portions of the ground compound remain
visibly dry, add more radical-containing solution to wet these
portions, keeping track of the total volume added.

4. Allow the wetted compound to stand and dry over approxi-
mately 10 min.

5. Using a powder funnel, gradually pack the impregnated com-
pound into the rotor, compact periodically to maximize sample
volume (see Fig. 5m, n).

6. With powdered samples, there is typically no need to use a soft
plug to seal the top of the rotor; this step is therefore optional.
ATeflon spacer, which is simpler to remove, may also be used in
lieu of a soft plug, if desired.

7. Seal the rotor with a zirconium oxide DNP drive cap (see
Fig. 5t–v).

8. (Optional step) Several insert-eject cycles can be performed in
situ to remove the bulk of absorbed oxygen in the sample, if
this is a concern [36]. Insert the sample into a DNP probe
cooled down to ~100 K and allow it to spin at moderate MAS
(~5 kHz) for 2 min. Stop sample spinning and eject the sample;
allow the sample to sit in the ejection cup under nitrogen flow
for 2 min. Repeat these steps thrice for proper deoxygenation.
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3.5 Sample

Preparation—

Precipitated Protein

System to be studied: protein or protein mixture (generally, one
which can be easily precipitated from the solution) in a “matrix-
free” preparation.

1. Prepare a dilute (1–10 mM) solution of the protein of interest
in D2O with an appropriate buffering agent.

2. Separately, generate a solution buffered to the appropriate pH
and containing 10–100 mM trehalose and 20 mM AMUPol in
D2O. This solution should be capable of precipitating the
protein of interest in the 1–10 mM concentration range. For
many proteins, this will entail either high-salt (e.g., 2 MNaCl),
polyethylene glycol (e.g., 2% PEG-8000 w/v), or other addi-
tives such as isopropanol.

3. To 2–5 mL of the protein solution (a larger volume should be
used in the case of low protein concentrations), add an equal
volume of the trehalose-AMUPol-precipitant solution and
thoroughly vortex.

4. Partially evaporate the solution to achieve precipitation (see
Note 5).

5. Once a significant amount of precipitate has formed, transfer
the remaining solution to 1.5 mL Eppendorf tubes, and collect
precipitate by centrifugation (e.g., 8000 � g for 15 min) in a
benchtop centrifuge. For each of the tubes, remove any super-
natant, first via pipette, and then via gentle dabbing with labo-
ratory tissue or similar material.

6. Using a razor blade or scalpel, cut off the bottom part of the
Eppendorf tubes containing the precipitated samples, in each
case cutting well above the pellet itself (see Fig. 5a, b).

7. Invert the lower portion of an Eppendorf tube containing the
sample into a sample-packing funnel, into which a DNP rotor
has already been inserted. Insert the whole assembly into a
2 mL Eppendorf tube (see Fig. 5c–f).

8. Gently centrifuge the sample pellet (e.g., 2000 � g for 30 s)
into the rotor. Some samples may be too viscous to be pipetted
or centrifuged into the rotor. In such cases, it is typically
possible to mechanically transfer the sample: Using a thick
needle, pick up 1–2mg of the sample and deposit on the rotor’s
inside surface near the opening. Centrifuge the rotor at
6000–8000 � g in a swinging-bucket centrifuge for 2–3 min.
Repeat these steps to fill the rotor to the correct level, leaving
space for the soft plug and drive cap.

9. Repeat steps 7–8 for the contents of the other Eppendorf
tubes or until the rotor is filled to capacity, leaving space for
the soft plug and drive cap.

148 Boris Itin and Ivan V. Sergeyev



10. Insert a soft plug into the rotor, using the depth gauge tool to
push down to the appropriate level. Remove the capillary tube
once excess sample has been released (see Fig. 5o–s).

11. Seal the rotor with a zirconium oxide DNP drive cap (see
Fig. 5t–v).

4 Notes

1. The resulting sample is approximately 30% glycerol-d8, 70%
D2O by volume, with approximately 10 mM AMUPol. While
higher percentages of glycerol are used in standard “DNP
Juice” recipes, we have found that 30% provides sufficient
cryoprotection and a sufficiently glassy matrix at ~100 K;
increasing the glycerol concentration did not benefit DNP
parameters. Residual protonation of the sample is sufficient to
provide the 10% 1H of conventional 60:30:10 “DNP Juice.” If,
however, the biomolecule of interest is heavily deuterated, it is
advisable to add 10% H2O to the solvent mixture to achieve
satisfactory 1H spin diffusion.

2. To reduce swelling of proteoliposome samples, some groups
advocate using a much lower glycerol fraction [42]. As in the
first example (Subheading 3.2), we believe that 20–30% glyc-
erol is adequate for cryoprotection; therefore, the glycerol:
water ratio may be safely lowered if swelling is a concern, or
simply to fit more protein into the rotor.

3. The amount of compound loaded should be slightly larger
than the amount required to fill a rotor, while leaving space
for the drive cap and optional spacers. If the packing density of
the compound is not known, it is advisable to first fill a rotor
with the ground non-impregnated material and measure the
mass of compound that fits. At a later stage, this information
will also help estimate the sample volume and radical
concentration.

4. It is advisable to aim for a total radical concentration of approx-
imately 10–20 mM in the rotor. A simple method of doing so is
to approximate the volume of the sample based on the mass of
compound loaded into the mortar, and then add a sufficient
amount of radical-containing solution to achieve the desired
radical concentration, assuming that all solvents will evaporate
and the sample will not swell.

5. Protein solutions can be evaporated in numerous ways,
including:

(a) In a dessicator under vacuum for an appropriate amount
of time.
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(b) In an airflow chamber, where dry air or nitrogen is passed
over the sample.

(c) Via a lyophilizer, using a quick run where target water
concentration should be roughly 40–50%. The sample
should be partially dessicated, not lyophilized.
If over-dessication is a concern, the mass of the sample can
be tracked periodically to ensure that sufficient water
remains.

6. Recommended setup sequences for DNP-SSNMR experiments
are described in Tables 1 and 2.

7. Regarding enhancement factors (ε) and absolute sensitivity
ratio (ASR):
Historically, the enhancement in DNP experiments has been
measured as an intensity ratio, with microwaves on relative to
microwaves off, for a given peak in otherwise identical spectra
of the same sample. This is a simple and quick approach;
however, it has some drawbacks. One important consideration
is the choice of recycle delay—using recycle delays that are too

Table 1
Room temperature setup/calibration experiments (before cooling LTMAS probe)

Sample MAS (kHz) Expt. μwaves Purpose

KBr 5 1-pulse Off Set magic angle

Adamantane 8–12 CP Off Reference downfield 13C peak
to DSS @ 40.48 ppm [43]

Adamantane 8–12 1-pulse with decoupling
during acq.

Off (optional) optimize 1H homonuclear
decoupling, if desired, by optimizing
splitting due to 1H-13C 1J–couplings
to be ~75 Hz.

Table 2
Low temperature setup/calibration experiments (after cooling LTMAS probe)

Sample MAS (kHz) Expt. μwaves Purpose

KBr 5 1-pulse Off Set magic angle

Proline/AMUPol
standard

8 CP Off, On Check enhancement

Proline/AMUPol
standard

�8 CP-90 On Check/optimize power levels, CP conditions,
decoupling

Proline/AMUPol
standard

�8 Double CP On Setup of 2D, 3D experiments (e.g., using
TopSolids in topspin), if necessary
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short will not permit the DNP enhancement to build up to its
maximal value, while delays that are too long will unnecessarily
waste instrument time. The authors recommend using a stan-
dard recycle delay across all samples for enhancement values
obtained in this manner, typically 10 s.
Further, the DNP buildup time [44, 45] of the sample should
be assessed and reported using a CP-based saturation recovery
pulse sequence such as shown below. It is advisable to include a
train of saturation pulses on all nuclei used in the experiment.
Both the 1H longitudinal relaxation and DNP mechanisms will
contribute to the buildup profile; typically the 1H T1 and TB

are closely linked. Peak integrals from saturation recovery
experiments are typically fit with the formula

I tð Þ ¼ I 0ð Þ∗ 1� e�t=T B
� �

(Fig. 6).

Another key consideration is the issue of depolarization
[46, 47]. Energy level anti-crossings typical of the cross-effect,
under MAS conditions but without the presence of micro-
waves, can have the effect of artificially relaxing the nuclear
polarization of the sample, thereby resulting in a reduced signal
with microwaves off. This would skew enhancements reported
using the simple method above toward larger values. As a
result, Takahashi and coworkers [47] suggest the use of a
more complex metric, the absolute sensitivity ratio (ASR).
ASR involves first measuring a sample of the same protein/
biomolecule close to ambient temperature and without radi-
cals, then comparing the signal intensities to those under DNP
to assess the true gain in signal-to-noise ratio. Needless to say,
this can be difficult and very time-consuming, and is not possi-
ble for some systems that are not amenable to room tempera-
ture spectroscopy.
While significant depolarization has been observed when using
AMUPol, the signals examined were those of the solvent (glyc-
erol), which is by definition in direct contact with the radicals in
the sample. Whether this effect is generalizable to solutes

1H
dec

CP
13C

dephasing pulses (x16-64, 1-2 ms delay)

xy-8

xy-8

buildup
delay

CW irradiatione-

y,y x

x,x,x,x,y,y,y,y x,x,x,x,y,y,y,y

CP

Fig. 6 Pulse sequence for measurement of the DNP buildup time (TB) via
1H-13C cross-polarization following

saturation-recovery. The experiment is acquired in a pseudo-2D manner where the buildup delay is
incremented between successive slices
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remains an open question. In the authors’ hands, depolariza-
tion effects on proteins at 10 mM AMUPol concentrations
have been insignificant. As a result, we suggest a compromise:
the extent of depolarization may be assessed by comparing CP
intensity at several different MAS frequencies. If the intensity
does not dramatically decrease with increasing MAS frequency
in the range of 2–12 kHz, it is reasonable to infer that depolar-
ization is not a major concern. In such cases, the simple on/off
enhancement measurement can safely be reported in lieu
of ASR.
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26. Barnes AB, De Paëpe G, van der Wel PCA et al
(2008) High-field dynamic nuclear polariza-
tion for solid and solution biological NMR.
Appl Magn Reson 34:237–263.
doi:10.1007/s00723-008-0129-1

27. Elisei E, Filibian M, Carretta P et al (2015)
Dynamic nuclear polarization of a glassy matrix
prepared by solid state mechanochemical
amorphization of crystalline substances. Chem
Commun 51:2080–2083.
doi:10.1039/C4CC08348B

28. SchraderAM,ChengCY, Israelachvili JN,Han S
(2016) Communication: contrasting effects of
glycerol and DMSO on lipid membrane surface
hydration dynamics and forces. J Chem Phys
145(4):041101. doi:10.1063/1.4959904

29. Matsuki Y, Takahashi H, Ueda K et al (2010)
Dynamic nuclear polarization experiments at
14.1 T for solid-state NMR. Phys Chem Chem
Phys 12:5799–5803. doi:10.1039/C002268C

30. Meyer B (1971) Low temperature spectroscopy.
American Elsevier Publ. Comp, New York

31. Gupta R, Lu M, Hou G et al (2016) Dynamic
nuclear polarization enhancedMAS NMR spec-
troscopy for structural analysis of HIV-1 protein
assemblies. J Phys Chem B 120:329–339.
doi:10.1021/acs.jpcb.5b12134

32. Sergeyev IV, ItinB,Rogawski R,DayLA,McDer-
mott AE (2017) Efficient assignment and NMR
analysis of an intact virus using sequential side-
chain correlations and DNP sensitization. Proc
Natl Acad Sci USA 114 (20):5171–5176.
doi:10.1073/pnas.1701484114

33. Chaudhari S, Berruyer P, Gajan D et al (2016)
Dynamic nuclear polarization at 40 kHz magic
angle spinning. Phys Chem Chem Phys
18:10616–10622. doi:10.1039/C6CP00839A

34. Kaplan M, Cukkemane A, van Zundert GCP
et al (2015) Probing a cell-embedded mega-
dalton protein complex by DNP-supported
solid-state NMR. Nat Methods 12:5–9.
doi:10.1038/nmeth.3406

35. Kubicki DJ, Casano G, Schwarzw€alder M et al
(2016) Rational design of dinitroxide biradicals
for efficient cross-effect dynamic nuclear polar-
ization. Chem Sci 7:550–558.
doi:10.1039/C5SC02921J

36. Le D, Ziarelli F, Phan TNT et al (2015) Up to
100% improvement in dynamic nuclear polari-
zation solid-state NMR sensitivity enhance-
ment of polymers by removing oxygen.
Macromol Rapid Commun 36:1416–1421.
doi:10.1002/marc.201500133

37. Kubicki DJ, Rossini AJ, Purea A et al (2014)
Amplifying dynamic nuclear polarization of
frozen solutions by incorporating dielectric
particles. J Am Chem Soc 136:15711–15718.
doi:10.1021/ja5088453

Strategies for Efficient Sample Preparation for Dynamic Nuclear. . . 153

https://doi.org/10.1038/srep20895
https://doi.org/10.1016/j.bbamem.2014.07.008
https://doi.org/10.1021/jacs.6b03142
https://doi.org/10.1016/j.cell.2015.09.024
https://doi.org/10.1007/s10858-016-0044-y
https://doi.org/10.1109/TED.2011.2148721
https://doi.org/10.1021/ja061284b
https://doi.org/10.1007/s10858-015-9972-1
https://doi.org/10.1002/anie.201504292
https://doi.org/10.1002/anie.201208699
https://doi.org/10.1007/s00723-008-0129-1
https://doi.org/10.1039/C4CC08348B
https://doi.org/10.1063/1.4959904
https://doi.org/10.1039/C002268C
https://doi.org/10.1021/acs.jpcb.5b12134
https://doi.org/10.1073/pnas.1701484114
https://doi.org/10.1039/C6CP00839A
https://doi.org/10.1038/nmeth.3406
https://doi.org/10.1039/C5SC02921J
https://doi.org/10.1002/marc.201500133
https://doi.org/10.1021/ja5088453


38. Liao SY, Lee M, Wang T et al (2016) Efficient
DNP NMR of membrane proteins : sample
preparation protocols , sensitivity , and radical
location. J Biomol NMR 64(3):223–237.
doi:10.1007/s10858-016-0023-3

39. Cady S, Wang T, Hong M (2011) Membrane-
dependent effects of a cytoplasmic helix on the
structure and drug binding of the influenza
virus M2 protein. J Am Chem Soc
133:11572–11579. doi:10.1021/ja202051n

40. Lesage A, Lelli M, Gajan D et al (2010) Surface
enhanced NMR spectroscopy by dynamic
nuclear polarization. J Am Chem Soc
132:15459–15461. doi:10.1021/ja104771z

41. Lelli M, Chaudhari SR, Gajan D et al (2015)
Solid-state dynamic nuclear polarization at 9.4
and 18.8 T from 100 K to room temperature. J
Am Chem Soc 137:14558–14561.
doi:10.1021/jacs.5b08423
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Chapter 8

In-Vitro Dissolution Dynamic Nuclear Polarization for
Sensitivity Enhancement of NMR with Biological Molecules

Yaewon Kim, Yunyi Wang, Hsueh-Ying Chen, and Christian Hilty

Abstract

Dissolution dynamic nuclear polarization (D-DNP) is a technique to prepare hyperpolarized nuclear spin
states, yielding a signal enhancement of several orders of magnitude for liquid-state NMR. Here, we
describe experimental procedures for the application of D-DNP in high-resolution NMR of biochemical
compounds, to determine the time evolution of biochemical processes and intermolecular interactions.

Key words Hyperpolarization, Real-time NMR, Kinetics, Spin correlations, Spin relaxation

1 Introduction

Because of a low equilibrium population difference of nuclear spin
Zeeman energy levels, the fraction of molecules in a sample that
contributes to the net NMR signal is typically only on the order of
10�5. The possible applications of NMR spectroscopy that can be
opened up by increasing this fraction to become closer to unity,
thereby dramatically increasing NMR signal, are many-fold. Several
methods for creating non-equilibrium, hyperpolarized spin states
with increased population difference are known. Such techniques
include the polarization of noble gases by optical pumping [1],
para-hydrogen induced polarization [2], chemically induced
dynamic nuclear polarization (CIDNP) [3], dynamic nuclear polar-
ization (DNP) [4], and optical polarization of nitrogen vacancy
centers in diamond [5]. None of these hyperpolarization techni-
ques is suited for general use because of specific requirements on
the types and properties of samples. However, when applicable,
they can enable NMR spectroscopy under conditions that would
otherwise yield no observable signal. For work in the liquid state, in
particular with dilute samples, dissolution dynamic nuclear polari-
zation (D-DNP) has emerged as a versatile technique capable of
generating high spin polarization. D-DNP was originally
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demonstrated by Ardenkjaer-Larsen et al. [6] with 13C sensitivity
enhancements of a factor of over 104 in a single scan compared to a
conventional NMR spectrum. It has since then been applied for
metabolic imaging [7], as well as for high-resolution NMR spec-
troscopy. Briefly, D-DNP involves the generation of nuclear spin
hyperpolarization, a state of increased relative Zeeman population
difference, in the solid-state at a temperature on the order of 1 K.
Microwave saturation of an electron spin transition of a free radical
in effect causes polarization transfer from the electron spins to
nuclear spins. This hyperpolarization step is followed by dissolution
of the sample into a heated solvent and injection into an NMR
spectrometer for signal acquisition. Multiple nuclei such as 13C,
1H, 19F, and others can be hyperpolarized, with the primary limita-
tion that the lifetime of the hyperpolarization is governed by the
spin-lattice relaxation time (T1) of the nuclei in question, typically
on the order of seconds in the liquid state (Fig. 1). The availability
of a high signal during this time, however, lends itself in particular
to the study of time-dependent chemical or biochemical processes,
as well as of spin dynamics. D-DNP is compatible with biochemi-
cally relevant conditions, including molecules at final concentra-
tions in the micromolar or sub-micromolar range, in aqueous
buffered solutions. It has been applied to problems such as cellular
metabolism, the kinetics and mechanisms of catalyzed or uncata-
lyzed reactions, protein-ligand interactions, and protein folding.
Here, we summarize experimental protocols for the application of
high-resolution NMR with D-DNP to these and other problems in
the biochemical sciences.

Fig. 1 A composite diagram showing the build-up curves of 1H and 13C polarization in the solid-state at 1.4 K
(0–15,000 s) and hyperpolarization lifetime of two molecules of different T1 relaxation times in the liquid state
(15,000–15,015 s). It is noted that the signal in the solid and liquid states cannot be compared directly. The
gray strip indicates the dead time of the NMR measurement, required for dissolution and delivery of
hyperpolarized samples
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2 Materials

2.1 Stock Solutions Prepare molecules of interest with a polarizing agent in a glassing
matrix, which causes the sample to vitrify when frozen, as described
below.

2.1.1 Molecules of

Interest

The DNP techniques can be applied to hyperpolarizing various
classes of molecules, from low molecular weight compounds to
macromolecules, including polypeptides [8, 9].

2.1.2 Polarizing Agents Typical polarizing agents include nitroxides (2,2,6,6-tetramethyl-
piperidine-1-oxyl: TEMPO and 4-hydroxy-2,2,6,6-tetramethylpi-
peridine-1-oxyl: TEMPOL [10]) for 1H and 19F polarization, trityl
radicals (tris(8-carboxy-2,2,6,6-tetra(hydroxyethyl)benzo[1,2-
d;4,5-d0]-bis-(1,3)-dithiol-4-yl)methyl sodium salt: OXO63 [11]
and tris(8-carboxy-2,2,6,6-tetramethylbenzo[1,2-d;4,5-d0]-bis-
(1,3)-dithiol-4-yl)methyl sodium salt: Finland), 1,3-bisdipheny-
lene-2-phenylallyl (BDPA) [12] and water-soluble sulfonated
BDPA (SA-BDPA) [13] for nuclei such as 13C, 15N, or 31P.
Radical concentration is often chosen between 15 ~ 30 mM for
optimal polarization enhancement [14]. A small amount of lantha-
nide ions such as Gd3+ can be used to dope the samples to enhance
the polarization level (see Note 1). The choice of the polarizing
agent depends both on the solubility of the substrate and the
identity of the nucleus to be polarized (see Note 2) (Fig. 2).

Fig. 2 (a) Typical radicals used for hyperpolarization. (b) Microwave frequency dependence (“sweep”) of
selected nuclei with different radicals. The spin population can be manipulated by microwave frequency. The
microwave frequency at maximum (or minimum) NMR signal can be selected to obtain positive (or negative)
signal enhancement as indicated by the population difference shown in the two energy levels (α and β)
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2.1.3 Glassing Matrix Successful hyperpolarization of the target nuclei requires that the
sample freezes to form a glass. Depending on the solubility of the
molecule of interest, a mixture of two or more solvents can be used.
Mixtures of glycerol/water (v/v 60:40), ethylene glycol/water (v/
v 60:40), water/ethanol (v/v 60:40), and water/dimethyl sulfox-
ide (DMSO) (v/v 50:50, 60:40) are possible glassing matrixes for
water-soluble samples. When using self-glassing liquids, such as
neat pyruvic acid [7] or 1-butanol [15], no additional agent is
needed. A list of self-glassing liquids and glass-forming mixtures
can be found in [16].

2.1.4 Isotope Enrichment For polarization of carbon or other nuclei with low natural abun-
dance of the NMR active isotopes (such as 13C or 15N), enrichment
of this isotope is not required but can substantially increase the
signal. For 1H polarization, use deuterated glassing matrix to avoid
large 1H solvent signals which are also enhanced by hyperpolariza-
tion. For example, mixtures of d6-DMSO and D2O or d6-ethylene
glycol and D2O can be chosen as the glassing solvent.

2.1.5 Special Sample

Preparations

1. Photoinduced non-persistent radicals, which are only stable at
low temperature during polarization and disappear when dis-
solved in a hot solvent, can be used so that the effect of
accelerated spin relaxation due to the presence of radicals
can be eliminated during the dissolution and transfer processes
[17, 18].

2. DNP samples may also be prepared in a solid polarizing matrix.
In such a design, radicals are immobilized on solid materials,
which can be wetted with a solution of DNP substrates for
hyperpolarization and easily separated by filtration afterward
[19–21].

3. Frozen beads containing radical scavengers (e.g., ascorbic acid)
can be added to the stock solution to remove the polarizing
agent (e.g., TEMPOL) during the dissolution, and to
extend the lifetime of hyperpolarization on the molecule of
interest [22].

2.2 Dissolution

Solvent

Degas the dissolution solvent before use (see Note 3). Besides
dissolving hyperpolarized sample, the dissolution solvent can also
be chosen to provide other functions:

1. Use a buffer solution to adjust the pH of the final mixture.

2. Select the sample conditions based on the choice of dissolution
solvent, e.g., a denaturing agent can be added to the dissolu-
tion solvent to denature a hyperpolarized protein [8].

3. Use the dissolution solvent as a reactant or ensure that it
provides a proper environment to allow a reaction to proceed,
which can then be observed by NMR.
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4. Use the buffer solution to eliminate radicals in the hyperpolar-
ized sample. Chelating agents such as ethylenediaminetetraa-
cetic acid (EDTA) can be added to the buffer for binding to
paramagnetic ions. Two-phase systems including solvents that
are miscible and immiscible with the sample can be used to
remove the radicals and to concentrate the hyperpolarized
sample into a smaller volume of dissolution solvent [23].

2.3 Equipment As shown in Fig. 3, components needed for D-DNP NMR experi-
ments include a DNP polarizer, a sample injector, and an NMR
spectrometer. Samples are hyperpolarized in the DNP polarizer and
transferred to the NMR spectrometer for NMR measurement
immediately after dissolution, by vapor pressure of the heated
dissolution solvent or using an additional sample injector for
more rapid injection.

2.3.1 DNP Polarizer The commercially available HyperSense DNP polarizer (Oxford
Instruments, Abingdon, UK) contains a super-conducting magnet
(3.35 T), a cryostat, a DNP insert, a vacuum pump to maintain low
helium vapor pressure, a microwave source, and a dissolution sys-
tem. DNP polarizers that operate at higher magnetic fields (4.64 T
[25] and 6.7 T [26]), as well as combined NMR and DNPmagnets
[27], have also been developed.

2.3.2 Sample Injector Unassisted transfer time for the hyperpolarized sample from the
polarizer to the NMR spectrometer for measurement may require
up to 6 s, during which there is a significant polarization loss caused
by T1 relaxation. The transfer time can be reduced to 1 ~ 2 s by
means of an additional sample injector driven by pressurized N2 or
Ar gas [28–30] or liquid [24]. During injection, the sample trans-
verses a region of lower magnetic field outside the magnet (Fig. 4).

Fig. 3 Schematic of a DNP polarizer with a sample transfer line to an NMR
spectrometer. (a) DNP polarizer. (b) Sample injector (gas or liquid driven). (c)
NMR spectrometer (re-printed with modification, with permission from ref. 24)
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For preserving the hyperpolarization, it is important that the field
strength does not drop to zero. A magnetic tunnel has been pro-
posed to transfer hyperpolarized samples to minimize losses when
samples are transferred over long distances [31].

2.3.3 NMR Spectrometer A high-resolution NMR spectrometer may be used, equipped with
a standard 5 mm or 10 mm probe. Alternately, a flow-NMR probe
may be used together with liquid-driven injection.

3 Methods

A dissolution DNP experiment generally consists of three steps
(Fig. 4). First, the sample is irradiated with microwaves in the
DNP polarizer at a temperature of 1 ~ 2 K. Then, the hyperpolar-
ized sample is dissolved with preheated solvent and injected to the
NMR magnet. NMR measurements are performed, once the injec-
tion has finished. Due to the rapid nature of D-DNP experiments,
all parameters for sample injection and NMR measurements,
including NMR shims, need to be preset.

3.1 Preparing for

DNP Experiments

1. Connect the NMR tube to the end of the transfer line. If using
a flow-NMR system, connect the line to the flow cell and check
for leaks while the liquid is flowing.

Fig. 4 The experimental procedure for D-DNP NMR includes three steps: 1. Hyperpolarization; 2. Dissolution
and Injection; 3. NMR measurements. An initiator can trigger a biochemical process that can be monitored in
real time. Field strengths are based on a 3.35 T DNP polarizer and a 400 MHz NMR spectrometer. Radio
frequency (RF) pulses are denoted as “ps” and “pe.” The “ps” can be applied for the suppression of a
resonance from solvent or glassy matrix, or inversion of hyperpolarized signals as desired, followed by a
pulsed field gradient (G1). A series of NMR spectra are acquired multiple times after an excitation pulse “pe” of
a small flip angle is applied. The following pulsed field gradient (G2) is used to remove unwanted coherence
prior to the next acquisition
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2. Load 4 ~ 5 mL of the degassed dissolution solvent into the D-
DNP polarizer. Perform test injections to set injection time,
pressure, and other parameters such that the desired sample
volume is delivered to the spectrometer and the sample condi-
tion is stable (e.g., no air bubbles). Detailed procedures for
using an additional gas-driven and liquid-driven injector can be
found in [24, 28].

3. If the hyperpolarized sample needs to be mixed with a second
reagent, which initiates a reaction in-situ in the NMR spec-
trometer, preload it into the NMR tube (or to a sample loop for
the flow-NMR system) and perform a test injection. Mixing
efficiency can be checked by acquiring images with a pulsed
field gradient spin echo (PFGSE) sequence [32], or performing
known test reactions similar to the setup of a stopped-flow
experiment [33]. Using dye as a substitute for the second
reagent can be convenient to visually check homogeneous
mixing.

4. Tune and shim the NMR spectrometer with a sample from a
test injection, and set the sample target temperature to that of
the injected solution of the hyperpolarized sample. (For the
procedure to measure and adjust the temperature of injected
solution from the polarizer, see Note 4).

5. Conduct an NMR pulse length calibration using the same
sample.

6. The amount of originally loaded sample that is recovered for
the NMR experiment and final dilution factors for the sample
from the polarizer and the second reagent can be determined
by using reference standards added to the samples. For
calibration purposes, the measurement of the concentration
of reference standards in the final sample can be done either
by NMR spectroscopy or other analytical techniques, such as
UV-VIS spectroscopy or high-performance liquid chromatog-
raphy [28].

3.2 Performing

D-DNP Experiments

3.2.1 Hyperpolarization

1. Cool down the DNP polarizer, to reach the operating temper-
ature close to 1 K.

2. Load the properly made sample solution to the cup-shaped
sample holder and insert the sample cup into the DNP instru-
ment (see Note 5). The sample volume is typically in the range
of 1 ~ 100 μL, but different sizes of sample cups can be used to
accommodate even larger sample volumes [34].

3. Start polarization by turning on the microwave irradiation. The
microwave frequency should be chosen depending on the radi-
cal type and nucleus to be polarized (Fig. 2).

4. Continue polarizing the sample. The polarization time
required to approach the maximum polarization level depends
on microwave power, type of nucleus, type and concentration
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of radical, glassing matrix [35, 36], and other experimental
conditions. For example, 1H and 19F may be polarized in
about 10 min using TEMPOL radical, 13C may be polarized
for 3 h using trityl radical. The optimal polarization time can be
determined by measuring a solid-state polarization build-up
curve (see Note 6). The efficiency of polarization can be
improved by polarizing multiple samples [37, 38] or applying
Hartmann-Hahn cross polarization (CP) to D-DNP for low-γ
nuclei (e.g. 13C) polarization using specially made DNP polar-
izers [39–41] (seeNote 7).

3.2.2 Sample Dissolution

and Injection

1. Load about 4 ~ 5 mL of degassed solvent for dissolution.

2. Connect the transfer line to the NMR tube (or flow-cell) the
same way as for the test injections. Adjust the position of the
NMR tube according to the sample volume from the test
injection. Then, place it into the NMR spectrometer (see
Note 5 when using high-pressure gas for rapid sample
injection).

3. Set a target vapor pressure and start heating the dissolution
solvent (see Note 4). When the target vapor pressure is
achieved, the automated dissolution process is triggered. A
typical target vapor pressure is 5 ~ 10 bar.

3.2.3 NMR

Measurements

1. Before dissolution, start the desired NMR pulse program
(Fig. 4) that includes a command for waiting for the trigger
from the dissolution. This can be done while the dissolution
solvent is being heated. The measurement will be initiated by
the trigger.

2. After the DNP measurement is finished, acquire an NMR
spectrum under thermal polarization for the observation of
reference standards in the sample, for the calculation of spin
polarization, or for other characterizations of the final sample
conditions.

3. If subsequent experiments are to be performed, the injected
solution can be used for re-adjusting shims for the next
experiment.

3.3 Type of NMR

Experiments

Various types of D-DNP NMR experiments are available for char-
acterization of biological systems in-vitro. A (necessarily incom-
plete) summary of some of these experimental techniques is given
here.

3.3.1 Characterization of

Non-equilibrium Chemical

Reactions or Processes

1. For the purpose of investigating time-dependent signal
changes in a D-DNP experiment, perform a series of scans,
each containing a small flip angle excitation pulse. The pulse
converts a fraction of available spin polarization into observable
coherence in each scan, while preserving the remaining polari-
zation for later scans. The flip angle is adjusted based on the
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number of scans and T1 relaxation times of the spins [33]. The
time resolution is determined by the sampling requirement to
obtain sufficient spectral resolution (≳50 ms), and the maxi-
mum observable time by the spin-lattice relaxation.

2. Selective excitation pulses followed by pulsed field gradients
can be applied to suppress unwanted signals that would satu-
rate the receiver. Selective inversion pulses can be used at the
beginning of the experiment to encode a resonance of interest
and track it during the measurement time [33]. The selectively
inverted spin population leads to an inverted product signal,
which allows the correlation of reaction product chemical shifts
to the corresponding chemical shifts in the reactant.

3. For kinetic analysis, signal intensities of individual peaks from
time-resolved spectra can be plotted as a function of time.
Kinetic parameters can be determined by fitting the data
using a kinetic model that includes a description of the effects
of radio frequency pulses and spin relaxation [33].

4. Utilizing the methods above, real-time monitoring of chemical
or biological processes such as enzyme reactions [32, 42],
protein folding [8], and cellular metabolism [43–45] can be
performed. For the study of enzyme reactions, substrates are
hyperpolarized, and the NMR signals are acquired after admix-
ing of non-polarized enzymes. The protein-folding process can
be observed by injecting hyperpolarized denatured polypep-
tides into a buffer solution favoring native structure. In cell
metabolism studies, metabolites, such as pyruvate, glucose,
fructose, fumarate, or other compounds, are hyperpolarized,
and mixed with live-cell suspensions in the NMR spectrometer
[9]. In all the cases, observing the time-dependent evolution of
signals allows determination of kinetics or mechanisms of the
underlying process.

3.3.2 Time Evolution in

Non-equilibrium Spin

States

Several DNP–NMR methods comprising measurements of spin
relaxation or spin polarization transfer can be used for investigating
interactions between a target molecule such as a protein, and an
interaction partner such as a ligand or solvent component. For
example, hyperpolarization can be carried out on 13C, 1H, or 19F
nuclear spins of ligand and the evolution of NMR signals of the
ligand or a target protein, the latter occurring due to the nuclear
Overhauser effect (NOE), can be observed.

1. Relaxation measurements on hyperpolarized samples can be
performed in a single dissolution. T1 relaxation of low natural
abundance nuclei can be measured using a series of small flip-
angle RF pulses [46]. T2 relaxation decay of hyperpolarized
ligands can be obtained by employing a Carr Purcell Meiboom
Gill (CPMG) pulse sequence [47] to identify binding of ligands
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to proteins and determine a dissociation constant (KD), at
micro- or sub-micromolar concentrations [48]. Long-lived
spin states (LLS) of ligands can under certain conditions also
be created to preserve spin polarization during sample injection
[49]. The relaxation of LLS can further be measured to detect
ligand binding [50]. Competitive binding using a reporter
ligand can be utilized more widely in the T2 and TLLS measure-
ments, since it requires only a well polarizable reporter ligand.
[51, 52]. T1ρ relaxation can be also measured using spin-lock
[22]. The T1, T2, TLLS, and T1ρ relaxation time constants can
be determined by fitting the data to a single exponential or
another appropriate function.

2. The transfer of ligand hyperpolarization to the target molecule
or to a second ligand via NOE can be used to study intermo-
lecular interactions between the protein and the ligand. Signal
build-up and decay allows the characterization of binding sites
of proteins and ligands [53–56]. Instead of hyperpolarizing
ligands, hyperpolarization of water can be utilized to identify
ligand binding [57] by transferring polarization to the protein
through exchangeable protons and NOE. This method can be
used to study protein–water interactions and to potentially
investigate exchange rates or cross relaxation rates [58–60],
providing structural information.

3.3.3 Spin-Correlation

and Other Experiments

Multiple experiments are available for obtaining 2D or pseudo-2D
correlation information in a single D-DNP experiment. Multi-
dimensional D-DNPNMR spectra can be acquired from sequential
2D experiments [61], ultrafast COSY/HSQC experiments [62], or
2D slice-selective COSY experiments [63]. Multiple-scan DNP
experiments using flow injection combined with Hadamard spec-
troscopy [15] or off-resonance decoupling schemes [64] can be
also utilized for investigating atomic connectivity or the measure-
ment of J-coupling constants. D-DNP is also applicable to diffusion
experiments, allowing a rapid measurement of diffusion coefficients
without signal averaging [65, 66]. Diffusion and relaxation infor-
mation can be obtained simultaneously using ultrafast Laplace
NMR correlation experiments [67].

4 Notes

1. Gd3+ compounds, such as gadolinium diethylene triamine pen-
taacetic (Gd-DTPA), can be added to the stock solution with a
concentration of 1–2 mM. Gd3+ doping has been found to
improve the achievable polarization level, especially for 13C
polarization using OXO63 as the polarizing agent [68, 69].
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2. TEMPOL, OXO63, Finland, and water-soluble BDPA can be
used for aqueous solutions, while TEMPO or BDPA can be
used for organic solvents.

3. Hazardous liquids, such as those that are toxic, those that result
in toxic by-products upon heating, or those that could vio-
lently decompose, should be avoided.

4. The temperature of the injected sample can be measured by
carrying out test injections. For test injections, use the same
dissolution solvent as for the experiments and set the desired
vapor pressure for the dissolution. The target vapor pressure
can be chosen to adjust the temperature of the injected sample,
within limits. The temperature can be measured using a ther-
mocouple, or NMR chemical shift.

5. Wear appropriate personal protection equipment when loading
a sample into the DNP insert, as well as when working with
high-pressure gas for injection.

6. Microwave sweep spectra should be recorded periodically for
microwave frequency calibration. The time dependence of
polarization build-up in the solid state can also be measured
to determine the appropriate polarization time.

7. The efficiency of polarizing low-γ nuclei, such as 13C, can be
significantly improved by combining Hartmann-Hahn cross
polarization (CP) with dissolution DNP. Transferring polariza-
tion from electron spins to protons, and further to 13C nuclei,
has been shown to reduce the polarization build-up time, as
well as to achieve higher polarization level [39–41].
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W (2010) Slice-selective single scan proton
COSY with dynamic nuclear polarisation. Phys
Chem Chem Phys 12:5771

64. Zhang G, Schilling F, Glaser SJ, Hilty C (2013)
Chemical shift correlations from hyperpolarized
NMR using a single SHOT. Anal Chem 85:
2875–2881

65. Koelsch BL, Keshari KR, Peeters TH, Larson
PEZ, Wilson DM, Kurhanewicz J (2013) Dif-
fusion MR of hyperpolarized 13C molecules in
solution. Analyst 138:1011

66. Schilling F, D€uwel S, Köllisch U, Durst M,
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Chapter 9

Determination of Protein ps-ns Motions by High-Resolution
Relaxometry

Samuel F. Cousin, Pavel Kadeřávek, Nicolas Bolik-Coulon,
and Fabien Ferrage

Abstract

Many of the functions of biomacromolecules can be rationalized by the characterization of their conforma-
tional energy landscapes: the structures of the dominant states, transitions between states and motions
within states. Nuclear magnetic resonance (NMR) spectroscopy is the technique of choice to study internal
motions in proteins. The determination of motions on picosecond to nanosecond timescales requires the
measurement of nuclear spin relaxation rates at multiple magnetic fields. High sensitivity and resolution are
obtained only at high magnetic fields, so that, until recently, site-specific relaxation rates in biomolecules
were only measured over a narrow range of high magnetic fields. This limitation was particularly striking for
the quantification of motions on nanosecond timescales, close to the correlation time for overall rotational
diffusion. High-resolution relaxometry is an emerging technique to investigate picosecond—nanosecond
motions of proteins. This approach uses a high-field NMR spectrometer equipped with a sample shuttle
device, which allows for the measurement of the relaxation rate constants at low magnetic fields, while
preserving the sensitivity and resolution of a high-field NMR spectrometer. The combined analysis of high-
resolution relaxometry and standard high-field relaxation data provides a more accurate description of the
dynamics of proteins, in particular in the nanosecond range. The purpose of this chapter is to describe how
to perform high-resolution relaxometry experiments and how to analyze the rates measured with this
technique.

Key words Nuclear magnetic resonance, Protein dynamics, Nuclear spin relaxation, High-resolution
relaxometry, Model free

1 Introduction

Nuclear magnetic resonance (NMR) can provide unique informa-
tion about internal motions of biomolecules [1] with atomic reso-
lution both in solution and in solid state using measurements of
nitrogen-15 [2–5], carbon-13 [6–8], phosphorus-31 [9], or deu-
terium relaxation rates [10–15]. Both backbone and side-chain

Ranajeet Ghose (ed.), Protein NMR: Methods and Protocols, Methods in Molecular Biology, vol. 1688,
DOI 10.1007/978-1-4939-7386-6_9, © Springer Science+Business Media LLC 2018
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motions of biomolecules can be described over a broad range of
timescales, from tens of picoseconds to seconds.

Nuclear spin relaxation is induced by fluctuations of
orientation-dependent interactions (dipole-dipole coupling, quad-
rupolar coupling, etc.). These fluctuations can be described by time
correlation functionsC(t). A correlation function is unique for each
interaction contributing to relaxation. The Bloch-Wangsness-Red-
field (BWR) [16–19] relaxation theory shows that the NMR relax-
ation rates depend on linear combinations of a set of values of the
spectral density function J(ω), which is the Fourier transform of the
correlation functions C(t). For example, the relaxation rates of an
isolated 15N-1H spin system depend on the values of the spectral
density function J(ω) at only five frequencies: ω ¼ 0; �B0γN;
�B0γH; and �B0(γH � γN), where B0 is the static magnetic field
intensity, while γH and γN are the gyromagnetic ratios of spins 1H
and 15N, respectively. In order to quantify complex motions over
two to three orders of magnitude of correlation times (typically
from tens of picoseconds to a few nanoseconds), one needs to
analyze sets of relaxation rates acquired at multiple magnetic fields,
and hence on different NMR spectrometers.

Sensitivity and resolution are often limiting factors for protein
NMR. The lowest magnetic field used in biomolecular studies is
usually B0 ¼ 11.75 T, or more rarely 9.4 T. Thus, sampling the
spectral density function at low (nonzero) frequencies is difficult.
This makes nanosecond timescale motions, which are best sampled
at low frequencies, difficult to characterize. High-resolution relaxo-
metry was introduced [20–23] as a solution to overcome these
limitations.

The principle of high-resolution relaxometry is to use the stray
field of a high-field NMR magnet as a variable field (Fig. 1). Low
magnetic fields are reached by displacing the sample to a chosen
position in the stray field. This type of experiment is performed on a

Fig. 1 Principle of high-resolution relaxometry. After the preparation of the desired spin term at high field, the
sample travels in the stray field of the magnet, to reach a position with a lower magnetic field for the relaxation
delay. Then, the sample is moved back to the high-field center for detection
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commercial NMR spectrometer equipped with a shuttle device
used to move the sample. Polarization delays, manipulations of
spin system, and detection are performed at the high-field position.
The sample is moved to a desired low field for the relaxation period.
Such an experimental design ensures high sensitivity due to the
polarization of nuclear spins at high field as well as the maximum
resolution due to detection at high field. A single NMR spectrom-
eter may be then used to measure relaxation rates on a broad range
of magnetic fields, typically, from ~100 mT to the magnetic field
inside the superconducting coil (>10 T).

Moving the sample requires a sample shuttle apparatus, which
can be either mechanical [21, 22], or pneumatic [20, 23]. Once the
sample is moved above the magnetic center, it is outside the RF
coils. Thus, there is no possibility to control cross-relaxation path-
ways during the shuttle transfers and the relaxation delay. This leads
to deviations from a mono-exponential decay with a desired auto-
relaxation rate, which must be taken into account. The analysis of
high-resolution relaxometry data requires good understanding of
spin dynamics and relaxation pathways over the entire range of
magnetic fields explored, from 100 mT to ~20 T.

Here, we present procedures on how to perform and analyze
data from high-resolution relaxometry experiments. After a brief
presentation of basic theory, we describe the experimental protocol
for the measurement of protein backbone amide 15N relaxation
rates over several orders of magnitude of magnetic field using
high-resolution relaxometry. We follow with a presentation of the
analysis of these relaxation data to quantify protein backbone
motions in the picosecond-nanosecond range.

2 Theory

A full description of relaxation theory is beyond the scope of this
chapter, and it can be found elsewhere [24, 25]. We provide a brief
introduction of the theoretical background necessary for under-
standing the analysis of relaxation rates obtained from high-
resolution relaxometry, which includes a key correction step. As
an example, the theory is described for an isolated 15N-1H spin pair.
It should be stressed that relaxation processes depend on the details
of the spin system, e.g., the number of spins and their geometric
arrangement. A different set of equations and different relaxation
matrices should be used for other spin systems but the general
framework will be similar.

The relaxation matrix for the complete set of spin operators of
the given system is block-diagonal, due to the secular approxima-
tion [24, 25]. Only the spin terms that belong to the same subspace

Determination of Protein ps-ns Motions by High-Resolution Relaxometry 171



as the spin term created at the beginning of the relaxation period
should be taken into account. No RF pulses can be applied at low
field, thus, only the relaxation of populations (e.g., longitudinal
polarizations and spin orders that remain secular in the absence of
RF fields) has to be considered here.

2.1 Isolated 15N-1H

Spin Pair

In the case of an isolated 15N-1H spin pair, the relaxation of
the expectation value for the 15N longitudinal magnetization
toward equilibrium can be described by a set of differential equa-
tions represented in a matrix form in the following way:

d

dt

〈Nz〉� 〈Nz〉
eq

〈Hz〉� 〈Hz〉
eq

〈2NzHz〉

0
B@

1
CA ¼ �

R1,N σ δN

σ R1,H δH

δN δH RNH

0
B@

1
CA

〈Nz〉� 〈Nz〉
eq

〈Hz〉� 〈Hz〉
eq

〈2NzHz〉

0
B@

1
CA

ð1Þ
where R1,N and R1,H are the longitudinal auto-relaxation rates of
the nitrogen-15 nucleus and the proton;RNH is the auto-relaxation
of the two-spin order, σ is the dipolar cross-relaxation rate between
the nitrogen-15 and proton polarization, δN and δH are cross-
correlated cross-relaxation rates caused by the cross correlations
between the 15N-1H dipole-dipole interaction and the chemical
shift anisotropy of the nitrogen-15 nucleus and the proton, respec-
tively. These relaxation rates can be written as [26, 27]:

R1,N ¼ d2
NH

4

�
3JNHðωNÞþ6JNHðωHþωNÞþ JNHðωH�ωNÞ

�

þ c2NJNðωNÞ
ð2Þ

R1,H ¼ d2
NH
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�
3JNHðωHÞ þ 6JNHðωH þ ωNÞ þ JNHðωH � ωNÞ

�

þ c2HJHðωHÞ
ð3Þ

σ ¼ d2
NH
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�
6JNHðωH þ ωNÞ � JNHðωH � ωNÞ

�
ð4Þ

δN ¼
ffiffiffi
3

p
cNdNHJNH,NðωNÞ ð5Þ

δH ¼
ffiffiffi
3

p
cHdNHJNH,HðωHÞ ð6Þ

RNH ¼ 3

4
d2
NH

�
JNHðωHÞ þ JNHðωNÞ

�
þ c2NJNðωNÞ þ c2HJHðωHÞ

ð7Þ
where dNH describes the intensity of the dipolar interaction
between the spins 15N and 1H, and ci is the constant for the
chemical shift anisotropy of nucleus i:
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ci ¼ B0γiΔσiffiffiffi
3

p ð8Þ

dNH ¼ μ0
4π

� � γNγHℏ
r3NH

ð9Þ

μ0 is the permeability of vacuum, ħ is the reduced Planck constant,
γN is the gyromagnetic ratio of 15N, γH is the gyromagnetic ratio of
the proton, and rNH is the distance between the nitrogen-15
nucleus and the proton (1.02 Å). Δσi is the chemical shift anisot-
ropy of the nucleus i, and B0 is the intensity of the static magnetic
field at the sample position. Jk(ω) is the value of the spectral density
function corresponding to the auto-correlation of interaction k at
the frequency ω, and Jk,l(ω) is the value of the spectral density
function corresponding to the cross-correlation of interactions k
and l. The subscript NH stands for the dipolar coupling between
the two nuclei, while H (or N) stand for the chemical shift anisot-
ropy of the proton (or the nitrogen-15 nucleus).

Detailed presentations of the models that lead to the functional
form of the spectral density function can be found elsewhere. Some
models assume certain types of motion, which leads to a particular
functional form of the spectral density function. For example,
motions can be represented by the Gaussian Axial Fluctuation
(GAF) [29] model, which was inspired by molecular dynamics
simulations and described motions of the peptide plane with fluc-
tuations of orientation angles around a set of principal axes follow-
ing a Gaussian distribution. Another type of approach does not rely
on a particular type of motion, but assumes a general parametric
form of the spectral density function is selected. This Model Free
approach [30] (MF) is generally the method of choice to describe
the internal dynamics of folded proteins.

Most approaches to the analysis of relaxation rates in terms of
picosecond-nanosecond motions assume statistical independence
of overall tumbling and internal motions. The slowly relaxing
local structure [31, 32] (SRLS) model has been suggested to take
into account a coupling between the internal and the overall molec-
ular motion. SRLS describes local motions as diffusion in a poten-
tial imposed by the molecular environment. The description of
motions of the highly flexible fragments of proteins or intrinsically
disordered proteins (IDP) is also challenging. A model assuming a
distribution of correlation times of reorientational motions has
been suggested [33–35] for that purpose. Other approaches recon-
stitute the spectral density function with a set of discrete correlation
times [28, 36].
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The analysis of high-resolution relaxometry rates presented
here can be used for most of these modes of analyses of dynamics.
However, we will present the principle of the analysis with the well-
known model-free and extended model-free [37] approaches. The
justification and criteria for the selection of the appropriate form of
the spectral density function is similar to the standard NMR analysis
of relaxation rates and should be based on statistical tests and
physical arguments [38–42].

2.2 Protons in the

Vicinity of the 15N-1H

Spin Pair

The amide 15N-1H spin pairs should not be considered isolated to
describe properly the relaxation of spin terms that involve the amide
proton.

Protons in the vicinity of the amide proton influence signifi-
cantly the relaxation of some spin terms and should be considered
in the analysis. It has been shown that the effects of all additional
protons can be sufficiently well accounted for if one considers two
virtual protons placed in the vicinity of the amide proton (Fig. 2)
[43, 44, 23]. The choice of distance between the additional protons
and the amide proton (dHH) depends on the level of the deutera-
tion and compactness of the local structure. For folded proteins,
this effective distance varies between 2.1 Å (protonated sample)
and 2.9 Å (deuterated sample). The relaxation matrix (Eq. 1)
should be expanded to include the effects of additional protons
(the relevant sub-space dimension increases from 3 to 7):

Fig. 2 NH spin system considering two protons in the vicinity
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where the additional terms compared to Eq. 1 are

R0
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where dHH00 ¼ dHH0 describes the intensity of the dipolar interaction
between the amide proton and the additional protons in the vicinity
(see Eq. 9). Note that the two additional protons were chosen to
relax as amide protons. A slightly more thorough approach would
be to consider two aliphatic protons.

Note, that Eq. 10 represents only a simplified relaxation matrix
of the spin system, in which only the dipole-dipole interactions
between the amide proton and the protons in its vicinity are con-
sidered, while all other interactions and all dipole-dipole cross-
correlations are neglected.
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3 Materials

3.1 Instrumentation 1. A high-field NMR spectrometer (B0� 11.75 T) equipped with a
high-resolution relaxometry device and software for controlling
the shuttling compatible with the NMR operating program
(e.g., a recent version of Topspin for Bruker spectrometers). In
our case, we use a pneumatic shuttle system described in detail
elsewhere [23]. The shuttling system is composed of shuttling
controller, a sample shuttle adapted to the system, and a shuttle
guide to constrain the motion of the sample shuttle. The posi-
tion chosen for the relaxation delay is set by a shuttle stopper,
which is tightly fixed to the top of the Dewar.

2. A gaussmeter with a detection range up the magnetic field in
the center of the NMR spectrometer to measure the whole
magnetic field profile inside the bore of the NMR
spectrometer.

3.2 Sample 1. A sample container adapted to the shuttle apparatus. Note that
different sample shuttles require different tubes (here we use a
pneumatic shuttle device developed by Bruker [23]).

2. A solution of protein specifically or uniformly labeled with
nitrogen-15. It must be considered that the sensitivity of
relaxometry experiments is generally lower than the sensitivity
of typical high-field relaxation experiments because of relaxa-
tion during the transfer of the sample to low field and back to
the high field. In our hands, we have favored sample concen-
trations of 0.8 mM and above. Attention should be paid to the
homogeneity of the sample, which must be preserved during
the whole relaxometry experiment. We recommend degassing
the sample in order to prevent the formation of a bubble inside
the sample during shuttling. Degassing is performed by placing
the sample solution in a mild vacuum. Increase the applied
vacuum slowly to avoid the sample splashing and its potential
loss. Apply the vacuum as long as bubbles are released from the
solution. Immediately after the end of degassing seal the
sample.

3. A temperature calibration sample. Typically, a methanol sample
is used for this purpose (either a pure unlabeled methanol
sample [45] or fully deuterated methanol sample [46–48]).

4. It is advisable to use an internal temperature sensor. For exam-
ple, deuterated acetic acid may be used as a buffering agent and
the chemical shift difference between the signals of deuterium
from the methyl group of acetic acid and HOD in the buffer
can be monitored.

3.3 Software The analysis of relaxation data described here relies on the use of
well-known NMR software, software for curve fitting, and a house-
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developed python-based program dedicated to the analysis of
relaxometry data.

1. nmrPipe [49]: software designed for processing and analysis of
NMR spectra https://www.ibbr.umd.edu/nmrpipe/.

2. CurveFit: software to fit the relaxation decays and estimate the
errors of the fitted parameters http://www.cumc.columbia.
edu/dept/gsas/biochem/labs/palmer/software/curvefit.
html.

3. Grace: software to display the results of the Curvefit analysis
(http://plasma-gate.weizmann.ac.il/Grace/).

4. ROTDIF: software used to determine the overall diffusion
tensor [40, 50] (http://gandalf.umd.edu/FushmanLab/
pdsw.html).

5. ICARUS: software developed [23] to analyze relaxation rates
measured by relaxometry http://paris-en-resonance.fr/code/
code_samples.php (the program requires python 3.5 for which
documentation is available at http://www.python.org, includ-
ing the following libraries: Tkinter, matplotlib, scipy and
numpy). This version of ICARUS is written so that users can
adapt the relaxation matrix for the specific spin system under
study. Here, we only describe the procedure for an isolated
15N-1H pair. This version of ICARUS includes a graphical
user interface, which allows the user to import data sets and
choose model of the spectral density function easily.

3.4 Conventional

Experimental Data

1. A set of high-field relaxation rates (longitudinal relaxation rate
R1, transverse relaxation rate R2, dipolar cross-relaxation rate
σ) measured at least at one high magnetic field [51].

2. Analysis of these relaxation rates using ROTDIF [40] to extract
the diffusion tensor for the global tumbling of the entire
molecule.

4 Methods

4.1 Mapping of the

Magnetic-Field Profile

Measure the dependence of the magnetic field on the distance from
the high-field magnetic center along the axis of the superconduct-
ing magnet. These measurements should be performed just once
since the magnetic field is very stable. The measurements have to be
accurate for the entire trajectory where the sample travels, in order
to be able to simulate relaxation during the entire experiment (this
is necessary for the analysis). It is recommended to measure the
intensity of the magnetic field with steps of 5 mm or less. The
profile of the stray field may also be provided by the manufacturer
of your spectrometer upon request.
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4.2 Temperature

Calibration

The temperature of the sample should be carefully calibrated and
remain stable during the experiment. In particular, relaxation rates
depend on the viscosity of water, which is sensitive to temperature.
Commercially available high-resolution relaxometry systems do not
allow yet the control of the temperature within the bore of the
Dewar. Currently, experiments carried out close to room tempera-
ture offer the best control of the temperature of the sample. The
temperature is calibrated using a sample that displays two NMR
signals with a chemical shift difference that varies reliably with the
temperature. Ideally, the compound used to determine the temper-
ature is added as an internal standard to the protein sample, so that
we can monitor the temperature during the experiment.

The compound used as an internal temperature standard needs
to fulfill several conditions:

l The temperature reference must be soluble in the buffer.

l It must not interact with the protein sample.

l Molecules must be stable.

l It must provide NMR signals with a clear temperature depen-
dence of the monitored chemical shift difference.

l The signals of the temperature reference compound should not
overlap with the protein signals.

In our case, we used a buffer composed of 50 mM of deuter-
ated acetic acid (AcOH), and the difference between the deuterium
signals of HOD and of the methyl group of AcOH was monitored.
It is recommended to verify the dependence of the chemical shift
difference with respect to the temperature for a new sample:

1. Introduce the external reference (e.g., perdeuterated methanol
sample) in the spectrometer.

2. Temperature stabilization should take about 10 min, if the
initial temperature of the sample is <5 �C from the desired
value. Match and tune the proton circuit and adjust shims to
reach sufficient homogeneity of the magnetic field.

3. Run a single pulse 1D proton experiment using a 1 μs 1H pulse
at full power.

4. Process the spectrum, read the chemical shifts difference Δδ
between the hydroxyl and methyl protons.

5. Calculate the temperature, if using a methanol-d4 sample, use
the formula [48]:

T ¼ �16.7467Δδ2 � 52.5130Δδ þ 419.1381.
6. Change the nominal temperature inside the spectrometer and

repeat steps 2–5 until the desired temperature in reached.

7. Repeat steps 2–6 with temperatures deviating by þ4 �C,
þ2 �C, �2 �C, and �4 �C from the target temperature.
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8. Insert the protein sample with the internal temperature stan-
dard (or a protein buffer sample without the protein) inside the
NMR spectrometer.

9. Adjust shims to reach sufficient homogeneity of the magnetic
field, match and tune the probe.

10. Perform the experiment (1D proton or deuterium spectrum)
for temperature calibration with the internal standard.

11. Process the spectrum and read the difference between the
selected chemical shifts.

12. Determine the chemical shifts difference at all temperatures
calibrated by the standard temperature calibration sample in
steps 1–7.

13. Determine the relationship between the measured chemical
shifts difference and the temperature. Usually, a linear depen-
dence is a good approximation in such a small range of
temperatures.

This relationship between the temperature and the chemical
shift difference should be used for the temperature calibration
before every relaxation measurement on this sample:

1. Insert the protein sample with the internal temperature stan-
dard (or a sample with buffer but no protein) inside the NMR
spectrometer.

2. Adjust shims to reach sufficient homogeneity of the magnetic
field, match and tune the probe.

3. Set up the desired temperature and follow all the steps for the
preparation of the relaxometry experiment (Subheading 4.3),
use exclusively the shortest possible relaxation delay. Set up the
number of dummy scans to 100.

4. Start the relaxometry experiment (Subheading 4.3) and moni-
tor the temperature during the experiment, because the shut-
tling process may influence the sample temperature. Note, how
many scans are necessary to obtain a stable temperature. Use
this value as the number of dummy scans.

5. If monitoring the temperature during the experiment is not
possible, you can use an alternative approach: start the experi-
ment, stop it when 100 dummy scans are finished and immedi-
ately after, run the 1D experiment for temperature calibration.
Note the temperature. Double the number of dummy scans to
confirm the stability of the temperature. If the temperature is
not stable, increase the number of dummy scans to 300. Note
the number of dummy scans. Adjust the temperature so that
the desired temperature is reached after the dummy scans.

6. Repeat steps 4 and 5 with the longest expected relaxation
delay. The calibrated temperature should not differ more than
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0.3 K; otherwise, the system temperature stabilization setup
must be adjusted (e.g., the steady gas flow in the high field
probe, or pressures settings in a pneumatic system) or the
longest relaxation delay should be reduced. The number of
dummy scans in the relaxometry experiment (Subheading
4.3, item 14) should be large enough so that the temperature
is stable when the first signal is recorded with both relaxation
delays.

4.3 Setting Up Low-

Field Relaxation

Experiments

Nuclear magnetic relaxation dispersion profiles display the variation
of relaxation rates with the magnetic field. The analysis of protein
dynamics requires that the details of the dependence of the relaxa-
tion rate with the field are obtained. It is recommended to record
the relaxometry experiment with at least 8 (and up to ~20, depend-
ing on the spectrometer time available) different sample positions
(i.e., magnetic fields) spanning the range of low fields 0.1–10 T. We
advise users to analyze each relaxation experiment as soon as it is
recorded in order to select the most appropriate magnetic field for
the next measurement. This strategy leads to an optimal sampling
of the relaxation dispersion profile.

The sample position at low field, where the relaxation takes
place, is adjusted before each experiment and should be verified
regularly (if possible) until the end of each experiment.

1. Choose the magnetic field at which relaxation will be
measured. Set up the low-field stop position for the sample.
The magnetic field should be chosen from the table of mag-
netic field vs. distance from the center of the magnet (see
Subheading 4.1).

2. Generally, the shuttle transfers should be as short as possible in
order to avoid unnecessary loss of sensitivity. We recommend
transfer delays shorter than 150ms, and if possible shorter than
100 ms. If the pneumatic shuttle device is used, the shuttling
speed is adjusted by gas pressures settings at the high- and low-
field positions. Pressure settings allow to either blow (positive)
or suck (negative) the gas with a pressure up to 5 bar and down
to �0.5 bar. It is recommended to set the positive pressure
always slightly larger than the negative one, in order to prevent
ambient dust to enter the system. The example gas pressure
settings used in the Bruker pneumatic shuttling device for a
sample of a diameter 3.2 mm and length 2 cm are summarized
in Table 1.

3. Calibrate the temperature as described in Subheading 4.2. We
recommend the calibration of the temperature for every exper-
iment with a different low-field position.

4. Insert the sample inside the spectrometer. Let the temperature
equilibrate for 10 min. Match and tune the probe and shim the
magnet.
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5. Record a 1D proton spectrum with a short (1 μs) excitation
pulse and with the carrier frequency on resonance with the
signal of water (~4.7 ppm), use the minimum receiver gain
(RG ¼ 1 for Bruker NMR spectrometers). Process the 1D
spectrum. Then, perform the same experiment with the
expected pulse length for a 360� flip angle. Process the spec-
trum with the same phase as used for the first spectrum. Vary
the length until a null signal is obtained. Finally, use this value
to calculate the length of the 90� 1H pulse (one quarter of the
duration of the 360� pulse).

6. Prepare a 1D version of a 15N-1H Heteronuclear Single Quan-
tum Coherence (HSQC) experiment with a heteronuclear gra-
dient echo. Set the calibrated length of the proton pulse and
the expected value of a 15N 90� pulse, place the proton carrier
frequency on resonance with the signal of water (~4.7 ppm)
and the 15N carrier frequency in the middle of the amide region
(~118 ppm), set the number of dummy scans to 16, and the
number of scans from 2 to 16, depending on the sensitivity.
Adjust the receiver gain value. Run the experiment, process the
spectrum, and adjust its phase. If the signal-to-noise is too
small, increase the number of scans accordingly, but not the
number of dummy scans.

7. Double the duration of the first 15N 90� pulse in the sequence.
Run the experiment and process it, using the phase optimized
in the previous step. Optimize the length of this pulse to get a
null signal. Halve the length of the pulse to obtain a 15N 90�

pulse.

8. If the spectral width and carrier frequency of a 2D 15N-1H
HSQC of the sample has not been optimized yet set up a 2D
HSQC experiment with a ~40 ppm spectral width and carrier
frequency 118 ppm in the indirect dimension. The broad spec-
tral width generally ensures that no peaks except arginine NεHε
signals will be aliased. Run the experiment, process it, and

Table 1
Settings of the pressures for the high-resolution relaxometry on the Bruker pneumatic device

Pressure at high-field
position (mbar)

Pressure at low-field
position (mbar)

Shuttling from high field to low field 350 �300

Shuttling from low field to high field �250 300

Sample at low field 200 �100

Sample at high field �40 100
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optimize the 15N carrier frequency and the spectral width so
that the spectral width will be as small as possible, but no folded
peak will interfere with any other signals and no peak will be
closer than 0.5 ppm to the edge of the spectrum.

9. Set up a relaxation experiment with the pulse sequence shown
in Fig. 3 and set the delays and gradients according to the
description in Fig. 3.

10. Set durations of 15N and 1H pulses according to the
calibrations.

11. Set the optimized 15N carrier frequency and spectral width.

12. Set the proton shape pulses according to the spectrometer-
specific protocol.

13. Choose an inter-scan delay of at least 2 s, preferably 3 s.

14. Set the number of dummy scans so that the temperature is
stable before the first scan is recorded (see Subheading 4.2). In
any case the number of dummy scans should not be smaller
than 100.

G5G2

Gz
G4

τa τa τa τa

φ1

-x -x

φacq

1H

y y y

τa τrelaxτw1 τup τdown τst2 t1

φ2 φ3 φ4

GARP
τst1 τw2
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Fig. 3 Pulse sequence used for the measurement of longitudinal nitrogen-15 relaxation of amide nitrogen
nuclei in proteins at various low fields and with recovery delay and detection at high field. Narrow (filled) and
wide (open) rectangles represent 90� and 180� pulses, respectively. Pulses are applied along the x-axis of the
rotating frame unless otherwise specified. The bell-shaped pulses represent 1.2 ms sinc pulses. All delays τa
are set to be equal to 1/|4JNH|, with JNH ¼ �92 Hz. The sample is moved from the high- to the low-field
position during the delay τup and back during the delay τdown. The delays τw1 and τw2 correspond to the
response delays of the shuttling device. The short delay τst1 ¼ ~40 ms is required by the system, the
stabilization delay τst2 ¼ 200 ms allows for convection currents and vibrations to settle. Pulsed field gradients
Gz have smoothed rectangular amplitude profiles and 1 ms durations. Their peak amplitudes are G1 ¼ 12.5 G/
cm; G2 ¼ 20 G/cm; G3 ¼ 5.75 G/cm; G4 ¼ 10.25 G/cm; G5 ¼ 20 G/cm and G6 ¼ 7.5 G/cm. The phase cycles
were ϕ1 ¼ {{y}4, {�y}4}, ϕ2 ¼ {x,�x}, ϕ3 ¼ {{y}8, {�y}8}, ϕ4 ¼ {{x}2, {�x}2}, ϕacq ¼ {x, �x, �x, x, �x, x, x,
�x, �x, x, x, �x, x, �x, �x, x}
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15. Set the number of scans to 8 and run the experiment to acquire
the first increment with the shortest possible relaxation delay
τmin (first line in the VDLIST for Bruker systems) and then
stop it. If the signal-to-noise ratio is not sufficient increase the
number of scans accordingly.

16. Set the estimated length of the relaxation delay τmax, which should
lead to a decay of the magnetization to about 1/3 of the intensity
obtained for the shortest relaxation delay. Run the experiment and
stop it after the first increment is recorded. Process the first
increment and compare its intensity with the intensity of the first
increment measured with the shortest relaxation delay. Optimize
τmax until the required intensity decay is reached.

17. If the maximum relaxation delay exceeds the one tested during
the temperature calibration, the stability of the temperature
should be verified.

18. Estimate an average relaxation rate R ¼ ln(3)/(τmax�τmin).

19. Prepare the list of relaxation delays. The number of various
relaxation delaysN should be between 4 and 8. It is also recom-
mended to repeat two relaxation delays in the series. The series
of relaxation delays can be calculated using τn ¼ τmin þ (1/R)ln
((3N� 3)/(3N� 2n� 1)), where τn is the nth relaxation delay.
It is recommended to mix the order of the relaxation delays in
the list, for example according to a pattern: τ1, τN, τ2, τN�1, . . .
Note that if there are protein residues with peculiar dynamics,
these relaxation delays might not be optimal for them. A second
experiment should be performed with the relaxation delays
adjusted specifically for them. Once this feature is known, the
list of relaxation delays can be modified to include additional
short delays for fast-relaxing residues and long delays for slow-
relaxing residues.

20. Start the experiment. When the first increments corresponding
to all defined relaxation delays are acquired, process them and
verify that the intensity decays between spectra recorded with
consecutive delays are more or less constant, as expected.

4.4 Data Processing 1. The spectra corresponding to the individual relaxation delays
are acquired in an interleaved manner. The first step of the
analysis is to split the resulting file containing all FIDs in
order to separate them by relaxation delay (use NMRpipe
[49] or a python routine in Topspin extending the inbuilt
split procedure (available here: http://paris-en-resonance.fr/
code/code_samples.php)).

2. Processing of the spectra is performed using the NMRPipe
program [49]. We recommend a sine-bell window function,
with a shift parameter between 0.5 and 0.35 in both
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dimensions. Truncation artifacts should be avoided because
they might contaminate intensities of other peaks.

3. Pick the peaks in the most intense spectrum. Once the peaks are
assigned, export the peak list and save it as peakX_0.tab, where
X is the index number of the spectrum.

4. Extract the peak intensities using the nonlinear line shape
analysis tool (nlinLS), provided with nmrPipe: Measure full
width in points for both proton (WH) and 15N dimension
(WN) and run the following line in the command line:

nlinLS -in peakX_0.tab -out peakX_1.tab -data spectrumX.ft2 -
w WH/6 WN/6 -delta X_AXIS WH/10 Y_AXIS WN/10.

5. It is likely that the nlinLS program will initially provide a series
of error messages. Most often they indicate a poor convergence
of the fit. In spite of these error messages, use the output file as
an input for a second round of analysis with nlinLS. The
process usually requires one to two iterations (up to five
might be necessary in difficult cases) for convergence providing
a proper fit with no error message. If the width of a peak is
diverging from typical values, add additional constraints of the
peak width parameters, WX and WY. In order to improve the
convergence, peaks may also be excluded or added from clus-
ters. The final list obtained with no error messages should be
used as the first input for the analysis of all other spectra.

6. Perform the iterative procedure described in steps 4 and 5 for
every spectrum.

7. Extract peak intensities from the peakX_n.tab file produced by
the last (nth) run of the program nlinLS. The value of the noise
of each spectrum is usually a good estimate of the uncertainty
in the intensities.

8. Prepare the inputs for the relaxation decay fitting using the
script inputcurvefit from the package Curvefit.

9. Fit the decays of the peak intensities of all residues with the
relaxation delay using the script batch_curve.in from the pro-
gram Curvefit. A mono-exponential function can be used as a
fitting function, even though the decay is not perfectly mono-
exponential.

10. Plot the experimental dependence of the peak intensities on the
relaxation delay in the program Grace and verify the quality of
the fit for each residue. An example is shown in Fig. 4.
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5 Data Analysis Using ICARUS

5.1 Principles Used

in the Analysis

ICARUS stands for Iterative Correction for the Analysis of Relaxa-
tion Under Shuttling. When the sample is outside the high-field
probe, it is impossible to control cross-relaxation pathways. The
measured intensity decays do not correspond to pure longitudinal
relaxation, but they have a complex multi-exponential form. The
program ICARUS is designed to take into account the effects of
(auto- and cross-correlated) cross-relaxation pathways during the
relaxometry experiment and correct the measured relaxation rates
accordingly to obtain the 15N auto-relaxation rate R1,N.

The evolution of the spin system is simulated for the part of
the experiment that spans the delays τw1 + τup + τst1 + τrelax + τw2 +
τdown + τst2 (see Fig. 3). The integration of the Master equation
during the transfer between the magnetic center and the position
for relaxation is divided into small time stepsΔt. The position of the
sample, hence the field, is calculated for each of the time steps.
Δt should be short enough to consider that the magnetic field is
constant during Δt. The full propagator is then obtained as the
product of the propagators for all delays Δt.

ICARUS computes the relaxation matrices at all positions
of the sample using selected models of the spectral density func-
tions J(ω) and estimated parameters of internal dynamics for all
residues. In the first iteration ICARUS uses the parameters for
internal dynamics optimized from the accurate high-field relaxation
rates (nitrogen-15 R1, R2 and steady-state NOE) exclusively (the
high-field relaxation rates are measured within the probe allowing
the suppression of undesired cross-relaxation pathways). The over-
all spin propagators for all relaxation delays are used to calculate the

Fig. 4 Example of relaxation decay as shown by Grace during the Curvefit
procedure. The data correspond to the measurement of longitudinal relaxation
of residue 9 in Ubiquitin, at 0.5 T
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apparent relaxation decay in relaxometry experiments. This decay is
fitted using a mono-exponential function, as in the protocol used
for the analysis of the experimental decay. ICARUS calculates the
ratio between the rate obtained in the fit of the simulated decay and
the simulated R1,N rate at the low-field sample position derived
from Eq. 2. This ratio is called “correction factor.” The experimen-
tal rate is then multiplied by the correction factor to obtain the
scaled (or corrected) experimental low-field relaxation rates. The
ensemble of corrected relaxation rates is then used, alongside the
accurate high-field rates, as the input for the fit of the parameters
for internal dynamics. The next iteration of ICARUS uses this new
set of parameters to simulate the evolution of the spin system
during the shuttling experiments. This iterative correction protocol
has to be performed a few times, until the convergence of internal
dynamics parameters is reached (twice is often enough). Figure 5
shows a schematic representation of the ICARUS protocol.

5.2 Preparation of

Input Files

The program ICARUS requires several input files:

1. FunctionsFile.py: characteristics of the studied spin system and
form of the spectral density function.

2. Magnetic field profile.

3. Experimental relaxation rates measured at high field (accurate
values, no correction needed).

Fig. 5 Schematic representation of the iterative protocol for ICARUS, designed for the correction of low-field
relaxation rates measured using the relaxometry experiment in Fig. 3. The outputs of the analysis are
the parameters of the model of internal dynamics, here the order parameter S2 and the effective correlation
time τ
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4. Experimental relaxation rates measured with relaxometry,
which need to be corrected.

5. Parameters for the sample shuttle trajectories.

6. Value(s) of CSA(s).

The format of the input files is described in the following
sections.

5.2.1 The Function File This file contains all the physical properties of the spin system and
molecule necessary for ICARUS. An example file is shown below,
adapted for the analysis of backbone 15N-1H spin pairs in the case
of a model-free approach. Up to two additional protons can be
added to the 15N-1H spin system, using the “vicinity” variable
equal to 0, 1 or 2. The file includes the definition of the geometry
as well as the amplitudes and orientations of dipole-dipole and CSA
tensors. Finally, this file contains the definition of the form of the
spectral density functions used for the system. The model-free [30]
form can be used. In the example below, the extended model-free
form [37] of J(ω) is selected.

The analytical expressions of the relaxation rates acquired at
high field (i.e., within a probe) are also included. In the example,
nitrogen-15 R1,R2, and σ (from Eq. 4), measured in a steady-state
nuclear Overhauser effect (NOE) experiment, are given for a
15N-1H pair.

If the user choses to use predefined gradients during the mini-
mization process (see below), the function file needs to include the
expressions for the first derivatives of the spectral density functions
with respect to the optimized parameters (order parameters and
correlation times in the given example).

Different spin systems and models of spectral density function
can be used for ICARUS. The characteristics of the spin system and
models are defined in the function file. The function file must
follow the Python syntax and it must contain the following
elements:

l A list called RelaxationRates, which contains strings
corresponding to the defined relaxation rates in the file (see
the example below, #flag 1).

l The position of the longitudinal relaxation rate R1 in the relaxa-
tion matrix, called PositionAuto. It is 0 if it is the first element of
the matrix, 1 if it is the second diagonal element, etc. (see the
example below, #flag 2).

l The variable pA is the population of site A, if two sites in
exchange with different overall and/or internal dynamics para-
meters are considered. pA should be set between 0.0 and 1.0
(pA ¼ 1.0 if there is only one population) (see the example
below, #flag 3).

Determination of Protein ps-ns Motions by High-Resolution Relaxometry 187



l The variable Anisotropy1 describes the rotational diffusion ten-
sor. If it is symmetric, Anisotropy1 should be set to “NO” if it is
axially symmetric to “Axial” and if it is completely asymmetric to
“Full” (see the example below, #flag 4). If another state is
considered, the variable Anisotropy2 should also be defined
(see the example below, #flag 5).

l A dictionary called Names, which includes the names of variables
that will be fitted in the analysis. A name between quotation
marks defines a class of variables (e.g., order parameters or
correlation times) and is followed by the series of corresponding
names in between brackets. These names are used throughout
the code of the function file (see the example below, #flag 6).

l The variable NeedRex should be set to “YES” if the effect of
chemical exchange of amide protons with the solvent is consid-
ered, and to “NO” otherwise (see the example below, #flag 7).

l The definitions of relaxation rates measured at high fields (R1,R2,
σ). The variables of these functions are the magnetic field,
a vector X, which will contain the values of the optimized para-
meters specified in Names, and additional parameters, including
the overall diffusion tensor. These functions are named using the
RelaxationRates elements and by adding the suffix “calculation”
to the name of the variable (for example R1calculation for the R1)
(see the example below, #flag 8).

l The function RelaxMatrix describing the relaxation matrix used
for the calculation of the evolution of the spin system during the
relaxometry experiments. The same variables as for the relaxa-
tion rates are required. The spin term that is generated at high
field before the transfer to low field must be set at the Positio-
nAuto position (see the example below, #flag 9).

l All functions or variables required by the relaxation rates and
matrix functions (spectral density function definition, interac-
tion constants, etc.).

An example of FunctionsFile.py. This file describes the case of a
15N-1H group with two protons in the vicinity. Here, only one
population is considered (pA ¼ 1.0). The overall diffusion tensor is
isotropic. The model-free formalism is used. The optional defini-
tion of the gradients for the basin-hopping algorithm is also
included. Examples may be downloaded from the following URL:
http://www.paris-en-resonance.fr/code/code_samples.php

# -*- coding: utf-8 -*-

import math

#Constants

hbar = 1.05457173e-34

mu = 4.0e-7 * math.pi

#Gyromagnetic ratio

GammaH = 42.576e6 * 2.0 * math.pi

GammaN = -4.316e6 * 2.0 * math.pi
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# Defined relaxation rates

RelaxationRates = ["NOE", "R1", "R2"] #flag 1

# Variables required by ICARUS

PositionAuto = 0 #flag 2

pA = 1.0 #flag 3

Anisotropy1 = ’NO’ #flag 4

Anisotropy2 = ’NO’ #flag 5

Names = {’OrderParam’: [’Sf2’], ’CorrTimes’: [’tauloc’]} #flag 6

NeedRex = ’YES’ #flag 7

# Geometry constraints

vicinity = 2 #0, 1, or 2

#Distances

rhn = 1.02e-10

rhh = 2.1e-10

#Dipolar coefficients

delta_NH = (mu / (4.0 * math.pi)) * hbar * GammaH * GammaN / rhn**3

delta_HH = (mu / (4.0 * math.pi)) * hbar * GammaH * GammaH /rhh**3

#Angles

theta_HxxHN = math.pi / 2.0 #angle between the x axis of CSA and

NH bond

theta_HyyHN = 99.0 * math.pi / 180.0 #angle between the y axis of

CSA and NH bond

theta_NNH = 18.0 * math.pi / 180.0

# Spectral Density Function

#Model free on NH

def J(omega, X, tauc):

Sf2 = X[0]

tauloc = X[1]

tauc = tauc[0]

tau1 = tauc * tauloc /(tauc + tauloc)

r0 = tauc / (1.0 + (omega * tauc)**2)

r1 = tau1 / (1.0 + (omega * tau1)**2)

spec = 2.0 / 5.0 * Sf2 * r0 + 2.0 / 5.0 * (1.0-Sf2) * r1

return spec

def J_deriv(omega, X, tauc):

Sf2 = X[0]

tauloc = X[1]

tauc = tauc[0]

tau1 = tauc * tauloc /(tauc + tauloc)

r0 = tauc / (1.0 + (omega * tauc)**2)

r1 = tau1 / (1.0 + (omega * tau1)**2)

dJMF_Sf2 = 2.0 / 5.0 * (r0 - r1)

dJMF_tauloc = 2.0 / 5.0 * (1.0-Sf2) * ((tau1/tauloc)**2) * (1.0 -

(omega * tau1)**2) / (1.0 + (omega * tau1)**2)**2

return [dJMF_Sf2, dJMF_tauloc]

# Relaxation Rates #flag 8 (and lines below)

def R1calculation(B0, X, tauc, DELTA, Rex, Angles):
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DELTA_N = DELTA[0]/math.sqrt(3)

R1calc = (delta_NH**2) / 4.0 * (J((GammaN-GammaH)*B0, X, tauc)

+ 3.0 * J(GammaN * B0, X, tauc) + 6.0 * J((GammaN+GammaH)*B0, X,

tauc)) +\

(DELTA_N**2) * ((GammaN * B0)**2) * J(GammaN*B0, X, tauc)

return R1calc

def R2calculation(B0, X, tauc, DELTA, Rex, Angles):

DELTA_N = DELTA[0]/math.sqrt(3)

R2calc = (delta_NH**2) / 8.0 * (4.0 * J(0.0, X, tauc) + J((GammaN-

GammaH)*B0, X, tauc) + 3.0 * J(GammaN*B0, X, tauc) + 6.0 * J

(GammaH*B0, X, tauc) + 6.0 * J((GammaN+GammaH)*B0, X, tauc)) +\

(DELTA_N**2)*((GammaN*B0)**2)/6.0*(4.0*J(0.0,X,tauc)+3.0*

J(GammaN*B0, X, tauc))

return R2calc

def NOEcalculation(B0, X, tauc, DELTA, Rex, Angles):

DELTA_N = DELTA[0]/math.sqrt(3)

SigmaCalc = (delta_NH**2) / 4.0 * (6.0 * J((GammaN+GammaH)*B0,

X, tauc) - J((GammaN-GammaH)*B0, X, tauc))

return SigmaCalc

def R1calculation_deriv(B0, X, tauc, DELTA, Rex, Angles):

DELTA_N = DELTA[0]/math.sqrt(3)

f1 = J_deriv((GammaN-GammaH)*B0, X, tauc)

f2 = J_deriv(GammaN * B0, X, tauc)

f3 = J_deriv((GammaN+GammaH)*B0, X, tauc)

f4 = J_deriv(GammaN*B0, X, tauc)

dR1_Sf2 = (delta_NH**2) / 4.0 * (f1[0] + 3.0 * f2[0] + 6.0 * f3

[0]) + (DELTA_N**2) * ((GammaN * B0)**2) * f4[0]

dR1_tauloc = (delta_NH**2) / 4.0 * (f1[1] + 3.0 * f2[1] + 6.0 *

f3[1]) + (DELTA_N**2) * ((GammaN * B0)**2) * f4[1]

return [dR1_Sf2, dR1_tauloc]

def R2calculation_deriv(B0, X, tauc, DELTA, Rex, Angles):

DELTA_N = DELTA[0]/math.sqrt(3)

f1 = J_deriv(0.0, X, tauc)

f2 = J_deriv((GammaN-GammaH)*B0, X, tauc)

f3 = J_deriv(GammaN*B0, X, tauc)

f4 = J_deriv(GammaH*B0, X, tauc)

f5 = J_deriv((GammaN+GammaH)*B0, X, tauc)

f6 = J_deriv(0.0, X, tauc)

f7 = J_deriv(GammaN*B0, X, tauc)

dR2_Sf2 = (delta_NH**2) / 8.0 * (4.0 * f1[0] + f2[0] + 3.0 * f3

[0] + 6.0 * f4[0] + 6.0 * f5[0]) + (DELTA_N**2) * ((GammaN * B0)

**2) / 6.0 * (4.0 * f6[0] + 3.0 * f7[0])

dR2_tauloc = (delta_NH**2) / 8.0 * (4.0 * f1[1] + f2[1] + 3.0 *

f3[1] + 6.0 * f4[1] + 6.0 * f5[1]) + (DELTA_N**2) * ((GammaN *

B0)**2) / 6.0 * (4.0 * f6[1] + 3.0 * f7[1])

return [dR2_Sf2, dR2_tauloc]

def NOEcalculation_deriv(B0, X, tauc, DELTA, Rex, Angles):

DELTA_N = DELTA[0]/math.sqrt(3)
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f1 = J_deriv((GammaN+GammaH)*B0, X, tauc)

f2 = J_deriv((GammaN-GammaH)*B0, X, tauc)

dSigma_Sf2 = (delta_NH**2) / 4.0 * (6.0 * f1[0] - f2[0])

dSigma_tauloc = (delta_NH**2) / 4.0 * (6.0 * f1[1] - f2[1])

return [dSigma_Sf2, dSigma_tauloc]

# Relaxation Matrix #flag 9 (and lines below)

def RelaxMatrix(B0, X, tauc, DELTA, Rex, Angles):

DELTA_N = DELTA[0]/math.sqrt(3)

sigma_Hxx, sigma_Hyy, sigma_Hzz = DELTA[1]/math.sqrt(3), DELTA

[2]/math.sqrt(3), DELTA[3]/math.sqrt(3)

rhoH = Rex[0] + 1.0/4.0 * (delta_NH**2) * (J((GammaH-GammaN)*B0,

X, tauc) + 3.0 * J(GammaH*B0, X, tauc) + 6.0 * J((GammaH+GammaN)

*B0, X, tauc)) +\

float(vicinity) * 1.0/4.0 * (delta_HH**2) * (J(0.0, X, tauc) + 3.0 *

J(GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\

((GammaH*B0)**2) * (sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2 -

sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sig-

ma_Hzz) * J(GammaH*B0, X, tauc)

sigmaNH = 1.0/4.0 * (delta_NH**2) * (6.0 * J((GammaH+GammaN)*B0, X,

tauc) - J((GammaH-GammaN)*B0, X, tauc))

deltaH = math.sqrt(3) * delta_NH * GammaH*B0 * ((sigma_Hxx-

sigma_Hzz) * ((3.0 * ((math.cos(theta_HxxHN))**2) - 1.0) / 2.0)

+ (sigma_Hyy - sigma_Hzz) * ((3.0 * ((math.cos(theta_HyyHN))

**2) - 1.0) / 2.0)) * J(GammaH*B0, X, tauc)

sigma = float(bool(vicinity)) * 1.0/4.0 * (delta_HH**2) * (6.0

* J(2.0*GammaH*B0, X, tauc) - J(0.0, X, tauc))

rhoN = 1.0/4.0 * (delta_NH**2) * (J((GammaH-GammaN)*B0, X,

tauc) + 3.0 * J(GammaN*B0, X, tauc) + 6.0 * J((GammaH+GammaN)

*B0, X, tauc)) +\

((DELTA_N*GammaN*B0)**2) * J(GammaN*B0, X, tauc)

deltaN = math.sqrt(3) * delta_NH * DELTA_N * GammaN * B0 * ((3.0

* (math.cos(theta_NNH))**2 - 1.0) / 2.0) * J(GammaN*B0, X, tauc)

rhoNH = Rex[0] + 3.0/4.0 * (delta_NH**2) * (J(GammaH*B0, X,

tauc) + J(GammaN*B0, X, tauc)) +\

float(vicinity) * 1.0/4.0 * (delta_HH**2) * (J(0.0, X, tauc) +

3.0 * J(GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\

((GammaH*B0)**2) * (sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2

- sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sig-

ma_Hzz) * J(GammaH*B0, X, tauc) +\

((DELTA_N*GammaN*B0)**2) * J(GammaN*B0, X, tauc)

rhoHi = float(bool(vicinity)) * (1.0/4.0 * (delta_NH**2) * (J

((GammaH-GammaN)*B0, X, tauc) + 3.0 * J(GammaH*B0, X, tauc) +

6.0 * J((GammaH+GammaN)*B0, X, tauc)) +\

float(vicinity) / 4.0 * (delta_HH**2) * (J(0.0, X, tauc) + 3.0 *

J(GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\

((GammaH*B0)**2) * ((sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2

- sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sig-
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ma_Hzz) * J(GammaH*B0, X, tauc)))

rhoNHi = float(bool(vicinity)) * (3.0/4.0 * (delta_NH**2) * (J

(GammaH*B0, X, tauc) +J(GammaN*B0, X, tauc))+\

float(vicinity) / 4.0 * (delta_HH**2) * (J(0.0, X, tauc) + 3.0 *

J(GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\

((GammaH*B0)**2) * (sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2-

sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sigma_Hzz)

* J(GammaH*B0, X, tauc) +\

((DELTA_N*GammaN*B0)**2) * J(GammaN*B0, X, tauc))

rhoHw = float(bool(vicinity-float(bool(vicinity)))) * (1.0/4.0 *

(delta_NH**2) * (J((GammaH-GammaN)*B0, X, tauc) + 3.0 * J(Gam-

maH*B0, X, tauc) + 6.0 * J((GammaH+GammaN)*B0, X, tauc)) +\

float(vicinity) /4.0 * (delta_HH**2) * (J(0.0, X, tauc) + 3.0 *

J(GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\

((GammaH*B0)**2) * (sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2

- sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sig-

ma_Hzz) * J(GammaH*B0, X, tauc))

rhoNHw = float(bool(vicinity-float(bool(vicinity)))) * (3.0/

4.0 * (delta_NH**2) * (J(GammaH*B0, X, tauc) + J(GammaN*B0, X,

tauc))+\

float(vicinity) /4.0 * (delta_HH**2) * (J(0.0, X, tauc) + 3.0 *

J(GammaH*B0, X, tauc) + 6.0 * J(2.0*GammaH*B0, X, tauc)) +\

((GammaH*B0)**2) * (sigma_Hxx**2 + sigma_Hyy**2 + sigma_Hzz**2-

sigma_Hxx*sigma_Hyy - sigma_Hxx*sigma_Hzz - sigma_Hyy*sig-

ma_Hzz) * J(GammaH*B0, X, tauc) +\

((DELTA_N*GammaN*B0)**2) * J(GammaN*B0, X, tauc))

M = [[rhoN, sigmaNH, deltaN, 0.0, 0.0, 0.0, 0.0],\

[sigmaNH, rhoH, deltaH, sigma, 0.0, sigma, 0.0],\

[deltaN, deltaH, rhoNH, 0.0, sigma, 0.0, sigma],\

[0.0, sigma, 0.0, rhoHi, 0.0, 0.0, 0.0],\

[0.0, 0.0, sigma, 0.0, rhoNHi, 0.0, 0.0],\

[0.0, sigma, 0.0, 0.0, 0.0, rhoHw, 0.0],\

[0.0, 0.0, sigma, 0.0, 0.0, 0.0, rhoNHw]]

return M

5.2.2 The Magnetic Field

Profile

This file contains the values of the magnetic field along the axis of
the magnet determined as described in Subheading 4.1. The first
column contains the distance (in meters) to the high-field magnetic
center. The second column displays the value of the magnetic field
(in Tesla). A single tab separates the two columns. Table 2 shows
sample lines of the file in the case of our 600 MHz spectrometer.

5.2.3 Accurate

Relaxation Rates Measured

with the Control of Cross-

Relaxation Pathways

One file for each relaxation rate and each field must be prepared.
Each file must contain three columns separated by a single tab: the
amino acid number, the relaxation rate, the uncertainty/error.
These files will be loaded one by one when running ICARUS.
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If some data are missing, the user must put NA at the
corresponding position (only for the relaxation rate and the uncer-
tainty). Table 3 shows an example of such a file.

5.2.4 Low-Field

Longitudinal Relaxation

Rates

The experimental rates are organized in columns starting from the
first line. The amino-acid numbers are in the first column. The
following columns are organized by pair, with the relaxometry
relaxation rates and experimental errors. These pairs of columns
have to be ordered from the highest to the lowest magnetic field
reached during the relaxation period τrelax (see pulse sequence in
Fig. 3). If any relaxation rate is missing, write NA in the given
positions for this rate and its uncertainty. Columns should be
separated by tabulators. Note that the magnetic fields are not
specified in this file but in the trajectory file (see below). An exam-
ple is given in Table 4.

5.2.5 Experimental

Parameters

This file contains one line for each relaxometry experiment. The
lines must be sorted according to the magnetic field at the sample
position during τrelax. Columns have to be organized according to
the following pattern, all time-related variables are expected to be in
milliseconds:

Table 2
Organization of the file containing the magnetic field profile

0 14.1

0.001 14.1

. . . . . .

0.698 0.0703

0.699 0.0699

0.700 0.0693

Only a few lines are shown. The first column indicates the height (in meter) above the

magnetic center. The second column gives the corresponding magnetic field (in Tesla)

Table 3
Organization of a file containing high-field relaxation rates, here R1 rates
(s�1) recorded at 18.8 T

2 1.458 0.022

3 1.575 0.024

4 1.617 0.024

5 1.49 0.022
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1. Experiment number, chosen by the user for reference.

2. Maximum distance (in meters) to the high-field position,
reached by the sample during the relaxometry experiment.
The distances must be ordered in an ascending order: lowest
(highest field) on the first line and largest distance (lowest field)
on the last line.

3. Stabilization time after the shuttling to low field (delay τst1 in
Fig. 3).

4. Stabilization time after the shuttling to high field (delay τst2 in
Fig. 3).

5. The waiting time at high-field position corresponding to the
response time of the shuttling device before the motion starts
(delay τw1 in Fig. 3).

6. The duration of the sample transfer from high field to low field
(delay τup in Fig. 3).

7. The waiting time at low field corresponding to the response
time of the shuttling device before the motion starts (delay τw2
in Fig. 3).

8. The duration of the sample transfer from low field to high field
(in millisecond) (delay τdown in Fig. 3).

9. The relaxation delays at low field (delay τrelax in Fig. 3). These
values do not have to be ordered and their number can differ
for different magnetic fields.

Table 5 shows an example in a case where four experiments
were recorded.

5.2.6 CSA Values This file contains the values of the CSA for each residue. The first
column should be the amino acid number, and the following
column(s) correspond(s) to the value(s) of the required CSA. In
the FunctionsFile given as an example, the CSA of the amide
nitrogen is required (defined by a single value for the anisotropy
of this axially symmetric CSA), as well as the CSA of the proton (the
three components of the tensor are necessary to define this fully

Table 4
Organization of a file containing relaxometry relaxation rates. Uncorrected
longitudinal relaxation rates (and corresponding uncertainties) at 5, 3, 2,
and 1.4 T are shown from left to right

2 4.169 0.089 5.796 0.108 7.364 0.158 8.539 0.151

3 4.469 0.107 6.067 0.128 7.598 0.190 9.534 0.197

4 4.531 0.140 6.074 0.150 7.719 0.217 9.630 0.258

5 4.122 0.103 5.769 0.127 7.453 0.189 9.079 0.191
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asymmetric CSA). Table 6 shows an example for this file, compati-
ble with the provided FunctionsFile. This file can be customized
and include as many principal values and angles as called in the
FunctionsFile.

5.2.7 Exchange Rate

Constants

This file is required only if the variable NeedRex is set to “YES” in
the function file. In this file, the first column should be the amino
acid number and the exchange rates are given in the second col-
umn, separated by tab. Note that these rate constants do not
describe all chemical exchange contributions to line-broadening
but specifically the exchange rate of the proton with the solvent.

5.3 ICARUS Once all the input files are prepared, the program can be started by
writing in the terminal:

python [path]/ICARUSx.x.py
where x.x is the version of the used ICARUS program.
Then, follow these steps:

Table 5
Organization of a file containing the relaxometry experimental parameters. The first line (A to P) is
only here for reference and should not be included in the file

A B C D E F G H I J K L M N O P

1 0.27 0 0.1 26 35.6 40 36.7 110 10 250 25 190 50 15 80

2 0.311 0 0.1 26 38.6 40 39.6 110 5 250 25 190 50 15 80

3 0.344 0 0.1 26 40.9 40 41.9 110 10 250 30 190 50 15 80

4 0.374 0 0.1 26 42.8 40 43.8 100 10 160 40 130 70 13 40

The columns give: experiment number (A), distance to the high-field magnetic center during the relaxation delay (B, in
meter), stabilization time after the transfer to low field τst1 (C, in millisecond), stabilization time after the transfer to high
field τst2 (D, in millisecond), delay before the shuttle leaves the high-field position τw1 (E, in millisecond), transfer time

from high field to low field τup (F, in millisecond), delay before the shuttle leaves the low-field position τw2 (G, in
millisecond), transfer time from low field to high field τdown (H, in millisecond), relaxation delays τrelax at low field (I–P,
in millisecond)

Table 6
Example of a file containing the CSA values. The first line (A to E) is only here for reference and
should not be included in the file

A B C D E

2 164e�6 14.6e�6 8.2e�6 2.1e�6

3 164e�6 14.6e�6 8.2e�6 2.1e�6

4 164e�6 14.6e�6 8.2e�6 2.1e�6

5 164e�6 14.6e�6 8.2e�6 2.1e�6

The residue number is given in columnA. Column B provides the anisotropy of the amide nitrogen-15 nucleus. Columns

C–E give the three components of the amide proton CSA tensor [56].
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1. Set the fitting parameters.
Set the number of iterations in ICARUS. It is recom-

mended to start with at least three iterations and check the
evolutions of the correction factors between consecutive itera-
tions to identify convergence.

Values for the overall rotational diffusion tensor should be
provided (eventually for the two considered populations).
Choose, according to the type of the used shuttling device,
whether the sample is transferred between high and low fields
with constant speed (pneumatic system) or constant accelera-
tion during the first half of the motion and constant decelera-
tion during the second half (motorized system).

Choose the time step Δt used for the evaluation of the
propagator during the sample transfer. The shorter the Δt is,
the more accurate the calculation. The recommended value of
the time step is Δt ¼ 1 ms. The choice of this value depends on
the speed of shuttling.

Choose how many basin-hopping iterations you want to
perform and if you want to use the user-defined gradients
during the basin hopping minimization algorithm (the gradi-
ents must be defined in the function file to enable this option).
A higher number decreases the risk that only a local optimum
of the fitted function is found. If gradients are used, 50 itera-
tions of basin hopping might be enough; otherwise, set the
number of basin-hopping iterations to at least 500 (Note: this
leads to longer calculations but is often necessary).

Set the number of random sampling points (recommended
value: 10000).

2. Define the allowed ranges of the fitted parameters of the spec-
tral density function (correlation times must be in seconds).

3. If it is available, enter the 4-letter PDB ID of the protein of
interest.

4. Load all the required files. For the files containing the high-
field rates, provide the type of rate and the field at which they
were measured. Once a file is loaded, a button labeled “Add
high-field rates” appears. Click on this button to add the next
file with high-field relaxation rates.

5. Select if you want to perform a Jackknife statistical test in the
first iteration of the procedure (see Fig. 5, i ¼ 0) in which only
high-field relaxation rates are included. (Recommended, and
only available if more than one experiment of the same kind has
been recorded).

6. Tick if the Jackknife statistical test is required to be performed
on the low-field datasets. We strongly recommend using this
option in order to identify possible outliers.
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All of these steps can be shortcut by the use of the “Load
previous parameters” top left button. As shown below (Subheading
5.4), after each run of ICARUS, a file is created which contains all
the required information to start another run with the same con-
figuration of parameters.

Figure 6 shows the window that opens when ICARUS is
started for the analysis of 15N relaxation using the model-free
formalism (one order parameter and one correlation time). Here,
we consider two states, the first one with a symmetric overall
diffusion tensor and the other one with a fully asymmetric one.

5.4 Output Files of

ICARUS

ICARUS creates a new folder in the working directory where the
program was started to store all output files. The name of the folder
is the date when the program was started (format yy_mm_dd). If a
directory with the same name and path already exists, a number is
added to the name (format yy_mm_dd_x) to avoid overwriting any
other files or directories. All results, output files, and files contain-
ing the information about the program setup are stored in this
folder:

1. The subdirectory InputFiles includes:

(a) FunctionsFile.py—the function file (Subheading 5.2.1).

(b) FieldCalibration.txt—the magnetic field along the sample
trajectory (Subheading 5.2.2).

(c) HFRelaxationRates—a subdirectory containing the input
files with accurate (usually, high-field) rates (Subheading
5.2.3).

(d) RelaxometryR1.txt—the input file with relaxometry relax-
ation rates (Subheading 5.2.4).

Fig. 6 Example of the graphical user interface (GUI) of ICARUS used for the analysis of 15N relaxation using a
model-free formalism (the same functions file as given in the example above). The “Type of shuttling” menu
allows choosing between a constant speed (pneumatic system) or a constant acceleration (mechanic system)
type of motion for the sample. The “Data type” for the high-field rates loading part allows choosing between
all the relaxation rates for which an expression if given in the functions file. After loading a first high-field rate
file, a button will appear to add another file

Determination of Protein ps-ns Motions by High-Resolution Relaxometry 197



(e) ExpSetUp.txt—the information about the sample shuttle
trajectories (Subheading 5.2.5).

(f) CSA.txt—the input file for the CSA values (Subheading
5.2.6).

(g) Eventually, the file containing the exchange rates (Sub-
heading 5.2.7).

(h) Parameters.txt—file summarizing the chosen setup in the
GUI. This file can be loaded when ICARUS is started using
the “Load previous parameters” button (Subheading 5.3)
and fills all the fields automatically, which is practical when
ICARUS is run several times with similar configurations.
This allows the user to perform consecutive runs with
limited modifications of the setup (Subheading 5.3).

(i) PrintFinalRelaxationMatrix.py. This python script created
at the end of ICARUS allows the user to visualize the
relaxation matrix. To launch the script, go in the Input-
Files folder and write in terminal: python PrintFinalRelax-
ationMatrix.py. A windowwill open that allows the user to
choose a field (in Tesla) and an amino acid number. After
clicking on the “calculate” button, another window will
open showing the values of the relaxation rates defined in
the FunctionsFile and the whole relaxation matrix.

2. HFieldsFit: A subdirectory with figures displaying comparisons
between high-field experimental data and the back-calculated
values after the first iteration of ICARUS—i.e., a fit with high-
field data exclusively. The figures are stored in subdirectories
named after the types of relaxation rates. A file containing the
values of the fitted parameters as well as the χ2 values is created.

An additional directory JKresults is created in this subdir-
ectory if a Jackknife statistical test was selected (Subheading
5.3—step 5). Inside this folder a set of subdirectories is created
with names according to the relaxation rates selected for the
Jackknife test. Each directory contains figures in postscript (.ps)
format, which display the variations of given parameters with
the steps of the Jackknife analysis. A file is created to indicate
which datasets were suppressed in all the Jackknife steps. The
step number zero corresponds to the analysis with all accurate
(high-field) rates.

3. FittingResults: a subdirectory containing the results:

CorrectionFactors_RoundN.txt (N being the number of the
corresponding iteration of ICARUS): a text file containing the
correction factors for the relaxation rates measured at low field
for all residues after the Nth round of ICARUS.

FinalRelaxationData.txt: a text file containing the values of
the relaxation rates at all high fields and corrected relaxometry
rates at the end of ICARUS.
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FinalFittedParameters.txt: a text file containing the fitted
parameters of internal dynamics and corresponding χ2 after the
last iteration of ICARUS (the results are visualized in the
PlotParameters subdirectory, see below).

The PDB subdirectory contains files that can be run in
PyMOL and named the following way: PDBID_parameter.
pml where PDBID is the provided PDB ID, parameter is either
Chi2 or a fitted parameter name. You can open one of these
files in PyMOL. It will color the structure according to the
value of the chosen parameter. The user should include the
raw PDB file in this folder (do not rename it!).

4. The subdirectory PlotParameters includes:

(a) Postscript figures with the fitted parameters of the spectral
density function after the last iteration of the ICARUS
program. The name of the file before the postscript exten-
sion “.ps” reflects the parameter presented in the plot.

(b) Chi2.ps—postscript figure visualizing χ2 for all residues.

(c) JKresults: a subdirectory with the figures described in (a)
and (b) for all data sets variants calculated during the Jack-
knife statistical test (if selected in the setup: Subheading
5.3—steps 5–6). The Jackknife step number corresponds
to the rate removed in the input file.

5. Fit_of_B0.ps: a plot of experimental dependence of the mag-
netic field on the distance from the magnetic center (Subhead-
ing 4.1). A polynomial function fitted to this profile and used
throughout the calculation in the program is also included.

6. FitAllResidues: A subdirectory with figures displaying compar-
isons between the experimental data and the back-calculated
values after the last iteration of the ICARUS program. The
figures are stored in subdirectories named after the high-field
rates. The relaxometry rates are plotted together with their
corrected values and high-field longitudinal relaxation rates. A
subdirectory called Profiles also contains the measured, cor-
rected (for relaxometry rates only), and back-calculated rates at
each magnetic field throughout the sequence of the protein.

5.5 Results for the

Analysis of High-

Resolution

Relaxometry Data in

Ubiquitin

Published high-resolution relaxometry data [23] were analyzed
with the new version of the program ICARUS. The results for
backbone internal dynamics are presented in Fig. 7. The analysis
was based on the longitudinal 15N relaxation rates, and steady-state
NOE data recorded at three high fields (14.1, 18.8, 22.3 T) as well
as eight longitudinal relaxation rates measured at low field with the
sample shuttle. Two additional protons in the vicinity of the
15N-1H spin pair were taken into account (using a distance
dHH0 ¼ 2.1 Å) for the ICARUS analysis. As in our first analysis of
this dataset [23], order parameters in Fig. 7b show that high-
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resolution relaxometry reveals more nanosecond timescale motions
in flexible regions than a conventional analysis of high-field relaxa-
tion. The analysis based on the relaxometry data is more sensitive to
nanoseconds motions, which is documented by a significantly lower
order parameter S2 in the β1-β2 turn (in particular residues 9–11)
in agreement with studies using different techniques [52–55].
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Fig. 7 Results of the analysis of relaxation rates measured for backbone 15N-1H spin pairs in Ubiquitin. (a)
χ2 values of the fit using the Model Free (blue) or Extended Model Free (red) form of the spectral density
function. (b) Order parameters obtained after fitting the high-field relaxation rates exclusively (magenta) and
all recorded relaxation rates (red) using the Extended Model Free form of the spectral density function. (c) and
(d) show nuclear magnetic relaxation dispersion profiles with the experimental longitudinal relaxation rates
measured at high fields (14.1, 18.8, and 22.3 T) and corrected longitudinal rates measured at low field for four
residues. The solid lines represent the fitted nuclear magnetic relaxation dispersion profiles. We show two
examples of dynamic residues (Lys11 and Gly75) as well as two more rigid residues (Val17 and Gly35)
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Chapter 10

Characterizing Protein Dynamics with NMR R1ρ Relaxation
Experiments

Francesca Massi and Jeffrey W. Peng

Abstract

The measurement of R1ρ, the longitudinal relaxation rate constant in the rotating frame, is one of the few
available methods to characterize the μs-ms functional dynamics of biomolecules. Here, we focus on 15N
R1ρ experiments for protein NH groups. We present protocols for both on- and off-resonance 15N R1ρ

measurements needed for relaxation dispersion studies, and describe the data analysis for extracting kinetic
and thermodynamic parameters characterizing the motional processes.

Key words Dynamic process, Chemical exchange, 15N spin relaxation, Rotating frame relaxation,
NMR spectroscopy, Millisecond-to-microsecond dynamics, Relaxation dispersion

1 Introduction

Over the past 60 years, the number of atomic-resolution structures
of proteins, nucleic acids, and their complexes has grown without
pause, due to x-ray crystallography, Nuclear Magnetic Resonance
(NMR) spectroscopy, and cryo-electron microscopy [1]. This per-
sistent structural focus reflects a core principle of biochemistry:
“structure dictates function.” Yet, it has also been long recognized
that biomolecules have internal motions [2–5]. Biomolecules are
generally not limited to “the” experimentally determined structure,
but instead, sample a distribution of structures (conformations).
Moreover, mounting evidence shows that conformational dynam-
ics can be crucial for function [6–9]. Hence, the characterization of
biomolecular dynamics in solution is an essential complement to
structural studies for a more complete understanding of function.

NMR spectroscopy is a powerful technique to determine both
the structure and the dynamics of biomolecules in solution [10,
11]. For studies of dynamics, spin relaxation measurements are a
rich source of dynamic information. There now exists a broad range
of relaxation experiments to study functional motions on both
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“fast” (picosecond-nanosecond; ps-ns) and “slow” (microsecond-
millisecond; μs-ms) time scales [10, 12, 13].

This chapter concerns relaxation experiments for studying μs-
ms motions: measurements of R1ρ, the longitudinal relaxation rate
constant in the rotating frame. Our focus is on applications to
protein dynamics, although these methods have also been devel-
oped and successfully employed to study nucleic acid dynamics
[14, 15].

Protein motions on the μs-ms time scale are often large-scale
conformational rearrangements, such as loop and domain motions
supporting catalysis, ligand binding, or allosteric regulation. R1ρ

relaxation experiments can determine the kinetics of these dynamic
processes. Moreover, in many favorable cases, R1ρ relaxation
experiments can give a full characterization of the process, includ-
ing not only kinetic parameters, but also thermodynamic and
structural parameters pertaining to the exchanging conformations
[13, 16–18].

R1ρ pulse sequences have been developed for a variety of pro-
tein nuclei, including 15N, 1H in amide groups [19–21], and 13C in
CO [22], Cα [23], methyl groups [24, 25], and aromatic side
chains [26]. The ability to monitor both backbone and side-chain
nuclei provides a broader description of the motional process in
both space (distribution of internal sites) and time (range of time
scales), and thus, a more accurate understanding of their role in
function.

In this chapter, we focus on 15N R1ρ measurements for protein
NH groups. We begin with a brief overview of key theoretical
concepts underlying R1ρ relaxation. We then give a detailed
description of both on- and off-resonance 15N R1ρ relaxation mea-
surements for relaxation dispersion studies. We conclude with a
description of the data analysis for extracting kinetics and thermo-
dynamics parameters. We note that while our focus is on 15N, the
key points are also applicable to 13C. The latter has the additional
challenge of controlling homonuclear 13C-13C coupling artifacts.

1.1 Theory In this section, we provide the minimal theoretical background of
R1ρ relaxation necessary to understand the pulse schemes described
further below. A more detailed description of the theory and prac-
tice of R1ρ relaxation methods has been presented elsewhere [13].

We consider a μs-ms dynamic process in which a protein under-
goes equilibrium exchange between two conformational states, A
and B. Examples of such two-state exchange include ligand binding
and local unfolding. The corresponding two-state equilibrium is

A ⇄
k1

k�1

B ð1Þ
The symbols k1 and k�1 are the forward and reverse rate con-

stants, respectively. Their sum, kex ¼ k1 þ k�1, is the net exchange
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rate constant that characterizes the overall rapidity of exchange
[27], and is useful in predicting the effect of the exchange on
NMR parameters.

The resonance frequencies of nuclear spins depend on their
local magnetic environments through their chemical shifts, which
in turn depend on local conformation. Thus, in Eq. 1, a subset of
protein spins within or near the site of conformational dynamics
would have different resonance frequencies ωA in state A versus ωB

in state B. Protein exchange between the A and B states toggles the
spin resonance frequencies between ωA and ωB. Hence, the spin
precession frequencies become stochastic functions of time, which
accelerates the de-phasing of transverse magnetization and
increases the transverse relaxation rate constant, R2:

R2 ¼ R0
2 þRex ð2Þ

In Eq. (2), R2 is the measured transverse relaxation rate con-
stant, R0

2 accounts for transverse relaxation from non-exchange
origins (e.g., dipolar and chemical shift anisotropy relaxation
mechanisms), and Rex represents the contribution of the chemical
exchange process.

R1ρ relaxation experiments can quantify Rex to provide infor-
mation about the exchange dynamics. They achieve this by applying
a continuous-wave radio-frequency (RF) field, also called the spin-
lock field, with strength ωSL at a carrier frequency ωRF. Seen from
the rotating frame (Fig. 1), the spins experience an effective field,
ωe, which is the vector sum of the static spin-lock field with magni-
tude ωSL in the transverse plane, and the resonance offset field,
Ωi ¼ ωi � ωRF, along the z-axis. The effective field ωe has the tilt
angle θ ¼ arctan (ωSL/Ω), and magnitude ωe ¼ (Ω2 þ ωSL

2)1/
2 [28]. R1ρ experiments lock bulk magnetization along the direc-
tion of ωe, and measure its relaxation rate constant, R1ρ, along
ωe [28]. The measured value of R1ρ depends on the orientation
and magnitude of ωe, which may be changed by the spin-lock
strength ωSL, its offset Ω, or both.

In the case of exchange between conformations A and B
(Eq. 1), the magnetization of each state will be locked around its
distinct effective field, ωeA and ωeB, with tilt angles θA ¼ arctan
(ωSL/ΩA) and θB ¼ arctan (ωSL/ΩB), per Fig. 1 [28]. As the two
effective fields become nearly collinear, one observes a decrease in
the extent of magnetization de-phasing due to chemical exchange
and consequent line broadening. The collinear condition is
approximated in two limits: (a) the magnitude of the resonance
offset far exceeds the breadth of resonance frequencies (both ΩA

and ΩB >> Δω where ΩA ¼ ωA � ωRF, ΩB ¼ ωB � ωRF and
Δω ¼ ωA � ωB); (b) the spin-lock strength ωSL far exceeds the
breadth of resonance frequencies (ωSL>>Δω). In limit (a), theωeA

and ωeB field vectors have similar tilt angles near the “z” axis; in
limit (b), they are both nearly aligned near the transverse plane.
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R1ρ experiments measure the dependence of R1ρ on the spin-
lock strength, ωSL, and the frequency offset, Ωi. The results—plots
of R1ρ versus the effective field parameters—are called dispersion
profiles. Critically, the shape of these profiles provides information
about the kinetics and thermodynamics of the exchange process.
The values ofωe applied in the experiments determine the time scale
of the motional process probed, kex � ωe/2π. Typical ωe/2π values
range between 25 and 6000 Hz, corresponding to motions within
the μs-ms time scales.

For two-state exchange, there are several model functions that
have been developed and successfully applied [13]. They have been
derived under different conditions and using different approxima-
tions. One of the simplest and most accurate expressions for R1ρ is
that of Miloushev and Palmer [29]:

R1ρ ¼ R1cos
2θ þ R0

2 þRex

� �
sin 2θ ð3Þ

Rex ¼ pApBΔω
2kex

ω2
eA
ω2
eB

ω2
e

þ k2ex � sin2θpApBΔω
2 1þ 2k2exðpAω2

eA
þpBω

2
eB
Þ

ω2
e k

2
exþω2

eA
ω2
eB

� � ð4Þ

Equations (3) and (4) assume that the non-exchange relaxation
rate constants (the longitudinal rate constant R1, and R0

2) are the

Fig. 1 Representation of the vectors for the applied RF field (ωSL),
magnetizations (MA, MB and M), effective fields (ωeA, ωeB and ωe) and of
resonance offsets (ΩA, ΩB, and Ω ) for the two exchanging conformational
states, A and B, and for their average in an R1ρ experiment. The tilt angle θ,
defined as θ ¼ arctan(ω1=Ω), gives relative orientation of the laboratory frame
(Sx,Sy,Sz shown in black) and tilted frame (S’x,S’y,S’z shown in grey). The
orientations of the effective fields of the two exchanging states are given by
the tilt angles θA ¼ arctan(ωSL/ΩA) and θB ¼ arctan(ωSL/ΩB)
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same for both A and B. The exchange parameters kex, Δω, pA, and
pB are defined as before, and

θ ¼ arctan
ωSL

Ω
Ω ¼ pAΩA þ pBΩB

ωe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2 þ ω2

SL

q

ωeA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2

A þ ω2
SL

q

ωeB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2

B þ ω2
SL

q
ð5Þ

When the A and B populations are skewed (pA > pB), Eq. (4)
simplifies to that given by Trott and Palmer [18]

Rex ¼ pApBΔω
2kex

k2ex þ ω2
eAω

2
eB=ω

2
e

ð6Þ

Skewed populations (pA > pB) are common in proteins, as even
small differences in free energy between the exchanging states
translate into large population differences.

When the populations are highly skewed (pA >> pB), Ω � ΩA

and ωe � ωA, and Eq. (6) simplifies further to [18]

Rex ¼ pApBΔω
2kex

k2ex þ ω2
eB

, ð7Þ

In the hi-skew limit, Rex maximizes when the applied RF field
matches the Larmor frequency of the minor state B. Thus, the
Larmor frequency of the minor state B, often invisible, can be
determined by measuring Rex as a function of the offset at a single
magnetic field strength.

A different simplification occurs when the exchange is fast
(kex >> Δω), and so ωeAωeB/ωe � ωe. Eq. (6) then reduces to
[28, 30]

Rex ¼ pApBΔω
2kex

k2ex þ ω2
e

ð8Þ

A comparison of Eqs. (6)–(8) shows that the fast exchange limit
(Eq. (8)) allows for the extraction of two parameters: kex and the
product pA·pB·Δω2. When the exchange process is intermediate-to-
slow, however, it is possible to extract all the parameters, kex, pA, pB,
Δω, and ωB, the frequency of the minor state (typically invisible
because pA > pB). Kay and coworkers have shown that, in this
motional regime, kex and pA and pB values obtained via a single
spin-lock field strength ω1 ~ kex and static magnetic field strength
showed modest deviations of 35% or less from reference values
obtained via measurements at multiple static fields [17]. This is an
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advantage of the R1ρ over CPMG experiments, for which accurate
characterization of exchange requires data from at least two differ-
ent static magnetic field strengths to avoid artifacts from the inter-
parameter correlations inherent in single field data analysis [31].
Nonetheless, a rigorous statistical assessment of the quality of fit, by
generating confidence limits on the parameter estimates, is essential
when using single static magnetic field R1ρ . Such limits can be
determined using resampling methods like the bootstrap [32–34].

Finally, for those interested in moving beyond the two-state
scheme, we point to the recent results of Palmer and coworkers
[35], which give R1ρ for N-exchange coupled states with one
dominant state.

2 Materials

2.1 NMR Samples 1. Methanol or ethylene glycol for temperature calibration [36].

2. Uniformly labeled 15N protein of interest at concentra-
tion > 0.5 mM. If working with large proteins, deuteration
of non-exchangeable protons will be necessary to reduce 1H
dipolar relaxation. In this case, uniformly 15N labeled and
fractionally 2H labeled protein at concentration > 0.5 mM
will be needed. Protein concentrations higher than 0.5 mM
are required to obtain high signal-to-noise ratio (S/
N � 40–50) without using extensive spectrometer time. High
S/N is necessary to ensure accurate data analysis and fitting.

Careful determination of the sample conditions to achieve
maximal sample stability is important in R1ρ relaxation studies, as
data collection can take several days.

2.2 NMR Tubes Both the regular and Shigemi tubes can be used. Formation of
bubbles during prolonged data collection could compromise the
quality of the data. This is a particular nuisance when using Shigemi
tubes; because of their smaller sample volume, the bubbles are in
the detection volume. Degassing samples before data collection will
minimize bubble formation.

3 Methods

3.1 Temperature

Calibration

Temperature calibration involves measuring chemical shift differ-
ences of selected resonances in standard samples including neat
methanol (for T < 25 �C) and ethylene glycol (for T > 25 �C)
[36]. Temperature calibration is essential for consistent and repro-
ducible dispersion data. One reason, of course, is that the
exchange-related quantities sensed by dispersion (chemical shifts,
populations, and rate constants) may have significant temperature
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dependence. Another reason is that full extraction of exchange
parameters often requires dispersion data collected at multiple static
magnetic field strengths, and thus, on different spectrometer sys-
tems. Such is the case for fast chemical exchange processes, which
require dispersion data at two static fields for an accurate determi-
nation of kinetic and thermodynamic parameters. To optimize the
consistency of dispersion data collected at multiple static fields
(spectrometers), one should verify the consistency of sample tem-
peratures on the different spectrometers. Temperature calibration
can expose possible system-dependent differences between the
nominal sample temperature readout and the actual sample
temperature.

3.2 Pulse Calibration
1H and 15N pulses should be properly calibrated. First, carry out
sample shimming and tuning/matching of the 1H and 15N chan-
nels. Then, set the 1H carrier on the water signal and collect a 1D
1H spectrum. Set the 1H pulse length to that expected for a 360�

flip angle, and then vary the pulse length to obtain a null signal. The
90� pulse length is the optimized 360� pulse length divided by four.
The 15N pulse can be calibrated by collecting a 1D version of a
15N � 1H HSQC experiment (keep the 15N t1 fixed at one value).
Multiply the first 15N 90� pulse length by two to get an approxi-
mate 180� pulse. Optimize this pulse length to get a null signal.
The 15N 90� pulse length is the optimized pulse length divided by
two.

3.3 Calibration of RF

Field Strength

The amplitude of the ωSL RF field can be calibrated by collecting
two 2D 15N� 1H experiments, one without decoupling during the
acquisition period, the other using an off-resonance continuous
wave (CW) decoupling pulse during the acquisition period [10].
The reduced scalar coupling constant measured in the presence of
the CW decoupling, Jeff, is related to the resonance offset, Ω, and
field strength, ωSL, by

tan θ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J 0=J eff

� �
� 1

r
¼ ωSL=Ω ð9Þ

where J0 is scalar coupling measured in the absence of decoupling.
By measuring the scalar coupling constant for every resonance in
the presence and absence of the off-resonance decoupling pulse,
the ratio J0/Jeff can be determined. Per Eq. (9), the RF field
strength ωSL can be determined by plotting tan θ versus 1/Ω. An
alternativemethodmeasures the distribution of the 15NωSL¼�γB1

field, using the spin-lock as the indirect t1 dimension in a 2-D
refocused HSQC spectrum [37].
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3.4 Optimization of
15N Carrier Frequency,

Spectral Width, and

Number of t1
Increments.

Collect a preliminary 2D HSQC experiment to optimize the 15N
carrier frequency, spectral width, and number of t1 increments. The
15N carrier frequency should be optimized to be in the middle of
the spectral region of interest. The spectral width should be the
smallest possible to ensure that: (a) aliased peaks do not overlap
with non-aliased peaks; (b) a ~ 1 ppm region without resonances
resides on each side of the spectrum. The number of t1 time incre-
ments (complex time points) in the 15N dimension should be high
enough to obtain good resolution of all the peaks of interest.

3.5 R1ρ Relaxation

Dispersion

Experiments for 15N

Nuclei

Here, we describe several experiments to measure R1ρ relaxation of
15N nuclei. R1ρ experiments have been categorized as: (a) on- and
off-resonance experiments depending on the size of the offset,
Ωi ¼ ωi � ωRF; (b) strong and weak-field experiments, depending
on the magnitude of the applied RF field, ωSL. High spin-lock fields
are necessary for fast exchange processes with short time scales,
while low spin-lock fields are essential for characterizing intermedi-
ate-to-slow exchange processes occurring on longer time scales.
The 2D pulse sequences for on- and off-resonance experiments
that use both strong and weak fields are shown in Fig. 2a–c. The
pulse sequences shown in Fig. 2a, b are heteronuclear single quan-
tum coherence (HSQC) experiments with a spin lock relaxation
period of total length T [38, 39]. Fig. 2c shows a transverse relaxa-
tion optimized spectroscopy (TROSY) [40] experiment appropri-
ate for larger proteins (e.g., Mr > 20,000), which selects the slowly
relaxing component of a J-coupled multiplet to measure R1ρ [41].
Fig. 2d shows a 1D pulse sequence that uses selective Hartmann-
Hahn polarization transfers [42] to measure the R1ρ relaxation rate
of a single resonance of interest [17]. This 1D scheme can also be
used for on- and off-resonance experiments with strong and weak
spin-lock field strengths [17, 43].

All the experiments share the following features:

1. In all the R1ρ relaxation experiments, the 15N magnetization
needs to be aligned along the direction of the effective field
prior to the application of the spin-lock field. In the experi-
ments shown in Fig. 2, alignment is achieved with different
approaches. In Fig. 2a and c alignment is achieved using an
adiabatic pulse [38, 44]. For weak spin-lock fields, the requisite
adiabatic ramp can become prohibitively long because of sig-
nificant relaxation losses; thus, these experiments are appropri-
ate for spin-lock fields > ~ 450 Hz [45].

Alternatively, a pulse/free precession element can be used
as shown in Fig. 2b [46, 47]: 90∘

ϕ � χ � 90∘
ϕ�π=2 where ϕ¼ x or

y, χ ¼ 1/ωSL. Good alignment (�5% error) is obtained when
|Ω|/ωSL � 0.4. For this reason, when using a weak spin-lock
field, one focuses on a small region of the spectrum for accurate
results. Multiple 2D R1ρ experiments, with different spin-lock
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Fig. 2 Pulse sequences for 15N R1ρ relaxation measurements. Narrow and wide filled bars indicate 90� and
180�pulses, respectively. Open rectangular boxes denote 15N and 1H spin-lock and CW irradiation periods. All
pulses and spin-locks are applied with phase x unless otherwise indicated. Delays are Δ¼ 1/4JNH ¼ 2.7 ms,
and δ is long enough to encompass the enclosed gradients and gradient recovery delays. The total length of
the spin-lock period is T. The duration of the heat compensating spin lock at the beginning of each scan,
Tcomp, is discussed in Subheading 3.5 [13]. In a-c all

1H pulses are applied with the carrier frequency centered
on the water resonance with the exception of those applied during the periods shown inside the brackets,
which are applied in the center of the amide region. (a) and (b) The phase cycle is as follows: φ1) x, �x; φ2)
4(x), 4(�x); φ3) 2(x), 2(y), 2(�x), 2(�y); φ4) x; φrec) x,�x,�x, x. The gradients ge and gd are used for gradient
coherence selection. Gradient PEP coherence selection is obtained by inverting the sign of gradient ge and
phase φ4 [53, 54].

15N decoupling during acquisition is performed using a 1.25 kHz GARP sequence [55]. (a)
Off-resonance R1ρ experiment. Only within the bracketed period, is the 15N carrier frequency moved by the
desired offset, Ω, from spectral center (generally ~118 ppm). The triangles represent the tanh/tan adiabatic
sweeps used to rotate the magnetization from the z-axis to the direction of the effective field, and back to the
z-axis [56]. The tanh/tan adiabatic pulse lengths are 4–10 ms. The gradients are sine shaped, with durations
and strengths as follows: g0(z) (2.0 ms, 9 G/cm), g1(z) (0.2 ms, 4 G/cm), g2(z) (1.5 ms, 10 G/cm), ge(xyz)
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carrier offsets, might be needed to accurately measure the
relaxation rates of all the spins of interest. This scheme
(Fig. 2b) has been used to accurately measure R1ρ rate con-
stants using spin-lock field strength as low as 150 Hz for 15N
spins of amide groups in proteins, where the scalar coupling
constant JNH ~ 92 Hz [39].

In the 1D experiment (Fig. 2d), only a single resonance is
probed at time; it is therefore easy to align the resonance of
interest along the direction of the effective field. Two pulses,
90�y θ�ϕ are applied before the spin-lock period, where ϕ ¼ �y
if the offset of the resonance from the spin-lock carrier fre-
quency, Ω, is negative, ϕ ¼ y if Ω is positive, and θ� ¼ arctan
ωSL/Ω.

2. During the spin-lock relaxation period, cross-relaxation caused
by cross-correlation between dipole-dipole and chemical shift
anisotropy relaxation mechanisms should be suppressed. The
experiments in Fig. 2 achieve this suppression by applying 1H
180� pulses (Fig. 2a, b), or a 1H CW field (Fig. 2d).

3. Temperature control is an important component of any relaxa-
tion experiment, because conformational dynamics can be

�

Fig. 2 (continued) (2.0 ms, 40 G/cm), gd(xyz) (0.2 ms, 40 G/cm). (b) On-resonance R1ρ experiment. The delay
χ ¼ 1/ωSL � 4τ90/π, where ωSL is the spin-lock field strength and τ90 is the length of the 90� pulse. The
delays τ are set to be just long enough to encompass the gradient, gradient recovery delay, and the 180� 1H
pulse. The gradients are sine shaped with durations and strengths as follows: g0(z) (2.0 ms, 9 G/cm), g1(z)
(0.2 ms, 4 G/cm), g2 (1.5 ms, 10 G/cm), g3(xyz) (1.0 ms, 25 G/cm), g4(xyz) (1.0 ms, 20 G/cm), ge(xyz) (2.0 ms,
40 G/cm),), gd(xyz) (0.2 ms, 40 G/cm). (c) Off-resonance TROSY selected experiment. Delays are Δ1 ¼ 1.3 ms
and Δ2 ¼ 2.49 ms. The hatched bar is a composite 90y

� � 180x
� � 90y

� pulse. The phase cycle for Bruker
spectrometers is φ1) 4(x,�x), φ2) 4(135

�)4(315�), φ3) 2(y, y,�y,�y), φ4)� y, φ5)� x, and φrec) (x,�x,�x,
x, �x, x, x, �x); for Varian spectrometers, y-phases should be inverted. Gradient pulses are sine-shaped and
have the following durations and amplitudes: g1(z) (0.5 ms, 6 G/cm), g2(z) (1.0 ms, 10 G/cm), g3(z) (0.9 ms,
28 G/cm), g4(xyz) (1 ms, 20 G/cm), g5(xyz) (0.182 ms, 28 G/cm). (d) Selective one-dimensional on- and off-
resonance R1ρ experiment. The CW fields applied synchronously on 1H and 15N during the polarization transfer
period have strength ωCP/2π ¼ 90 Hz and duration 4Δ ¼ 1/JNH � 10.8 ms. Open bars are pulses with a tip
angle equal to arctan(ωSL/Ω) for 15N or arctan(ω1H/ΩH) for

1H, where ωSL is the
15N spin-lock field strength,Ω

is the 15N resonance offset from the spin lock carrier, ω1H is the strength of the
1H CW field applied during the

spin-lock period, ΩH is the
1H resonance offset from the water frequency. The strength of the 1H CW field ω1H

is ω1H/2π � 3900 Hz. Shaped 1H pulses are 90� pulses selective for water (typically of ~1.5 ms duration),
used for Watergate water suppression [57]. After the first water selective pulse, the 1H carrier is moved from
the water frequency to the amide resonance of interest; it is returned to the water frequency prior to the
Watergate element. For all 15N pulses, the 15N carrier is placed on the amide resonance of interest with the
exception of the 15N spin-lock period, T, during which the 15N carrier is placed on the desired off-resonance
position,Ω. 15N decoupling during acquisition is performed using a 1 kHz WALTZ16 sequence [58]. The period
ε and the optional delay ξ are described in the text, Subheading 3.7. The phase cycle is as follows: φ1) 8(y), 8
(�y); φ2) � x, x; φ5) 4(x),4(�x); φ6) 2(x),2(�x); φrec¼ x,�x, �x,x, �x,x,x, �x,�x,x,x,�x,x, �x, �x,x; φ3 ¼
�y and φ4 ¼ y for Ω < 0; φ3 ¼ y and φ4 ¼ �y for Ω > 0. Gradient pulses have the following durations and
amplitudes: g1 (1 ms, 3 G/cm), g2 (50 μs, 15 G/cm), g3 (500 μs, 20 G/cm)
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greatly influenced by temperature [48]. Temperature control is
particularly important in a R1ρ experiment, because the appli-
cation of strong RF fields can cause significant sample heating.
For this reason, the same total RF power should be applied to
the sample for each recorded free-induction decay. This is
achieved by applying a compensating spin-lock field between
scans, at the beginning of the experiments during the recycle
delay. The duration should be Tcomp ¼ Tmax � T, where T is the
particular spin-lock length during relaxation period, and Tmax is
the maximum over all spin-lock T values used to measure R1ρ

(see Fig. 2). To compensate for the different spin-lock strengths
ωSL, Tcomp should obey T compω2

SLmax þ Tω2
SL ¼ const [13].

Critically, the compensating spin-lock field should occur dur-
ing the recycle delay such that the recovery of proton polariza-
tion during that the inter-scan delay is constant. The
compensating 1H spin-lock field used in Fig. 2d must be
applied far enough off-resonance to avoid perturbing 1H
magnetization.

3.6 Protocols for 2D

R1ρ Measurements

2D R1ρ pulse schemes are presented in Fig. 2a–c and described in
Subheading 3.5. These are challenging experiments because RF-
heating from sustained pulsing (spin-locks, decoupling) may
degrade the sample, form bubbles, or even damage the probe.
Check with the probe manufacturer for the maximum probe
power allowed. Exercise further caution when working with cryo-
genically cooled probes; sustained pulsing even at allowed powers
may warm up the probe. Modern cryogenic probes can employ
spin-lock field strengths high enough to investigate faster kinetic
processes [49].

1. Pulse durations and amplitude should be set according to
spectrometer specifications and as defined in the pulse
sequences depicted in Fig. 2a–c. Delays should be set according
to the pulse sequence, as indicated in Figs. 2a–c.

2. Set the recycle delay sufficiently long to ensure recovery of the
1H magnetization, generally, 2–3 s.

3. For a concentrated sample start with eight scans; increase the
number of scans to 16–32 for low concentration samples. The
signal-to-noise ratio should be as high as possible (>40), as the
quality of the fittedR1ρ rates heavily depends on the accuracy of
the measured peak intensities.

4. When ready to collect the data, set number of “dummy scans”
in the first experiment to be high, (256 of 512) to ensure
proper equilibration of the temperature in the experiment.

5. Collect a first 1D experiment with the relaxation time, T, set to
zero. Increase the value of the relaxation delay and adjust it until
the intensities are approximately 30% of what measured with
T ¼ 0. This should be used as the maximum relaxation delay,
Tmax.
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6. Set the relaxation delays to be used in the experiments, between
0 and Tmax. The best sampling of the decay curve is achieved
when using relaxation times that correspond to an even decay
of the intensities. These times points can be obtained using an
average R1ρ rate, R

av
1ρ , obtained from Tmax as

I tð Þ ¼ I 0exp �R1ρt
� � ð10Þ

where I0 is the intensity measured when T ¼ 0. Thus,

Rav
1ρ ¼ � ln 0:3ð Þ

Tmax
: ð11Þ

Six to eight time points are sufficient to generate good
relaxation decay curves. For example, when using eight relaxa-
tion time points they can be calculated as

0, � ln 0:9
Rav

1ρ
, � ln 0:8

Rav
1ρ

, � ln 0:7
Rav

1ρ
, � ln 0:6

Rav
1ρ

, � ln 0:5
Rav

1ρ
, � ln 0:4

Rav
1ρ

,

� ln 0:3
Rav

1ρ
¼ Tmax:

Generally at least two time points, first and last, are dupli-
cated. As the decay of the magnetization is mono-exponential,
only two relaxation times are strictly needed to deriveR1ρ rates.
Nevertheless, it is good practice to use more than two relaxa-
tion time points to build the relaxation decay curves to check
for deviation from a single exponential curve, indicative of a
problem with the experimental settings. Oscillations of the
spin-locked magnetization, for example, might be symptomatic
of poor alignment of the magnetization along the effective
field.

To minimize the error due to environmental fluctuations
such as temperature, magnetic field, etc., collect the data in an
interleaved manner, i.e., collecting all the relaxation times for
each time increment (t1, i.e., the indirect dimension) of the 2D
spectrum, before moving onto the next t1 increment. If the
data are collected in the traditional non-interleaved manner
(i.e., collect an entire 2D for one time point before moving
onto the next one), avoid recording the 2Ds with a monotoni-
cally increasing T. Instead, use a shuffled order with several
duplicates, such as T1, Tmax, T2, T7, T3, T6, T4, T5, T1, Tmax,
T3. The subscripts indicate the relative duration of the spin-lock
period, T1 ¼ 0< T2 < T3 < . . . Tmax. Collecting the 2D spectra
in this order allows the detection of systematic artifacts (i.e.,
bubbles formation, sample decay) that would otherwise go
unnoticed, and produce erroneously high relaxation rates.

7. Process the time-domain data with the software of choice, to
produce a 2D spectrum for each sampled relaxation delay T.
For each spectrum, record the intensities or the volumes of all
the peaks. This should produce for each peak a list of intensities
(or volumes) versus relaxation delay T. Fit the intensities

216 Francesca Massi and Jeffrey W. Peng



(or volumes) to a single exponential decay to derive the R1ρ

rate as described by Eq. (10).

8. To build the relaxation dispersion curve (Fig. 3), R1ρ rates are
measured as a function of the effective field, ωe, by varying the
spin-lock field amplitude, ωSL, and offset, Ω, see Eqs. (3)–(5).
Repeat steps 5–7 using different values of ωSL and/or Ω. Use
on-resonance experiments, Fig. 2b–c, with different values of
ωSL and off-resonance experiment, Fig. 2a and c, using differ-
ent Ω and ωSL. The larger the value of Ω, the larger the
contribution of R1 to R1ρ rates (Eq. (3)–(5)), thus Ω values
probed in off-resonance experiments are rarely larger than
three times the value of ωSL, corresponding to tilt angles, θ,
of ~18�. The typical spin-lock field strengths ωSL are as follows:
450–2000 Hz for the experiments in Fig. 2a and c;
150–2000 Hz in Fig. 2b, as discussed in Subheading 3.5.
Onemust ensure that the highest field strengthωSL stays within
the recommended specifications of the probe. Generally, 15–30
R1ρ rates are determined as a function of the effective field, ωe,
by varying ωSL and Ω.

3.7 Protocols for 1D

R1ρ Measurements

The 1D R1ρ pulse sequence is shown in Fig. 2d and described in
Subheading 3.5. As discussed in Subheading 3.6, extreme caution
should be used when selecting the spin-lock field strength and the
duration of the spin-lock period to ensure that they do not exceed
the tolerance of the probe. Pulse durations and amplitudes and all
delays should be as defined in Fig. 2d, and checked for their
compliance with spectrometer and probe specifications. Additional
key points are below.

1. The recycle delay should be long enough to ensure recovery of
the 1H magnetization, generally 2–3 s.

2. Set the number of scans to obtain a signal-to-noise ratio >40.

3. Per Subheading 3.6, set the maximum duration of the relaxa-
tion time, Tmax, such that the peak intensity decays to ~30% of
that measured when the relaxation time T ¼ 0. Tmax may differ
from resonance to resonance. To define an appropriate relaxa-
tion decay curve, select the 6–8 relaxation times to be between
0 and Tmax as discussed in Subheading 3.6.

4. The strength of the 1H/15N RF fields, ωCP, used in the selec-
tive Hartman-Hahn polarization transfer should be set to ~
90 Hz, a value that has been shown to be optimal for polariza-
tion transfer [17, 42]. The power levels corresponding to these
1H and 15N pulses can be estimated from the 1H 90� pulse and
from the RF field strength calibration discussed in Subheading
3.3. The pulse duration is 4Δ ¼ 1/J � 10.8 ms. The power
level and the duration of the 1H and 15N pulses can be then
fine-tuned to maximize the signal intensity of a sharp well-
resolved resonance in a 1D experiment with a relaxation time
T ¼ 0.
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5. The period ε allows for equilibration between the two exchang-
ing states and should be ~3/kex [17, 43].

6. The optional delay ξ uses as similar strategy as the delay χ in
sequence Fig. 2b to eliminate unwanted resonances with over-
lapping 1H resonances, and a similar 15N resonance. Set ξ¼ π/
2δ, where δ is the 15N offset (in rad/s) of the unwanted peak
from the resonance of interest.

7. Collect on-resonance data by setting the offset from the carrier
frequency, Ω ¼ 0. Measure ~20 values of the spin-lock field
strength, ωSL/2π, covering a range from ~50 to 2000 Hz,
making sure they comply with the probe specifications. For
each ωSL, measure R1ρ for a series of relaxation delays, T,
(generally between 6 and 8, with at least two replicates,
between 0 and Tmax). Measure the intensity of the peak
obtained for each T, and fit the intensities to a single exponen-
tial decay to extract the R1ρ rate of the resonance of interest, as
discussed for the 2D experiments in Subheading 3.6.

8. Collect off-resonance data by varying both ωSL and the offset
from the carrier frequency, Ω. A set of 3–5 values of ωSL is
generally sufficient for off-resonance experiments. For each
ωSL, take measurements for ~20–30 values of Ω, from �Ωmax

to Ωmax. The Ωmax value is typically ~three times the value of
ωSL because for Ω > Ωmax, R1ρ rates are dominated by R1 (see
Eqs. (3)–(5)).

3.8 Data Fitting Collecting the R1ρ dispersion curve (shown in Fig. 3), using both
on-resonance and off-resonance experiments with weak and strong
RF fields, is the first step in the characterization of the exchange
dynamics. Subsequent analysis of the R1ρ dispersion profile gives
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Fig. 3 Transverse relaxation rate constant, R2, is shown as a function of the
effective field, ωe, at 280 K for N25 of ubiquitin. The dispersion curve was
collected at a static magnetic field of 14.1 T. The solid line shows the result of
the fit, using Eq. (8), that yielded a value of kex ¼ (2.3 � 0.2) � 104 s�1 [16]
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information about the exchange rate constant, kex [13]. The analy-
sis involves fitting the dispersion profile to those predicted by
model functions. For a two-state exchange process, Eqs. (3)–(8)
describe the dependence of R1ρ from the effective field, ωe. These
expressions invoke different approximations and are valid under
different conditions, described in Subheading 1.1. These functions
contain kinetic and thermodynamic parameters of the exchange
process, which are adjusted to best fit the R1ρ dispersion profile,
as judged by a χ2 metric [32].

To start the fit it will be necessary to make an initial estimate of
the exchange parameters and of the particular equation that best
describes the process, discussed in Subheading 1.1. The parameters
are then optimized via χ2 minimization driven by standard algo-
rithms such as the Levenberg-Marquardt nonlinear least-squares
algorithm [32]. The quality of the fit is assessed using a χ2 analysis
[32]. A poor fit of the data may indicate that the conditions of
validity of the equation used in the fit are not satisfied, or that the
dynamical process requires a more complex model than the 2-state
chemical exchange equilibrium. Several expressions have been
derived describing the dependence of R1ρ from ωe for more com-
plex exchange processes involving more than 2 states [13, 35, 50]
that can be used to fit the data when the 2-state exchange model
fails to represent the experimental data. Statistical tests (i.e., F-test
[32], Akaike information criterion [51]) can be used for the selec-
tion of the most appropriate model describing the exchange pro-
cess. Uncertainties in fitted parameters can be estimated by
jackknife or bootstrap methods [52].
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Chapter 11

CPMG Experiments for Protein Minor Conformer Structure
Determination

Anusha B. Gopalan, D. Flemming Hansen, and Pramodh Vallurupalli

Abstract

CPMG relaxation dispersion NMR experiments have emerged as a powerful method to characterize protein
minor states that are in exchange with a visible dominant conformation, and have lifetimes between ~0.5
and 5 milliseconds (ms) and populations greater than 0.5%. The structure of the minor state can, in
favorable cases, be determined from the parameters provided by the CPMG relaxation dispersion experi-
ments. Here, we go through the intricacies of setting up these powerful CPMG experiments.

Key words NMR, Protein, Conformational dynamics, CPMG, Relaxation dispersion

1 Introduction

Under ambient conditions in aqueous solutions protein molecules
interconvert between different conformational states that can have
different populations and lifetimes [1–3]. Exchange is quite often
between a dominant major state and other transiently populated
minor states [4, 5]. The populations of the states depend on their
relative free energies, while their lifetimes are largely dependent on
the size of the free energy barrier that separates them from other
states [6]. Peaks in NMR spectra arising from these minor confor-
mers are usually not visible due to their low populations and short
lifetimes and these minor conformers have to be detected by
manipulating the visible major state magnetization [7]. Minor
conformers that have lifetimes between 0.5 and 5 milliseconds
(ms) can be detected using the Carr-Purcell-Meiboom-Gill
(CPMG) type relaxation dispersion experiments. In the constant
time (CT) version of the CPMG experiment, transverse magnetiza-
tion is allowed to evolve for a fixed time TCPMG, during which
refocusing π (180�) pulses are applied [8]. The transverse magneti-
zation can be of the single quantum or multi quantum variety and
can originate from different nuclei like 1H, 13C, and 15N [9, 10].
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When there is chemical exchange in the millisecond timescale
regime, the intensity of the visible state peak depends on the
frequency νCPMG at which the π pulses are applied. Here,

νCPMG ¼ 1
4τCPMG

where 2τCPMG is the time between two π pulses.

The effective relaxation rate R2,eff νCPMGð Þ ¼ � 1
T CPMG

ln I νCPMGð Þ
I 0

� �

depends on νCPMG, thereby giving rise to the relaxation dispersion
curve. Here, I(νCPMG) is the peak intensity at a given νCPMG value
and I0 is the peak intensity in the reference experiment recorded in
the absence of the TCPMG delay. The minor state population, life-
time, and chemical shift can be obtained by analyzing the relaxation
dispersion curve(s) [7, 11].

In this chapter, we describe how to set up NMRCPMG experi-
ments that probe the dynamics at different protein backbone sites.
We also provide a very limited overview on how to analyze the data.

2 Materials

2.1 NMR Samples Protein samples with different isotope labeling schemes are
required to study the dynamics at various protein backbone posi-
tions [12]. These include (1) a uniformly 15N/13C/2H enriched
sample. (2) A uniformly 15N/13C/50%2H enriched sample. (3) A
15N/13Cα labeled sample. Sample (1) is used to study dynamics at
the amide (1H, 15N) and carbonyl (13C) positions. Sample (2) is
used to study dynamics at Hα position. Sample (3) is used to study
dynamics at the Cα position. Although not necessary it is preferable
to use a uniformly 15N/2H enriched sample for amide 15N/1H
single quantum (SQ), zero quantum (ZQ), and double quantum
(DQ) CPMG experiments. Preliminary experiments to standardize
buffer conditions, temperature, etc. can be performed using just a
15N-enriched sample. The concentrations of protein samples used
in CPMG studies are usually between 1 and 2 millimolar (mM).
Experiments can also be performed with 0.5 mM samples when the
spectrometer is equipped with a cryogenically cooled probe.

2.2 NMR

Spectrometers

The experiments are usually performed on spectrometers equipped
with triple resonance probes. The minimummagnetic field strength
used is 11.7 T (500 MHz 1H resonance frequency). Experiments
are usually performed at two well-separated field strengths like 11.7
T and 16.5 T/18.8 T (500 and 700/800 MHz).

2.3 Thermocouple

for Temperature

Measurement

A thermocouple with a long (~3 m) wire connecting it to a digital
display is inserted into a standard NMR sample tube. The thermo-
couple is positioned where the sample center would be and the wire
coming out of the top of the tube is attached to the tube using
Parafilm to hold the thermocouple in place. The tube can now be
inserted into a spinner assembly and loaded into the magnet in the
usual manner to measure the sample temperature.
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3 Methods

3.1 Sample

Temperature

Measurement and

Setting

Temperature affects the kinetics of the processes being studied [6]
and has to be kept constant during all the experiments. To keep the
sample temperature constant between different spectrometers, it is
important to measure the sample temperature in each of them for a
given variable temperature (VT) setting.

1. Measure the sample temperature for a given VT setting. The
sample temperature can be easily measured using a thermocou-
ple inserted into a standard sample tube as described in Sub-
heading 2.2 or using temperature standards like methanol (see
Note 1).

2. Adjust the setting of the VT unit till the desired temperature is
obtained.

3.2 Setting the 1H

Carrier Positions

In most of the experiments described here the 1H radio-frequency
(RF) carrier is centered on the water signal. In water samples the
water resonance can be quite broad (~100 Hz) on a typical triple
resonance probe and the peak center cannot be determined accu-
rately. A simple presaturation procedure can be used to obtain the
water resonance frequency.

1. Obtain an estimate of the water resonance frequency from a
one-scan 1D spectrum obtained using a small flip angle
(~10–15�) pulse applied at the highest allowed power (usually
25–50 kHz).

2. Array the 1H carrier frequency in 1 Hz steps around the esti-
mated offset from step 1 and record a series of 1D experiments
with a weak 2 s presaturation applied at a very low B1 field of
~100 Hz followed by the small flip angle pulse applied at full
power. Process each recorded FID in an absolute value (mag-
nitude) mode. The spectrum with the lowest intensity water
peak is obtained when the carrier is at the water resonance
frequency.

3.3 Calibrating

Pulsewidths and

Powers

Pulses have to be calibrated accurately to suppress artifacts and
maximize the signal-to-noise ratio (S/N) of the experiments. All
the pulses should be calibrated every time experiments are set up,
including the pulses for 13C and 15N.

1. 1H square pulses: Both hard and decoupling 1H square pulses
are calibrated using the water signal.

(a) Set the 1H RF carrier on the water resonance frequency.

(b) Record a series of single-scan 1D experiments at the
desired B1 field strength varying the pulsewidth in steps
of 1 μs around the pulsewidth for a 360� (2π) pulse.
Process the FIDs in absolute value mode. The spectrum
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with the lowest water peak intensity is the one where the
pulsewidth is closest to the 2π pulse. Subsequently, array
the pulsewidth in smaller steps around this value to obtain
a more accurate estimate of the pulsewidth. Typical array
spacing for the 1H hard pulses is 0.1 μs but can be larger
for longer square pulses like decoupling pulses. The 1H
hard pulses are applied at the highest possible power and
typical pulsewidths for hard 90� pulses are between 6.5
and 9 μs. CPMG pulses are applied at a lower power to
avoid damaging the probe and pulsewidths for the refo-
cusing 180� pulses vary between 21 and 22 μs.

2. 1H selective pulses for water suppression: Due to radiation damp-
ening 90� water selective pulses that bring water magnetization
down from the Z axis to the transverse plane are longer than
those that take water from the transverse plane to the Z axis
[7]. The water selective pulses are calibrated using a two-pulse
sequence where the first pulse and the second pulse are 180�

out of phase. To calibrate the pulse that brings the magnetiza-
tion down to the transverse plane from the Z axis, the first pulse
is the water selective pulse that has to be calibrated while the
second one is a hard 90� proton pulse. To calibrate the pulse
that takes water magnetization from the transverse plane to the
Z axis, the order of the hard and selective pulses is reversed.

(a) Place the 1H RF carrier on the water resonance and set the
hard pulse power and pulsewidth to that of a 90� pulse.

(b) Select the shape and set the power for the water selective
pulse. Typical shapes include a square pulse, a SEDUCE
pulse [13], and the EBURP pulse [14].

(c) Record a series of single-scan 1D experiments varying the
selective pulsewidth around the expected pulsewidth. The
step size can be 10–20 μs for 1.5 to 2 ms selective pulses
and 50–100 μs for 5 to 10 ms selective pulses. Process the
FIDs in the absolute value mode. The minimum water
peak intensity is obtained when the selective pulsewidth is
equal to the length of the 90� pulse. Alternatively, one can
array the power of the selective pulse while keeping the
pulsewidth fixed. At 500 MHz the 90� square water selec-
tive pulses are ~1.5 ms long, SEDUCE pulses are ~1.8 ms
and the EBURP pulse is ~7 ms. These pulses are usually
not scaled with field strength.

(d) Set the selective pulsewidth and power to the optimized
values and array the small angle phase of the selective pulse
around 0� in steps of 1�. Process the spectra as above to
obtain the phase at which the water intensity is the lowest.
For newer spectrometers it is very close to 0� but can be
larger for older spectrometers mainly due to nonlinearity
of the amplifiers and pulse imperfections.

226 Anusha B. Gopalan et al.



3. 15N square pulse: 15N square pulses are calibrated using a mod-
ified HSQC experiment that contains an extra 15N pulse that is
to be calibrated placed between two Z gradients. This calibra-
tion element is placed after the first 1H! 15N INEPT transfer.
The first INEPT period [15] generates a density matrix element
proportional to the 2HzNz longitudinal two-spin order magne-
tization. Applying an extra 15N (or 1H) pulse followed by a
strong Z gradient will destroy all the magnetization and no
signal will be observed when the pulsewidth corresponds to
90� pulse. It is best to use a sensitivity enhanced HSQC with
gradient selection [16] for this purpose. A 15N labeled protein
sample in H2O is required to perform this calibration.

(a) Place the 1H RF carrier on the water resonance and the
15N carrier at 119 ppm, which is in the middle of the
amide region.

(b) Set powers and pulsewidths of the 1H hard and water
selective pulses. Set the small angle phase shift of the
water selective pulses.

(c) Set the 15N hard and decoupling pulsewidths and powers
to reasonable values. Set the shape and the power of the
pulse to be calibrated to the desired value. These can be
taken from the last calibration performed on the sample or
from calibrations performed on a standard sample.

(d) Set the pulsewidth of the 15N pulse to be calibrated to
0 and record the first increment of the HSQC experiment
(no t1 delay) with 8 scans. Process the FID with water
suppression and suitable apodization and phase the spec-
trum focusing on the amide 1H region. Ensure that water
suppression is adequate and that the S/N of the amide
protons is adequate. If not one can increase the number of
scans. An acquisition time of 64 ms and an interscan delay
of 1.5–2 s are usually sufficient.

(e) Record a series of 1D spectra as above varying the pulse-
width of the pulse to be calibrated. The pulsewidth is varied
in steps of 0.33–0.5 μs for hard and CPMG pulses that are
~35–45 μs long. Process the spectrum exactly as in the
previous step. The amide peaks will be positive when the
pulsewidth is less than the 90� pulsewidth and negative
when the pulsewidth is greater than the 90� pulsewidth.
Almost no signalwill be seenwhen the pulsewidth is almost
90�. Hard 15N 90� pulses are ~35 μs long. To avoid dam-
aging the probe CPMGpulses are applied at a lower power
with 180� pulsewidths ranging between 80 and 90 μs.

4. 15N REBURP pulse: The refocusing REBURP pulse [14] can
be calibrated in a manner similar to the hard pulse because
when the pulse is applied for half its duration it behaves like a
90� pulse with respect to starting Z magnetization.
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(a) Set the shape of the pulse to be calibrated to a REBURP
pulse and the power to the desired value.

(b) Record a series of 1D spectra using the first increment of
the HSQC experiment as in step 3 varying the width of
the REBURP pulse. The pulsewidth is varied in steps of 1-
2 μs around the estimated 90� value. For example if the
desired pulsewidth of the REBURP pulse is 1.5 ms, then
the pulsewidth is arrayed in steps of ~2 μs around 0.75 ms.
Process and compare the series of 1D spectra as in step 3
to obtain the 90� pulsewidth. Doubling this value will give
the pulsewidth of the REBURP.

(c) Confirm that the REBURP pulse is accurately calibrated.
Set the pulsewidth of the REBURP to the calibrated
value. Record two spectra, one with the REBURP pulse
power set to 0 and one with the REBURP pulse power set
to the desired value. When the calibration is accurate the
amide region will be inverted in the second spectrum,
with the height of each amide peak in the second spectrum
being at least 95% of its height in the first spectrum. The
amide selective 15N REBURP pulsewidth is typically
~1.4 ms (at 16.65 T) and needs to be scaled according
to field strength.

5. 1H REBURP pulse: The 1H REBURP pulse can be calibrated
in a manner similar to the 15N REBURP pulse. The 15N
REBURP pulse is replaced by the 1H REBURP pulse in the
above sequence and the process is repeated with two small
differences. (1) During the 1H REBURP pulse the 1H carrier
is placed at ~7.7 ppm in the middle of the amide proton region.
(2) A water selective pulse that is usually applied after the 1H to
15N INEPT period is turned off. The amide selective 1H
REBURP pulse is generally chosen to be ~1.4 ms long (at
16.65 T) and needs to be scaled according to the field strength.

6. 13C square/shaped pulses via HNCO experiments: In uniformly
15N/13C enriched protein samples dissolved in water the 13C
pulses are calibrated in a manner similar to the 15N pulses.
Here, the first scan of a gradient selected sensitivity enhanced
HNCO experiment [17] is used instead of the HSQC experi-
ment. A Z gradient followed by the extra 13C pulse to be
calibrated followed by a strong Z gradient is inserted after the
15N! 13CO INEPT period and calibrated in a manner identi-
cal to the 15N pulses as described above.

7. 13C square/shaped pulse via HSQC experiments: 13C pulses can
be calibrated using 13C labeled methyl groups in samples which
are not dissolved in water or when the carbonyl groups are not
13C enriched. As in the case of the 15N pulse calibration an
extra 13C pulse to be calibrated followed by a strong gradient is
inserted after the 1H ! 13C INEPT in a standard 1H-13C
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HSQC experiment. The procedure for calibration is similar to
that for the 15N pulse. The 13C carrier is placed in the middle of
the methyl region (~20.5 ppm) and the pulsewidth is calibrated
by looking at methyl proton peak intensities between�0.5 and
1 ppm just as one focused on the amide protons during the 15N
calibration as described above.

3.4 Measuring

Sample Heating

Experiments with 1H decoupling can heat the samples and con-
sequently change the kinetics of the process being studied. Hence,
the effect of the experiment on the sample temperature has to
be measured and compensated by adjusting the VT setting (see
Note 2).

1. Record a high-resolution 1D WATERGATE spectrum [7, 18]
of the amide or methyl protons at 1 �C higher than the desired
temperature. Methyl protons are preferred but amide protons
are used when methyl protons are absent due to 2H labeling.

2. Record a 1D WATERGATE spectrum of the amide or methyl
protons at the desired temperature. The peaks in this spectrum
will move compared to the one recorded in the previous step
allowing one to calibrate peak position change as a function of
temperature.

3. Using the same VT temperature, perform the CPMG experi-
ment of interest for about 5–10 min so that the sample tem-
perature has reached a steady state.

4. Queue a single-scan 1D WATERGATE experiment of the
amide/methyl region to run immediately after the CPMG
experiment from step 3 has finished recording. This experi-
ment should have no dummy scans.

5. The peak positions would have changed compared to the spec-
trum recorded in step 2 due to sample heating during the
CPMG experiment. By comparing the peak positions in the
three spectra recorded in steps 1, 2, and 4 the heating caused
by the CPMG experiment can be estimated according to ϖ4�ϖ2

ϖ1�ϖ2
,

where ϖ1, ϖ2, and ϖ4 are the resonance frequencies of a partic-
ular amide/methyl proton in spectra recorded in steps 1, 2,
and 4 respectively. Do this for 3–5 peaks that move consistently
and take the average value.

6. The VT value can now be reduced to compensate for the
heating.

3.5 CT 15N TROSY

CPMG Experiment

The CT 15N TROSY CPMG experiment exploits both the
improved relaxation properties of the 15N TROSY component
during the TCPMG period and the enhanced resolution of the
15N-1H TROSY correlation map. This experiment is necessary to
perform 15N CPMG experiments with larger proteins but can also
be used with smaller proteins. This experiment has to be performed
with uniformly 15N enriched samples. Uniform 2H labeling will
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improve the performance of the experiment but is not required. If
the sample is 13C enriched a single carbon pulse is used to refocus
the 13C-15 N scalar couplings during the 15N chemical shift
evolution.

1. Place the 1H RF carrier on the water resonance, the 15N carrier
at 119 ppm in the middle of the amide region, and the 13C
carrier at 118 ppm in between 13CO and 13Cα resonances.
Values of the delays are available in [19].

2. Set powers and pulsewidths of the 1H hard and water selective
90� pulses.

3. Set powers and pulsewidths of the 15N 90� hard pulses and
CPMG π pulses (see Note 3). To avoid damage to the probe,
CPMG pulses are applied at lower power with the 180� pulse-
width ranging from 80 to 90 μs. A REBURP π pulse can be
applied during the first INEPT period to suppress resonances
arising from lysine and arginine sidechains.

4. If the sample is 13C enriched set the power for a ~400 μs
adiabatic pulse [20] with adequate bandwidth to invert both
the carbonyls and alpha carbons.

5. Set the TCPMG delay (see Note 4). TCPMG values usually lie
between 20 and 40 ms. Values above 40 ms are not chosen as
applying a large number of 15N refocusing pulses can damage
the probe.

6. Set the number of scans in multiples of the phase cycle to
obtain good signal to noise. Typical values are 8 or 16 scans.

7. Decide on the νCPMG values to use. νCPMG values that can be
used are n

T CPMG
where n is an integer starting from 1 [19, 21].

νCPMG values up to ~1000 Hz can be used with current probes.
Experiments are performed for ~15–20 νCPMG values ranging
from 1

T CPMG
to 1000 Hz with two or three repeat values for error

estimation. Lower νCPMG values are sampled more closely.

8. Record 1H-15N correlation maps for each of the νCPMG values
and a reference plane without the TCPMG delay in an interleaved
manner. The usual experimental time varies from 12 to 24 h
(see Note 5).

3.6 CT 15N CPMG

Experiment with 1H

Decoupling

Here, the amide proton is decoupled from the amide 15N nucleus
using 1H CW decoupling during the TCPMG delay [21]. This
experiment is particularly useful while performing CPMG experi-
ments in alignment media and is also significantly less prone to off-
resonance artifacts. If the sample is 13C enriched, a single-carbon
pulse is used to refocus the 13C-15N couplings during 15N
evolution.
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1. Set the 1H, 15N, and 13C carrier offsets as described in Sub-
heading 3.5, step 1. The 1H carrier is moved to 8.1 ppm in the
middle of the amide region when CW 1H decoupling is per-
formed. Values of delays are available in [21].

2. Set powers and pulsewidths of the 1H hard, water selective 90�

pulses and CW decoupling field. An EBURP1 [21] pulse is
used to bring the water magnetization from the Z axis to the
transverse plane. The CW 1H decoupling is applied at 15 kHz
at 18.8 T [21, 22] and scaled according to the field strength.

3. Set powers and pulsewidths for the 15N pulses as in step 3 of
Subheading 3.5. Additionally set the power for 15N decoupling
during acquisition. At 18.8 T WALTZ-16 15N decoupling is
performed with B1 of 1.3 kHz [23]. This 15N decoupling field
should be scaled with magnetic field strength.

4. If the sample is 13C enriched use an adiabatic pulse for decou-
pling as described in Subheading 3.5, step 4.

5. Set the TCPMG delay as described in Subheading 3.5, step 5.
TCPMG values usually lie between 20 and 30ms. Due to heating
effects of the 1H CW field it is prudent to set TCPMG �30 ms.

6. Measure the heating due to the 1H CW field and compensate
for it by adjusting the VT setting. Alternatively see Note 2.

7. Set the number of scans, choose the νCPMG values and run the
experiment as described in steps 6, 7, and 8 of Subheading 3.5.

3.7 Amide 1H CPMG

Experiment

The amide 1H CPMG experiment is used to study dynamics at the
amide proton sites. A uniformly 15N labeled protein sample is used.
2H enrichment is desirable but not necessary. To suppress peaks
arising from ROE transfer the experiment is performed on 2HxNz

antiphase magnetization. If the sample is 13C enriched, a single-
carbon pulse is used to refocus the 13C-15N couplings during 15N
evolution. Details can be found in [24, 25].

1. Set the 1H, 15N, and 13C carrier offsets as described in Sub-
heading 3.5, step 1. The 1H carrier is moved to 8.1 ppm in the
middle of the amide region during the CPMG period. Values of
delays are available in [24, 25]. The modifications described in
[25] have to be used if the procedure described here is to be
used.

2. Set powers and pulsewidths of the 1H hard, CPMG and water
selective 90� pulses. To avoid damaging the probe the 1H
CPMG pulse is applied at a lower power with a 180� pulse-
width of ~21 μs. A REBURP pulse is used to invert the amide
protons without perturbing the α protons in the middle of the
CPMG period. The length of the REBURP and the amide
carrier frequency need to be optimized to cover as many if
not all the amides. A square 180� pulse applied at the same
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power as the other CPMG pulses can be used if the sample is
labeled with 2H at the Hα positions.

3. Set powers and pulsewidths of the 15N pulses as described in
Subheading 3.6, step 3.

4. If the sample is 13C enriched use an adiabatic pulse for decou-
pling as described in Subheading 3.5, step 4.

5. Set the TCPMG delay and number of scans as described in
Subheading 3.5, steps 5 and 6. TCPMG values usually lie
between 20 and 30 ms.

6. Decide on the νCPMG values to use and run the experiment as
described in steps 7 and 8 of Subheading 3.5. Unlike 15N
CPMG experiments νCPMG values up to 2000 Hz can be used
with current probes. Experiments are performed for ~15–25
νCPMG values ranging from 1

T CPMG
to 2000 Hz with two or three

repeat values for error estimation.

3.8 13CO CPMG

Experiment

The carbonyl CPMG experiment is performed using a uniformly
15N/13C enriched sample.

1. Place the 1H carrier on the water resonance, the 13C carrier at
176 ppm in the middle of the carbonyl region, and the 15N
carrier at 119 ppm in the middle of the amide region. Values of
delays are available in [26].

2. Set powers and pulsewidths of the 1H hard and water selective
90� pulses as described in step 2 of Subheading 3.5. Addition-
ally, here WALTZ-16 decoupling is carried out and is per-
formed at 6 kHZ at 18.8 T.

3. Set powers and pulsewidths of the 15N 90� hard pulses as in
step 3 of Subheading 3.5 and power for the 15N decoupling
sequence as in step 3 of Subheading 3.6.

4. Square 13C 90� pulses are applied at a field strength (given in
Hz) of ΔΩffiffiffiffi

15
p where ΔΩ is 118 ppm � dfrq where dfrq is the

carbon frequency in MHz. The square 13C 180� pulse is
applied at the highest possible power leading to a pulsewidth
of ~25 μs (20 kHz) for the 180� pulse. The SEDUCE-1
sequence [13] is used to decouple the 13Cα from 13CO during
the t1

13CO chemical shift evolution period. The SEDUCE-1
pulses are cosine modulated at a frequency of 118 ppm with a
maximum B1 of 3.14 kHz at 11.7 T. The length of the
SEDUCE-1 90� pulse is ~335 μs at 11.7 T and is scaled
according to the field strength. Note that due to the cosine
modulation decoupling is applied at four times the power.
During acquisition the 1HN-13CO J coupling is decoupled
using the WURST-2 decoupling sequence with a bandwidth
of 12 ppm [20]. A maximum B1 of 0.6 kHz is required at 18.85
T and should be scaled with field strength. A shaped pulse [26]
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related to the REBURP pulse is used during the 13C CPMG
period. The length of this 180� pulse is 380 μs at 18.85 T and
should be scaled according to the magnetic field strength. This
pulse is calibrated in a manner similar to the REBURP.

5. Set the TCPMG delay and number of scans according to steps 5
and 6 of Subheading 3.5. TCPMG values usually lie between 20
and 30 ms.

6. Decide on the νCPMG values to use as described in step 7 of
Subheading 3.5 keeping in mind that although νCPMG values
up to 1000 Hz can be used with current probes, at lower
magnetic field strengths the length of the shaped 13C CPMG
pulse places an upper limit on the highest νCPMG value that can
be used. Experiments are performed for ~15 νCPMG values.

3.9 1Hα CPMG

Experiment

The 1Hα chemical shift provides useful structural information and
is extremely useful for the structure determination of the minor
state. However, the Hα nucleus is scalar coupled to amide protons
(HN) and Hβ nuclei. The scalar coupling to the amide protons can
be eliminated by dissolving the sample in D2O, so that the amide
proton is replaced by a 2H nucleus. However, there is no straight-
forward way to produce protein molecules that are Hα labeled
while being ~100% 2H enriched at the Hβ position. By overexpres-
sing the protein in E. coli grown in 50% D2O minimal media with
2H/13C glucose as the sole carbon source, the Hβ is 50–88%
deuterated reducing the effect of 3JHαHβ coupling. The 1Hα
CPMG experiments consist of a J refocusing element in the middle
of the CPMG period [27]. Neglecting relaxation, this J refocusing
element uses the 1JCαHα coupling to refocus the effects of the
3JHαHβ coupling to first order. In this experiment dispersion profiles
are obtained by analyzing the 1H-13Cα correlation maps.

1. Place the 1H RF carrier on the water resonance, the 13C carrier
at 58 ppm in the Cα region, and the 15N carrier at 119 ppm in
the amide region. Values of delays are available in [27].

2. Set powers and pulsewidths of the 1H hard and CPMG pulses.
CPMG pulses are applied at a lower power as described in
Subheading 3.7, step 2.

3. Set the power and pulsewidth for the 15N hard pulse if the
sample is 15N enriched. As there is no water in the sample the
15N pulsewidth and power have to be set to the last values
calibrated on the same sample.

4. Set the power and pulsewidth for the 13C hard pulse and
decoupling sequences. During acquisition 13C decoupling is
performed using a 2.5 kHz WALTZ-16 decoupling scheme at
18.8 T. The decoupling power has to be scaled with field
strength. Carbonyl and 13Cβ are decoupled from 13Cα during
t1 evolution. 13CO decoupling is performed using a
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CAWURST-8 scheme [28, 29] with 10 ppm bandwidth cen-
tered at 175 ppm and applied with a maximum field strength of
0.4 kHz at 18.8 T. 13Cβ decoupling is performed using (1) A
CAWURST-8 scheme with a 30 ppm bandwidth swept from 15
to 45 ppm centered at 30 ppm with a maximum B1 of 0.5 kHz
at 18.8 T and (2) A second CAWURST-8 scheme with a
30 ppm bandwidth swept from 101 to 71 ppm centered at
86 ppm with a maximum B1 of 0.5 kHz at 18.8 T. The second
field eliminates decoupling artifacts. During the J refocusing
element Cβ decoupling is performed using aWURST-2 scheme
[30] centered at 27.5 ppm with a 25 ppm bandwidth and a
maximum B1 of 1.22 kHz at 18.8 T.

5. Set the TCPMG delay (see Note 4). TCPMG values can be quite
low due to the short Hα T2 values and usually lie between 15
and 30 ms.

6. Set the number of scans in multiples of the phase cycle to
obtain good signal to noise. The sensitivity of these experi-
ments is low due to 50% 1H labeling at the α position and
because the experiments are not carried out in a sensitivity-
enhanced manner. Hence, a significantly larger number of
scans is required with typical values ranging from 24 to 48
scans.

7. Decide on the νCPMG values to use. νCPMG values that can be
used are 2n

T CPMG
where n is an integer starting from 1. νCPMG

values up to 1000 Hz can be used. Experiments are performed
for ~10–15 νCPMG values ranging from 2

T CPMG
to 1000 Hz with

two or three repeat values for error estimation. Lower νCPMG

values are sampled more closely.

8. Record 1H-13C correlation maps for each of the νCPMG values
and a reference plane without the TCPMG delay in an interleaved
manner. The usual experimental time varies from 24 to 48 h
(see Note 5).

3.10 13Cα CPMG

Experiment

The 13Cα chemical shift provides very valuable structural informa-
tion. As the Cα chemical shifts are not well separated from the Cβ
chemical shifts, a sample that is 13C enriched at only the Cα sites is
used. In this experiment, dispersion profiles are obtained by analyz-
ing the 1H-13Cα correlation maps.

1. Place the 1H RF carrier on the water resonance, the 13C carrier
at 55 ppm in the Cα region, and the 15N carrier at 119 ppm
in the middle of the amide region. Values of delays are available
in [11].

2. Set powers and pulsewidths of the 1H hard pulses. The 1H CW
decoupling field during the CPMG period is applied at a B1

field strength of ~14.5 kHz. Purge trim CW pulses to dephase
water are applied at 16 kHz. Proton to carbon and carbon to
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proton transfers are carried out using DIPSI-2 sequences with
1H and 13C fields of 8 kHz at 18.8 T. 1H decoupling during
13C t1 evolution is performed using a 5 kHz (18.8 T) WALTZ-
16 sequence.

3. Set the power and pulsewidth for the 15N hard pulse.

4. Set power and pulsewidth for the 13C hard pulse and CPMG
pulses. The CPMG pulses are applied at lower field strength
with a 180� pulsewidth of ~31 μs. 13C decoupling during
acquisitions is performed using a 2.5 kHz (18.8 T) WALTZ-
16 sequence. The decoupling field strength is scaled with the
spectrometer frequency. Proton to carbon and carbon to pro-
ton transfers are carried out using the DIPSI-2 sequence [31]
with proton and carbon fields of 8 kHz at 18.8 T. The decou-
pling field strength is scaled with magnetic field strength.

5. Set the TCPMG delay (see Note 4). TCPMG values can be quite
low due to the short Cα T2 values and usually lie between 15
and 30 ms. Further due to heating effects of the 1H CW field it
is prudent to set TCPMG �30 ms.

6. Measure the heating due to the 1H CW field and compensate
for it by reducing the VT setting. Alternatively see Note 2.

7. Set the number of scans in multiples of the phase cycle to
obtain good S/N ratio. Due to the method of sample produc-
tion the 13Cα enrichment is at most 50%. Further the experi-
ment is not carried out in a sensitivity-enhanced manner.
Hence, a significantly larger number of scans are required
with typical values ranging between 16 and 48 scans.

8. Decide on the νCPMG values as described in step 7 of Subhead-
ing 3.5. Note that although νCPMG values up to 1500 Hz can
be used with current probes values up to 1000 Hz are
preferred.

9. Run the experiment as described in step 8 of Subheading 3.9.

3.11 Amide 1H-15N

ZQ/DQ CPMG

Experiment

In addition to 1H and 15N single quantum transitions one can also
excite zero quantum (ZQ) and double quantum (DQ) transitions
in the coupled amide 1H/15N spin system. Relaxation dispersion
curves for the ZQ and DQ transitions can also be recorded using
CPMG experiments [32]. During ZQ/DQ CPMG experiments,
ZQ/DQ coherence is generated and refocusing pulses are applied
simultaneously on both the 15N and 1H nuclei during the TCPMG

period. In the case of exchange the change in the frequency of the
ZQ transition between the minor and major states in ppm units is
|ΔϖN � ΔϖH| while the change in the frequency of the DQ transi-
tion is |ΔϖN þ ΔϖH|. Hence if |ΔϖN| > 0 and |ΔϖH| > 0 then
either the ZQ or the DQ transitions will give larger dispersions
than the SQ experiments making themmore sensitive to the under-
lying exchange process in CPMG experiments. Additionally, ZQ/
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DQ CPMG experiments also provide information about the rela-
tive signs ofΔϖN andΔϖH. If the size of the DQ dispersion is larger
than the ZQ dispersion, thenΔϖN andΔϖH have the same sign and
the opposite is true when ΔϖN and ΔϖH have opposite signs.
Relaxation dispersion curves are obtained by analyzing 1H-15N
correlation maps and the experiment is performed with 15N/2H
enriched proteins dissolved in 90%H2O/10%D2O to back
exchange the amide protons.

1. Set the 1H and 15N carrier frequencies as described in step 1 of
Subheading 3.5. Values of delays are available in [32].

2. Set powers and pulsewidths of the 1H hard, CPMG pulses and
water selective pulses as described in step 2 of Subheading 3.7.
A water selective EPURP1 pulse is used to bring the water
magnetization from the Z axis to the transverse plane.

3. Set powers and pulsewidths of 15N hard and CPMG pulses as
described in step 3 of Subheading 3.5. Here also magnetiza-
tion is transferred to the TROSY component of 1H magnetiza-
tion at the end of the pulse sequence and data are acquired
without 15N decoupling.

4. Set the TCPMG delay as in step 5 of Subheading 3.5 and check
the S/N in both the ZQ and DQ experiments. It is best to use
the same TCPMG delay for both.

5. Set the number of scans in multiples of the phase cycle to
obtain good signal to noise. Typical values are 16 or 24 scans.

6. Decide on the νCPMG values to use as described in step 7 of
Subheading 3.5. νCPMG values that can be used are 2n

T CPMG
where

n is an integer starting from 1. νCPMG values up to 1000Hz can
be used with current probes.

7. Record 1H-15N correlation maps for each of the νCPMG values
and a reference plane without the TCPMG delay for both the ZQ
and DQ components in an interleaved manner. The usual
experimental time varies from 24 to 48 h (see Note 5).

3.12 Extracting

Relaxation Dispersion

Curves from the Data

The NMR data are typically processed using standard programs like
NMRPipe [33] and visualized using programs like SPARKY [34].
Peaks intensities in the different 2D planes can be extracted using
programs like FUDA [35], PINT [36], and MUNIN [37]. In all
three of these programs one can impose that only the peak intensity
varies from plane to plane, while the line shape and peak position
remain the same in all the planes reducing the number of fitting
parameters and improving the precision of the extracted intensities.
The programs are also capable of dealing with partially overlapped
peaks. The quality of fits can be gauged in FUDA and PINT by
visualizing the spectra along with the fitted peaks to decide if the fit
is reliable. Once the peaks have been fit to the spectra the dispersion
data can be calculated from the intensities. Errors in the R2,eff
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values are estimated on the basis of repeat measurements. Generally,
a minimum error between 0.3 and 0.5 s�1 is assumed to account for
various systematic errors.

3.13 Analyzing

Relaxation Dispersion

Curves

Initially, amide 15N/1H dispersion data are recorded and analyzed.
Quite often complete kinetic studies can be performed with only
amide 15N/1H dispersion data [38]. In the first step larger disper-
sions where the change in the R2,eff is greater than 5 or 10 s�1 are
analyzed. A two-state exchange model is fit to the dispersion data
collected at two different field strengths in a site-specific manner.
The programs CATIA [39] and CHEMEX [40] perform the fits by
numerically propagating the Bloch-McConnell equations [41].
From the quality of the fits and the site-specific distribution of the
exchange rate kex and the minor state population pb one can use
various statistical tools to judge if there is a single global two-state
process or there are multiple processes. If there is a single global
process then similar kex and pb values will be obtained from almost
all the site-specific fits [42] and one can proceed to fit a single
process to all the data. If the site-specific kex and pb values differ
from site to site one can consider fitting a global three-state model
[43] or look to see if the kex and pb values cluster and that residues
close on the structure have similar kex and pb in which case one can
fit multiple two-state models to sets of residues [44]. If the
exchange parameters are not ideal for a CPMG investigation, one
can either change the sample conditions like temperature or use
other NMR experiments like CEST to study slower processes [45,
46] orR1ρ experiments to study faster process [47]. If kex is fast and
pb is poorly defined one can use the shifts in peak positions between
HSQC and HMQC spectra to define pb [25]. After the experimen-
tal conditions have been established using 15N/1H data, other
13C/1H CPMG experiments can be performed. Analysis of the
relaxation dispersion data provides only the absolute value of the
change in chemical shift between the ground and excited states.
The sign information can be obtained comparing peak positions in
HSQC spectra recorded at different fields or between HSQC and
HMQC spectra recorded at the same field [48]. R1ρ experiments
can also provide sign information [49]. Once the sign information
is available the chemical shifts of the minor state resonances can be
calculated and the spectrum of the minor state can be
reconstructed.

3.14 Atomic

Resolution Structure

of the Minor State

By comparing the minor state chemical shifts with the unfolded
state chemical shifts [50] parts of the molecule that are unfolded in
the minor state can be identified [51]. In fact, identification of local
or complete unfolding can be done with reasonable confidence
using just 1H/15N data. A preliminary analysis of the minor state
backbone chemical shifts using programs like TALOS [52, 53] can
provide information about changes in secondary structure between
the major and minor states [54–57]. In favorable cases it is possible
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to obtain the three-dimensional structures of proteins from just
chemical shifts [58, 59] and the structure of a minor state of a
protein has been obtained by using this strategy [55]. Using the
minor state secondary or three-dimensional structural information
mutants can be designed to shift the population toward the minor
state conformation and test if the CPMG-derived parameters are
meaningful [55]. The quality of structures can significantly be
improved by using residual dipolar couplings (RDCs) and residual
chemical shift anisotropy shifts (RCSAs) [60, 61]. Minor state
RDCs and RCSA shifts can be obtained by performing CPMG
experiments in the presence of alignment media [19, 62, 63] and
these restraints can also be used to obtain structures of the minor
state [54, 56, 57]. Here, we have described CPMG experiments to
study the dynamics at protein backbone sites. CPMG experiments
have also been developed to study dynamics at side-chain sites [8,
64, 65] and provide information regarding the conformation of the
sidechains in the minor state [66, 67].

4 Notes

1. Using a thermocouple is more convenient as it does not require
shimming and recording spectra to calculate the temperature as
in the case of the standard sample.

2. Alternatively, some newer NMR spectrometers are equipped
with a so-called NMR thermometer [68, 69], which measures
the temperature inside the NMR sample during the experiment
using a second locking agent. If such a system is available and if
a second locking agent can be added without interfering with
the chemical exchange process under investigation, then the
NMR thermometer provides a convenient way of keeping the
temperature constant during all experiments.

3. 15N pulsewidths can change when a CPMG pulse train is
applied particularly when 15N CPMG experiments are per-
formed using a cryogenically cooled probe. The problem
does not occur with 1H or 13C CPMG experiments. To test if
there is a change in the 15N pulsewidths due to the CPMG
pulse train, the 15N (CPMG) pulse is calibrated using a 15N
CPMG sequence where a gradient, an extra pulse to be cali-
brated, and a strong gradient are applied immediately after the
CPMG pulse train. At this point in the sequence a density
element proportional to either Nz, 2NzHz, or Nz(1�2Hz) is
present depending on the type of CPMG experiment and the
15N pulsewidth can therefore be calibrated in the usual manner
and this is performed for different νCPMG values. If the 15N
pulsewidth depends on νCPMG, CPMG pulse sequences that

238 Anusha B. Gopalan et al.



keep the load on the probe constant for various νCPMG values
should be used in order to keep the pulsewidth constant.

4. Increasing the TCPMG delay allows for a greater number of
exchange events to occur leading to a greater change in signal
intensity as a function of νCPMG and also allowing for a larger
range of νCPMG values as the lowest possible νCPMG is 1/TCPMG

(or 2/TCPMG based on sequence). However, large TCPMG

delays can lead to a large reduction in the S/N due to relaxation
losses making it difficult to quantitate the change in intensities.
As a compromise, it is common to choose a TCPMG delay where
the peak intensity has reduced by half compared with the
reference spectrum that has no TCPMG delay.

5. As a large number of pulses are applied during the TCPMG delay,
a long interscan delay (d1) has to be used to avoid damaging
the probe. Typical d1 values lie between 2.1 and 2.5 s.
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Chapter 12

Probing the Atomic Structure of Transient Protein Contacts
by Paramagnetic Relaxation Enhancement Solution NMR

Vincenzo Venditti and Nicolas L. Fawzi

Abstract

Important biological processes, including enzyme catalysis, signaling, and protein folding, proceed through
lowly populated (<5%) states that elude structural characterization by conventional techniques. Here, we
describe the steps required for visualization of these sparsely populated conformations and transient
protein-protein interactions using paramagnetic relaxation enhancement solution NMR. We describe
experimental design, sample preparation, data acquisition and processing, and the basics of data analysis
of structural ensembles.

Key words Transient interactions, Protein-protein interactions, NMR spectroscopy, Site-directed
spin-labeling, Encounter complex, Lowly populated states, Dark states

1 Introduction

The history of Paramagnetic Relaxation Enhancement (PRE) in
solution NMR applications dates back to the early work of Solomon
and Bloembergen who established that, in paramagnetic solutions,
the dipolar coupling between a nucleus and an unpaired electron
results in an increase in the nuclear spin relaxation rates [1, 2]. The
PRE is proportional to the population-averaged hr�6i distance
between the paramagnetic center and the nucleus. Owing to the
large magnitude of the electron magnetic moment, the PRE can
extend for distances up to ~35 Å from the paramagnetic center,
making it an important source of long-range distance restraints in
structure calculation protocols. Due to this very strong dipolar
interaction and very steep distance dependence, PREs are also
uniquely able to detect and characterize lowly populated (<5%)
conformational states [3]. Although they are sampled only tran-
siently, these lowly populated states underlie a range of crucial
biological processes, acting as encounter complexes between pro-
tein interaction partners and as intermediates in enzyme catalysis,
protein folding, and aggregation [4, 5]. In order to be detected by
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PRE experiments, the minor (invisible to conventional NMR tech-
niques) state must undergo rapid exchange with the major (NMR
visible) state, and the distance between the paramagnetic center and
the nuclei of interest must be shorter in the minor state than in the
major state [3]. When these conditions are satisfied, because a
nucleus in close proximity to a paramagnetic center exhibits an
extremely large PRE (>1000 s�1), the contribution from the
close-proximity state will dominate the overall PRE measured for
that nucleus, even if it constitutes a minor percentage of the total
population. Therefore, PRE NMR for transient states takes advan-
tage of the strong dipolar interaction and r�6 (i.e., steep) distance
dependence. Currently, PRE is the technique of choice to provide
direct structural information on lowly populated conformational
states and transient encounter complexes.

Despite its ability to provide unique structural information, for
about 50 years the use of paramagnetic NMR had been restricted
primarily to metalloproteins, where a paramagnetic center can be
easily introduced by replacing the natural metal cation with a
paramagnetic one [6, 7]. PRE has become a routine tool in biomo-
lecular NMR spectroscopy only in the last two decades after the
introduction of straightforward biochemical methods for site-
specific incorporation of paramagnetic labels in proteins and nucleic
acids [8–10] and the development of a robust theoretical frame-
work to account for the intrinsic flexibility of artificially introduced
paramagnetic tags in back-calculation of the PRE from atomic-
resolution structures [11, 12]. Here, we describe in detail a proto-
col that takes advantage of the most recent technical advances in
paramagnetic NMR spectroscopy to characterize transient intra-
molecular protein contacts (e.g., for proteins with a flexible hinge
[13]). The notes describe modifications of the protocol necessary
to detect transient intermolecular contacts.

2 Materials

Prepare all the solutions using deionized water and analytical grade
reagents. Prepare and store all the reagents at room temperature
(unless indicated otherwise).

2.1 Preparation of

Protein and Labeling

Material

1. Protein stock solution: ~0.1 mM (for one NMR sample) of
purified protein in 2 mL of any buffer in H2O. The protein
should be uniformly 15N labeled (e.g., grown in M9 minimal
media with 15NH4Cl as the sole nitrogen source) (see Note 1
regarding experiments to detect transient intermolecular con-
tacts). Protein hydrogen atoms may be deuterated at carbon-
attached positions for large proteins to improve the quality of
spectra. Store at 4 �C. The protein should contain a single
surface cysteine for spin-labeling. We recommend purifying
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and storing the protein stock in a buffer containing a reducing
agent (e.g., 2 mM DTT). Data from several single cysteine
variants may be necessary to characterize structure. Care must
be taken when selecting a labeling site that is close to the
interface being interrogated to ensure that labeling with
MTSL does not disrupt binding or create label-dependent
binding. Comparing spectra of diamagnetically labeled protein
(i.e., the MTSL-labeled protein with the unpaired electron
reduced by ascorbate addition, or the protein labeled with a
diamagnetic analogue of the paramagnetic tag) to the wild-type
protein (see below) can be used to ensure the site is
appropriate.

2. MTSL labeling agent: (1-Oxyl-2,2,5,5-tetramethyl-Δ3-pyrro-
line-3-methyl) Methanethiosulfonate (Toronto Research Che-
micals, O875000) (seeNote 2). We typically use 10 mg vial size
to have a fresh label stock. Stock solution: 100 mM solution in
ethanol. Store at �20 �C (see Note 3).

3. Dithiothreitol (DTT) stock solution: 0.5 M in protein buffer
(see Note 4). Store at �20 �C.

4. Desalting buffer: 20 mM Tris–HCl (pH 7.4–8.0) (seeNote 5).

5. Ascorbate stock solution: 100mM in NMR buffer, readjust pH
after dissolution.

2.2 NMR Sample

Preparation

1. NMR tube: wash a conventional NMR tube (do not use
Shigemi—see Note 6) with concentrated nitric acid (see Note
7). Then rinse the tube with 200 mL of water. Completely dry
the tube before usage.

2. NMR buffer: prepare 100 mL (or more) of the working NMR
buffer (i.e., the buffer that results in the best quality 1H-15N
HSQC spectra of the protein of interest). If possible, we rec-
ommend using a slightly acidic buffer (i.e., pH 6.5 instead of
7.4) (see Note 8). Do not add reducing agents to the NMR
buffer (see Note 9). Purify the buffer from any residual ion
using Chelex-100 (Sigma). We suggest filtering the NMR
buffer with a vacuum filtration unit on whose membrane a
thin layer of Chelex-100 has been applied. Rinse the Chelex-
100 with 300 mL of water (twice) before filtering the NMR
buffer.

2.3 NMR Data

Acquisition

1. Pulse sequence: any pulse sequence for measuring 1H trans-
verse relaxation rate constants can be used to collect PRE data.
We suggest the sequences used by Clore and coworkers [14].

2. Data processing: any processing software can be used for post-
acquisition processing of the NMR spectra. Processing para-
meters are strongly dependent on the NMR pulse program.
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2.4 Fitting Structural

Models to PRE Data

1. 1H/15N spectral assignments of protein of interest in the
experimental conditions used to acquire the PRE data.

2. XPLOR-NIH software and processing scripts. XPLOR-NIH
software is available at this site for academic download and use:
http://nmr.cit.nih.gov/xplor-nih [15, 16]. Scripts for back
calculation of PREs from 3D structural models, and for refine-
ment of protein 3D structures against PRE data are available at
https://spin.niddk.nih.gov/clore/ on the Software page at the
Spin Label Build link.

3 Methods

3.1 Site-Specific

Labeling Reaction

1. Prepare the 1H/15N labeled protein for labeling by adding
DTT to a final concentration of 10 mM to ensure any intermo-
lecular disulfide bonds are reduced. To enable completion of
the following two desalting steps without need to concentrate
the sample, keep the protein sample volume to 15 mL or less.
Incubate for at least 1 h at room temperature or at 4 �C
overnight.

2. Equilibrate the HiPrep 26/10 desalting column with the label-
ing buffer (without reducing agent).

3. To remove the DTT, pass 7 mL (or less) of the protein/DTT
mixture through the equilibrated HiPrep 26/10 Desalting
column. Use a flow rate of 7 mL/min. Collect the fractions
containing the protein and discard all the fractions containing
DTT. If a UV detector is connected to the chromatographic
system in use, the protein fractions can be identified by inspect-
ing the chromatogram. Otherwise, gel electrophoresis can be
used to locate the protein fractions. It is important to
completely separate the protein from DTT. DTT has a small
absorbance at 280 nm and can be detected in the UV chro-
matogram. In any case, due to the small molecular size, DTT
elutes from a 26/10 desalting column at volume >25–30 mL.
In order to facilitate the following steps of the labeling proto-
col, the recollected protein sample should be <15 mL.

4. Immediately add the dissolved MTSL label stock to the tube
containing the desalted protein. The label should be added in
5� (or higher) excess to the protein and should have a final
concentration �1 mM.

5. Incubate the reaction at room temperature in the dark for 2 h.

6. During the reaction, equilibrate the desalting column with the
experimental buffer (without reducing agent).

7. To end the reactions, pass the protein/MTSL mixture through
the HiPrep 26/10 desalting column at 7 mL/min. Collect all
the fractions containing the protein and discard the later
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fractions containing the unreactedMTSL (see step 3 above). As
in the case of DTT, MTSL has a weak UV absorbance at
280 nm. Therefore, the MTSL peak can be detected if an UV
detector is connected to the chromatographic apparatus. Note
that small contamination from unreacted MTSL may be toler-
ated because it will be further eliminated during the buffer
exchange step (see step 8).

8. Concentrate and buffer exchange the protein into the NMR
buffer of interest. We suggest using Amicon Ultra-15 centrifu-
gal filter units (EMD Millipore) of the appropriate molecular
weight cutoff.

9. To confirm labeling efficiency, total mass determined by LC/
MS for a sample after labeling can be compared to a sample
before labeling. MTSL addition at a cysteine position (forming
the “R1” sidechain using the terminology of Hubbell and
coworkers [9]) adds 184 Da.

3.2 NMR Sample

Preparation

1. In a 1.6 mL tube, prepare a 500 μL sample of up to 200 μM (see
Note 10) of the MTSL labeled protein in NMR buffer includ-
ing up to 10% D2O for NMR lock (see Note 11 regarding
estimating protein concentration). Transfer to a standard
NMR tube.

2. Prepare a 500 μL sample with half of the concentration which
will be used to check for the presence of intermolecular
interactions.

3.3 NMR Data

Collection

1. Record a two-dimensional, 1H/15N correlation spectrum
(HSQC or TROSY) and compare the signal intensities (or
signal-to-noise ratios) to unlabeled reference spectra. Confirm
that no significant chemical shift differences are present.

2. Using the high concentration sample, set up a 1HN-R2 NMR
experiment. For the quantitative interpretation of PRE data,
we strongly recommend measurement of 1HN-R2 using a two-
time-point approach as opposed to attempting to measure
PREs by quantifying intensity attenuations in two-dimensional
correlation data—see discussion in ref. 14. Adjust the length of
the relaxation delay for the second time-point (Tb) such that Tb

is 1.15/(1HN-R2,dia + Γ2), where Γ2 is the PRE value that
should be measured with greatest accuracy (see details in Iwa-
hara et al. [14]). A value of 15 ms is common for anticipated
Γ2 values up to 50 s�1. In practice, choice of Tb with 50% signal
intensity compared to intensity at Ta, the reference delay
(¼ 0 ms) time point, is a good starting place. It is recom-
mended to check the lower concentration sample at this point
to ensure that a significant concentration dependence of 1HN-
R2,para is not already observed in the first increments, which
would suggest contribution of intermolecular interactions.
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3. Record the full 1HN-R2 two-time-point experiment with suffi-
cient signal to noise (typically using 32 scans or more), as
described previously [14].

4. Record the full 1HN-R2 two-time-point experiment for the
sample at half concentration, if desired.

5. To make the diamagnetic reference sample, add a concentrated
ascorbate stock solution to a final concentration of 2 mM,
incubate at room temperature for 1 h to reduce the nitroxide
radical.

6. Record the full 1HN-R2 two-time-point experiment on the
reduced sample with sufficient signal to noise. The delay Tb

must be kept the same due to the contribution of 3JHN/HA

scalar coupling to the evolution of the NMR signal. We recom-
mend using the exact same experimental parameters, including
number of transients, as for the paramagnetic sample.

3.4 NMR Data

Processing

1. Process the interleaved NMR relaxation spectra with the appro-
priate spectral parameters using nmrPipe [17] or another
equivalent approach. The series.com script of the nmrPipe
distribution is a convenient approach (https://spin.niddk.nih.
gov/bax/software/NMRPipe/index.html) for processing
data from NMR relaxation experiments. Alternatively, any
other software package that performs similar tasks may be used.

2. Transfer known assignments to measure peak intensities in the
paramagnetic and diamagnetic sample data. The ipap.com
script of the nmrPipe distribution is convenient for this process.

3. Measure the peak intensities in the two time point spectra for
the paramagnetic and diamagnetic conditions.

4. Measure the standard deviation of the noise (σ), for example
using the statistics function in nmrDraw.

5. Compute the values of Γ2, the paramagnetic relaxation
enhancement values, at each H/N position from the intensities
using Eq. 5 in Iwahara et al. [14]

Γ2 ¼ R2,para �R2,dia ¼ 1

T b � T a
ln

I dia T bð ÞI para T að Þ
I dia T að ÞI para T bð Þ

where Idia(Ta) and Ipara(Ta) are the peak intensities in the dia-
magnetic and paramagnetic spectra, respectively, at time point
Ta, and Idia(Tb) and Ipara(Tb) are the peak intensities in the
diamagnetic and paramagnetic spectra, respectively, at time
point Tb.

6. Compute the values of σ(Γ2), the uncertainty, or standard
deviation of the paramagnetic relaxation enhancements, at
each H/N position from the intensities using Eq. 6 in Iwahara
et al. [14]
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σ Γ2ð Þ ¼ 1

T b � T a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σdia

I dia T að Þ
� �2 σdia

I dia T bð Þ
� �2 σpara

I para T að Þ
� �2 σpara

I para T bð Þ
� �2

s

where σdia and σpara are the standard deviation of the noise
measured for the diamagnetic and paramagnetic spectra,
respectively (see step 3).

7. Verify that PREs are large for backbone H/N groups within
5–10 Å of the paramagnetic center. Also, remove unreliable
PREs from the list before further analysis. A convenient
approach to judge reliability of experimental PREs is to plot
the experimental PREs versus log(Idia(Ta)/Ipara(Ta)). A linear
correlation is expected. Outliers must be removed at this point
from the list of experimental PREs [3].

3.5 Structural Fit of

Tag Positions to Intra-

domain Data

1. Create a list of residues within the same domain as the tag
position (i.e., that are not expected to undergo backbone
motion relative to the label site).

2. For these residues, create a file fittag.tbl specifying the
Γ2 and σ(Γ2) at each position using the following format,
where res id is the residue number and the last two values are
Γ2 and σ(Γ2):

assign (name NS1) (resid 32 and name HN) 15.4939 2.3295

More details and an example data file are described in the Spin
Label Build README file.

3. Using XPLOR-NIH, follow the procedure described in the
Spin Label Build README file to: (a) set the protein rotational
correlation time in fit.py and calc.py, (b) rename the
tagged residue name to “CYSP” in the pdb file, (c) automati-
cally generate a psf file and add any necessary atoms to the pdb
file (xplor -py buildtag.py), and (d) build a five-label
conformer model (xplor make5conf.inp—see Note 12).

4. Edit the fit.py file to replace the single instance of data.tbl
with your file name fittag.tbl from above (see step 2).

5. Calculate a structural ensemble of the five tag positions that
best reproduce the observed intra-domain PRE data, as
described in the Spin Label Build README file (xplor -py
fit.py > fit.out).
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3.6 Calculate and

Analyze Predicted PRE

Data for the Entire

Structure

1. Calculate the PREs for all the backbone H/N groups using the
reference pdb file including the optimized five-conformers rep-
resentation of the paramagnetic tag (xplor -py calc.py >

calc.out).

2. Extract the predicted PREs from the output file using the script
GrabPREs.awk provided by the Spin Label Build package
(GrabPREs.awk > GrabPREs.out).

3. Graph the predicted (i.e., calculated) and observed (i.e., exper-
imental) PREs vs. residue number. Because the experimental
values were used to optimize the spin label positions for back
calculation, the predicted and observed PREs should match
within experimental error for the intra-domain PREs (i.e., all
the experimental PREs listed in the fittag.tbl file). For all
other PREs, deviations of the experimental values from those
predicted from the reference pdb file suggest transient protein
conformational change. For example, higher than predicted
PREs suggest transient approach of the tag to these positions.

4. Repeat the protocol for each tag position of interest to validate
the observed transient conformational change. For example,
given elevated PREs observed near region A when the label is
placed in region B, a sample with the label placed in region B
should show elevated PREs in region A, confirming that the
system samples a closer approach of the two regions than is
represented by the static structure in the reference pdb file.

5. The inter-domain PREs from several label positions can also be
simultaneously used to generate a dynamic ensemble of struc-
tures quantitatively consistent with all experimental data (see
the approach of Tang et al. [13]). This approach requires
advanced use of XPLOR-NIH with scripts available on the
software website. The most faithful representation of the solu-
tion structural ensemble can be achieved by combining PREs
with structural restraints from complementary solution-phase
techniques, such as small and wide angle X-ray scattering
(SAXS/WAXS) data and NMR residual dipolar couplings [18].

4 Notes

1. This protocol describes the use of PRE NMR to observe tran-
sient intramolecular contacts. A parallel approach can be used
to detect transient intermolecular contacts. The changes to the
protocol are briefly described here for clarity. For intermolecu-
lar contacts, NMR samples constitute both an NMR silent
(e.g., 14N, natural abundance)/paramagnetically labeled spe-
cies with an NMR visible (15N isotopically labeled) species.
Preparation of the paramagnetically labeled species is
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unchanged from this protocol. By positioning the label at
several locations, intermolecular PREs can be used to define
the surfaces mediating intermolecular contacts. However,
quantitative interpretation of intermolecular PREs requires
accurate positioning of the label on the protein surface, which
is best accomplished by the intramolecular PRE approach
described in this protocol (e.g., measurement of intramolecular
PREs on a sample simultaneously and uniformlyMTSL-labeled
and 15N-labeled using the protocol described in Subheading 3
is advised as a precondition for intermolecular PREs). Addi-
tional considerations concerning intermolecular PREs can be
found in previous review articles [3, 14].

2. Several choices for spin label exist. The most flexible and best
characterized is the stabilized nitroxide radical MTSL which
attaches via a single disulfide bond. A variety of MTSL deriva-
tives with substituent groups [19] and two disulfide bond sites
[20] exist if a more rigid label is desired. An acetylated diamag-
netic analogue of MTSL, (1-Acetoxy-2,2,5,5-tetramethyl-δ-3-
pyrroline-3-methyl) Methanesulfonate (Toronto Research
Chemicals, A167880) is available to aid characterization of
the diamagnetic state. If the hydrophobic character of the
spin-label results in label-dependent contact formation or
structural changes, a functionalized form of EDTA chelated
with a paramagnetic metal ion such as Mn2+ provides a poten-
tial alternative [12]. In this case, a diamagnetic metal chelate
(e.g., Ca2+ or Mg2+) can be used as a diamagnetic control. For
proteins where a single surface-free cysteine cannot be engi-
neered, spin labels can also be attached at non-natural amino
acids using bio-orthogonal labeling [21] though special pro-
tocols must be used for labeling as well as protein expression in
minimal media for isotopic labeling [22]. To determine if the
combination of spin label and position is appropriate for the
system, the NMR spectra, titration, or NMR dynamical obser-
vables of the diamagnetic form (with ascorbate or with the
acetylated MTSL analogue) can be compared to the wild-type
protein.

3. The stock of MTSL can be aliquoted and kept at �20 �C for a
week or flash frozen and stored at �80 �C. Because MTSL is
used in excess, slight precipitation of the compound in the
stock is not of high concern.

4. Any reducing agent can be chosen including TCEP. However,
we prefer DTT to β-mercaptoethanol (βME) because DTT is a
stronger reducing agent and βME can form adducts at cysteine
positions. Although some studies report that TCEP will not
interfere with disulfide bond formation by methanethiolsulo-
nate labeling reagents, this has not been our experience.
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5. Spin-labeling can be performed in any sulfhydryl-free buffer
including phosphate and Good’s buffers. However, the spin-
labeling reaction via disulfide linkage to a cysteine residue
requires deprotonation of the cysteine side-chain and is faster
at basic pH. Therefore, we recommend running the reaction at
pH > 7.0. We have had good experience with pH 8.0.

6. Plugs in Shigemi tubes are optimized to match the magnetic
susceptibility of pure water. Paramagnetic centers substantially
alter the magnetic susceptibility of the NMR sample. The use
of Shigemi tubes with paramagnetic samples may render the
shimming step challenging.

7. NMR tubes—even the brand-new ones—may contain trace
paramagnetic heavy metal contamination. Rinsing the tubes
with nitric acid followed by standard cleaning with water and
ethanol ensures removal of these contaminants that may intro-
duce unwanted paramagnetic ions in the sample.

8. Detection of PREs using 1HN positions is convenient due to
the large gyromagnetic ratio of hydrogen and the excellent
spectral dispersion of backbone amide positions, which results
in single residue resolution. However, base-catalyzed exchange
of HN positions with water hydrogens is rapid at high tempera-
tures and high pH. These water exchange events are therefore
an additional relaxation mechanism for proton transverse mag-
netization, resulting in an increase in the background 1HN-R2.
In addition, slight changes in pH can have a large effect on rates
under these conditions. Exchange with water may also cause a
reduction in the intensity or, in the most extreme cases, the
complete disappearance of NMR cross-peaks, especially at HN

positions that are exposed to the solvent and not involved in
intramolecular hydrogen bonds. Therefore, wherever possible,
we recommend running PRE experiments at acidic pH (e.g.,
pH 6.5 or lower—the minimum exchange is at pH 3–4) and
low temperature. We also recommend avoiding Tris buffer that
has a high temperature dependence on pH. Predicted exchange
rates for disordered regions lacking stable hydrogen bonds can
be made using the program Sphere from the Roder group
(http://landing.foxchase.org/research/labs/roder/sphere/
sphere.html).

9. There are commercially available spin-labels that bind the pro-
tein using nonreducible covalent linkers. Reducing agents
should not be used in PRE experiments, even if using this
class of spin-label compounds. Indeed, reducing agents can
reduce the paramagnetic center and hence quench the PRE.

10. If the concentration of the spin-labeled species is too high, so
called solvent PRE [23] effects can dominate the observed
paramagnetic relaxation enhancements. These PREs arise
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from random intermolecular collisions rather than physiologi-
cally relevant transient interactions. Typical advice is therefore
to limit samples to 300 μM or less, though this value will be
system dependent. Proteins that self-assemble or favorably
interact with the paramagnetic tag will show intermolecular
PREs at lower concentrations [24].

11. The labels are attached by a disulfide bond that adds a small
contribution (~125 M�1 cm�1) to the absorbance at 280 nm,
A280. Delocalization of the radical in MTSL adds approxi-
mately 700 M�1 cm�1 at 280 nm (note the compound is
yellow) based on our empirical tests. This additional absor-
bance can be significant contribution to A280 in proteins with-
out tryptophan residues. In our experience, acetylated
diamagnetic control labels are colorless and do not absorb at
280 nm, aside from the disulfide linker.

12. The optimal number of conformations for the spin-label
depends on numerous experimental factors, such as the chosen
paramagnetic tag, the labeling site, the temperature, the pH,
and others. When determining the ensemble of label positions
that best reproduce the experimental data, as a general rule we
perform several optimization runs on simulated systems with
increasing number of spin-label conformers (typically ranging
from 1 to 5). For each system the agreement between experi-
mental and back-calculated PREs is evaluated by χ2 statistic or
by the Q-factor [11, 14], which is analogous to the crystallo-
graphic R-factor:

Q ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
i

Γ obs
2 ið Þ � Γcalc

2 ið Þ� �2
P
i

Γ obs
2 ið Þ2

vuuuut

In general, increasing the number of spin-label conformers
results in a lower Q-factor, indicative of better agreement
between experimental and back-calculated PREs. However,
when the number of conformers is sufficient to fully account
for spin-label flexibility, further increasing the ensemble size
will not cause a significant reduction of Q-factor.
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Chapter 13

From Raw Data to Protein Backbone Chemical Shifts Using
NMRFx Processing and NMRViewJ Analysis

Bruce A. Johnson

Abstract

Assignment of the chemical shifts of the backbone atoms (HN, N, CA, CB, and C) of proteins is often a
prerequisite to using NMR information in the study of proteins. These chemical shifts and their perturba-
tions are the basis for the analysis of protein dynamics, ligand binding, and backbone conformation. They
are generally assigned prior to full side-chain assignments and the determination of the complete three-
dimensional molecular structure. This chapter describes the use of two software packages, NMRFx
Processor and NMRViewJ, in going from raw NMR data to backbone assignments. The step-by-step
procedure describes processing of the data and the use of manual and automated features of the RunAbout
tool in NMRViewJ to perform the assignments.

Key words Nuclear magnetic resonance (NMR), Chemical shifts, Backbone assignments,
NMRViewJ, NMRFx Processor

1 Introduction

NMR Spectroscopy of proteins derives much of its utility from the
ability to have spectroscopic information that can be assigned to
specific atoms in the structure. Monitoring the chemical shifts,
relaxation rates, and NOE interactions of specific atoms allows the
measurement of biologically important properties such as ligand
binding, conformation, molecular dynamics, and the full molecular
structure. Significant information can be obtained by the spectro-
scopic analysis of just the backbone atoms, so assigning the chemi-
cal shifts of these atoms is often a key step in the NMR analysis of a
protein. Molecular dynamics [1] and ligand binding experiments
[2] are often focused on monitoring the relaxation rate and chemi-
cal shift perturbations of the amide proton and nitrogen. Informa-
tion about secondary structure is generally derived from the shifts
of these atoms, and the CA, CB, and C atoms [3]. Furthermore,
the assignment of the backbone atoms is also generally performed
prior to full assignment of the side-chain assignments. Given the
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fundamental importance of obtaining backbone chemical shifts,
this chapter will focus on using two software packages to process
and analyze NMR data with the goal of obtaining assignments for
the HN, N, CA, CB, and C atoms of a protein.

The techniques described here make use of a set of three-
dimensional, proton-detected, NMR spectra collected on protein
that is isotopically labeled with 15N and 13C (and optionally 2H for
larger proteins). Protocols for sample preparation and data collec-
tion will not be described in this chapter. A variety of combinations
of experiments can be used for the assignment. The methods of this
chapter will be illustrated with data from ubiquitin, and this sample
data has what could be considered a full set of backbone data. Three
pairs of experiments are used that give inter-residue (i � 1) and
intra-residue (i) connectivities to the amide proton. One pair
(HNCO and HN(CA)CO) connects the 13CO spins, the second
pair (HN(CO)CA and HNCA) connects the 13Cα spins, and the
final pair (HNCACB and CBCACONH) connects the 13Cβ (and
redundantly for the HNCACB experiment, the 13Cα) spins. For
this analysis, we will rely on one of the experiments as a reference
experiment. Here, we will use the HNCO experiment as it is simple
(giving rise to only a single peak per residue) and the most sensitive
of the set. It is also possible to use a 1H, 15N HSQC experiment as
the reference experiment, but the additional dimension (13CO) of
the HNCO experiment has the advantage of making it more likely
to find a resolved peak for each residue.

A wide variety of applications are available for NMR processing
[4, 5], analysis [6–10], and assignment [11–15]. In this chapter, we
will use two programs developed in the author’s group. The pro-
tocols described below do the processing using NMRFx Processor
[16], a recently developed NMR data processing program. NMRFx
Processor is written in the Java programming language so it will run
on all major desktop operating systems (macOS, Windows, Linux).
NMRFx Processor operates in GUI mode (as described below) or
command line mode. In both the cases, the processing is done by
executing a Python script that consists of a series of processing
operations. In the following methods, we will make use of a subset
of the available operations. Each operation can be configured with a
variety of optional parameters. We will use only a subset of these
parameters as the default values will mostly suffice for the datasets
used here. Consult the actual documentation for full details on all
operations and their parameters.

The visualization and spectrum assignment will be done with
NMRViewJ [17, 18], a well-known and highly used program for
macromolecular spectral analysis. Like NMRFx Processor, it is
written in Java and runs on all major desktop operating systems.
Together, these two programs will allow one to do all the analysis
beginning with processing of the raw NMR data to final assignment
of the spectra.
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2 Tools and Data

1. Download and install NMRFx Processor. It is currently avail-
able (for free) at http://www.nmrfx.org or can be used pre-
installed within the NMRBox virtual environment, available at
http://nmrbox.org. To download and install do the following.

(a) Proceed to http://www.nmrfx.org and navigate to the
Processor page.

(b) Click on the Downloads Link.

(c) Register (link at top-right of page) to get a username and
password.

(d) Login to the site.

(e) Links are present for macOS, Windows (32bit and 64bit)
and Linux (32bit and 64bit). Choose the link appropriate
to your computer operating system.

(f) On macOS, the downloaded file will be a .dmg file. Just
double-click on the downloaded file to open it and, in the
folder that appears, drag the NMRFx Processor icon onto
the Application folder icon.

(g) On Windows, the downloaded file will be an executable
installer. Double-click on the installer and proceed
through the installation steps in the installer.

(h) On Linux, the downloaded file will be an executable shell
script. Open a terminal window, navigate to the location
of the downloaded file and type “sh filename,” where
filename is the downloaded file, and then follow the instal-
lation steps in the installer.

2. Download and install NMRViewJ or use the version available
in the NMRBox virtual environment. The protocol is the same
as above, but choose the NMRViewJ page. At present,
NMRViewJ requires an activation license to run. A free license
for unsupported use is available by clicking on the Demonstra-
tion and Unsupported Use License link on the Download page.
Copy this license and paste it into the LicenseManager window
that appears when NMRViewJ starts up (also available via the
License. . . menu entry under the NMRViewJ Help menu).

3. Copy the appropriate backbone-assignment NMR experiments
to a convenient location on your computer. Typically, these will
include experiments such as HSQC, HNCO, HNCA,
HNCACB, HN(CO)CA, HN(CO)CACB, and HN(CA)CO
[19, 20]. The examples and figures in this chapter use sample
spectra from the Ubiquitin NMR Resource (see Note 1 for
information on obtaining these files).
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3 Methods

3.1 Processing

the 2D HSQC Spectrum

While we are not going to use the HSQC as our primary reference
experiment during the assignment process, it is a standard experi-
ment and often useful to have so we will start describing the
processing protocol using it as an example.

1. Startup NMRFx Processor. On macOS and Windows this is
done by double-clicking on the icon for the installed program
(or choosing it from the Start menu on Windows). On Linux,
you may need to open a terminal window and type in the name
of the program: NMRFxProcessor (assuming it is installed on
your operating systems PATH).

2. Open up the 1H,15N HSQC experiment (the sample experi-
ment folder is named 15Nhsqc.fid). You can open a file by
simply dragging the file onto the graphics display window of
NMRFx Processor or by using the file browser that appears
after clicking the Open button in the toolbar. The actual raw
NMR data is contained in a file named fid (Agilent and Bruker
1D) or ser (Bruker 2D or higher). If you are dragging the file
onto the spectrum display window, you can drag either this file,
or the folder that contains it. If you are opening the file with
the file browser, you must navigate to and open the fid or ser file
itself. Once the file is opened you will see the first (or only for
1D files) FID of the file displayed in the graphics window, and a
separate Processor window will appear (Fig. 1).

3. Set up a processing script (see Note 2) for the file. This can be
done by manually adding a sequence of processing operations
for each dimension, but for common experiments this can be
done by choosingAuto Generate from the Scripts menu in the
Processor window. This command will examine the parameter
files associated with the dataset and create a script containing an
appropriate sequence of processing operations. The processing
operations for the first dimension will be applied and the
graphics window will now display a spectrum of the first row
of data (Fig. 2). The view of the spectrum can be altered with
the tools in the toolbar at the top of the spectrum window (see
Note 3). The operations for the first dimension will be dis-
played in the Operations tab of the Processor Window (Fig. 3).
We will adjust the operations after we have got the spectrum
close to being in phase.

4. Display the phase controls by clicking the Phasing checkbox at
the lower right corner of the graphics window. Adjust the zero
order (PH0) slider to bring at least one peak (preferably near
one side of the spectrum) into phase so that the peak has a
symmetrical shape with positive intensity for the entire peak.
The phase sliders have a limited range, but if you reach the end
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Fig. 1 NMRFx Processor showing the main spectrum window and the Processor window. The first FID of the
1H,15N-HSQC experiment is shown. The spinbox at bottom left indicates that the first (hyper-complex Real)
vector corresponding to the first time-increment is shown. The slider at left allows the user to scroll through
time increments. The toolbar at top allows access to opening files, the Attributes Dialog, Processor control
window, PDF file export, and interactive adjustment of the view. The Processor control window at right allows
for setting up processing scripts, processing multiple files at once (the Scanner), and has a console with
access to interactive Python commands

Fig. 2 The first time increment of the 1H,15N-HSQC dataset after adding SB (sine bell apodization), ZF (zero
filling), and FT (Fourier Transform) operations, but without phasing. The phasing controls have been displayed
and are ready to be used to adjust the spectrum phases
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and release the mouse button the range will update to a new
range centered around the current value. If the entire spectrum
is in phase, there is no need for further adjustment. However,
some spectra will require adjustment of the first-order phase
value which adds a phase correction that varies linearly across
the spectrum. Position a vertical cross hair (click the left mouse
button if one is not displayed at the position of a peak that is in
phase). Now set a pivot point by choosing Set Pivot from the
Phase menu (near lower right). You can now adjust the PH1
slider to bring the remaining peaks in phase, without altering
the phase at the position of the pivot. Note that whenever you
release the mouse button on the phasing sliders the new phases
will update the PHASE operation in the operation list.

5. It will be important for the subsequent analysis of data that all
axes are properly labeled and referenced. Switch to the Param-
eter tab of the Processor window and set the label field toHN.

Fig. 3 The Processor window showing the operations used in Fig. 2. The SB
operation is currently selected so the parameters appropriate to that command
are adjustable using the controls at bottom. Slider controls can have their range
adjusted with the +/� buttons at right. Documentation for each operation can be
displayed with the OpDocs button and information for each parameter can be
displayed by letting the mouse hover over the parameter name
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The exact name is less important than that you use a consistent
naming scheme across all spectra. Ideally, the reference position
is set by careful calibration of the instrument or use of an
internal standard such as DSS [21]. If the parameter files con-
tain correct information the ref field can be left empty. The
ubiquitin sample spectra used here needs adjusting. We will use
the less desirable protocol of using the position of the water as a
reference marker. Place the cross hair at the position of the
water (the distorted signal at the right side) in the spectrum.
From the menu to the right of the ref field choose PPM at
Crosshair and select H2O. In this example, the ref field will
now be populated with a value of 7.530 (the approximate
chemical shift at the center of the spectrum).

6. A common method of data collection of data involving an
HSQC module allows preservation of two orthogonal compo-
nents of magnetization and hence leads to sensitivity-enhanced
spectra. These PEP (preservation of equivalent pathways) [19]
methods typically require formation of a new pair of data rows
from the co-addition and co-subtraction of two original pairs
of data rows. This technique requires use of a processing oper-
ation to combine the data rows in the appropriate manner (see
Note 4 about using the spectrum display to see if you need
this). Many modern datasets will have parameters set that will
allow NMRFx processor to add the operation automatically
when the processing script is initially generated (see Note 5).
If the operation needs to be added explicitly (as with many of
the ubiquitin sample spectra demonstrated here) switch to the
Operations tab, click the + menu, and choose TDCOMB (for
time domain data combination) from the FID submenu. Set
the coef parameter to echo-antiecho (a common name for this
type of data collection). When you set the parameter, you
should see the spectrum double in height as the first data row
is now the subtraction of the original first row and an anti-
phase second row (see Note 4).

7. The default sine bell apodization (SB), zero-filling (ZF), and
Fourier Transform (FT) operations have reasonable default
parameters for the sample datasets. You may wish to adjust
them for some spectra. For example, using smaller values of
the offset or power parameters in the SB command can be
considered to trade off spectrum quality in terms of resolution,
sensitivity, and truncation wiggles.

8. Some of the spectra may have significant residual water signals
whose broad, and possibly out-of-phase, edge could extend
into the area of the amide protons. Adding a computational
solvent suppression operation may improve the spectral quality.
This HSQC experiment may not require adding this solvent
suppression, but we will use it to illustrate the protocol.
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Choose TDSS from the operation menus TD-Solvent sub-
menu. By default, this will suppress the signal at the center of
the spectrum, but this HSQC spectrum is collected with the
carrier away from the water position, so we need to adjust the
suppression position. Adjust the TDSS shift parameter with
the slider to move the suppression position so that you see the
water signal reduced in intensity. The position is expressed as a
fractional value with 0.0 at the center (a value of about 0.339 is
appropriate for the sample HSQC spectrum).

9. The backbone assignment experiments used here all involve
direct detection via the amide proton so there are seldom any
relevant signals upfield of the water and you may wish to
discard regions of the spectrum to minimize the size of the
processed file. The sample HSQC spectrum already is collected
with the carrier in the center of the amides, and thereby is
reasonably efficient in space use, but we can (as an example)
reduce it even more. Position the black crosshair at about
10.5 ppm and the red crosshair (see Note 6) at about
5.5 ppm. Right click the mouse button in the spectrum area
to display a pop-up menu and choose Add Extract Region. A
new operation will be added to the operation list that will
extract the specified region during processing.

10. Now adjust parameters for the second (15N) dimension. Use
the second menu at the top of the Processor window to change
the operation dimension from D1 to D2. The operation list
will now be updated to show the operations appropriate to the
second dimension. NMRFx Processor will load data values
from the file that correspond to the first time-domain signal in
the second dimension, apply the processing operations, and
display the resulting spectrum. This works in the sample
HSQC spectrum, but it may not load the correct data for all
data types (see Note 7). The operations used here (SB, ZF,
FT, PHASE) are similar to that in the first dimension, but
some parameters may differ. For example, the SB operation has
a c value of 0.5. This indicates that the first point of the time-
domain signal should be multiplied by 0.5. This is commonly
used in the indirect dimensions to account for an artifact
related to the use of the discrete Fourier Transform [22]. You
can interactively adjust the c value and see that when the value
is greater than 0.5 the spectrum has a shift of the baseline above
the zero point.

11. Adjust the label and referencing information for the second
dimension with the controls in the Parameters tab. The values
derived from the parameter file for the sample HSQC in this
dimension are not correct (see Note 8), so you need to change
the label to N, the sf value to sfrq2, and the ref value to N
(see Note 9).
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12. The edges of the first row 15N spectrum have artifacts that can
lead to streaks in the final dataset. We can treat these in the
same manner as the solvent suppression used in the first dimen-
sion. Just add a TDSS operation and slide the shift all the way
to the edge (0.5).

13. Now we can apply the full processing to this dataset (see Note
10). Just click the Process button near the lower left corner of
the Processor window. When processing is done (it only takes
about 200 ms for this dataset), you will see the processed
dataset replace the one-dimensional spectrum in the graphics
window. You may need to adjust the vertical height (Auto,
Higher, and Lower icons in the toolbar) to see the crosspeaks
clearly without displaying significant noise signals.

14. Now the data looks like a good HSQC spectrum with one
major exception. 1H,15N HSQC spectra often have a pattern
of a subtle slope in the number of peaks from lower left to the
upper right. This spectrum is opposite that, suggesting that the
N-dimension needs to be reversed. We can do this in two
different ways. Changing the sign of imaginary values (of the
complex NMR data points) before the Fourier Transform is
done, will reverse the spectrum. To do this go to the Opera-
tions tab, select the FT operation, and turn on negateImag in
the property region below the operation list. Alternatively, you
can add an explicitREVERSE operation (from theTransform
submenu). After doing one of these choices, click the Process
button again to apply the new script.

15. In step 4, above, we interactively set the phase values for the
first dimension while looking at the first row of the spectrum,
but we may need to adjust them further by examining the fully
processed spectrum. This is particularly true for spectra where
low intensity makes it hard to see signals in the first row. Also, it
may be difficult to phase the indirect dimensions before pro-
cessing. It is useful, when looking at the phasing of the spec-
trum, to have the display of negative contours turned on. This
is the default state, but if they are not on, this can be activated
in the Attributes dialog. Click the on checkbox in theNegative
region of the File tab and then click the Refresh button in the
toolbar. Checking the phases of the processed spectrum is
normally done by observing the phase of slices through the
dataset, adjusting the phase with the phasing tool, and then
reprocessing the data. Alternatively, we can use an autophase
operation in the script, as described in the next step. To visually
examine and adjust the phasing do the following:

(a) Turn on the Slices checkbox at the bottom of the spec-
trum window. Now, when you move the crosshairs the
software will display a slice through the dataset at the
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position of the black crosshairs (note: if the Phasing
checkbox is active you will only see one crosshair as
described in step b, below). The horizontal slice repre-
sents a vector parallel to the first dimension of the dataset,
and the vertical slice represents a slice parallel to the
second dimension of the dataset. You can adjust the
color, vertical scale, and display offset position of slices
in the Slice tab of the Attributes window.

(b) Turn on the phasing tool with the Phasing checkbox.
Only the horizontal (first dimension) slice will remain
indicating that it is the dimension being phased. Position
the crosshair to show a slice through a well-resolved peak
that is located to one side or the other of the spectrum
(Fig. 4). Make sure both the horizontal and vertical cross-
hairs intersect the peak. The vertical crosshair will be used

Fig. 4 The 2D contour plot of the 1H,15N-HSQC spectrum with slices turned on. Since the Phasing controls are
activated only the horizontal slice is shown. The crosshairs have been positioned on a peak near the left edge,
an appropriate place to set the pivot position
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to set the location of the pivot (if first-order phasing is
needed). Phasing is done the same as with step 6 above
(setting pivot, and adjusting the PH0 and PH1 sliders),
but you can (after setting the pivot) reposition the slice to
intersect other displayed peaks (typically you will set the
pivot on a peak at one side, adjust PH0, then move so you
get a slice intersecting a peak near the other side, and
adjust PH1) (see Note 11 for idiosyncrasies of phasing
this HSQC Spectrum). Once you have phase values set,
click the Process button to reprocess the dataset with the
new phase values.

(c) Now change the operation dimension from D1 to D2. If
the Slice and Phasing checkboxes are selected, you will
now see a single vertical slice for dimension 2 (N). Adjust
the phases as above, but note that you now set the pivot
position with the horizontal crosshair. This particular
dataset requires minimal phasing in the second dimen-
sion. Be aware that some experiments require particular
phase values in the indirect dimensions. For example,
experiments whose initial indirect delay time is equal to
one-half the dwell time may require a �90� zero order
phase value and a 180� first-order phase value (the Phase
menu has options to set phases to �90,180). Once the
second dimension phase is set, reprocess the dataset again
by clicking the Process button.

16. It is also possible to automatically set the phases within the
processing script. This is done with an operation that examines
the fully processed spectrum, calculates new phase values, and
rephases (without reprocessing) the spectrum using the calcu-
lated values. To do this, first change the Dimension selector
fromD1 orD2 toD_ALL. Operations entered here act on the
whole dataset at once, rather than on individual vectors. Add a
DPHASE operation from the Dataset menu. The DPHASE
operation has a variety of parameters. The two most important
are dim and firstOrder. The dim parameter specifies which
dimension of the dataset should be phased. The default value of
0 automatically phases all dimensions. If the firstOrder param-
eter is off (the default) only the zero-order phase value will be
calculated. The DPHASE operation may not give optimal
results with poor signal to noise spectra or if there are signifi-
cant regions of artifacts so it is good to compare the spectrum
with and without the use of this command. The DPHASE
operation works after the dataset is initially processed so any
PHASE commands included in the operations for each dimen-
sion are applied first. It is appropriate to set approximate phases
in the PHASE command, especially if a dimension requires
specific phasing such as the �90,180 mode mentioned above.

Protein Backbone Assignments with NMRFx and NMRView 267



17. Some spectra may benefit from correcting the baseline to fix
distortions that are present. Baseline correction can be done
either during the normal operations of each dimension, or after
the spectrum is fully processed. Correction during the normal
processing of each dimension is most useful when there are
clear regions that do not contain signals for all vectors of the
dataset and you manually define them. Automatic identifica-
tion of baseline regions is most useful when you do it after full
processing so that there are fewer peaks in any given vector.
Because the baseline region identification can be done in auto-
matic or manual mode and there are multiple ways to actually
correct the baseline, the baseline correction is divided into two
operations: region identification and the actual baseline
correction.

(a) To manually correct the spectrum set up baseline regions.
This can be done when initially setting up the processing
(around steps 7 and 8 above) or after the full processing.
In either case, we will be adding new operations so the
processing will have to be executed again. To do this while
viewing the first processed row, make sure that the selec-
tor at top right of Processor window is set to FID (this
displays the FID with any processing operations applied).

i. Choose the desired dimension (D1, D2. . .) with the
dimension selector.

ii. Place the black and red vertical crosshairs on the edges
of a region without any signals.

iii. Right click with the mouse and choose Add Baseline
Region from the menu. You will see that region of the
spectrum displayed with an orange overlay and a new
REGION operation appearing in the operation list.

iv. Repeat this to add any additional regions (see Fig. 5).

v. Now add a new baseline correction operation. The two
most useful are BCPOLY, which fits a polynomial
curve of specified order to the baseline regions, and
BCWHIT, which fits a smoothed line to the baseline
regions. When you add this operation, you will imme-
diately see the baseline correction applied to this row
of data.

vi. Click Process now to reprocess the whole dataset
(or after setting additional operations if you are doing
this around steps 7 and 8 above).

vii. You can repeat this for additional dimensions.
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(b) Use the automated method as follows

i. Choose the desired postprocessing dimension such as
P1 or P2 (these operations will be applied after the
previous dimension operations are done so typically
apply after the data is Fourier transformed).

ii. Add an AUTOREGIONS command from the opera-
tions Baseline sub-menu.

iii. Add a baseline correction operation (as in step v
above).

iv. You can repeat this to add these operations to addi-
tional dimensions.

v. Process the whole dataset.

18. You should now have a fully processed HSQC spectrum with
good phases and baselines. The processed dataset will, by
default, be placed in the same folder as the original FID file.
You may wish to copy (using operating system commands) the
processed spectrum into a separate folder where you will accu-
mulate all the datasets used here.

19. The actual processing script (built of reference commands and
processing operations) can be seen in the Script tab. This script
is saved as a file named process.py in the folder containing the
FID file each time processing is completed without an error.
You may wish to copy this file to a new name in that folder, or
to some other folder in case you accidentally overwrite the
process.py file. You can save and open processing scripts using
the Scripts menu at top left of Processor. Here is the proces-
sing script generated above for the HSQC dataset.

Fig. 5 The phased, first row of the 1H,15N-HSQC spectrum being set up for baseline correction. Three baseline
regions have been manually defined and are shown with an orange overlay. The crosshairs are in the position
where the pop-up menu was used to add the last baseline region
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import os

from pyproc import *

FID(’. /fidfiles/15Nhsqc.fid’)

CREATE(’. /fidfiles/15Nhsqc.fid/C_nhsqcsegr_b.nv’)

acqOrder(’1’)

skip(0,0)

label(’HN’,’N’)

acqarray(0,0)

acqsize(0,0)

tdsize(0,0)

sf(’sfrq’,’dfrq2’)

sw(’sw’,’sw1’)

ref(7.5302,’N’)

DIM(1)

TDCOMB(coef=’echo-antiecho’)

TDSS(shift=’0.339f’)

SB()

ZF()

FT()

PHASE(ph0=-46.8,ph1=-3.8,dimag=False)

EXTRACT(start=132,end=772,mode=’region’,disabled=True)

DIM(2)

TDSS(shift=’0.5f’)

SB(c=0.5)

ZF()

FT(negateImag=True)

PHASE(ph0=0.0,ph1=0.0,dimag=False)

REGIONS(regions=[0.004,0.051,0.867,0.996])

BCPOLY()

DIM()

DPHASE(dim=1,firstOrder=True)

DIM(1)

AUTOREGIONS()

BCWHIT()

run()

20. Setting up processing scripts is most easily done in the graphi-
cal display of NMRFx Processor. But the generated scripts
(or manually written ones) can be executed from the command
line. This is especially useful if you wish to make small changes
in the scripts and reprocess them or apply the processing to a
new dataset using a script developed with a previous dataset.
You can apply the processing to a new dataset (with compatible
parameters) by simply changing the files referenced in the FID
(the location of the raw FID) and CREATE (the location of the
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processed spectrum output) operations. To process from the
command line, do the following.

(a) Locate the nvjp (nvjp.bat for windows) shell script (see
Note 12).

(b) Execute the shell script with the processing script as an
argument.

nvjp process.py

3.2 Processing

the 3D Backbone

Spectra

Processing the 3D spectra proceeds in a manner similar to that
described above for the 2D HSQC spectrum, but requires the
script have operations for all three dimensions, and some additional
steps in checking the phasing. In the following steps, we will
abbreviate those that are essentially the same as described above.
We should note that there is growing use of nonuniform sampling
in NMR data collection [23–26]. The sample data collected here
have been collected with conventional, uniform sampling, and so
will not require any special processing steps. But NMRFx Processor
supports several processing schemes for NUS type data (see Note
13) and generally only requires the addition of one operation to the
processing scheme.

1. Open the HNCO experiment (the sample experiment folder is
named hnco3d.fid). This will be used as a reference experiment
for the backbone assignment described below (you can use the
HSQC spectrum, but the third dimension of the HNCO
allows resolution of more peaks in overlapped spectra). Because
of this, use particular care in setting up this experiments
referencing etc.

2. Set up a processing script using the Auto Generate command
from the Scripts menu. Correct and add any additional
operations.

(a) This dataset needs a TDCOMB operation with the coef
parameter set to echo-antiecho. Note that the TDCOMB
operation has a dim parameter that must be set correctly
for 3D (and higher) datasets. The PEP technique is used
in the nitrogen dimension of this spectrum. Since this is
dimension 3, the dim parameter should be set to 3.

(b) Set the reference using the crosshair on water and using
the PPM at Crosshair - H2O menu item in the ref
section of the Parameters tab.

(c) Add a TDSS operation to remove residual water.

(d) Phase the first dimension.

(e) Add an EXTRACT operation (using cursors at left edge,
and at 5.5 ppm).
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3. Set Labels for the first, second, and third dimensions toHN,C,
and N.

4. Now click the Process button to initiate processing of this
dataset. When processing is complete (in about 3 s) you will
see a contour plot with the first dataset dimension on the x-axis
and the second dimension on the y-axis. By default, this will be
a plot of the center plane of the 3D spectrum. Display the
Spectrum Attributes window (Attributes button on toolbar)
and switch to the View tab. Here, you will see the plot limits
and dataset dimensions for the X and Y dimensions, and the
indices of the displayed planes for the Z-axis (64 is the center of
the sample HNCO dataset). You can move up and down planes
in the spectrum by using the up/down arrow keys on your
keyboard (after clicking once with the mouse in the spectrum
to make sure it is the target of the key presses). Display all the
planes by clicking the Z menu item and choose Full and then
click theRefresh button in the toolbar. You can show the third
(N) dimension of the dataset on the y-axis by clicking the
numerical menu at far right of the Y row and choosing
3. (Note: there are a variety of key shortcuts for navigating
through the spectrum, see full documentation).

5. Check the phasing in all three dimensions. This can be done
after processing all dimensions as described in this step, or by
only processing two dimensions as described in the next step.
Typically, you will want to be on a single plane (rather than the
full range of planes we set above). Checking phases in the three-
dimensional experiment works the same as with the two-
dimensional experiment as described in step 15 above with
one important caveat. To check the phases for the third dimen-
sion you need to set the view to display the third dimension on
the y-axis (as described in the previous step) and make sure the
operations dimension menu (top of the Processor window) is
set toD3. You can set the zero-order phase value and pivot on a
peak on one plane, and scan through the dataset to find a slice
through a peak at the opposite side of spectrum to observe
when the first-order phase value is set.

6. An alternative way to set the phases is to process the dataset in
only two dimensions at a time (1H-13C and 1H-15N). This
allows you to observe the peaks in a single plane, rather than
having to step through them to find appropriate planes for
setting the zero and first-order values. The Parameters tab
display for each dimension has a setting labeled skip. If you
turn this on, that dimension will be skipped in the processing.
Try this by going to the third dimension (D3 menu setting)
and turn on skip. Now process. You will get a 2D display with
all the peaks. You may need to click the full button and adjust
the contour levels to see the peaks. Adjust the phasing just as

272 Bruce A. Johnson



you would with a 2D dataset. Now turn off the skip value for
D3 and turn it on for D2. Reprocess and check the phases for
the third dimension (which will be displayed on the y-axis). Be
sure the dimension selector is set toD3 when you adjust the y-
axis phases.

7. You can also adjust the phases automatically using the
DPHASE operation in the D_ALL dimension. You can use
one DPHASE operation with the dim parameter set to 0, or
multiple DPHASE operations with the dim parameter set to
1, 2, or 3. The latter technique would allow you to autophase
only a subset of the dimensions.

8. Repeat the above steps for each of the remaining backbone
experiments. Tested processing scripts are available for down-
load at the software website: http://www.nmrfx.org (login may
be necessary to see the scripts). You can load a processing script
by using theOpen. . . item in the Scripts menu. When you load
a script the FID and CREATE commands will automatically be
updated to refer to the currently open data file.

9. After processing the experimental data, copy the resulting
datasets to a common folder for easy access (as in step 18 in
Subheading 3.1).

3.3 Setup

an NMRViewJ Project

Having completed the processing of the datasets we can now switch
to visualization and analysis using NMRViewJ. When doing any-
thing more than simple display of spectra, it is a good idea to set up
an NMRViewJ project. The project stores related information in a
set of files within a hierarchy of folders. All molecular information
(protein or nucleic acid sequence), peak lists, chemical shift assign-
ments, relaxation data etc. are stored in a BMRB (BioMagResBank)
STAR file [27]. The state of open spectrum windows and saved
spectrum windows are stored in a series of canvas files
(an NMRViewJ specific format). The state of the project should
be regularly saved as one works on it. A history feature in the
Project Browser allows the user to return to the exact state of the
project at any saved point.

1. Start up NMRViewJ following the same instructions as given
above for NMRFx Processor (but using the appropriate exe-
cutable program name).

2. Create the new project by choosing the File>Projects>New
menu item (see Note 14). A file browser will be displayed so
that you can choose a location and name for the project.
Navigate to the desired location for the project, enter a name
for the project, and click Save. A new project folder will be
created with a set of subfolders for storing the project
information.
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3. The spectrum files that were processed in the above steps can
be copied directly to the datasets folder within the project, or
you can add a link in the project to a different folder. To do this,
choose Attributes from the File>Projects menu to display an
attributes window. Click the folder icon in this window and
choose any existing folder of datasets outside the project folder
(for example, the one you copied files to after processing in
previous steps). Whenever you open up this project all the files
in the projects own datasets folder, and in any folders you
explicitly added, will be loaded.

4. You can load datasets manually (from the Datasets menu) or
tell NMRViewJ to load all the project datasets (added in the
previous step) right now by clicking the Load button in the
Project Attributes window. You can now close the Project
Attributes window.

5. Check to see what datasets have been opened by displaying the
Datasets Table by selecting the Datasets>Datasets Table
menu item. This will list all the datasets and show their location
on disk (their file path). By choosing various Modes you can
also display appearance and reference information.

6. Get in the habit of regularly saving the state of the project. We
have created a project and added datasets so now is a good time
to save. Just choose the File>Projects>Save menu item.

3.4 Check

and Configure

Datasets

Before proceeding with any assignment tools it is a good idea to
open and view all the datasets and check the reference information.
We can view them individually, or as a whole group. Here, we will
display all the datasets together in a single window.

1. Display the Datasets Table (Datasets>Datasets Table
menu item).

2. Check the dataset labels (see Note 15) by setting the Dataset
Table Mode selector to Referencing-1. The Label field for all
the datasets should be HN. Now repeat this for the second
dimension. The labels for the two experiments that detect
carbonyls (hnco and hncaco) should be C and those for the
other 3D experiments should be CA, and the hsqc should be
N. Now check the third dimension. All the 3D experiments
should have a label of N. If you need to change labels, just
double-click in the entry in the Label column of the row for the
particular datasets you wish to change. Type in a new label, and
choose (while that table row is still selected) File>WritePar
from the Dataset Table menu. This latter command will write
out a parameter file for this dataset that contains referencing
information (including the new label value). By saving to a
parameter file the reference values will be persisted between
NMRViewJ sessions.
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3. Now display all the 3D experiments in one window. Select all
the 3D experiments in the table (click on the top experiment
and then shift click on the last 3D experiment). Click the Draw
button and change the title field (this is optional) to something
like “HNall3D.” Leave N Spectra at 6 and N Rows at 2 (these
can be used to determine how the spectra are arranged within
the window that will appear. Now click Create. A new window
will appear with a 2 � 3 arrangement of spectra (see Note 16
about grid arrangements). We would like to see the HN axis on
the X-axis and N-axis on the Y-axis. To do this we will use a
keyboard shortcut in the spectrum window (you can do this
from the Attributes window, but the shortcut is faster to do).
Click the mouse in any spectrum window (so it is active) and
type “VyN” and hit the Return key. This is short for View
command, set y-axis to display theN dimension of the dataset.
Use of an upper case (rather than lower case) “V” implies that
this command should apply to all six spectra in the window
rather than just the active window.

4. Adjust the vertical scale so there is a good display of peaks with
a minimum amount of noise. You can use the up/down arrows
in the toolbar to adjust the contour level. If you hold down the
Shift key while clicking the contour level, the change will apply
to all six spectra. Otherwise, it will apply to the active spectrum
(the spectrum you last clicked a mouse in).

5. Now we will fine-tune the referencing so all spectra are refer-
enced the same. If you have processed with the sample scripts
(or their reference values), you will find that the referencing
should be very good, so consider this an example of what to do
if it is not. Let us assume that we have the reference correct for
the HNCO experiment and align the remaining spectra with
it. Choose a smaller region containing a few peaks with the
black and red crosshairs and click the Expand icon in the tool
bar. Now choose a peak that is recognizable in all spectra and
align the black crosshairs on it in the HNCO spectrum (Fig. 6).
Now in each of the other spectra:

(a) Align the red crosshairs on the corresponding peak.

(b) Right click with the mouse to bring up a menu.

(c) Choose Reference>Shift Spectrum.

(d) Answer yes to the question that appears about saving
parameter files (see Note 17).

(e) Scan the black crosshair around various peaks and make
sure they are well aligned in all spectra.

6. Zoom the view out so that we can see the entire region of each
spectrum by clicking the Full icon in the toolbar. We might
want to refer to this grid of windows periodically during our
analysis, so let us save it to an NMRViewJ canvas file in the
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project. Just click on the Favorite icon in the toolbar. You will
be prompted for a name (which will default to the name we
used when we created the top-level window, HNall3D). Now
click OK to save it. You can reload a file at any time by choosing
the Favoritemenu item in the Windows menu. Just choose the
desired window and click Open.

7. Change the view of the window so that the second dimension
of the dataset is on the y-axis (by typing Vy2 Return) in any of
the spectra so we can view the 1H-13C view of the spectra. The
HNCACB experiment has positive and negative contours
(CB peaks are negative), but the display only shows positive
peaks. Open the Spectrum Attributes panel (click on Attributes
icon on toolbar) and click once on the HNCACB spectrum to
make it the active spectrum. The File tab of this window has a
row for each dataset shown on the spectrum (only one is shown

Fig. 6 A grid of spectra showing the triple-resonance backbone experiments with the 1H dimension on the X-
axis and the 15N dimension on the Y-axis. This view is being used to adjust the referencing of these two
dimensions (the spectra were deliberately mis-referenced for illustration). The black crosshair has been
centered on a peak in the hnco experiment and the red crosshair centered on the corresponding peak in the
hnca experiment. The spectrum menu Shift>Reference command can now be used in the hnca spectrum
window so the position at the red crosshair is adjusted to correspond to that of the black crosshair, thereby
bring the hnca experiment into alignment with the hnco experiment. An automated command is also available
in RunAbout to align spectra based on all the peaks
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at present) and a column labeled “-.” Click the checkbox in that
column to turn on the display of negative contours (which will
be in red as indicated by the color in the next column). Click
the Refresh icon to redraw the spectrum.

8. Check referencing in the Carbon dimension as well. Here, it is
good to show the spectra in pairs (like the HNCO and
HNCACO). Some or all of the peaks in the inter-residue
(HNCO) experiment will also show up in the intra-residue
experiment. You can look for these peak pairs to check the
alignment.

9. When NMRViewJ assigns a dataset to a window (as happens
regularly in various tools such as the RunAbout assignment
tool), it checks stored parameters for that dataset. These para-
meters include the default contour level, whether or not to
draw positive and negative contours, and the colors used for
the contour display. It is important to set up these defaults so
that the spectrum display looks good without needing to man-
ually intervene in adjusting the display each time you assign the
dataset to a window. Check each of the six spectra and make
sure that the contour levels look reasonable and the contour
modes are set (we did this for the HNCAB here). Once you
have a good display of each spectrum open the Attributes
panel, and after activating each spectrum (click in the spec-
trum), click on the Disk Icon in the File tab. This will save
the parameter file for the corresponding dataset with the cho-
sen display attributes.

3.5 Pick Peaks in All

Spectra

We nowwant to identify the locations of peaks in the spectrum. The
algorithm used for locating peaks is quite simple but relatively
robust and rapid. Peaks are considered points of local maxima
(that is, any point that has a higher intensity than all adjacent
points). When NMRViewJ locates peaks, it also performs the fol-
lowing steps: identify the peak bounds (the width of the peak at the
level of the intensity threshold); estimate the half-height peak
width; determine whether the peak is on the edge of the spectrum
or adjacent to other peaks; calculate the center position by inter-
polating the intensities of the adjacent data points. When working
in a graphical spectrum display the peak picker only considers points
that are higher than the current contour limit (that is, what you see,
is what it picks). Since the HNCO experiment will be a reference
spectrum for the RunAbout analysis, we want to be particularly
careful in peak picking.

1. Display the HNCO experiment in its own window so we can
get a good look at it. You can do this several ways. The easiest is
to display the Dataset Table, select the row for the HNCO
experiment, and click Draw. Alternatively, if you have the
HCa3D grid of windows displayed, click once on the HNCO
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spectrum and type sr (a keyboard short cut for “spectrum
replicate”). This will create a new spectrum window with that
spectrum displayed in it.

2. Display the PeakPick tab of the Attributes window and click
the Pick button (Fig. 7). Boxes will appear around all the peaks
and the “# picked” entry will indicate the number of peaks
found (for the sample HNCO experiment, with a contour level
of 1.5, you should get 77 peaks).

3. Check the peaks. Youmay want to delete particularly weak ones
that the picker found. For example, in the displayed spectrum
three peaks are quite weak and may be artifacts (numbered
61, 67, and 69). You can delete these in several ways, including:

(a) Change the cursor to peak delete mode (using the cursor
icon in the toolbar). Now you can click the left mouse
button while the cursor (the active point is the intersec-
tion of the “crossbones” in the cursor symbol) is centered
over the peak.

Fig. 7 The PeakPick tool being used to perform peak-picking of the HNCO experiment. Controls are available
to set the name of the peak list (it defaults to the dataset name), what regions are to be picked, whether a pre-
existing peak list is to be replaced or appended to, how peaks are to be picked across multiple planes, and
whether streaks of noise are to be avoided. Labeled boxes are displayed around each picked peak in the
spectrum. These can be interactively resized, repositioned, or deleted
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(b) Show a table of peaks (Peak>Show Peak Table), sort by
intensity by clicking on the intensity column. Now select
the three weak peaks and click the X button. The deleted
peaks will remain, but be shown in red.

4. You can also systematically examine each peak and look for ones
that require deletion or special attention. This technique is a
powerful way to ensure that you have rapidly examined every
peak in the spectrum (see Note 18).

(a) Show the Peak Inspector (Peak>Show Peak Inspector).

(b) Make sure the inspector’s List value is set to the HNCO
peak list.

(c) Go to the Peak tab of the Attributes window.

(d) Set ShowMode to Expand (after showing one peak in the
next step switch this to ExpandFixed so the relative size of
the window is preserved).

(e) Now, step through peaks in the list using the arrow but-
tons in the Peak Inspector. As you move to each peak you
will see an expansion around that peak in the spectrum
window.

(f) You can resize or adjust the position of the peak box using
the selection cursor (see Note 19), or delete the peak
(using the X button in the Peak Inspector).

5. Peaks deleted as above are not actually removed from memory.
They are simply marked as being deleted and will not be
displayed or used in any analysis. To permanently remove
them go to the peak inspector and choose Edit>Compress
or Edit>Compress & Degap (the latter renumbers the list so
there are no gaps in the numbering after peaks are removed).

6. Remember, you should periodically Save the project state! It is
a good idea to do this before any actions like deleting peaks or
compressing the peak lists.

7. When examining the peak list, you might want to not only
delete peaks, but add them. For example, if you go down in
contour levels you will find a variety of side-chain peaks and
artifacts which we will ignore here, but there is also a peak at
about 1H ¼ 10.07,13C ¼ 179.4, 15N ¼ 121.4 ppm. This peak
shows up in the HSQC spectrum and all the other 3D experi-
ments so is likely a valid, but weak, signal. Change the cursor to
PeakAdd mode, and click the top of the cursor peak shape on
the peak. This will add a new peak at that position.

8. Since we have a nice spectrum with picked peaks of this HNCO
dataset, let us save it as another favorite (just click the Favorite
icon and give the window the name hnco).
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9. Now repeat this for the remaining 3D spectra. Using the
manual intervention for the HNCO list described above, and
simple peak picking for the remaining sample 3D spectra the
results shown in Table 1 were obtained.

(a) Display spectrum.

(b) Adjust contour level to values in Table.

(c) Save Dataset Preference with new contour level.

(d) Pick peaks.

(e) Save spectrum window (Favorite).

10. Remember, it is always a good idea to save the project when-
ever you do something significant like picking peaks.

3.6 Load Protein

Sequence

In order to assign the spectra to specific atoms in the molecular
structure, we need to define what that structure is. This is done by
reading in the amino acid or nucleic acid sequence. Once loaded in,
the sequence is saved in the project (within the BMRB STAR file) so
this step is done just once. Sequences can be defined either with a
text file format, or within a graphical input window. To use the
GUI, do the following:

1. Choose Read/Write Topology>Sequence GUI from the
Molecule menu.

2. Enter a name for theMolecule (for example, ubiq). It is a good
idea to keep the name simple (no spaces or special characters)
and short.

3. Enter a value for the Polymer and CoordSet fields. Typically,
just use A (as in chain A) for simple (single chain) structures.

4. Turn on One Letter Code.

Table 1
Peak picking results for the six backbone experiments used as examples for the assignment process.
The experiments were picked at the specified threshold levels and the specified numbers of peaks
were found

Dataset Contour level Number of peaks

HNCO 1.5 78

HNCA 0.15 160

HNCACO 0.25 156

HNCOCA 0.28 128

HNCACB 0.75 302

HNCOCACB 0.586 74
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5. Paste (into the large box) the protein sequence using the one-
letter amino-acid code (spaces and line-breaks are ignored). To
input the ubiquitin sequence, paste in:

MQIFVKTLTGKTITLEVEPSDTIENVKAKIQDKEGIPPDQ
QRLIFAGKQLEDGRTLSDYNIQKESTLHLVLRLRGG

6. Click the Create Button.

Reading the sequence from a file allows greater flexibility. For
example, this mode allows you to specify the sequence number for
one or more residues. The format is a simple text file with one line
for each amino acid. Each line consists of the three-letter amino
acid code (ala, gly, ser etc.) followed by an optional residue number.
For example, the start of ubiquitin is:

met 1

gln

ile

phe

val

It is possible, with additional annotations in the text file, to
define complex multi-chain structures consisting of both protein
and nucleic acids and small-molecule ligands. See the full docu-
mentation for details.

Once you have read in the sequence, verify that it has been
created successfully. There are several built-in tools to display the
molecular structure information.

1. Select the Assign>Atoms menu item to display the molecular
structure in a table of atoms. You should see a table with one
line for each atom in the structure. The Filter menu (or explicit
filter entries like *.CA,CB in the field next to it) can be used to
limit the display to particular categories of atoms (Protons,
Carbons, Backbone Atoms, etc.). This table will ultimately be
populated with the assigned chemical shifts and used to show
various reference values (for example, average shifts from the
BMRB [27]).

2. Select the Assign>Sequence menu item to see a display of the
amino-acid sequence in single-letter mode. This tool is also
used for various plots of chemical shift indices.

3. Select the Molecule>Analysis>Viewer menu item to activate
a simple 3D molecular viewer (this may require NMRViewJ be
started with a supported activation license).

3.7 Set

up the RunAbout

Assignment Tool

The RunAbout tool provides a combination of visualization, auto-
mation, and manual adjustment tools to aid in the assignment of
backbone and side-chain resonances of proteins. These tools build
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on concepts of linking related peaks into groups or clusters and
then assembling them into fragments that can be assigned into the
sequence as described and used in a variety of programs such as
[28]. The overall protocol used here is more complex than a fully
automated method, but allows the user to monitor and correct the
individual steps of automation. Open up the tool (Analysis>Run-
About) and configure a set of necessary parameters. The descrip-
tion below applies to the ubiquitin sample data, but different
combinations of experiments can be used.

1. Click Setup Peak Lists. . . in the Parameters tab.

2. Use the menus at the left side of the PeakLists window to select
the types of experiments used for the reference list (hnco) and
the six backbone experiments (hnco, hncaco, hncacb, hnco-
cacb, hnca, hncoca). Note that the hnco experiment is used as
both the reference list, and as one of the assignment experi-
ments. Now, use the menus in the middle of the window to
assign an actual peak list name, to the peak list type (in our
example the type names and peak list names are identical)
(Fig. 8).

3. Each experiment type has a set of patterns that describe the
nature of detected signals and it is important to get this set
right in order for the analysis to work. Each experiment type
(as set up in the previous step) has a predefined pattern for each
dimension. You can examine, and modify, the pattern by click-
ing the “i” (for information) button in each row. Clicking this
button will display a new dialog with a row for each dimension
of the experiment. You can edit the pattern and the tolerance
used for matching peaks in each dimension. The patterns con-
sist of a residue symbol (i or j), a dot character as a separator,
and an atom name symbol. The residue and atom portions can
have multiple fields separated by a comma character. Examples
will help to clarify this:

(a) i.h The amide proton of the current residue (i).

(b) i-1.ca The ca atom of the previous residue.

(c) i,i-1.ca,cb The ca or cb atom of the current residue, or the
previous residue.

Atoms can have additional qualifiers indicating constraints on
the intensity. For example, the pattern “i,i-1.cb{$intensity <
0},ca{$intensity > 0.0}” is used in the hncacb experiment and
indicates that the atom can only be a cb if the intensity is
negative, and can only be a ca if the intensity is positive. Peaks
in this list can be observed for both the current residue (i) and
the previous residue (i � 1).

(a) The “i” (for information) symbol will have a red back-
ground if something is not correct in the setup for that
peak list. Details will be shown when you display the
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dialog for that peak list. Generally, the problem is that the
tolerances (which we have not explicitly set yet are consid-
ered too small).

(b) The number to the right of the “i” indicates the number
of peaks in the spectrum.

(c) The “+” and “X” buttons allow you to add or remove lists
after RunAbout analysis has been started (see
documentation).

4. Tolerances can be set individually for each peak list or, more
conveniently, for all lists at once. In the main Parameter tab is a
section for setting tolerances (Fig. 9). You can either set explicit
values for the H, N, and C dimensions (enter values and click

Fig. 8 The RunAbout PeakLists control window. This window is used to set up
which of the available peaks are to be used for assignment. The actual peak lists
are in the center column. Menus at left allow defining the type of experiment
represented by the actual name. The “i” button at right displays a window with
controls for adjusting the patterns that define the atom types expected for each
dimension of the peak as well as tolerance used for finding overlapping peaks.
This chapter focusses on backbone experiments, but the lower section of the
window shows that experiments can also be configured for doing side-chain
assignments
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the Set button) or allow RunAbout to automatically calculate
them (click the Auto button). Automatic calculation of the
tolerances is done by calculating the median line width in
each dimension of each peak list and multiplying that value by
a scale factor. Let us do that for the sample data. You can
examine the resulting values by going back to the Peak List
display and bringing up the pattern/tolerance display for
each list.

5. It is possible to determine the expected number of peaks for
each residue by examination of the patterns. For this ubiquitin
sample data, each residue (non-proline, non-glycine) should
have a total of 11 peaks (including HNCO:1, HN(CA)CO:2,
HN(CO)CA:1, HNCA:2, CBCACONH:1, HNCACB:4).

3.8 Examine

the Peaks

in a Coordinated

Manner

RunAbout is set up to operate in a series of modes as you move
through the process of assigning your protein. The first mode “Edit
Peaks” is designed to let you rapidly examine your datasets and peak
lists. In particular, before you continue with the process of assign-
ment you want to know whether your spectra are peak picked at
appropriate levels and whether they are referenced to a common
value so that peaks representing the same information align as
closely as possible between the different spectra.

The number of spectra displayed in the main window will
depend on what datasets are available. Typically, there will be one
row of spectra for each atom type (C, CA, CB). The actual atom
types available are determined from the peak list patterns specified.
The left half of the spectra are for those experiments that (again,
according to the peak list patterns) give rise to i � 1 (inter-residue)
connectivities (like HNCOCA, HNCOCACB, or HNCO). The
right half of the spectra are for those experiments that (again,

Fig. 9 The Parameter tab in RunAbout gives access to the PeakLists control shown in Fig. 8, and has controls
for manually or automatically assigning the tolerances to all peak lists used. Various other parameters are
used in operations such as automatic linking of clusters into fragments
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according to the peak list patterns) give rise to i (intra-residue)
connectivities (like HNCA, HNCACB, or HNCACO).

1. Set the RunAbout Mode to Edit Peaks.

2. The spectrum display region (right side of window) of Run-
About will now show a grid of windows (Fig. 10). This coordi-
nated view of all six (in this case) datasets allows you to view the
regions of the datasets that have chemical shifts corresponding
to the proton and nitrogen of the amide group for each residue.

Fig. 10 The grid of spectra when RunAbout is in Peak Edit mode. The different spectra are labeled and each
spectrum is represented in two orthogonal views. The outer pair of windows show the 15N,13C axes (centered
on the reference peaks 15N shift and at the plane of the peaks 1H shift) and the inner pair of windows show the
1H,13C axes (centered on the reference peaks 1H shift and at the plane of the peaks 15N shift). Showing both
views is useful for detecting nearly overlapping peaks, but the outer pairs can be turned off to increase the
space available to the inner pair. The blue vertical line is drawn at the 15N and 1H shifts of the corresponding
reference peak. Well referenced spectra should have all peaks from the same residue displayed along these
lines
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Two orthogonal views (1H-13C and 15N-13C) are shown for
each of the six experiments. The blue vertical line is at the
amide proton shift for the first view and amide nitrogen shift
of the second view. Clicking the Show Labels button in the
View tab of RunAbout will overlay the spectra with annotations
that show what spectral information is displayed in each win-
dow (Fig. 11).

3. Go to the Helm tab. Here you will find up/down arrows that
allow you to navigate through the list of peaks in the reference
(HNCO) spectrum. You will probably find it useful to step
through most, if not all, of the peaks in the reference list and
observe the corresponding spectra. If you notice many peaks
that are not picked, or many artifacts that are picked, you may
well want to go back and redo the peak picking at a more
appropriate contour level. If there are many reference peaks
that are picked at positions of artifacts or noise you may want to
re-pick the whole spectrum at a different contour level. But you
can easily delete a few peaks by clicking the Delete (Skull and
Crossbones) button to the right of the up/down peak naviga-
tion buttons.

Fig. 11 The RunAbout spectrum display with labels displayed. These symboli-
cally show what dataset and atom types will be shown in each spectrum. The
labels can be turned on and off from the View tab. The pattern of labeling is
determined from the pattern configured for each peak list. The atoms on the
X and Y-axis are shown in blue and the atom on the Z-axis plane is shown in
green. Weaker, inter-residue peaks in the primarily intra-residue experiments
are shown in a smaller font
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Also, note how well the peaks are aligned. In each spec-
trum, a vertical blue line is drawn at the chemical shift of the
reference peak. The peaks that are likely coming from the same
amide proton should line up right on that line. If not, you may
need to adjust the referencing of the spectra. Getting your
spectra well aligned at this point, will make things work better
in later stages, so spend some time getting this right. Tools
available for alignment are described in the next section.

4. Peak lists can be manually or automatically aligned.

(a) To align peaks manually step through the peaks in the
Helm until you find a set of peaks you want to use for
alignment. Choose a spectrum window in the main Run-
About spectrum display andmove the black vertical cursor
and adjust it till it is centered over the peak that you wish
to be aligned to the reference line. Now click the Manual
button in the Alignment section of the “Actions” tab.
This will adjust the chemical shift referencing of both
the dataset and peak list displayed in that window so that
the position at the crosshair is shifted to the reference line
position. You will need to repeat this process for each
spectrum that you wish to align, and for both the proton
and nitrogen views of each spectrum.

(b) The manual alignment procedure assumes that you can
use a single peak to choose best alignment. The automatic
alignment method makes use of information from all
peaks in each list. In the Actions tab click the “Auto”
button in the Alignment section. This will take each
peak list and compare it to the reference list. A comparison
score is calculated by using a bipartite matching algorithm
to come up with the optimum matching between refer-
ence peaks and the other list. The offset (for HN and N)
between the two lists is iterated till it converges to a
minimum. The lists should not be dramatically different
in alignment before starting so you may want to use the
manual procedure first to get peaks reasonably close. The
amount that lists are shifted will be displayed in the
NMRViewJ console window.

3.9 Filter and Trim

Peak Lists

Twomethods are available to do a bulk elimination of peaks that are
artifacts. These rely on criteria that may not hold for your spectra so
it is a great idea to save the project state first. Then try the analysis
and verify (perhaps by scanning through with the Peak Edit mode
described above).

1. The Filter action compares each of your peak lists to the
selected reference peak list and removes peaks that do not
exhibit amide 1H and 15N frequencies found in the reference
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list. For the experiments handled by RunAbout, all spectra
should look like HNCO spectra when projected onto an
1H-15N plane, so choose the hnco peak list as your “reference
peak list” unless you have a special reason for not doing
so. When filtering, RunAbout looks for reference peaks that
are within two times the tolerance value set for the peak list.
This increased tolerance is to minimize the probability of erro-
neously removing peaks that are valid, but not well aligned. To
perform this action, go to the Actions tab, set the Filter Peak
List to the hnco experiment, and click the Filter button. The
NMRViewJ console window will display information about
how many peaks were marked for deletion.

2. The Trim action removes peaks based on their intensity. For a
given protein and an experiment type, one expects a certain
number of cross peaks. This number is calculated based on the
peak list patterns and number of amino acids. If you picked
your peaks conservatively, you should probably have more than
the expected number of peaks, even after filtering. The “Trim”
function allows you to cut out the less intense peaks, thus the
ones most likely to not be valid, based on the number of
expected peaks. Here, you should provide a “trim number,”
which RunAbout equates, just for this purpose, with the num-
ber of residues in your protein; to be safe, give an estimate that
is ~10% larger than the number of residues in your protein.
Ubiquitin has 76 residues, so here the trim number is set to 84.
Click Trim to perform the action. Trimming has a significant
risk of removing weak, but valid peaks, so use this with care,
and save the project first!

3. After doing the above commands, click the Compress/Degap
button in the Actions tab to ensure that peaks marked for
deletion are permanently removed and gaps in the peak num-
bering are removed.

3.10 Cluster Peaks Each of the backbone 3D experiments detects magnetization from
the amide protons so there will be multiple peaks from the experi-
ments that share the same amide resonance. The clustering step
groups together peaks from your peak lists that have the same
amide H and N frequencies and thereby probably come from the
same atom. Clustering is thus the basis by which sequential assign-
ment is made: clustering determines which resonances in different
peak lists belong to the same residues, and also begins distinguish-
ing intra- and inter-residue peaks.

Peaks are clustered together based on the tolerance values set
up for each list. Additionally, the clustering is constrained so that
every cluster must have one, and only one, peak from the reference
list. Clusters will be assigned an identification number that corre-
sponds to the index of the reference peak of that cluster.
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1. Click the Cluster Peaks button in the Actions tab.

2. The NMRViewJ console will display the results of the cluster-
ing with information on how many clusters there are of speci-
fied size. For example, the sample data will yield something
like:

3 cluster(s) with 1 peaks

1 cluster(s) with 2 peaks

1 cluster(s) with 3 peaks

3 cluster(s) with 8 peaks

9 cluster(s) with 9 peaks

12 cluster(s) with 10 peaks

35 cluster(s) with 11 peaks

8 cluster(s) with 12 peaks

1 cluster(s) with 13 peaks

1 cluster(s) with 14 peaks

1 cluster(s) with 18 peaks

3. Some spurious clusters will probably be created in this process.
The ones most easily identified as being misleading are those
with just one or two peaks in the cluster—so-called lonely
clusters. You can easily get rid of these by setting a “lonely
Limit,” which corresponds to the minimum number of peaks in
a legitimate cluster, and clicking Purge Lonely. Here, we set
the lonely limit to 2 so that all clusters with just one peak are
eliminated, and all those with two or more are kept. After
clicking Purge Lonely, the console will display information
on how many peaks were removed and another summary of
the cluster statistics.

3.11 Examine

and Edit Clusters

Now that you have grouped your peaks into clusters, you should
check whether they look reasonable. Having well-defined clusters is
important for the subsequent steps within RunAbout and also
important if you want to export clusters to be used in an external
auto-assignment program. Enter into Edit Clusters (HN-C) mode
in RunAbout’s top toolbar by clicking Mode>Edit Clusters
(HN-C). Clicking this will refresh the spectra in the display, but
the spectra corresponding to each position in the panel are the same
as in the Edit Peaksmode. However, you will observe that the peak
labels are all preceded with “c” in the “Edit Clusters” modes,
indicating that the labels correspond to the cluster number.

Switch to the RunAbout Helm tab to see information about
each cluster and controls for navigating and editing the cluster list.
You can see immediately, from the entry field between the Split
button and the up-arrow button, that you are working with cluster
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#0. The cluster numbering is linked to the peak numbering in your
reference spectrum (probably your HNCO), and the reference peak
itself is displayed in the Reference Spectrum panel at the bottom
left of the Runabout window. The up- and down-arrows enable
moving between clusters. The Clusters display, in Edit Clusters
mode, provides a list of all the clusters, and draws a box around the
one you are looking at now. You can move directly to any cluster by
clicking its number in the Clusters panel. The Peaks in Cluster
panel shows the peaks from different peak lists that are linked into
this cluster; “hnca.1” is peak #1 from the hnca peak list, for exam-
ple. The Current Cluster section provides some handy numerical
data about your active cluster in the “Cluster1” section: cluster
number, number of peaks in the cluster, and the HN and N fre-
quencies.Cluster2 refers to the peaks in the right-hand panel in the
“Peaks in Cluster” panel. Right now, this is empty, but will be
populated and useful when we work with moving peaks between
two clusters.

Examine clusters systematically to ensure that you have the best
use of your data. Two strategies are useful. You can start at cluster
0, and step through all clusters, examining and editing them as you
go. Or, you can examine clusters in groups by criteria based on how
many peaks (relative to the expected number) are present. Here, we
will do the latter:

1. Choose correct from the menu above the Clusters list in the
Helm. You will see a list of about 35 clusters that have the
correct (11) number of peaks. Move through these by clicking
the Cluster navigation arrows in the Edit Cluster region of the
GUI. Starting with the correct clusters is a good idea as it gives
you a sense for what pattern is desirable. But do remember, the
ubiquitin data used here is very high quality. You may be
missing a greater number of peaks in your own protein and
there will be fewer clusters with the “correct” number.

2. A useful aid in examining clusters is the Cluster Detail window
(Fig. 12). Display this by clicking the blue “i” button in the
Helm. For each peak list, it displays information for each peak in
that cluster. Peak numbers or peak chemical shifts (depending
on settings at top of window) are shown under the type of atom
that peak has been typed as (ca, cb, c, and intra- or inter-residue).
Next to each peak number is a vertical bar, showing the relative
intensity of that peak. The bar is blue for positive peaks and red
for negative peaks. If there are more than the appropriate num-
ber of peaks for a given peak list, the weaker peaks will be shown
in subsequent rows. The detail window shows a yellow box
where there is an expected peak for each atom type in each list.
For example, an hncacb experiment with a “i,i-1.ca,cb” pattern
would have four boxes. Empty boxes are something you will
want to look at as they indicate either missing peaks, or peaks
that were incorrectly assigned by the software to atom name and
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type (inter or intra-residue). The cluster detail window also
shows the chemical shift range for each atom type. Three num-
bers appear at the bottom of each atom, the minimum shift, the
maximum shift, and the delta between those two. If the delta is
greater than 0.5, it will be highlighted in a magenta color. A
large delta is not necessarily bad, it may just mean that a peak has
been typed as “i,i-1” (could be either the intra-residue or inter-
residue peak), and will still match to the sequence properly. But if
you like to have all your “ducks in a row,” you should pay
attention to this. Peaks that are probably “inter-residue” peaks
but have not been typed that way are shown in magenta. The
Cluster detail window has additional information including the
possible residue types for the current cluster. Review the
NMRViewJ documentation for more information. One impor-
tant additional feature is the list across the bottom of the win-
dow. This lists some of the possible sequence positions that the
cluster could fit at (based on the carbon shifts and expected
values for different residue types). If there are no entries in the
list it means this cluster will not fit anywhere and you will want to
review it carefully.

Fig. 12 The Cluster Detail window showing data for the first (0) cluster. All the yellow boxes are filled in with
chemical shift values indicating that this cluster has all the expected peaks. The shift values within each
column have very nearly the same values indicating good referencing and likely correct choice of peaks for the
different possible types. The inter-residue (i� 1) carbon shifts (CA of 56.6 and CB of 43.8) are consistent with
six possible amino acids (IYDCFL). The intra-residue shifts are only consistent with A and C. Note that C will
often show up as a possible assignment type as currently no distinction is made between reduced and
oxidized cysteine CB atoms, and they thereby have a large standard deviation in the database allowing them to
be consistent with many peaks. It is possible to set the expected shift and range for each cysteine to specific
values for either the oxidized or reduced state in the Atom assignment table and this will minimize the number
of clusters consistent with cysteine
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3. Continue examining all the “correct” clusters. Most of these
clusters will look good, but a few have some artifacts. For
example, cluster 27 (if your numbering is the same) is unusual.
It coincidentally has the correct total number of peaks (11), but
is missing some peaks for some experiments, and has extra
peaks for another (Fig. 13). By examining the spectra and
Cluster Details window you will see that the hncocacb experi-
ment does not have any peaks and the hncaco and hncoca have
extra peaks. There are several ways to remove the extra peaks.

(a) Click the Trim button in the Helm. This removes the
weakest peaks in any experiments that have extra peaks.
The peaks that will be removed have “x” characters next to
them in the Peaks in Cluster list and magenta arrows
pointing at them in the spectrum display.

Fig. 13 The grid of spectra in Edit Clustermode for a cluster with fewer peaks than expected for the hncocacb
and hncacb experiments, and an extra peak for the hncoca experiment. The arrows are only hints as to where
extra peaks might be removed or missing peaks added
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(b) Remove them by zooming into each spectrum. Click the
mouse in a spectrum window (in RunAbout) and hit the z
key. With the mouse cursor in Selector mode click on the
peak box to be deleted (this selects it) and click the “d”
key (this is a special key binding that works in the zoomed
RunAbout window). Hit z again to zoom back to the full
grid of windows.

(c) Identify the peak label in the Cluster detail window and
click and drag it to the center of the window (under the
trash can icon). This will delete it. This cluster is missing a
peak in the hncocacb because the residue is probably a
glycine so we will ignore this (in fact, there is a negative
peak that we have not shown at the correct position).

4. Check out additional clusters that have extra peaks, by chang-
ing the Clusters menu to extra. Proceed through each cluster
and remove artifactual peaks. The fastest way to do this is with
the Trim method described in a above, but some care is advised
to examine what peaks will be removed. (Note that there is a
Trim All button in the Actions tab that will do this trimming
automatically (use caution, and save project first).

5. Often, the extra peaks in a cluster are due to artifacts, but
sometimes a cluster may actually represent the peaks from
two separate residues. This can happen if the amide H and N
shifts for the two clusters are overlapping. In this case, it is likely
that you will have more than just one or two extra peaks and
you will want to split the cluster into two. You can perform a
split by clicking the Split button in the Helm tab. This will
create a new cluster by finding the largest gap between the
existing peaks in the cluster and dividing the peaks between
the original cluster and the new cluster. A new HNCO
(or other reference) peak will be created at the center of the
new cluster HN/N shifts. You can interactively move peaks
between the two clusters by clicking on their entries in the
cluster lists or zooming in the spectrum window (click “z”),
selecting a peak, and clicking “s” to swap it between the clus-
ters. Once you have set up the new cluster, hit the Relink
button or the changes will be lost.

6. Now examine clusters that are missing peaks by changing the
Clusters menu to missing. There are a variety of reasons that
peaks may be missing. Two peaks may be overlapped so that
they are indistinguishable, peaks may be simply too weak to be
observable (especially true for the weaker inter-residue peaks
found in experiments that primarily show intra-residue peaks
like the HNCA), they may be obscured by an artifact such as a
streak from residual water, or no peak is expected (CB peaks for
glycine).
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Some reasons listed above will preclude actually adding the
missing peak, but if it appears that there are missing peaks that
can be added it is a good idea to do this. The yellow arrows in
the spectra are suggestions (based on the intensities in the
spectrum) as to where a peak might be. The zoomed-in win-
dow (see step b below) for the hncacb experiment of cluster
15 has a missing a peak, and the yellow arrow points to a
reasonable spot to add one (Fig. 14). It turns out the position
indicated has signal intensity above the contour threshold, but
there is another, more intense peak, that overlaps this one so
only a single peak was picked.

(a) Lower the contour threshold in the window till you see if
a reasonable peak exists (in cases where it is not already
visible as it is here).

(b) Click z to zoom into the window.

(c) Place the mouse cursor over the area where you wish to
add a peak.

(d) Click the A button to add the peak (using a capital A will
force the pick to occur at exactly the cursor position,
otherwise the peak picker may scan to a nearby maxima).

7. Sometimes, a cluster can have too few peaks because some
peaks were clustered in with an artifactual peak in the reference
list. Clicking the Neighbor button will display the cluster

Fig. 14 The spectrum area in RunAbout Edit Cluster mode for the hncacb
experiment. This cluster is missing a peak and the yellow arrow points to a
likely place to add one. Often the yellow arrow will point to an area where no
signal intensity is visible above the contour level, but the algorithm used will
have found a local maximum below the visible level. In this displayed case, there
is signal above the contour level, but it was not picked as a peak because this
peak exists as a shoulder of an adjacent peak. Use the “z” key binding to zoom
the spectrum so it occupies the entire RunAbout spectrum area. Several new key
bindings are then available. Use “A” to add a peak at the exact position of the
mouse cursor
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nearest to the current cluster (and each time you click it you
will get another close cluster). You can move peaks (except the
reference peak) from the second cluster to the first
(as described in step 5 above) and then delete the remaining
artifactual peaks (click the red X button to delete an entire
cluster).

8. The experiments that involve intra-residue magnetization
transfer, such as the HNCA and HNCACB, will generally
also transfer magnetization via a weaker inter-residue connec-
tivity through the carbonyl carbon. Properly distinguishing
which peaks are the intra-residue and which are the inter-
residue peaks is useful in performing the assignment. This
typing is done during the initial cluster analysis, but can also
explicitly be done with a more exhaustive analysis after cluster-
ing. You can do this by clicking the Assess clusters button in
the Actions tab. Save your project and click this button now.
This applies the algorithm to all clusters. It is also possible to do
a single cluster (perhaps after doing some adjustments to the
cluster) from the Assess button in the Cluster Detail window.

9. Having checked clusters by status (correct, missing peaks, extra
peaks), it is a good idea to do one more pass through all
clusters. At each cluster, have the Cluster Detail open and
check that the shift range for carbon chemical shifts for each
atom is small and that the cluster fits into at least one sequence
position.

3.12 Link Clusters

into Fragments

Clusters in HN detected experiments represent a set of peaks that
have a common amide proton and nitrogen frequency and have
carbon shifts from the previous and current residues. The next step
of assignment is to find overlaps of the current residue shifts of one
cluster with the shifts of another cluster. Matching is done by
looking for inter-residue shifts of one cluster that match intra-
residue shifts of another, or vice versa. In this way, a series of
clusters can be linked together into overlapping clusters that form
an entire fragment of the amino acid sequence.

There are several ways to link together clusters within the
RunAbout tool.

1. Manually link clusters based on an examination of the cluster-
cluster overlap information.

2. Automatically link clusters based on criteria similar to those
used in the manual linking method.

3. Using an automated internal or external tool to identify over-
laps and sequence assignments and then importing that infor-
mation back into RunAbout for confirmation and use in
completing the assignments.

Each of these methods will be described below.
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3.12.1 Manual Linking To manually link clusters first put RunAbout into the Edit Links
mode (Fig. 15). The Helm area will change to show information
about potentially matching clusters and the spectrum area will show
the spectral regions of these clusters. As you step through clusters
the two lists of information in the Matching Clusters area will be
updated with information about possible matches. The list on the
left shows matches from the current cluster to the cluster of the
preceding residue (i � 1: i), and the list on the right shows matches
from the current cluster to the cluster of a succeeding residue (i:
i + 1). The fields on each line in the list box represent the following
information:

1. The number of the matching cluster.

2. The score of the match. Higher values are better and the
maximum value is equal to the number of potentially matching

Fig. 15 RunAbout in Link Edit mode for cluster number 6. The Matching Clusters region shows two lists for
clusters that have one or more overlapping carbons with the current cluster. The left-most list showing cluster
matches with overlaps to this cluster inter-residue (i � 1) peaks and the right-most list showing clusters with
carbon matches to the intra-residue (i) peaks of this cluster. The Clusters region shows a list of all clusters.
The link cluster links 24-6 and 6-0 have been confirmed so both lists are in yellow. These three clusters (24-6-
0) are listed together in the list of all Clusters, and the sequence region from residues 43 to 46 is highlighted.
Short fragments can match in multiple places and the list of places they match, and a probability-based score
is shown in the Match Scores section (here there is only one possible match)
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carbons, so it would be as high as 3.0 for a match involving CA,
CB, and C.

3. Number of carbons with shifts that match within a specified
tolerance.

4. The cluster that the matching cluster best matches.

5. A three-character representation, where R indicates that the
match to the other cluster is reciprocal (meaning the other
cluster best matches to this cluster),A indicates that the match-
ing cluster is Available (has not already been linked to another
cluster) and finally V indicates that a fragment formed by
linking the two clusters would have chemical shifts consistent
with some location in the sequence and is, therefore, a Viable
match.

The spectrum display windows are similar to that in the other
(Peak Edit and Cluster Edit) modes, but the outer columns of
spectra represent different clusters. The center two columns repre-
sent the inter-residue (i � 1) and intra-residue (i) regions of the
current cluster. The leftmost column represents the intra-residue
(i) regions of a possible previous cluster (and therefore should have
similar carbon peak positions as the column to its right). The
rightmost column represents the inter-residue (i � 1) regions of a
possible succeeding cluster (and therefore should have similar car-
bon peak positions as the column to its left). Selecting a row in
either of the two list boxes will update the corresponding (leftmost
or rightmost) spectrum columns so that you can visually check for
peak alignments.

Figure 15 shows an example that should make the above clear.
RunAbout is set on cluster 6. The middle pair of columns in the
spectrum display show the peaks involved in this cluster. The left list
box in the Matching Clusters area shows a list of ten clusters
(24, 22, 45 . . .) that are possible clusters to represent the residue
previous to the residue giving rise to peaks in cluster 6. They are
listed in order of their matching score and it can be seen that the
first one, cluster 24, clearly has the best score (2.79). The best
match of cluster 24 is to cluster 6 (the third column) so the
match is reciprocal, it has not been matched to another cluster so
it is available, and a fragment formed by cluster 24-6 would match
into the sequence so is viable, hence the “RAV” value. The right list
box shows the values for potential cluster matches for the next
residue and here cluster 0 is clearly best. Examination of the spectra
shows excellent visible alignment (along the horizontal blue lines)
of the peaks for the CB, CA, and C carbons. Based on the good
match scores and visible alignment we can manually confirm that
these cluster pairs (24-6 and 6-0) should be confirmed. This can be
done by clicking the two green checkbox buttons above each list.
The confirmation is done for whichever entry in the list box is
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currently selected. The background of each list box will turn yellow
when the cluster pair is confirmed. Linking two or more clusters
forms a fragment and the carbon chemical shifts of that fragment
will be matched to the expected values for the given amino-acid
sequence. The Sequence region of the Helm, in Link Edit mode,
shows the proteins amino acid sequence and possible locations for
the fragment involving the current cluster will be displayed in green
(with the residue pair for the current cluster shown in magenta). As
fragments grow in length (by confirming cluster matches at each
end) the number of possible sequence positions will be reduced till
there is usually only one possible place.

Having confirmed the matches for a particular cluster, you can
now move onto another cluster. The blue arrows above each list
box will take you to the cluster that is linked to the current cluster.
Extending the fragment in each direction allows you to grow the
fragment until you reach a point where there is no match (because
of missing peaks or the presence of a proline residue), or the match
is ambiguous. When a fragment can no longer be extended in either
direction, move to a new cluster and begin the process again.

Linking clusters to form fragments does not actually update the
assignment fields of the involved peaks, or update the chemical
shifts of the involved atoms. This is done by “Freezing” the frag-
ment by pushing the Freeze button at the bottom of the Clusters
display. Freezing updates these data values and thereby marks the
residues involved as being unavailable for assignment of other
clusters. Doing this, therefore, removes possible assignment loca-
tions for clusters whose previous assignment possibilities were
ambiguous.

3.12.2 Automatic Linking The process of manually linking clusters described above relies on
assessing cluster matches based on various criteria. The Extend
button (below the Clusters region) or the Extend All button in
theActions tab automates this process. The extend protocol checks
various criteria (the number of matching carbons, the score,
whether the match is reciprocal, etc.) and if it meets the criteria
the cluster-cluster pairing is confirmed. The process is continued
from the newly linked cluster and this is repeated until no more
links can be made. The other end of the fragment is then analyzed
in a similar fashion. The criteria for forming a link can be set in the
Parameters tab. Try this out on the sample data by going to cluster
6 and clicking the Extend button. Clusters will be linked to form a
fragment that extends from P38 through to G47. The automatic
extension stops at P38 because it is a proline (lacking an HN proton
for cluster formation), and at G47 because it is a glycine (the default
matching requires three carbon matches and glycine, lacking a CB,
can only match 2).
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The protocol initiated by the Extend All button repeats this
process for each cluster. The automated protocol recognizes glycine
residues as only having two available carbons and so will continue
linking through them. Click on a cluster in each fragment listed in
the Clusters area to see where that fragment matches into the
sequence. Nearly complete assignment of the protein has been
obtained. As with the manual method above, you need to explicitly
freeze the fragments to update assignment information. The Freeze
All button, located in the Actions tab, will freeze all fragments.

3.12.3 Automatic

Assignment Tools

Clusters formed within the RunAbout tool are also an input source
for automatic assignment algorithms. The cluster data can be
exported in several formats using menu items in the File menu of
the RunAbout tool. Here, we will describe using an assignment
tool within RunAbout. This tool, NetMatch, can be run as a
standalone tool or internally to NMRViewJ. In either case, it can
use formatted cluster data exported from RunAbout.

The NetMatch tool (short for NetworkMatching, as it matches
up networks of related peaks) uses two algorithms to come up with
an assignment of the clusters to sequence positions. This tool is
relatively new, and the details of the method unpublished so we give
a brief overview of it here.

First, it uses a maximally weighted bipartite matching algo-
rithm to derive matches between clusters and residues [29]. The
weights for the matching are based on how similar the chemical
shifts of the atoms of the cluster are as compared to the expected
values for each pair of residues in the sequence. The more similar
the actual and expected chemical shifts are, the higher the weight
for that match. The algorithm comes up with the best possible
matching, that is the one where the sum of the weights for each
match in the solution is highest.

Because there is a significant range of expected chemical shifts
and these overlap for multiple amino acid types, and because the
same pair of residues can occur at multiple positions in the sequence
this is, unfortunately, not sufficient to unambiguously assign the
clusters to the sequence. To resolve the ambiguity, it is necessary to
also include information about the consistency of the chemical
shifts that derive from overlapping clusters. That is, the chemical
shift of each carbon atom might be represented in two adjacent
clusters. If the inter-residue shifts (i � 1) of one cluster represent
the same atoms as the intra-residue shifts (i) of the previous cluster,
the two sets of chemical shifts should agree within some tolerance
as is also used in the above manual protocol. The sequence match-
ing score and a score measuring cluster-cluster agreement can be
combined into a single global score as done, for example, in
FLYA [30].
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Finding the best matching of clusters to sequence positions is a
problem of combinatorial optimization, where the goal is to find
the matching that has the largest global score. Many algorithms are
available for performing this optimization. The NetMatch tool uses
a Genetic Algorithm as previously used in other assignment tools
[15] and as implemented in the open source Jenetics package
[31]. Using a preexisting package like Jenetics allows us to use a
variety of variants of the Genetic Algorithm built into the package.
The matching problem is represented as a sequence of unique
integers. The position in this sequence represents one residue-pair
in the protein sequence, the integer value at that position represents
a particular cluster. The algorithm evolves a starting configuration
via a process of mutation (swapping the values at two locations in
the sequence of integers), crossover (combining parts of two sepa-
rate match sequences), and selection (choosing match sequences
with better scores).

The NetMatch tool significantly enhances the ability of the
genetic algorithm to find an optimal solution by using the bipartite
matching algorithm to provide an initial population of good start-
ing matches. Multiple starting matches are generated by repeatedly
calling the bipartite matcher. Prior to each call a different match
pair is eliminated from the set of possible matches so a different, but
relatively good, match sequence will be generated. The actual
NetMatch implementation does several additional refinements of
the starting configurations that further improve their global score.
The starting populations are then evolved toward an optimal
solution.

The actual protocol for the tool is described below. Note that
this algorithm is under rapid development so refer to the latest
documentation as well.

1. Generate, inspect, and clean up clusters as described above in
Subheadings 3.1–3.11. The better the quality of the clusters
the better the expected quality of the solution.

2. Open up the Atom Assignment Panel (Assign>Atoms
menu item).

3. Select the BMRB_Avg menu item from the Reference menu.
This will set the expected chemical shift for each atom in the
sequence based on statistical values from the BMRB (see
Fig. 16). If you have an alternative source of reference shifts
(from a related protein, or shift prediction algorithms, for
example), you could read those values in using, for example,
the Read File menu item (see documentation).

4. Display the NetMatch Setup dialog from the RunAbout
File>NetMatch menu item (Fig. 17).
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5. Configure any desired parameters. Here we will just use the
default values. But note that you can do multiple runs and keep
the results separate by giving each one a different name value.

6. Export the data values needed for the NetMatch tool by click-
ing the Export button. Two files will be created inside a
netmatch subdirectory of the current project (see Note 20).

7. Run the NetMatch tool by clicking the Run button. The
process will start and the status area will be updated with the
elapsed time. The NetMatch tool runs in its own process thread

Fig. 16 The Atom Assignment panel. This shows a list of all atoms in the molecular structure. It can be
filtered by atom type (here set to shown backbone atoms). The Reference menu can be used to populate the
RPPM column with reference chemical shifts and the SPPM with their standard deviations. Actual assigned
shifts for each atom would appear in the PPM column

Fig. 17 The NetMatch dialog window. This is used to configure options for this
tool and to export and import data files used and produced in the analysis. See
the full documentation for information on this new, and developing, tool
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so you can continue interacting with NMRViewJ while it is
running (see Note 21 about multi-core). When complete the
status will be updated with the final fitness value and various
data files will be written to the netmatch directory in your
project (see Note 22).

8. You can import the results of the NetMatch tool into Run-
About by clicking the Import button. This examines the infor-
mation in the finalmatch.txt output file for this run. Any
clusters that have a match to a specific residue number will be
marked as being restricted in their assignment possibility to
that residue number.

9. You can now proceed with Link Edit mode as described above
for either the manual or automatedmodes, but each cluster will
have additional information about residue restrictions so the
number of possible cluster matches with an RAV status will
typically be limited to one. You can view the residue constraints
by looking in the Cluster Detail window. The area above the list
of amino acid types will display a residue number if that cluster
has been constrained to a particular sequence position. Click-
ing the Extend All button will join clusters in to fragments as
described in the above sections, but will now have access to the
residue constraints on each cluster that is imported from the
NetMatch output files.

3.13 Examine

Assignments

Assignments done in RunAbout (or other ways) can be examined in
several different ways.

1. Check that peak labels involved in assignments have atom
values. You can see this on a peak-by-peak basis by looking in
the Peak Inspector (from the Peak>Show Peak Inspector
menu item) or for all peaks in a list by using a Peak
Table (from the Peak>Show Peak Table menu item). A sum-
mary of all the assigned peaks can be seen by showing the Peak
Lists table (from the Peak>Peak Lists Tablemenu item). This
will show a table of all peak lists and the number of peaks and
number of assigned peaks for each one.

2. Check that the Atoms have chemical shift values by opening the
Atom Assignment table (from the Assign>Atomsmenu item)
as shown in Fig. 16. You can use the Filter menu (or enter
patterns like *.C,N,CA,H,HN) to see a subset of atoms. If you
display Reference information (for example, Referen-
ce>BMRB_Avg menu item), you can compare your assigned
shifts to the reference (typically BMRB average and standard
deviations) values by looking at the DPPM column. By default,
this shows the number of standard deviations your shifts are
from the reference value. Click on the column header to sort
the table by this value.
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3. Check the Resonance Table (from the Assign>Resonances
menu item). NMRViewJ organizes peak and assignment infor-
mation by resonance. A given atom resonance can be shared by
multiple peak dimensions. The Resonance table will show all
the resonances, the assignment for each, how many peaks are
shared by the resonance, and the mean and standard deviation
of the shifts from each peak. Sorting the table by values in the
ppmdev column (the standard deviation of shifts shared by that
resonance) allows you to observe any resonances that have an
unusually large shift range and thereby involve peak dimensions
that should not have been combined.

4. Examine the LACS plot (from the File>Analyze
Shifts>LACS Plot menu item of the Atom Assignment
table). This plot is of the ΔδCα vs. ΔδCα-ΔδCβ chemical shifts.
Two separate lines are fit to the values that have ΔδCα-ΔδCβ
values above 0 and below 0. These lines should intersect at the
origin of the plot if your data was correctly referenced. The
LACS plot for the sample data is shown in Fig. 18. The offset of
the intersection with the origin is only 0.04 ppm, indicating
that the data was well referenced.

The above protocols illustrate the basic steps in using triple
resonance NMR data to determine the chemical shift assignments
of a protein. The ubiquitin sample data used here is of very high
quality making this procedure relatively straightforward. Other

Fig. 18 A LACS plot [35] of the assigned chemical shifts. This is useful for checking if referencing was done
correctly as the two sloping blue lines should intersect at the origin (0,0). The offset value shows the distance
this intersection is from the origin and is thereby a measure of the quality of referencing. Outliers on this plot
should be checked for correctness in their assignment
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proteins, especially if they are larger, unstable or less soluble, may
require greater time and attention to the details of the process, yet
the basic protocol described above will still be appropriate.

4 Notes

1. This chapter will be illustrated with sample data on the
76-residue protein, ubiquitin. A wide variety of NMR data on
ubiquitin has been collected and made available at The Ubi-
quitin NMR Resource Page (http://www.biochem.ucl.ac.uk/
bsm/nmr/ubq/). You can get the appropriate data for this
chapter by going to that page and selecting the TRIPLE RES-
ONANCE archive on the left side of the page. On the Triple
Resonance page click on the “Raw Data” link to download the
files as a compressed tar archive. Uncompress the files on your
computer (using the method appropriate to your operating
system).

2. NMRFx Processor executes processing commands in the form
of a script written in the Python programming language (actu-
ally in Jython, the Java implementation of Python [32]). The
script consists of a series of commands that set up reference
information and then a section of processing commands for
each dimension of the dataset. You do not need to understand
Python to use the software, but an advanced user may be
interested in taking advantage of extended capabilities available
through scripting.

3. The NMRFx Processor toolbar has controls for changing the
spectrum view, including showing the full spectrum, expanding
within the crosshair region, zooming in and out, automatically
adjusting the vertical scale, and manually adjusting the vertical
scale to make peaks appear higher or lower. The Attributes icon
can be clicked to bring up an additional window with controls
for adjusting the view. Overall, these tools are designed to be
familiar to users of NMRViewJ.

4. Multidimensional NMR data is generally collected with multi-
ple (2 for 2D, 4 for 3D, etc.) FIDs at each combination of
indirect time increments. The individual FIDs may need to be
combined in various ways depending on the design of the pulse
sequence. The control at the lower left corner of the spectrum
display window allows you to select which of these are dis-
played. Comparing the different signals (with operations that
include the Fourier Transform) can be useful to confirm what
type of combination of them is needed. For example, PEP data
will often show one FID with positive signals and the other
with negative signals. Proper combination with the TDCOMB
command will convert this to one with twice the intensity
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(from the difference of the two) and another with near zero
intensity (from the sum of the two).

5. When the AutoGenerate command is used in NMRFx proces-
sor to generate a processing script, the software will examine
the parameter files in order to determine what sort of
TDCOMB (if any) is needed. Both Bruker and Agilent have
parameters that should be useful in determining this, but not
all datasets use the parameters correctly (modifications of the
pulse sequence may do magnetization transfer that is not
reflected in the parameter values). In this case, you may need
to manually choose the correct value for TDCOMB.

6. NMRFx uses two sets of crosshairs displayed in black and red.
FIDs and 1D spectra can have vertical crosshairs displayed
while contour plots can have both vertical and horizontal cross-
hairs. If you have a one-button mouse the red crosshair will
appear when you click with the mouse a sufficient distance away
from the black crosshair. If you have a three-button mouse,
then as soon as you click once with the middle mouse button,
the software will recognize that you have a middle mouse
button. From that point on, it will use the left mouse button
for the black crosshair and the middle mouse button for the red
crosshair. You can move the crosshairs to an exact position by
typing a value into the entry boxes at the bottom of the
spectrum window and hitting the Enter key.

7. In FID mode (the default when a dataset is first loaded, and
controlled by the control at top right of the Processor window)
the software will load and display FIDs from raw FID file. This
is straightforward for the directly detected dimension as the
data is commonly arranged as a contiguous set of values. Load-
ing signals from the FID file for the indirect dimension (done
when the dimension selector at the top of the Processor win-
dow is set to a value greater than D1) requires assembling a
signal from non-contiguous regions of the data file and can fail
for some complex arrangements of data. Also, there may not be
sufficient signal for the indirect FIDs to be useful for visual
examination.

8. This ubiquitin sample HSQC dataset was collected on a Varian
NMR spectrometer with at least three frequency channels. The
pulse program used for the experiment uses the third RF
channel for pulses for the second dimension of the dataset. It
is not obvious from parameter values that this is true, so
NMRFx Processor assumes the use of the second RF channel
for the second dimension and thereby gets erroneous carbon
values for the nitrogen dimension.

9. NMRFx can calculate reference values for the indirect dimen-
sion by using IUPAC standard ratios [21]. You just need to

Protein Backbone Assignments with NMRFx and NMRView 305



correctly indicate the nucleus (C, H, 2H, N, or P). Doing this
requires that you have correct referencing done for the direct
(proton) dimension.

10. Once you have processing operations defined for all dimen-
sions you can process the dataset. Processing is generally pretty
fast (at least for 1D, 2D, and 3D) datasets so it can be useful to
check the processing operations by actually doing the proces-
sing. You can switch between the display of the processed
dataset and the original FID (with the operations applied for
the specified dimension) using the control at the top right of
the Processor window.

11. The 1H,15N-HSQC dataset used here was apparently collected
with a pulse sequence that resulted in some phase errors that
cannot be corrected for. So even with setting the zero and first-
order phases in the direct dimension, some peaks will show
small phase errors.

12. NMRFx Processor can be run on the command line (without
the GUI). To do this a shell script is used to run the version of
Java that is installed within downloaded program. Check the
full documentation for information on this script. You may
need to edit the script to set the location of your installation
of NMRFx Processor. Also, you may need to set your operating
system shells PATH variable so the script can be found, or
invoke it by typing the full path to where it is installed.

13. NMRFx Processor currently supports an internal version of
IST [33] and NESTA [34] and the ability to call an external
implementation of NESTA-NMR [23]. This is a rapidly devel-
oping area and expect that new algorithms will be added both
internally and as externally callable code.

14. NMRViewJ has a variety of commands that are accessible via
menus. In this chapter, we will use a format like
File>Projects>New to indicate a menu item named New,
that is found in a sub-menu of the menu File. Menus can be
found in the main control window and various other windows
(like the Peak Inspector or RunAbout).

15. Dataset labels are of great importance in the use of NMRViewJ.
For example, automatic correlation of crosshairs happens
between spectrum axes that have the same name, and the
display of peak boxes uses common labels between the peak
and the spectrum to determine what axis of the peak to display
on what axis of the spectrum. Accordingly, it is important to
choose a consistent scheme for naming dataset axes. These can
be changed (via, for example, the Dataset Table), but it is
always a good idea to start out a project with consistent
naming.
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16. Spectra are displayed in spectrum items on a so-called Canvas
widget within a display window. A single spectrum item can
have multiple, superimposed, datasets. You can also arrange
multiple spectrum items within a single canvas. The arrange-
ment of multiple spectra on a canvas can be completely arbi-
trary, but it is common to display them within an organized
grid with a specified number of rows and columns. When
drawing multiple spectra from the Dataset Table you will be
prompted to select the number of spectrum items and number
of rows (the number of columns will be calculated from the
two other values). If the datasets in each row or column have
the same axis values, you can save space by choosing a minimal
arrangement that only displays the axes across the x-axis of the
bottom row and y-axis of the left column. Switch between
these modes with theMinimize Border andNormal Borders
menu items in the Canvas>Arrange Spectra menu. Each of
these two choices also has an option for showing the name of
the dataset across top of the spectrum as it can be confusing to
keep track of which spectrum is which in the grid.

17. NMRViewJ does not change the reference information within
the actual dataset. Instead, it saves reference information in a
separate parameter file. For example, if you have a dataset
named hsqc.nv the parameter file would be hsqc.par (the file
will not exist until you use a command within NMRViewJ to
create it). Values in the parameter file take precedence over
values in the dataset itself. Remember, if you copy a dataset
file to a new location, copy any existing parameter file as well.

18. NMRViewJ provides a very powerful and relatively rapid
method for interactively examining peaks. One or more win-
dows can be set (on the “Peak Attributes” dialog) to have their
spectral display region adjusted whenever the choice of peak
displayed in the “Peak Analysis” dialog changes. The con-
trolled windows have their display region changed so that
they are centered on the chemical shift of the corresponding
peak. When setting this up it is a good idea to first set the
“ShowPeaks” attribute to the Expand mode. With this setting,
the width of the display region will be set to a multiple of five
times that of the width of the bounding box of the peak. Step
through a few peaks in the “Peak Analysis” dialog until you
find a peak that has a fairly typical intensity for the particular
peak list. Now change the “Show Peaks” to the ExpandFixed
mode. With this setting, the display will center on the peak
position, but the display regions width will remain constant.
Now, as you step through the individual peaks in the list, their
relative widths will be visually obvious.

19. The cursor (controlled by the mouse) can be used in several
different modes. The default is an arrow pointer that is used to
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move the crosshairs. Additional modes are Selection (for select-
ing and moving objects such as peak boxes), Peak Delete (for
clicking on peak boxes to delete the peak object), and Peak Add
(for clicking in the spectrum to add a peak object at the
position). You can change the cursor mode with the Cursor
menu in the toolbar found at the top of most spectrum con-
taining windows or with various keyboard shortcuts that start
with “c”.

20. NetMatch uses two text files. The first, named clusters.txt,
contains two sections, Peaks and Atoms. The Peaks section
contains a row for each cluster and lists the chemical shifts of
the peaks in the cluster. The Atoms section contains a row for
each residue and lists the atoms that will be found for that
residue (including the intra- and inter-residue atoms). The
second file, clusters_ppm.txt, lists the expected chemical shifts
for each atom type used. The NetMatch algorithm basically
works to find the best matching between the Peaks (clusters)
and Atoms (residues).

21. The Jenetics Genetic Algorithm library runs some of the algo-
rithm in parallel on multiple-core computers for enhanced
performance. You may notice your computer fans speed up as
the CPU cores are fully utilized.

22. Two key files are output to the netmatch folder. The finalscore.
txt file includes information about the chemical shift assigned
to each atom and the finalmatch.txt file gives information
about the cluster that matches to each residue.
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Chapter 14

Protein Structure Elucidation from NMR Data
with the Program Xplor-NIH

Guillermo A. Bermejo and Charles D. Schwieters

Abstract

Xplor-NIH is a popular software package for biomolecular structure determination from NMR (and other)
experimental data. This chapter illustrates its use with the de novo structure determination of the B1
domain of streptococcal protein G (GB1), based on distances from nuclear Overhauser effects, torsion
angles from scalar couplings, and bond-vector orientations from residual dipolar couplings. Including
Xplor-NIH’s latest developments, a complete structure calculation script is discussed in detail, and is
intended to serve as a basis for other applications.

Key words NMR, Protein structure calculation, Xplor-NIH script

1 Introduction

In its simplest form, the biomolecular structure elucidation prob-
lem can be cast as follows: finding the three-dimensional all-atom
model that optimally satisfies both the available experiments and
general preconceived notions of what a good model should be (the
so-called prior information). The latter involve covalent geometry
(e.g., bond lengths and angles), nonbonded interactions (e.g.,
steric clashes), and conformation (e.g., protein side chain rota-
mers). The optimization is achieved by creating an energy expres-
sion, function of the molecular conformation, comprised of terms
for both the experimental data and prior information, that is subse-
quently minimized using a conformational sampling technique. A
large number of structural models (also simply referred to as “struc-
tures”) are independently calculated in this fashion. In the NMR
field, it is standard practice to keep the k-lowest-energy structures
(where k is typically 10 or 20) to indicate how tightly the system is
defined by the data.

Xplor-NIH [1, 2] is a popular software package for biomolecu-
lar structure determination from experimental restraints, able to
search conformational space with a variety of methods, including
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molecular dynamics and gradient minimization. In active develop-
ment since its introduction in 2002, Xplor-NIH has maintained
and improved on the functionality of its predecessor XPLOR pro-
gram [3], and added new functionality to take advantage of
emerging experiments. Examples from NMR include improved
treatment of residual dipolar coupling (RDC) data [2, 4] and
paramagnetic relaxation enhancements [5], to name two. Increas-
ingly, however, other experimental sources are being supported,
such as small-angle X-ray and neutron scattering (reviewed in ref.
[6]) and cryo-electron microscopy [7]. This experimental versatil-
ity, coupled with sophisticated (albeit easy-to-implement) model-
ing capabilities, such as the use of a conformational ensemble
approach to account for the effects of molecular motion in the
data [8], makes Xplor-NIH a powerful addition to the structural
biologist’s toolbox.

This chapter illustrates the use of Xplor-NIH with the de novo
structure determination of the B1 domain of streptococcal protein
G (GB1), based on NMR distances from nuclear Overhauser effects
(NOEs) and inferred hydrogen bonds, torsion angles from scalar
couplings, and bond-vector orientations from RDCs [9]. A struc-
ture calculation script is described in detail, and is intended to serve
as a reference for other applications. Basic knowledge of the Python
programming language is assumed.

2 Materials

2.1 Software Xplor-NIH is freely available to academic and non-profit institu-
tions (version 2.43 or higher is required to run the example script
described below). It is officially supported on Unix/Linux and
Mac-OS X operating systems, and can be run on Windows-based
computers within a Linux virtual machine, such as VirtualBox
(https://www.virtualbox.org), VMware (https://www.vmware.
com/products/workstation), or QEMU (http://qemu.org/).
Details on downloading, licensing, and installing Xplor-NIH can
be found at https://nmr.cit.nih.gov/xplor-nih. Xplor-NIH pro-
vides a scripting interface based on the Python language (http://
python.org).

2.2 Input Files The Xplor-NIH structure calculation of a monomeric protein, such
as the GB1 example considered in this chapter, requires the amino
acid sequence and the available experimental data as inputs. The
sequence (provided in a file named, e.g., gb1.seq) is expressed in
the 3-character amino acid nomenclature: MET THR TYR LYS LEU
ILE LEU ASN GLY LYS. . ., and is used to generate a PSF file (file
extension .psf) that describes the specific covalent topology of the
system (see below for details). The experimental data, in this case
NOE-derived distances, torsion angles from scalar couplings, and
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RDCs for different nuclear spin pairs in two molecular alignment
media, are condensed into corresponding restraint files (arbitrarily
named, although customarily ending with extension .tbl; see
Table 1 for details). Entries (i.e., restraints) from each restraint file
type are shown below as examples.

2.2.1 Distance Restraints Distance restraint (from file noe.tbl):

assign (resid 2 and name HA)(resid 18 and name HN) 4.0 2.2 1.0

where the expressions in parenthesis (here and in all other restraint
examples below) represent atom selections (in this case involving
Hα of residue 2 and HN of residue 18), and the sequence of
numbers represents d, dminus, and dplus, respectively, which define
the distance restraint bounds: (d � dminus, d + dplus). Atom selec-
tions can refer to more than one atom, for instance, in the cases of
non-stereospecifically assigned NOEs or methyl groups [2]. In
addition to directly NOE-derived restraints, such as the above
example, there are distance restraints that enforce hydrogen
bonds in secondary structure elements (e.g., as determined by
characteristic NOE patterns). Each hydrogen bond is represented
by two “hydrogen bond restraints” in order to loosely capture the
proper hydrogen bond geometry. Here, an example hydrogen

Table 1
GB1 NMR restraints

File name Data descriptiona Restraint type

noe.tbl NOEs and hydrogen bonds Interatomic distance

dihedral.tbl Scalar couplings Torsion angle

bicelles_nh.tbl RDCs for directly bound N–HN pairs
in bicelle alignment medium

Bond-vector orientation

bicelles_hnc.tbl RDCs for C0
i –Hi+1

N pairs
in bicelle alignment medium

Bond-vector orientation

bicelles_nc.tbl RDCs for C0
i –Ni+1 pairs in bicelle

alignment medium
Bond-vector orientation

tmv107_nh.tbl RDCs for directly bound N–HN pairs
in phage alignment medium

Bond-vector orientation

tmv107_hnc.tbl RDCs for C0
i –Hi+1

N pairs in
phage alignment medium

Bond-vector orientation

tmv107_nc.tbl RDCs for C0
i –Ni+1 pairs in phage

alignment medium
Bond-vector orientation

ai denotes the residue number
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bond between residue 26 and 30, in the middle of GB1’s single α-
helix (from file noe.tbl):

assign (resid 26 and name O)(resid 30 and name HN) 2.3 0.8 0.2

assign (resid 26 and name O)(resid 30 and name N ) 3.3 0.8 0.2

2.2.2 Torsion Angle

Restraints

Torsion angle restraint (from file dihedral.tbl):

assign (resid 1 and name C) (resid 2 and name N)

(resid 2 and name CA)(resid 2 and name C) 1.0 -105.0 40.0 2

where the atom selections define the torsion angle (in this case, ϕ of
residue 2), the first number is a scale factor for the energy of this
particular restraint, the second number is the target value
(in degrees) to which the torsion is restrained, the third is a toler-
ance around the target torsion (in degrees), and the last number is
the exponent that defines the shape of the energy bounds (in this
case, quadratic). In general, the restraint scale factor and the expo-
nent are uniformly given values of 1.0 and 2, respectively, in all
torsion angle restraints. Although GB1’s restraints are derived from
scalar couplings, current common practice is to extract torsion
angle restraints directly from chemical shifts (e.g., see ref. [10]).

2.2.3 RDC Bond-Vector

Orientation Restraints

RDC restraint (directly bound N–HN pair in bicelle alignment
medium; from file bicelles_nh.tbl):

assign (resid 600 and name OO)

(resid 600 and name Z )

(resid 600 and name X )

(resid 600 and name Y )

(resid 2 and name N )

(resid 2 and name HN) 2.2690 0.2000

where the first four selections (here involving a dummy residue
600) are ignored, are present solely for backwards compatibility
with old XPLOR energy terms, and can be empty (although the
parentheses must be present). The last two selections define the
bond vector (in this case, the N–HN of residue 2), and the two
numbers are the experimental RDC value and its error (in Hz),
respectively. RDCs associated with different alignment media
involve independent alignment tensors, and must therefore be
input in separate restraint files. Additionally, RDCs that stem
from different nuclear spin pairs are also input in separate files, as
it allows normalization relative to a reference spin pair (if RDCs
have not been pre-normalized) and/or the assignment of different
weights during structure calculations (see below).
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3 Methods

3.1 Energy Function Through changes in atomic positions Xplor-NIH minimizes the
potential energy function

Etotal ¼ Eexpt þ Eprior: ð1Þ
Eexpt is associated with the available experimental data; in the
present example with protein GB1,

Eexpt ¼ wdistEdist þ wtorsionEtorsion þ wRDCERDC, ð2Þ
where subscripts “dist,” “torsion,” and “RDC” refer to the dis-
tance, torsion angle, and RDC restraints, respectively, and wj is the
weight or energy scale for term j (as in all equations herein). Since
the experimental data is insufficient to reliably define all atom
positions, it is supplemented with information known a priori, via
the Eprior energy term,

Eprior ¼ wbondEbond þ wangleEangle þ wimprE impr þ wrepelErepel

þ
X

db

wdbEdb, ð3Þ

which relies on values of bond lengths, bond angles, improper
dihedral angles that specify chirality and planarity of functional
groups, and van der Waals radii (subscripts “bond,” “angle,”
“impr,” and “repel,” respectively). Although not completely intrac-
table (e.g., see ref. [11]), high computational expense and poor
convergence during conformational sampling challenge a detailed
description of electrostatic and van der Waals interactions. As a
result, the latter are represented by a repulsive-only energy term
(Erepel in Eq. 3) that simply discourages atomic overlap [12].

The remaining energy terms in Eprior (Eq. 3) are knowledge-
based in nature (also known as empirical or statistical), derived from
protein structure databases. Specifically,

X

db

wdbEdb ¼ wtorsionDBEtorsionDB þ whbdbEhbdb, ð4Þ

where Ehbdb represents a hydrogen bond potential used to improve
backbone–backbone hydrogen bond geometry [13], and EtorsionDB

represents the torsionDB potential [14] that acts on torsion angles
to improve backbone and side chain conformation.

The energy scales for experimental terms (Eq. 2) may require
adjusting to the specific system at hand. For example, wdist may be
increased in cases of sparse NOE data. On the other hand, the
relative scaling of terms within Eprior (Eq. 3) is carefully balanced
and should not be modified.

3.2 Conformational

Sampling

Minimization of the total potential energy (Eq. 1), starting from an
arbitrary, extended conformation, results in a compactly folded
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structure. The energy minimization is primarily achieved by molec-
ular dynamics with simulated annealing, in a protocol that com-
prises the following stages:

1. High Temperature Stage. High temperature molecular dynam-
ics in torsion angle space with small energy scales, and Cα-only
repulsions.

2. Simulated Annealing Stage. Annealing in torsion angle space
with energy scales ramped up, and all-atom repulsions.

3. Torsion Angle Minimization. Gradient minimization in torsion
angle space.

4. Cartesian Minimization. Gradient minimization in Cartesian
space.

The high temperature stage, with a relatively smooth energy
surface and atoms able to go through each other, is intended for
efficient sampling of conformational space. In the simulated anneal-
ing stage, the temperature is gradually decreased, while the energy
surface becomes more restrictive, allowing the system to settle into
an energy minimum. The final minimizations result in small con-
formational adjustments. A successful run yields a structure that fits
the experimental restraints, has few or no atomic clashes, and does
not deviate significantly from ideal covalent geometry.

3.3 Structure

Calculation

Structure calculation protocols are implemented as Python scripts
that take advantage of modules specifically written for Xplor-NIH.
Below, the script used to calculate and analyze a set of GB1 struc-
tures is discussed. First, the outline of the script is presented,
followed by a detailed description of the script itself.

3.3.1 Script Outline The general script outline of an Xplor-NIH structure calculation
protocol is as follows:

1. System Definition. Define the molecular covalent topology and
associated covalent and van der Waals parameters.

2. Extended Structure.Generate a provisional extended molecular
conformation.

3. Important Collections. Create empty collections to hold:

(a) All energy terms.

(b) Objects that handle changes (e.g., energy scale ramping)
between and during the different stages of the protocol
(as defined in Subheading 3.2 above).

4. Energy Terms. Set up each energy term and populate the above
collections.
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5. Degrees of Freedom. Set up objects that define degrees of free-
dom (e.g., torsion angle) allowed during the different stages of
the protocol (as defined in Subheading 3.2).

6. Structure Calculation. Define the function that calculates a
single structure.

7. Structure Gathering. Define the object that runs the above
function N times and gathers statistics on the resulting
structures.

While Python offers considerable flexibility in the implementa-
tion of the structure calculation protocol, this specific outline is
dictated by adaptability of the script to other scenarios. For exam-
ple, most actions associated with the use of a particular energy term
are condensed into a snippet of adjacent lines of code, which facil-
itates the removal of the term when not applicable (e.g., when the
associated experimental data is not available), and, similarly, the
addition of extra energy terms. Thus, the same script can be easily
reused for different purposes.

3.3.2 The Script Below, the complete Python script, named fold.py, is presented
in sections that correspond to those of the outline above. The script
lines appear in Listings interspersed with the explanatory main text.
A complete, uninterrupted version of this script can be found at the
end of this chapter in a Supplemental Listing. The script can be
executed from the command line by typing:

xplor -py fold.py > fold.out

where fold.out is the log file. All modules mentioned below,
explicitly (in the main text) and/or implicitly (in the Listings), are
further documented on the web at http://nmr.cit.nih.gov/xplor-
nih/doc/current/python/ref/. In addition, a commented version
of fold.py, along with all the files necessary to execute it, can be
downloaded from https://nmr.cit.nih.gov/xplor-nih/method
sMolBiol/.

System Definition The topology file is a library of amino acid definitions that specifies
the atoms and their covalent connectivity, and provides “patches”
for chemical modifications (e.g., peptide bond, disulfide bridge, N-
and C-termini). The topology of a specific molecule is built from its
sequence and stored in the PSF file. Although the PSF can be
generated within the structure calculation script itself, it is recom-
mended to create the PSF ex situ when the protein is not relatively
standard (e.g., there are post-translational modifications or
non-natural amino acids). The latter scenario is exemplified with
protein GB1 (despite being a standard system) in Note 1, which
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describes the generation of its PSF, gb1.psf. The protocol
module provides a function to read in the PSF:

Listing 1

import protocol

protocol.initStruct("gb1.psf")

The topology file (and, consequently, the PSF) defines the atoms
and covalent connectivity of the system, but does not contain specific
values of bond lengths, bond angles, improper dihedral angles, and
van der Waals radii (respectively required for energy terms Ebond,
Eangle, Eimpr, and Erepel; see Eq. 3 above). Such information is
provided by the associated parameter file, which is loaded as follows:

Listing 2

protocol.initParams(“protein")

where the “protein” keyword specifies the use of the default param-
eter file for proteins. It is noteworthy that, as with any aspect of
Xplor-NIH, topology and parameter files undergo updates; since
old file versions are kept for backwards compatibility, reliance on
the keyword (instead of the specific file name) ensures that the latest
version is being used. (Alternatively, the file name protein.par is
a shortcut to the latest parameter file.) The parameter file loaded
must be consistent with the topology file used to create the PSF. In
most instances these files come in pairs.

Extended Structure Although the protein’s covalent topology and associated para-
meters are established at this point, atomic positions are still unde-
fined (or “unknown” in Xplor-NIH terminology). While the
structure calculation itself is still many lines away in the script,
some energy terms require valid coordinates for their setup. Thus,
an arbitrary extended conformation is generated with the function
genExtendedStructure, from the protocol module. An arbi-
trary seed number initializes Xplor-NIH’s random number genera-
tor, which is used in the computation of this conformation and in
subsequent molecular dynamics stages (see Note 2). These two
operations are performed as follows:

Listing 3

protocol.initRandomSeed(3421)

protocol.genExtendedStructure()
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Important Collections A PotList instance (from the potList module) is an ordered
collection (i.e., a sequence) specialized to hold objects that repre-
sent energy terms. It behaves itself as an energy term, so that, for
example, a PotList that contains several RDC terms (e.g., asso-
ciated with different restraint files) evaluates to the sum of its
constituent terms. Although PotList instances are used through-
out the script, a particularly central one is named etotal, created
to group all the energy terms that will be used in the structure
calculation (i.e., it corresponds to Etotal in Eq. 1):

Listing 4

from potList import PotList

etotal = PotList()

Other important collections are the regular Python lists
highTempParams and rampedParams:

Listing 5

from simulationTools import MultRamp, StaticRamp, InitialParams

highTempParams = [ ]

rampedParams = [ ]

They are used to handle (1) changes in both energy scales and
atomic repulsion setups (e.g., Cα-only versus all-atom interactions)
between the high temperature and simulated annealing stages, and
(2) energy scale ramping within the simulated annealing stage itself.
As its name suggests, objects added to highTempParams deal
solely with the high temperature stage. Only instances of
MultRamp or StaticRamp objects (imported here from the
simulationTools module) will be added to highTempParams
and rampedParams. The roles of the latter are exemplified below
with the creation and configuration of the different energy terms,
and should become completely clear when the structure calculation
function is explained.

Energy Terms

RDC Restraints

The RDC energy term [2] requires the definition of the alignment
tensor for each of the available media. The tensors dictionary,
defined in Listing 6 below, maps a user-selected medium name (the
key) to the corresponding tensor object (the value). In the genera-
tion of each tensor, an estimate of its axial componentDa (Da in the
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Listing) and rhombicity (Rh in the Listing) (e.g., as obtained from
the powder pattern method [15]; see Note 3) are provided:

Listing 6

from varTensorTools import create_VarTensor, calcTensorOrientation

tensors = {}

# medium Da Rh

for (medium, Da, Rh) in [ ( "tmv107", -6.5, 0.62),

("bicelle", -9.9, 0.23) ]:

tensor = create_VarTensor(medium)

tensor.setDa(Da)

tensor.setRh(Rh)

tensors[medium] = tensor

Each molecular alignment tensor is represented by seven pseu-
doatoms, which describe the orientation, Da, and the rhombicity.
These pseudoatoms do not contact the protein (i.e., they are “van
der Waals-invisible”), are generated automatically, and, thus, can be
almost ignored. They are, however, present at the end of each
output coordinate file, and can be helpful to understand and com-
municate the nature of the alignment, for instance, by visualizing
the tensor orientation relative to the structure.

Next, a StaticRamp instance is added to highTempParams,
instructing the function calcTensorOrientation (from the
varTensorTools module) to optimize the orientation of each
alignment tensor prior to the high temperature stage:

Listing 7

highTempParams.append(StaticRamp("""

for medium in tensors.values():

calcTensorOrientation(medium)

"""))

The “static” in StaticRamp’s name refers to the fact that the
snippet of code used in its instantiation (i.e., the for loop) will be
run as is (as opposed to a MultRamp instance). This will become
obvious below.

Next, the list rdcData is created, packed with the information
associated with each input RDC restraint file (see Table 1). Each
item within this list is a tuple that contains the following informa-
tion (in this order): the medium’s name, an arbitrary user-selected
experiment name (e.g., “NH” for N–HN RDCs), the path name of
the restraint file, and a relative scale factor.
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Listing 8

# medium expt. restraint file scale

rdcData = [("tmv107", "NH" , "tmv107_nh.tbl", 1),

("tmv107", "NCO", "tmv107_nc.tbl", 0.05),

("tmv107", "HNC", "tmv107_hnc.tbl", 0.108),

("bicelle", "NH" , "bicelles_nh.tbl", 1),

("bicelle", "NCO", "bicelles_nc.tbl", 0.05),

("bicelle", "HNC", "bicelles_hnc.tbl", 0.108)]

The medium’s name is used to identify the corresponding align-
ment tensor (i.e., it must be one of those in Listing 6). In this
example, the RDCs in the restraint files have been normalized
relative to the N–HN spin pair, which increases the apparent mag-
nitudes of the less sensitive (therefore, more error prone)
non-N–HN RDCs. So that the latter do not dominate the calcula-
tion, their respective contribution to the RDC energy term will be
scaled down by the square of the inverse of the normalization
factor. These relative scale constants are specified in the right-
most column in Listing 8. (To use unnormalized RDCs in an
Xplor-NIH calculation see Note 4.)

The RDC energy term itself is created next, by looping through
each item in rdcData, and creating an individual energy term
associated with the data therein:

Listing 9

from rdcPotTools import create_RDCPot, scale_toNH

rdcs = PotList("rdc")

for (medium, exp, table, scale) in rdcData:

name = "%s_%s" % (exp, medium)

rdc = create_RDCPot(name, table, tensors[medium])

rdc.setScale(scale)

# scale_toNH(rdc) # uncomment if unnormalized restraints

rdcs.append(rdc)

etotal.append(rdcs)

rampedParams.append(MultRamp(0.01, 1.0, "rdcs.setScale (VALUE)"))

Specifically, for each loop iteration, a name is generated by combin-
ing the experiment andmedium names (useful for reporting statistics
later on), in turn, used in the creation of an RDC energy object. The
iteration is concluded by setting the energy term’s relative scale and
adding the term to rdcs (a PotList). At loop exit, rdcs involves
the entire RDC dataset and, thus, represents the complete RDC
energy term (i.e., ERDC in Eq. 2), which is added to etotal.
Appended to rampedParams is a MultRamp instance, which defines
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a range of values (from 0.01 to 1.0) for the overall RDC energy scale
(wRDC in Eq. 2). Throughout the high temperature stage, the
energy scale will be given its “initial” value of 0.01 (i.e., the range’s
minimum), whereas during the simulated annealing stage, it will be
geometrically increased from this minimum to the maximum value
of 1.0.

Distance Restraints The NOE energy term is used to implement distance restraints
(Edist in Eq. 2). As opposed to the RDC term above, no loop is
required to set up the NOE term because all GB1 distance
restraints are encapsulated in a single file:

Listing 10

import noePotTools

noe = noePotTools.create_NOEPot(name="noe", file="noe.tbl")

etotal.append(noe)

rampedParams.append(MultRamp(2, 30, "noe.setScale(VALUE)"))

With this caveat, the setup is very similar to that of the RDC term.
The energy object is created by giving it a user-selected name and
the path name of the restraint file. After being added to etotal,
the term is further configured within rampedParams for energy
scale handling, as explained above with the RDC term.

Torsion Angle Restraints Xplor-NIH inherits facilities from the older XPLOR program on
which it is based. With continued development of Xplor-NIH,
older XPLOR facilities have been deprecated in favor of rewritten
versions, such as the RDC and NOE energy terms discussed above
(seeNote 5). The legacy XPLOR energy terms, however, can still be
accessed from Xplor-NIH Python scripts (via the xplorPot mod-
ule), which is useful for terms that have no native counterpart in the
Python interface. This is the case of the torsion angle restraint term
(Etorsion in Eq. 2) (and other terms below):

Listing 11

from xplorPot import XplorPot

dihedralTable = "dihedral.tbl"

protocol.initDihedrals(dihedralTable)

etotal.append(XplorPot("CDIH"))

highTempParams.append(StaticRamp("etotal[’CDIH’].setScale(10)"))

rampedParams.append(StaticRamp("etotal[’CDIH’].setScale(200)"))

To facilitate reuse of the restraint file’s path name (also required
below), it is assigned to a variable (dihedralTable). The call to the
protocol.initDihedrals function sets up the term, which is
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added to etotal as indicated. As opposed to the RDC and NOE
terms above, where the energy scale is set to be uniform throughout
the high temperature stage and rampedduring the simulated anneal-
ing stage, here, it is configured to hold (different) uniform values in
both stages. This is achieved by invoking the highTempParams
list, to which a StaticRamp object is appended, specifying the
constant value (of 10) for the high temperature stage. Similarly,
the StaticRamp instance added to rampedParams specifies the
energy scale value (of 200) for the entire annealing stage.

Knowledge-Based Energy

Terms

With all the energy terms associated with experimental data, Eexpt

(Eq. 2), already configured, the first term in Eprior (Eq. 3) that we
encounter is the knowledge-based hydrogen bond term Ehbdb

(from Eq. 4) [13]:

Listing 12

protocol.initHBDB()

etotal.append(XplorPot("HBDB"))

Since the overall energy scale of this term remains uniform
throughout the entire protocol (i.e., whbdb in Eq. 4 is always
one), there is no need for entries in highTempParams and/or
rampedParams. The term is added to etotal as usual.

Next, the knowledge-based torsion angle energy term, tor-
sionDB (EtorsionDB in Eq. 4) [14], is configured:

Listing 13

import torsionDBPotTools

torsiondb = torsionDBPotTools.create_TorsionDBPot(name="torsiondb",

system="protein")

etotal.append(torsiondb)

rampedParams.append(MultRamp(0.002, 2, "torsiondb.setScale(VALUE)"))

The similarities with the NOE energy term setup (Listing 10 above)
are obvious. It is noteworthy that, since there is a version of this
term for RNA [16] and DNA (unpublished), the system argu-
ment is used to choose the correct application upon the term’s
creation (i.e., “protein” for GB1).

Atomic Repulsions The generation of the atomic repulsion energy term and its addi-
tion to etotal is performed as follows:
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Listing 14

from repelPotTools import create_RepelPot, initRepel

repel = create_RepelPot("repel")

etotal.append(repel)

The behavior of this term throughout the structure calculation
protocol is among the most complicated, as it not only involves
changes in its energy scale (exemplified with previously discussed
terms) but also in the atomic interactions that are active. During the
high temperature stage, only repulsions between “inflated” Cα

atoms are wanted in order to promote efficient conformational
sampling. Since this configuration will not change throughout
that stage, it is specified with a StaticRamp instance, correspond-
ingly added to highTempParams:

Listing 15

highTempParams.append (StaticRamp( """initRepel(repel,

use14=True,

scale=0.004,

repel=1.2,

moveTol=45,

interacting

Atoms=’name CA’

)"""))

Here, noteworthy arguments to the initRepel function are
use14, repel, and interactingAtoms, respectively specifying
the use of 1–4 interactions (i.e., between atoms separated by three
bonds), van der Waals radii (stored in the parameter file) enlarged
by a factor of 1.2, and Cα repulsions only. Note that throughout the
text, it is implied that interactions of (1) order lower than 1–4 are
never active, and (2) order higher than 1–4 are always active.

During the simulated annealing stage, it is required for all
atoms, exhibiting more realistic radii, to repel each other (excluding
1–4 interactions; see below for an explanation). Since this configu-
ration remains unchanged during that stage, it is specified with a
StaticRamp instance, added to rampedParams:

Listing 16

rampedParams.append(StaticRamp("initRepel(repel,use14=False)"))

The energy scale factor is familiarly configured (e.g., as in the RDC
term):
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Listing 17

rampedParams.append(MultRamp(0.004, 4, "repel.setScale(VALUE)"))

which specifies the geometrical increase during the simulated
annealing stage from 0.004 to 4.

The torsionDB energy term introduced above (Listing 13)
affects all the heavy-atom-based torsion angles of a protein (ϕ, ψ ,
χ1, . . ., χ4) [14], hence the exclusion of 1–4 repulsions within the
simulated annealing stage (implied in Listing 16 above with the
use14 argument). However, torsion angles of terminal, proto-
nated groups, such as that involved in methyl rotation, are not
considered by torsionDB. Thus, to prevent eclipsed conformations
in such groups, the corresponding 1–4 interactions are introduced
with an extra, repulsive energy term:

Listing 18

import torsionDBPotTools

repel14 = torsionDBPotTools.create_Terminal14Pot("repel14")

etotal.append(repel14)

highTempParams.append(StaticRamp("repel14.setScale(0)"))

rampedParams.append(MultRamp(0.004, 4, "repel14.setScale(VALUE)"))

The StaticRamp instance within highTempParams nullifies the
term during the high temperature stage so that only the wanted Cα

repulsions are active.
The two repulsive terms just discussed embody Erepel in Eq. 3.

Bond Length, Bond Angle,

and Improper Dihedral

Energy Terms

The remaining energy terms needed to complete Eprior (Eq. 3) and
Etotal (Eq. 1) are those that involve bond lengths, bond angles, and
improper dihedral angles (to define group chirality and planarity),
which are, respectively, set up below without introducing any new
concepts:

Listing 19

etotal.append(XplorPot("BOND"))

etotal.append(XplorPot("ANGL"))

rampedParams.append(MultRamp(0.4, 1.0, "etotal[’ANGL’].setScale(VALUE)"))

etotal.append(XplorPot("IMPR"))

rampedParams.append(MultRamp(0.1, 1.0, "etotal[’IMPR’].setScale(VALUE)"))
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Degrees of Freedom Having already defined and set up all the energy terms, we focus on
the configuration of the degrees of freedom used in the conforma-
tional search. This requires the introduction of IVM objects (from
the ivm module, where the initials stand for Internal Variable
Module [17]), which are central for performing molecular dynam-
ics and gradient minimization. Briefly anticipating its functions, an
IVM object works as follows: it is given particular degrees of free-
dom (e.g., torsion angle), associated with energy terms, set up
according to a conformational sampling technique (e.g., for molec-
ular dynamics: define the temperature, duration, etc.), and, finally,
it is “run,” which performs the desired sampling operation. At this
point in the script, however, the IVM objects are just created and
assigned degrees of freedom, pending further configuration
later on.

The protein evolves in torsion angle space during the entire
protocol (see Note 6), except for the final Cartesian minimization
stage. Thus, two IVM instances are created, starting with that con-
figured for torsion angle space:

Listing 20

from ivm import IVM

dyn = IVM()

for tensor in tensors.values():

tensor.setFreedom("fixDa, fixRh") # fix tensor Rh and Da (vary orientation)

protocol.torsionTopology(dyn)

where dyn is the IVM object instance. An IVM object controls the
degrees of freedom of all the atoms in the system. As previously
described, each RDC molecular alignment tensor is represented by
a set of (pseudo)atoms, whose degrees of freedom—and, conse-
quently, the variables they represent, namely the orientation, Da,
and rhombicity—are therefore under the purview of the IVM
object. Since dyn will be used from the start of the structure
calculation, when the protein conformation is far from optimal,
the Da and rhombicity of each tensor are fixed to their initial values
(input in Listing 6), as allowing them to vary in an attempted
optimization would likely distort them. This is achieved inside the
above loop. Finally, the function protocol.torsionTopology
configures the protein’s torsional setup.
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The IVM instance reserved for the final Cartesian minimization
stage, minc, is introduced next:

Listing 21

minc = IVM()

for tensor in tensors.values():

tensor.setFreedom("varyDa, varyRh") # allow all tensor parameters to float

protocol.cartesianTopology(minc)

Since the overall protein shape is not expected to change signifi-
cantly during that stage, the Da and rhombicity of each alignment
tensor are allowed to vary in order to optimize them.

Finally, all atoms are given a uniform mass and friction
coefficient:

Listing 22

protocol.massSetup()

Structure Calculation The calculation of a single structure is specified by the function
calcOneStructure defined below. It relies on two useful vari-
ables, which correspond to the initial and final temperatures of the
system:

Listing 23

temp_ini = 3500.0

temp_fin = 25.0

The initial temperature of 3500 K (temp_ini variable) is that of
the high temperature stage, and the starting temperature of
the simulated annealing stage. The final temperature of 25 K
(temp_fin variable) is that at the end of the simulated annealing
stage.

At this juncture, the protein atoms assume an arbitrary, extended
conformation with satisfied covalent geometry, as produced by the
function protocol.genExtendedStructure early on in the
script (see Listing 3). The initial actions of calcOneStructure
further modify the starting atomic coordinates in preparation for
the high temperature stage. First, all torsion angles defined in the
dyn IVM instance are randomized:
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Listing 24

def calcOneStructure(loopInfo):

"""Calculate a single structure."""

from monteCarlo import randomizeTorsions

randomizeTorsions(dyn)

Second, each torsion angle with an associated torsion angle
restraint is set to the restraint’s target value:

Listing 25

import torsionTools

torsionTools.setTorsionsFromTable(dihedralTable)

[Here is where the dihedralTable variable, assigned to the
restraint file path name in Listing 11 above, becomes useful.]
Finally, it is ensured that the covalent geometry is satisfied:

Listing 26

protocol.fixupCovalentGeom(maxIters=100, useVDW=True)

The reason to start with the correct covalent geometry is that
it cannot be improved in the calculations that take place in
torsion angle space (i.e., all but the final Cartesian minimization)
(see Note 6). It is also noteworthy that while the function
protocol.fixupCovalentGeom silently performs molecular
dynamics and minimization using the covalent energy terms and
atomic repulsions, the latter (triggered by the useVDW argument)
are only enabled sporadically, not necessarily enough to remove
atomic clashes. Indeed, the purpose of this function (as well as
protocol.genExtendedStructure) is to correct the covalent
geometry and not atomic contacts. This is certainly not an issue
because the generated structure is intended to go through the high
temperature molecular dynamics stage, where atomic repulsions are
also limited.

Before the start of the high temperature stage, the appropriate
energy scale values and atomic repulsive interactions have to be
established. This is achieved in the following two lines, which
clearly reveal the inner workings of lists highTempParams and
rampedParams:

328 Guillermo A. Bermejo and Charles D. Schwieters



Listing 27

InitialParams(rampedParams)

InitialParams(highTempParams)

The InitialParams function (discussed for the first time here, but
originally imported fromthesimulationToolsmodule inListing5
above) invokes the code snippet specified in each MultRamp
or StaticRamp instance provided to it in an input list (here,
highTempParams or rampedParams); in the case of a MultRamp
instance, it does so with the first value in the associated range.
The above Listing performs InitialParams(highTempParams)
after InitialParams(rampedParams). The effect is to override
settings of a common parameter in rampedParams by those in
highTempParams.Forexample,InitialParams(rampedParams)
configures repulsive interactions between all atom types, which
is immediately reconfigured to the Cα-only mode by
InitialParams(highTempParams), as desired for the high tem-
perature stage. By contrast, InitialParams(rampedParams)
sets the RDC energy scale to the initial value of the corresponding
MultRamp instance, a setting thatpersists because it is not involved in
highTempParams.

The stage is now set to configure the IVM object for torsion
angle molecular dynamics. The object dyn has already been set up
for torsion angle degrees of freedom (see Listing 20 above); it
remains for the molecular dynamics details to be specified:

Listing 28

protocol.initDynamics(dyn,

potList=etotal,

bathTemp=temp_ini,

initVelocities=True,

finalTime=100,

numSteps=1000,

printInterval=100)

dyn.setETolerance(temp_ini/100) # used to set step size ( default: temp/1000)

Here, with help from the function protocol.initDynamics,
the input dyn is associated with the energy terms in etotal (via
the potList argument), the initial temperature (via the bathTemp
argument), and a dynamics duration (whichever is reached first:
100 ps, as specified by the finalTime argument, or 1000 molec-
ular dynamics steps, as specified by the numSteps argument). In
addition, it is directed that the initial atomic velocities be rando-
mized (via the initVelocities argument) to values consistent
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with the temperature value. The printInterval argument spe-
cifies that every 100 steps of molecular dynamics a report is printed
in the output log file, which details the energy values of each term in
etotal, the kinetic energy, size of the molecular dynamics step and
the current time.

An IVM object’s eTolerance value (set on the above Listing’s
last line) controls the level of energy conservation to follow when
determining the time step size [17].During high temperature dynam-
ics this value is increased from its default of T/1000 (where T is the
temperature) so that conformational space is more widely sampled.

Finally, the IVM object is run, thus performing the molecular
dynamics task for which it has been configured:

Listing 29

dyn.run()

Since the subsequent simulated annealing stage also relies on
torsion angle molecular dynamics, the dyn IVM object can be
repurposed. Here, however, the temperature will be lowered in
discrete steps, and dyn run for each one of them. With this in
mind, dyn’s configuration follows:

Listing 30

protocol.initDynamics(dyn,

finalTime=0.2,

numSteps=100,

printInterval=100)

The configuration is similar to that previously performed (see List-
ing 28 above), except that (1) atomic velocities are taken from the
end of the previous molecular dynamics stage (the default behavior
of the initVelocities argument, implied by its absence),
(2) the energy terms are inherited from the previous configuration
(etotal) and, therefore, the potList argument is left unspeci-
fied, and (3) temperature is not specified, in anticipation of its
variability within the annealing schedule. The latter is set up and
run via a newly introduced object:

Listing 31

from simulationTools import AnnealIVM

AnnealIVM(initTemp=temp_ini,

finalTemp=temp_fin,

tempStep=12.5,

ivm=dyn,

rampedParams=rampedParams).run()
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where the dynIVM instance is provided (via the ivm argument), and
the initial and final temperatures are specified (via the initTemp
and finalTemp arguments, respectively), along with the tempera-
ture step (via the tempStep argument). That is, dyn is run with its
latest setup (in Listing 30 above) for each of the (3500� 25)/12.5
values of temperature. The rampedParams list is provided (via
the rampedParams argument). For a MultRamp instance in
rampedParams, the corresponding code snippet is invoked at the
beginning of each step (i.e., before dyn is run), with the involved
value geometrically increased in a stepwise fashion using the asso-
ciated range; this is the case of energy scales such as, for example,
that of the RDC term, which geometrically increases from 0.01 to
1.0 throughout the annealing schedule. For a StaticRamp
instance in rampedParams, the corresponding code snippet is
simply invoked as it is, at the beginning of each step; this is the
case of the torsion angle restraints’ energy scale, which remains at a
constant value of 200, as well as the configuration of atomic repul-
sions (except for their energy scaling).

Gradient minimization in torsion angle space follows, not sur-
prisingly relying on the dynIVM object, which is configured for the
Powell algorithm and run:

Listing 32

protocol.initMinimize(dyn,

printInterval=50)

dyn.run()

Gradient minimization in Cartesian space is the final action of
the calcOneStructure function. It relies on the IVM instance
minc, already configured with Cartesian degrees of freedom
(in Listing 21 above) for this purpose. The same function
protocol.initMinimize above can be used to set up minc for
Powell minimization, which is subsequently run:

Listing 33

protocol.initMinimize(minc,

potList=etotal,

dEPred=10)

minc.run()

Unlike dyn, minc was not assigned the applicable energy terms
(etotal) prior to minimization, hence the need to do it here (via
the potList argument). The dEPred argument provides the
Powell conjugate gradient algorithm [18] an estimate of the
expected drop in the energy. It has been found that specifying a
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value of 10 for Cartesian minimization results in better optimiza-
tion (the value would otherwise be 10�3).

Structure Gathering At this point, the end of indentation in the script lines of the
following Listing signifies that the calcOneStructure function
definition is finished. It remains to run calcOneStructure N
times, and generate statistics on the resulting structures, a task
conveniently handled by a StructureLoop object (from the
simulationTools module), which is setup and run as follows:

Listing 34

from simulationTools import StructureLoop

StructureLoop(numStructures=100,

structLoopAction=calcOneStructure,

doWriteStructures=True,

# Arguments for generating structure statistics:

genViolationStats=True,

averageSortPots=[etotal["BOND"], # terms for structure sorting.

etotal["ANGL"],

etotal["IMPR"], noe, rdcs, etotal["CDIH"]],

averageTopFraction=0.1, # top fraction of structs. to report on.

averagePotList=etotal, # terms analyzed.

averageFitSel= "not (name H * or PSEUDO)", # selection to fit...

).run() # to average structure...

# and report precision.

In this instantiation two kinds of arguments are noted, related to
either the structure calculation or the subsequent structural analysis.
numStructures,structLoopAction, anddoWriteStructures
belong to the former type, and, respectively specify the total number
of structures (N), the function used in the calculation of each of
them (i.e., calcOneStructure), and whether the corresponding
coordinate files (in PDB format) will be written. Each coordinate file
is accompanied by an analysis file with the same name, except that
the .viols extension is appended. This file contains information for
each term in argumentaveragePotList (typically, all the termsused
in the structure calculation, i.e., etotal), including detailed informa-
tion about violations in each term, atomic clashes, etc. The more
global structural analysis is triggered by the genViolationStats
argument, and is based on the top fraction of structures specified by
averageTopFraction, after all structures have been sorted from
low tohigh energyusing the terms inaverageSortPots. The results
of the analysis are stored in a file with the .stats extension, which
reports on all the energy terms specified in averagePotList. The
.stats file contains averages of fit metrics for each energy term,
and a list of the most violated restraints for each energy term.
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averagePotList is also used to compute a regularized average
structure to which the analyzed structures are fit (using the selection
string given in the argument averageFitSel) to report the coordi-
nate precision. Although not exercised here, the average structure can
be written out by specifying the extra argument averageFilename
to StructureLoop. StructureLoop transparently handles simul-
taneous parallel calculation of multiple structures either on a local
computer with multiple cores or on a cluster of computers. It is
noteworthy that, after the initial folding, as done here with GB1,
structures are usually refined by running a similar script (see Note 7
for details).

4 Notes

1. The PSF file of a standard protein, such as GB1, can be gener-
ated directly from the command line, by using one of the helper
programs provided with Xplor-NIH (within the bin directory
of Xplor-NIH’s distribution package). Assuming GB1’s amino
acid sequence is stored in the file gb1.seq (see Subheading 2.2
for more details), the PSF, gb1.psf, is generated simply by
typing:

seq2psf gb1.seq

The command automatically recognizes the system type (in this
case, protein), and uses the corresponding default topology file
(i.e., the latest version). Alternatively, when a PDB coordinate
file is available (e.g., representing a conformation different
from that under study), it can be similarly used to generate
the PSF with the helper program pdb2psf. Additional exam-
ples of PSF generation, including less standard cases, can be
found in Xplor-NIH’s distribution package, within the direc-
tory eginput/PSF_generation.

2. Use of the same seed number on the same computer yields the
same results.

3. Initial values for the alignment tensor’s Da and rhombicity can
be obtained using a maximum likelihood approach [19] which is
implemented in the Xplor-NIH helper program calcDaRh. For
example, based on the RDCsmeasured in bicelle media for GB1,
this program can be run from the command line by typing:

calcDaRh -normtype none bicelles_nh.tbl bicelles_hnc.tbl bicelles_nc.tbl

The -help option of the calcDaRh command can be invoked
for more details.

4. It is frequently simpler to use unnormalized RDCs. In such
case, the relative energy scales in Listing 8 should be set to one,
and the scale_toNH line in Listing 9 should be
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uncommented. Additionally, the Xplor-NIH convention is for
the gyromagnetic ratio of 15N to be effectively treated as posi-
tive, when it is in fact negative. If the RDC restraints have not
been prepared using the Xplor-NIH convention, the function
correctGyromagneticSigns (from the rdcPotTools
module) should be called before create_RDCPot in Listing 9.

5. Care has been taken to ensure that restraint formats supported
by the old XPLOR program [3] are compatible in the newer
Xplor-NIH [1, 2].

6. It is tempting (and erroneous) to think that when an IVM
object (i.e., an instance of ivm.IVM) is configured with torsion
angle degrees of freedom, as is the case with dyn in the main
text (see Listing 20 above), there is no need to include covalent
energy terms (i.e., for bond lengths and angles, and improper
dihedral angles) in molecular dynamics or minimization.
Indeed, while a great part of the covalent geometry remains
unchanged in torsion angle space, making such energy terms
unnecessary, some functional groups, however, require them.
This is the case for conformationally flexible rings, such as that
of proline residues, which require one endocyclic bond to
behave as a spring (as restrained by the bond energy term)
instead of being rigid. (Note that bond angles and improper
dihedral angles involving the atoms in the mentioned bond also
need to be restrained by the corresponding terms.) In addition,
the default torsion angle configuration of an IVM object
(applied to dyn via the protocol.torsionTopology func-
tion in Listing 20) allows flexibility in the peptide ω angle,
increasing the reliance on covalent energy terms (this behavior
is controlled by the optional fixedOmega argument of the
above function).

7. A script for refinement of a reasonable starting structure is
quite similar to fold.py presented above. The per-Listing
differences are enumerated here:

(a) The call to protocol.genExtendedStructure in
Listing 3 should be replaced by protocol.
initCoords(file.pdb), where file.pdb is an input
structure file to be refined.

(b) The call to calcTensorOrientation in Listing 7
should be replaced with a call to function calcTensor,
after importing it from the varTensorTools module.
This function computes the Da, rhombicity, and orienta-
tion of an input alignment tensor object via singular value
decomposition [20]. This full calculation (as opposed to
just the orientation with calcTensorOrientation) is
possible in the refinement case because a reasonable
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starting structure is available at the beginning of the
calculation.

(c) The initial temperature (temp_ini in Listing 23) should
be lowered to 3000 K.

(d) The calls to randomizeTorsions in Listing 24 and to
setTorsions in Listing 25 should be removed.

(e) Finally, if one desires to refine more than one structure, a
glob wildcard expression can be specified by adding the
pdbFilesIn argument of StructureLoop in Listing 34
(e.g., pdbFilesIn¼fold*.best would refine all the
structures whose file names match the pattern fold*.
best).

A refinement script is included in the file package associatedwith
this chapter (downloadable from theweb at https://nmr.cit.nih.
gov/xplor-nih/methodsMolBiol/).

Supplemental Listing: File fold.py (a commented version can be downloaded from the
web at https://nmr.cit.nih.gov/xplor-nih/methodsMolBiol/).

import protocol

protocol.initStruct("gb1.psf")

protocol.initParams("protein")

protocol.initRandomSeed(3421)

protocol.genExtendedStructure()

from potList import PotList

etotal = PotList()

from simulationTools import MultRamp, StaticRamp, InitialParams

highTempParams = [ ]

rampedParams = [ ]

from varTensorTools import create_VarTensor, calcTensorOrientation

tensors = {}

# medium Da Rh

for (medium, Da, Rh) in [("tmv107", -6.5, 0.62),

("bicelle", -9.9, 0.23)]:

tensor = create_VarTensor(medium)

tensor.setDa(Da)

tensor.setRh(Rh)

tensors[medium] = tensor

(continued)
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highTempParams.append(StaticRamp("""

for medium in tensors.values():

calcTensorOrientation(medium)

"""))

# medium expt. restraint file scale

rdcData = [("tmv107", "NH" , "tmv107_nh. tbl", 1),

("tmv107", "NCO", "tmv107_nc. tbl", 0.05),

("tmv107", "HNC", "tmv107_hnc. tbl", 0.108),

("bicelle ", "NH" , "bicelles_nh. tbl", 1),

("bicelle ", "NCO", "bicelles_nc. tbl", 0.05),

("bicelle ", "HNC", "bicelles_hnc. tbl", 0.108)]

from rdcPotTools import create_RDCPot, scale_toNH

rdcs = PotList("rdc")

for (medium, exp, table, scale ) in rdcData:

name = " % s_ % s" % (exp, medium)

rdc = create_RDCPot(name, table, tensors[medium])

rdc.setScale(scale)

# scale_toNH(rdc) # uncomment if unnormalized restraints

rdcs.append(rdc)

etotal.append(rdcs)

rampedParams.append(MultRamp(0.01, 1.0, " rdcs.setScale(VALUE)"))

import noePotTools

noe = noePotTools.create_NOEPot(name="noe",file="noe. tbl")

etotal.append(noe)

rampedParams.append(MultRamp(2, 30, "noe.setScale(VALUE)"))

from xplorPot import XplorPot

dihedralTable = "dihedral.tbl"

protocol.initDihedrals(dihedralTable)

etotal.append(XplorPot("CDIH"))

highTempParams.append(StaticRamp("etotal[’CDIH’].setScale(10)"))

rampedParams.append(StaticRamp("etotal[’CDIH’].setScale(200)"))

protocol.initHBDB()

etotal.append(XplorPot("HBDB"))

import torsionDBPotTools

torsiondb = torsionDBPotTools.create_TorsionDBPot(name="torsiondb",

system="protein")

etotal.append(torsiondb)

rampedParams.append(MultRamp(0.002, 2, "torsiondb.setScale(VALUE)"))

(continued)
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from repelPotTools import create_RepelPot, initRepel

repel = create_RepelPot("repel")

etotal.append(repel)

highTempParams.append(StaticRamp("""initRepel(repel,

use14= True,

scale=0.004,

repel=1.2,

moveTol=45,

interactingAtoms=’name CA’

)"""))

rampedParams.append(StaticRamp("initRepel(repel,use14=False)"))

rampedParams.append(MultRamp(0.004,4,"repel.setScale(VALUE)"))

importtorsionDBPotTools

repel14=torsionDBPotTools.create_Terminal14Pot("repel14")

etotal.append(repel14)

highTempParams.append(StaticRamp("repel14.setScale(0)"))

rampedParams.append(MultRamp(0.004, 4,"repel14.setScale(VALUE)"))

etotal.append(XplorPot("BOND"))

etotal.append(XplorPot("ANGL"))

rampedParams.append(MultRamp(0.4, 1.0,"etotal[’ANGL’].setScale(VALUE)"))

etotal.append(XplorPot("IMPR"))

rampedParams.append(MultRamp(0.1, 1.0,"etotal[’IMPR’].setScale(VALUE)"))

fromivmimportIVM

dyn=IVM()

for tensorintensors.values():

tensor.setFreedom("fixDa, fixRh")# fix tensorRhand Da(vary orientation)

protocol.torsionTopology(dyn)

minc=IVM()

for tensorintensors.values():

tensor.setFreedom("varyDa,varyRh")# allow all tensorparameterstofloat

protocol.cartesianTopology(minc)

protocol.massSetup()

(continued)
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temp_ini=3500.0

temp_fin=25.0

def calcOneStructure(loopInfo):

"""Calculate a singlestructure."""

from monteCarloimportrandomizeTorsions

randomizeTorsions(dyn)

importtorsionTools

torsionTools.setTorsionsFromTable(dihedralTable)

protocol.fixupCovalentGeom(maxIters=100,useVDW=True)

InitialParams(rampedParams)

InitialParams(highTempParams)

protocol.initDynamics(dyn,

potList=etotal,

bathTemp=temp_ini,

initVelocities=True,

finalTime=100,

numSteps=1000,

printInterval=100)

dyn.setETolerance(temp_ini/100)# used toset stepsize(default: temp/1000)

dyn.run()

protocol.initDynamics(dyn,

finalTime=0.2,

numSteps=100,

printInterval=100)

from simulationTools import AnnealIVM

AnnealIVM(initTemp=temp_ini,

finalTemp=temp_fin,

tempStep=12.5,

ivm=dyn,

rampedParams=rampedParams).run()

protocol.initMinimize(dyn,

printInterval=50)

dyn.run()

(continued)

338 Guillermo A. Bermejo and Charles D. Schwieters



protocol.initMinimize(minc,

potList=etotal,

dEPred=10)

minc.run()

fromsimulationToolsimport StructureLoop

StructureLoop(numStructures=100,

structLoopAction=calcOneStructure,

doWriteStructures=True,

# Arguments for generatingstructure statistics:

genViolationStats=True,

averageSortPots=[etotal["BOND"],# termsfor structure sorting.

etotal["ANGL"],

etotal["IMPR"], noe,rdcs, etotal["CDIH"]],

averageTopFraction=0.1,# top fraction of structs.to report on.

averagePotList=etotal,# termsanalyzed.

averageFitSel="not(name H*or PSEUDO)",# selection tofit...

).run() # toaverage structure...

# and report precision.
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Chapter 15

Practical Nonuniform Sampling and Non-Fourier Spectral
Reconstruction for Multidimensional NMR

Mark W. Maciejewski, Adam D. Schuyler, and Jeffrey C. Hoch

Abstract

A general approach to accelerating multidimensional NMR experiments via nonuniform sampling and
maximum entropy spectral reconstruction was first demonstrated by Laue and colleagues in 1987. Follow-
ing decades of continual improvements involving dozens of software packages for non-Fourier spectral
analysis and many different schemes for nonuniform sampling, we still lack a clear consensus on best
practices for sampling or spectral reconstruction, and programs for processing nonuniformly sampled
data are not particularly user-friendly. Nevertheless, it is possible to discern conservative and general
guidelines for nonuniform sampling and spectral reconstruction. Here, we describe a robust semi-
automated workflow that employs these guidelines for simplifying the selection of a sampling schedule
and the processing of the resulting nonuniformly sampled multidimensional NMR data. Our approach is
based on NMRbox, a shared platform for NMR software that facilitates workflow development and
execution, and enables rapid comparison of alternate approaches.

Key words Nonuniform sampling, NMR, Multidimensional, Maximum entropy reconstruction
(MaxEnt), Spectral reconstruction, Nus-tool

1 Introduction

The difficulty of obtaining high-resolution spectral estimates from
short data vectors using the discrete Fourier Transform (DFT) was
well understood from the inception of pulsed FT-NMR [1], but did
not present a serious obstacle until the advent of multi-dimensional
NMR experiments. These experiments employ a paradigm intro-
duced by Jeener [2], in which one or more indirect time dimen-
sions are sampled parametrically, by repeating the experiment while
incrementing the time delays corresponding to the indirect time
dimensions. Consequently, the total experiment time is directly
proportional to the number of sampled evolution times along the
indirect dimensions; long data vectors needed for high resolution
require lengthy experiments. With conventional sampling at
uniform intervals required by the DFT, sampling sufficient for
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high resolution in the indirect dimensions can become prohibitive
for three and higher dimensional experiments. With sampling con-
strained by the Nyquist sampling theorem, the sampling problem
for multidimensional experiments becomes more acute with
increasing magnetic field.

A general solution to this sampling problem was introduced by
Laue and colleagues [3, 4]: instead of sampling uniformly in the
indirect dimensions, a subset of evolution times from the uniform
(Nyquist) grid is sampled, and a non-Fourier method of spectrum
analysis that is capable of computing high-resolution spectra
despite the “missing” data. The method employed by Laue and
colleagues was maximum entropy (MaxEnt) reconstruction [5], a
powerful and robust regularization method that makes no assump-
tion about the nature of the signals. A closely related regularization
method that employs the l1-norm as the regularization functional
instead of the entropy is used in an approach known as Compressed
Sensing (CS) [6]. Both the methods utilize data sampled nonuni-
formly from the uniform Nyquist grid. They both iteratively deter-
mine the spectrum by regularizing a trial spectrum (minimizing the
l1-norm or maximizing the entropy), and inverting the spectrum
via inverse DFT to generate a “mock” data set that is constrained
(either approximately or exactly, in different approaches) to agree
with the measured data. There are many other methods capable of
computing spectra from nonuniformly sampled data [7], including
a large class of methods that model the time domain data as con-
sisting of a sum of exponentially decaying sinusoids. The algorithms
employed by different methods have been described elsewhere, but
a thorough critical comparison of the results from different
approaches has yet to be reported.

The results, regardless of the method used to compute the
spectrum, depend on the number and distribution of indirect
evolution times that are sampled [8–10]. The field of compressed
sensing (CS) provides theorems [11] specifying the minimal num-
ber of samples needed to faithfully reconstruct the spectrum via l1-
norm minimization that depends on the sparsity of the spectrum to
be recovered, which is the fraction of elements in the spectrum that
are nonzero. While these theorems indicate the presence of minimal
sampling thresholds for accurate recovery of the spectrum from
nonuniformly sampled data, their quantitative meaning for NMR
spectroscopy remains unclear, because NMR resonances have finite
linewidths that span multiple elements of the spectrum; in fact, the
Lorentzian lineshape is not band-limited. Supporting evidence that
the CS theorems do not directly apply to Lorentzian lines is that
steps taken to make the spectrum more sparse improve the perfor-
mance of l1-norm minimization for spectral recovery [12], mitigat-
ing some artifacts [13]. Since we cannot rely on CS theorems to
estimate the amount of sampling needed for accurate recovery of
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NMR spectra, we rely instead upon empirical experience to provide
conservative guidelines.

Two main principles governing the design of robust and effi-
cient sampling schemes are that the sampling should be biased
toward the part of the signal with the highest data content and
that it should be as incoherent as possible. The latter helps to ensure
that sampling artifacts are as small as possible, since no non-Fourier
method is capable of perfect suppression of sampling artifacts in the
presence of noise. The former is needed to ensure high sensitivity.
Quantitative measures of both properties exist that can be com-
puted for sample schedules a priori. We define the sampling func-
tion as a real-valued vector that is isomorphic with the sampling
grid, having the value one at elements corresponding to indirect
evolution times that are sampled, and the value zero for evolution
times not sampled. For an exponentially decaying signal with two
indirect dimensions, the relative sensitivity of a scheme with sam-
pling function K spanning a two-dimensional grid with size n1 by
n2 is given by

r Kð Þ ¼

Pn1

i¼1

Pn2

j¼1

K ijpij

Pn1

i¼1

Pn2

j¼1

pij

ð1Þ

where the elements of p are given by

pij ¼ exp � R2 1ð Þ
SW 1

� �

� R2 2ð Þ
SW 2

� �� �

ð2Þ
and R2(1) and R2(2) are the signal envelope decay rates, and SW1

and SW2 are the spectral widths in the two dimensions. Eqs. (1) and
(2) generalize to other signal envelopes (i.e., non-exponential
decay) and arbitrary dimensionality.

A measure of the incoherence of a sampling schedule is the
peak-to-side lobe ratio (PSR) for the point-spread function (PSF)
corresponding to the sampling scheme [14, 15]. The PSF is the
DFT of the sampling function. The PSF has a strong central (zero
frequency) component, with nonzero frequency values
corresponding to sampling artifacts (for uniform sampling the
PSF has a single nonzero value, the zero frequency component).
The PSR is the ratio of the value of the zero-frequency component
to the value of the largest nonzero-frequency component. Coher-
ent sampling schemes have small PSR, and large sampling artifacts;
incoherent sampling schemes have large PSR and small sampling
artifacts.
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1.1 General

Guidelines for

Designing Robust

Sampling Schedules

Here, we consider parameters of the experiment and sample that
influence the design of robust sampling schedules. A more detailed
discussion was recently provided by Rovnyak and colleagues [16].

1. Dimensionality. Nonuniform sampling of a single indirect
dimension for two-dimensional experiments presents special
challenges, because sampling artifacts are coherent across the
orthogonal, uniformly sampled direct dimension [17, 18].
Nonetheless, conservative application of NUS, with sampling
coverage of 0.3 or greater of the Nyquist grid, works well. If
the dynamic range of the experiment is high, higher sampling
coverage is appropriate. NUS from an oversampled grid has
been shown to help suppress sampling artifacts by shifting
them out of the spectral window. For three- and higher dimen-
sional experiments with two or more indirect dimensions, sam-
pling coverage of (0.3)k, where k is the number of indirect
dimensions, works well even for experiments with high
dynamic range. When dynamic range is low and sensitivity is
high, more aggressive undersampling with coverage of (0.1)k

has been reported to be successful.

2. Signal envelope. There are three main classes of signal envelopes
encountered in NMR, exponential decay, sine-modulated
exponential decay, and stationary (constant-time experiments).
Knowledge of the envelope type and decay rates is especially
important for designing sampling schedules that attain high
sensitivity. For the majority of experiments that yield exponen-
tially decaying sinusoids, an exponentially biased sampling dis-
tribution is appropriate. For J-modulated experiments, a
cosine-modulated exponential decay is appropriate, with the
cosine frequency matched to the signal anti-node. For
constant-time experiments, an unweighted random (or other
suitable sampling distributions; see below) is appropriate. For
exponentially biased sampling, it has been shown that an “over-
matched” bias (i.e., a bias at a decay rate faster than the rate of
signal envelop decay) is beneficial [19] and that sensitivity per
unit measuring time is improved by a factor of two when an
over-matched exponential sample weighting of 2 � T2 is used
[20].

3. Maximum increment. For Fourier methods of spectral analysis,
resolution is largely determined by the maximum evolution
time tmax. Non-Fourier methods are in principle capable of
super-resolution, that is, able to resolve frequencies closer
than 1/tmax. Nevertheless, the attainable resolution still
depends on the maximum evolution time sampled, and we
find a maximum evolution time of 3 � T2 (close to the
π � T2 maximum evolution time needed for the DFT to
achieve a digital resolution sufficient to resolve peaks separated
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by their natural linewidths [1, 21]) helps ensure that resolution
is determined by the magnet and sample characteristics, and is
not limited by sampling. Of course, the advantage when using
NUS is that not all samples corresponding to the maximum
evolution times (the “far edges” of the sampling grid) need to
be sampled.

4. Sampling distribution. The Compressed Sensing theorems are
based on fully incoherent, random sampling. However, ran-
dom sampling leads to poor sensitivity when used to detect
exponentially decaying sinusoids. When the sampling distribu-
tion is biased to sample more of the signal power, it has been
shown [16, 22] that biased (e.g., exponential) random sam-
pling leads to large gaps in the sampling coverage that can cause
unwanted sampling artifacts. Approaches that utilize nonran-
dom sampling distributions to distribute gaps more evenly,
eliminating large gaps, have been proposed, including Poisson
Gap [23], quantile (D. Rovnyak, personal communication;
manuscript in preparation; software available at http://www.
facstaff.bucknell.edu/drovnyak/dsrlab_downloads.html), and
quasi-random [24] distributions. There is not yet a consensus
on the best approach.

1.2 A Tool for

Generating and

Analyzing Sample

Schedules

In addition to the variety of non-Fourier reconstruction techniques
available to the spectroscopist, there are numerous schemes for
generating sample schedules. These schemes largely follow the
same set of heuristic guidelines noted above, but their differences
in implementation and variety of configuration parameters are
daunting. In addition, a systematic quantitative analysis of many
popular sampling schemes has not been performed, largely because
there has been no common platform for such an analysis and there
is no consensus on the appropriate quantitative metrics. In order to
address both these needs, we introduce nus-tool, a sample sched-
ule utility distributed through NMRbox. The goal of nus-tool is
to serve as a flexible interface that is able to incorporate various
existing sampling schemes and analysis metrics as modular addi-
tions. The nus-tool will facilitate the utilization of NUS and
provide a platform for systematic analysis of NUS schedules.

The nus-tool utility is a GUI interface that guides a user
through sample schedule construction and provides facilities for
writing the schedule to a file, reading a schedule from a file,
performing basic a priori analyses, and plotting. The components
of nus-tool are described below, and a screenshot of the utility is
shown in Fig. 1.

1. Generate. Sample schedules may be generated using random
sampling, exponentially biased sampling, and a set of schemes
based on quantiles (D. Rovnyak, personal communication)
that prevent large gaps. When sample schedules are generated,
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the command executed behind the GUI is reported in the
status window, so that it may be captured and run from a script.

2. Plot. Sample schedules may be shown in a scatter plot. Plots are
currently limited to 2D, but tools for selecting 2D planes
through higher dimensional schedules will be implemented.
In addition, projections that sum over dimensions will be
included; this will allow the sampling distribution along each
axis to be visually inspected.

3. Read/Write. Sample schedule file formats supported are Var-
ian, Bruker, and RNMRTK. There is additional ongoing work
by the NMRbox team to develop a Nonuniform Exchange
(NEX) file format. This universal format will aid with workflow
analysis in [25]. The draft specification for NEX is currently
included.

4. Analyze. Metrics for sensitivity (intrinsic sensitivity), resolu-
tion (mean/max evolution times), and artifact level (PSR) are
reported.

Once generated, sampling schedules produced by nus-tool
are used by the spectrometer to perform the experiment. Details of
implementing NUS experiments vary among instruments from
different manufacturers, and among different versions of operating
software from the instrument vendors.

1.3 General

Guidelines for Spectral

Reconstruction

Maximum entropy (MaxEnt) reconstruction belongs to the class of
regularization methods (which includes compressed sensing, CS)
that make no assumptions about the nature of the signals, and thus
are among the most robust non-Fourier methods. The two para-
meters governing MaxEnt reconstruction are aim, the level of
agreement between the mock-data obtained by inverse DFT of
the final spectrum and the empirically measured data, and def, a
parameter related to the sensitivity of the spectrometer. There are
two main regimes for values of aim; in the Bayesian regime aim is
comparable to the noise in the data. In the “MINT” or “FM”
regime [20, 26], the spectral reconstruction is nearly linear. The
latter regime gives smoother reconstructions and few false posi-
tives. Although the MINT regime leads to noisier reconstructions,
MINT is useful when quantification of peak intensities or preserva-
tion of spectral lineshapes is important.

2 Methods-General Spectrum Analysis Workflow

Here, we describe a general workflow for processing data from a 3D
NUS NMR experiment with MaxEnt, as implemented in the Row-
land NMRToolkit (RNMRTK). Figure 2 illustrates various steps in
the workflow, and compares MaxEnt reconstruction of the NUS
data with DFT of the data with zeroes used in place of FIDs not
sampled (nuDFT).
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2.1 Manual

Approach

1. Expand. Expand the Agilent or Bruker NUS time domain data
into a full multi-dimensional data set with zeros replacing any
FIDs not in the sample schedule. This is most easily implemen-
ted with nusExpand.tcl which is part of the NMRPipe conver-
sion utility and whose syntax is generally determined
automatically by the “bruker” or “varian” commands in the

Fig. 2 Steps in the workflow for processing of 3D NUS data in NMRbox. Panel A—(left) The first t1/t3 plane of
the fully expanded time domain data with zeros filled in for FIDs not in the sample schedule. (right) The sample
schedule indicating t2 (CACB, x axis) and t1 (N, y axis) intervals is collected. The first column in the sample
schedule, corresponding to the first t2 plane, corresponds to the collected FIDs on the left. Panel B—A 2D HN/
CACB summed projection of the 3D nuDFT spectrum with a 1D slice corresponding to the position of the solid
vertical line. Here, the sampling noise summed across the projection overwhelms the signals. The same 1D
slice is also shown in panels C, E, and F. Panel C—A single HN/CACB plane (plane 79) of the 3D nuDFT
spectrum. While significant sampling artifacts are present, the spectrum is suitable for determining phase and
other processing parameters. Panel D—The spectrum of a single FID with the longest combined evolution
delay in the sample schedule, prior to extraction along the amide proton region, which is used by the program
noisecalc to estimate values for the MaxEnt parameters def and aim. Panel E—The 2D HN/CACB summed
projection of the automated MaxEnt reconstruction. Panel F—A single HN/CACB plane of the 3D MaxEnt
reconstruction. The significant reduction in sampling noise in the MaxEnt reconstruction as compared to the
nuDFT is readily apparent in Panels E and F
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NMRPipe [27] distribution. Several significant advantages
occur by expanding the data prior to data conversion including
the ability to process the data with a nonuniform DFT
(nuDFT). While the nuDFT will give the poorest result with
no suppression of sampling artifacts, it is a quick method of
determining important processing parameters that are needed
such as data reversals, sign alterations, regions to extract, phase
values, and to validate the data conversion. In addition, an
intermediate file from the nuDFT will be utilized later in the
workflow for determining reasonable values for the MaxEnt
parameters def and aim.

2. Convert to NMRPipe. Convert time domain data from the
vendor specific to NMRPipe file format. During the conversion
meta-data regarding referencing can be modified, Bruker digi-
tal oversampled FIDs are corrected, and any data shuffling due
to sensitivity enhancement in indirect dimensions is performed.
The data conversion script is created automatically by the same
“bruker” or “varian” commands as with step 1.

3. Convert to RNMRTK. Data is converted from NMRPipe to
RNMRTK format with the program spectrum-translator. Note
that the NMRPipe formatted data must be in a single file for
spectrum-translator to function properly.

4. Process the spectrum with a nonuniform DFT (nuDFT).
Data are processed along all dimensions with DFT with tradi-
tional processing steps such as solvent suppression, data rever-
sals, apodization, zero filling, and phasing. However, a key
difference is that an intermediate file is saved after the nuDFT
along the acquisition dimension prior to extracting a region of
interest and deleting the imaginary data. The intermediate
saved data will be used in the next step to automatically deter-
mine reasonable values for the MaxEnt parameters; def.

5. Determine reasonable values for def, and aim. The 1D spec-
trum with the longest combined t1/t2 evolution time from the
intermediate saved data is analyzed by the program noisecalc
which determines reasonable values for def and aim based
on the RMS noise of the spectrum after purging the
highest amplitude signals and skipping the central solvent
region [28, 29].

6. Perform preliminary maximum entropy reconstructions to
determine λ. When processing t1/t2 planes of 3D data sets
with MaxEnt in constant-aim mode each plane stacked along
the t3 dimension is processed independently and produces its
own value of λ, the Lagrange multiplier that determines the
weight applied to the constraint term relative to the entropy
[30]. The variation of λ values among the t1/t2 planes intro-
duces a variation of intensity values, thus causing distortions in
peak shapes. To resolve this, the λ values are averaged to
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produce a single representative λ value, which is then used to
reprocess the t1/t2 planes in constant-λ [30] mode.

7. Process the spectrum with maximum entropy reconstruc-
tion. A MaxEnt reconstruction along all t1/t2 planes is per-
formed in constant-λmode using the def value from earlier and
the averaged λ value from the previous step.

8. Examine the spectrum and adjust the def multiplication
factor if desired. It is often desirable to set def slightly less
than the value determined by noisecalc. By setting def lower the
converged λ value will also decrease and the number of loops to
converge will increase. This can lead to a spectrum with a better
cosmetic appearance, but if pushed too far will lead to noise
spikes. Good results are generally obtained by multiplying def
by a value from 1.0 to 0.1.

2.2 Automated

Approach

The steps outlined in the above workflow can be tedious and rely on
having strong technical skills with the Rowland NMR Toolkit
program suite. To alleviate this burden we have created a program
called auto-maxent which handles all of the steps outlined in the
workflow with the exception of the generation of the NMRPipe file
conversion script. To implement the workflow these steps are
performed:

1. The NMRPipe “bruker” or “varian” command is run from the
directory with the raw time domain data.

(a) The “Read Parameters” button is selected.

(b) For Bruker data the checkbox “During Conversion (Nor-
mal FID)” is checked.

(c) Meta data for referencing and axis labels can be adjusted if
desired.

(d) The “Save Script” button is selected to save the script as
“fid.com” and the dialog box closed.

2. The data is converted by running “auto-maxent convert.” This
will run the NMRPipe conversion script, which will expand the
data and then convert to NMRPipe format. Data will then be
converted to RNMRTK format with spectrum-translator.

3. A configuration file named process.cfg is created by running
“auto-maxent setup.”

4. The data are processed with nuDFT by running “auto-maxent
dft.” The results are viewed in NMRDraw or contour and the
values in the process.cfg configuration file are updated iteratively
until a correct looking spectrum is attained, although with
significant sampling noise present.

5. Once the nuDFT produces a spectrum with the correct proces-
sing parameters and a region of interest has been selected, the
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data are processed with MaxEnt reconstruction with “auto-
maxent maxent.” The program will perform steps 5–7 in the
workflow above; FIDs are analyzed for reasonable values of def
and aim, preliminary MaxEnt calculations are performed on
t1/t2 planes to determine λ, and then the whole spectrum is
processed with MaxEnt in constant-λ mode.

6. The last step is to check the maximum number of loops for
convergence and adjust the def multiplier if desired. Typically,
the def multiplier is set between 1.0 and 0.1 and careful exami-
nation of weaker signals should be compared with the different
def multipliers. Note that when the def multiplier is set low the
spectrum may look cosmetically better, but 1D strips should
also be examined to be sure the noise has a normal distribution
and does not become spiky which would indicate def was set
too low.

All software described here, as well as sample data sets, sam-
pling schedules, and a detailed step-by-step tutorial are available on
the NMRbox platform. Access to NMRbox is free for academic and
non-profit users by visiting https://nmrbox.org. NMRbox is
provided by the National Center for Biomolecular NMR Data
Processing and Analysis, an NIH/NIGMS Biomedical Technology
Research Resource.
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Chapter 16

Covariance NMR Processing and Analysis for Protein
Assignment

Bradley J. Harden and Dominique P. Frueh

Abstract

During NMR resonance assignment it is often necessary to relate nuclei to one another indirectly, through
their common correlations to other nuclei. Covariance NMR has emerged as a powerful technique to
correlate such nuclei without relying on error-prone peak peaking. However, false-positive artifacts in
covariance spectra have impeded a general application to proteins. We recently introduced pre- and
postprocessing steps to reduce the prevalence of artifacts in covariance spectra, allowing for the calculation
of a variety of 4D covariance maps obtained from diverse combinations of pairs of 3D spectra, and we have
employed them to assign backbone and sidechain resonances in two large and challenging proteins. In this
chapter, we present a detailed protocol describing how to (1) properly prepare existing 3D spectra for
covariance, (2) understand and apply our processing script, and (3) navigate and interpret the resulting 4D
spectra. We also provide solutions to a number of errors that may occur when using our script, and we offer
practical advice when assigning difficult signals. We believe such 4D spectra, and covariance NMR in
general, can play an integral role in the assignment of NMR signals.

Key words NMR, Covariance, Resonance assignment, Peak lists, Spectral derivative, 4D spectra

1 Introduction

1.1 Assignment

Without Peak Lists

A central task in NMR assignment involves relating nuclei to each
other either through direct correlations or through their mutual
correlation to a common nucleus or set of nuclei. For example,
protein amide HN and N resonances are directly correlated to each
other in 2D HN-HSQC spectra, forming (HN, N) correlations.
Similarly, methyl HM and CM resonances form (HM, CM) correla-
tions in 2D HC-HSQC spectra. On the other hand, for large
proteins, amide resonances are related to methyl resonances
through their mutual correlation to Cα and Cβ nuclei in 3D
HNCA, HN(CA)CB, and HMCMCBCA spectra [1, 2]. Conven-
tional assignment techniques accomplish this by first abstracting
the raw data into a peak list made of frequency coordinates and then
comparing frequencies to identify shared resonances. In this
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instance, HNCA and HN(CA)CB spectra give rise to (HN, N, Cα)
and (HN, N, Cβ) correlations respectively, while HMCMCBCA
spectra give rise to both (HM, CM, Cα) and (HM, CM, Cβ) correla-
tions for valine residues. Software algorithms can identify instances
of common Cα and Cβ frequencies among these coordinates and
translate them into proposed assignments. While effective, the
conventional approach relies crucially on the premise that the fre-
quency coordinates in each abstracted peak list are a faithful repre-
sentation of the spectrum’s true, underlying correlations. However,
if this assumption is not fulfilled, the approach will fail outright. In
such a case, only revising the peak list can rescue the assignment, yet
this task is often fraught with ambiguity and error. Over the past
12 years, covariance NMR has emerged as a complementary tool to
conventional assignment techniques, because it does not rely on
any form of abstraction. It accomplishes the same task as traditional
approaches, namely relating unconnected nuclei through their
mutual correlation to a common nucleus, but it does so by directly
manipulating the raw data itself.

Covariance NMR was developed in 2004 by Br€uschweiler and
coworkers [3–7] as an alternative to conventional Fourier trans-
form processing. Initially, spectra were covaried with themselves as
a means to enhance resolution in indirectly detected dimensions.
Soon after, Blinov et al. introduced unsymmetrical covariance
NMR [8, 9], whereby novel correlation maps could be created by
covarying two different spectra. Later, related techniques broad-
ened to include hyperdimensional NMR [10, 11], assignment
without peak lists [12] and cross-spectra [13]. Finally, Snyder
et al. codified the theory of covariance NMR [14, 15] and
expanded its applications to higher dimensional spectra [16, 17].

Although covariance NMR is a promising alternative to tradi-
tional methods, the technique has not been widely adopted by the
NMR community. This is perhaps due to the high prevalence of
false-positive signals in covariance spectra. In an effort to address
this limitation, our lab recently introduced pre- and postprocessing
steps to help reduce or eliminate such artifacts [18, 19]. We discuss
our methods in Subheading 1.2. In Subheading 1.3, we discuss
specific applications using 4D covariance spectra made possible
with our procedures that we have successfully employed in both
the backbone and sidechain assignment of two large and challeng-
ing proteins [18, 20].

1.2 Eliminating

False-Positive

Correlations

To better understand the source of false-positive correlations, we
can recast covariance NMR as a series of inner products between
1D slices from two different spectra. Figure 1 illustrates that a
spectrum of (I, K) correlations can be covaried with a spectrum of
(L, K) correlations to form a covariance spectrum of (I, L) correla-
tions. The covariance operation, in this case, is equivalent to the
matrix product of the (I, K) and (L, K) spectra. If the two input
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spectra share a common signal along the subsumed (K) dimension,
such as in panel (b), then the resulting covariance spectrum will
feature a correlation at the corresponding row and column of the
signals in the first and second spectra respectively. However, if the
two spectra do not share a common signal in the subsumed dimen-
sion, as in panel (c), then the covariance spectrum will be empty.
False-positive artifacts originate from covariance between 1D slices
that share a signal purely by coincidence. Such an example is shown
in panel (d). Here, each original spectrum contains two peaks,
marked with * and {, that are nearly degenerate in the K dimension.
As expected, the covariance spectrum features the desired
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Fig. 1 Unsymmetrical covariance is equivalent to matrix multiplication. (a) The
series of colored squares to the left represent the peak plotted on the right as a
row vector. The intensity of the color in each square corresponds to the
amplitude of the peak. (b) 2D spectra can be represented as matrices. An
I � K matrix multiplied by a K � L matrix results in an I � L matrix,
subsuming the K dimension. If two spectra share a signal along the K
dimension, there will be a peak in their resulting matrix product. (c) If two
spectra do not share a peak in the K dimension, their matrix product will be
devoid of any peaks. (d) If two sets of peaks are nearly degenerate in the K
dimension, the covariance spectrum will feature false-positive artifacts. Here,
each pair of peaks in the input spectra, marked with { or *, produces a peak in
the covariance spectrum. The peaks marked {{ and ** are the desired
correlations, while the peaks marked {* and *{ are false-positive artifacts
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correlations at the ** and {{ positions. However, as a result of near
degeneracy, it also features undesirable peaks at the *{ and {*
positions. Such artifacts are an inevitable result of traditional covari-
ance methods and are especially prevalent when dealing with
crowded spectra, for example those of large and/or intrinsically
disordered proteins. Panel (d) also underscores the importance of
carefully processing the subsumed dimension. Any signals shared
between the input spectra, even those originating from spurious
signals or artifacts, will be carried over to the covariance spectrum
(see Note 1).

Our lab has introduced a preprocessing step that helps to
reduce the number and severity of such false-positive artifacts.
Figure 2 illustrates that the inner product is separable into two
operations, element-wise multiplication and summation. With
standard covariance NMR processing (panels (a)–(f)), if two 1D
slices feature even partially overlapping signals, then their element-
wise product will be strictly positive, and the subsequent summa-
tion will inevitably produce an incorrect and undesirable peak in the
covariance spectrum. However, if we first take the derivative of each
slice (panels (g) and (h)), prior to element-wise multiplication, the
product will be strictly positive only in the case of exact alignment
between the signals (panels (i)–(k)). If the signals are not perfectly
aligned (panels (l)–(n)), the element-wise product will feature both
positive and negative signals, and after summation, the negative
signals will act to reduce, change the sign, or eliminate false-positive
correlations. Spurious negative correlations can then be eliminated
by restricting the spectrum to only its positive elements.

In addition to the improvements offered by the derivative
preprocessing step, we have also implemented postprocessing
enhancements to the standard covariance protocol. Because we
are often able to find more than one common nucleus through
which we can relate unconnected nuclei, we can combine covari-
ance spectra obtained through different nuclei to further decrease
false-positive artifacts. Figure 3 demonstrates that two nuclei I and
L can be related to each other through common correlations to two
different nuclei K1 and K2. A spectrum of (I, K1) correlations can be
covaried with a spectrum of (L, K1) correlations to form a covari-
ance spectrum of (I, L) correlations, and spectra with (I’, K2) and
(L’, K2) correlations create a covariance spectrum of (I’, L’) corre-
lations. Here, K2 represents a completely different nucleus than K1,
e.g., Cβ rather than Cα, whereas the apostrophes indicate a second
instance of the same nucleus, e.g., I and I’ are both HN. Although
both the (I, L) and (I’, L’) spectra may each contain false-positive
signals originating from truly degenerate K1 or K2 frequencies, the
artifacts in each spectrum will likely be different. As a result, taking
the element-wise product of the two covariance maps will reinforce
the shared peaks while reducing erroneous signals. Furthermore, if
we restrict ourselves to only the positive correlations from each
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Fig. 2 Derivatives and covariance spectra. (a) The series of colored squares to the left represents the peak to
the right as a row vector. The intensity of the color in each square corresponds to the amplitude of the peak.
The peak is centered on the dotted line. (b) When two peaks align perfectly, the element-wise product of their
row vectors is strongly positive. (c) The matrix product of two 2D spectra is a covariance spectrum. Each of its
elements is a sum of an element-wise product, like that shown in (b). In this case, a strong signal is produced
in the covariance spectrum. (d) A different peak, slightly offset from the peak in (a), is represented by a shifted
row vector. (e) The shift between the peaks in (a) and (d) reduces their element-wise product. (f) The two
signals from (a) and (d) still produce an undesirable peak in the covariance spectrum. (g) and (h) Taking the
derivatives of the vectors in (a) and (d) yields the vectors in (i) and (l) respectively. The colored squares have
been reordered for clarity, even though they no longer correctly represent the changes in intensity. (i) The
derivative of the signal in (a) is still centered on the dotted line. (j) If two peaks align perfectly, then their
derivatives will as well, and the element-wise product of the two vectors is strictly positive. (k) Upon
summation, the element-wise product produces a strong peak in the covariance spectrum, as desired. (l)
The derivative of the signal in (d) is offset from the dotted line. (m) The element-wise product of the vectors
from (i) and (l) has both positive and negative values. (n) Upon summation, the positive and negative values
from the element-wise product cancel each other, producing an empty covariance spectrum. The false-
positive artifact has been eliminated
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individual covariance map prior to element-wise multiplication (see
the above), we eliminate any possibility of introducing erroneous
signals through the multiplication of two negative peaks.

1.3 4D Covariance

Spectra

Our applications so far [19, 20] have primarily focused on covary-
ing two 3D spectra with correlations of the form (I, J, K) and (L,M,
K) to create a 4D spectrum with (I, J, L, M) correlations (Fig. 4). A
4D covariance spectrum of this type amounts to the inner product
of every possible combination of 1D slices along the K dimension of
each spectrum. As a result, all of the previously discussed improve-
ments remain applicable. The derivative can be used as a preproces-
sing step before covariance, and the element-wise product of
multiple 4D spectra can be used after covariance to combine spectra
and reduce or eliminate artifacts.

Typically, these 4D spectra map one set of “spin anchors” to
another set of “spin anchors” through an intermediary set of nuclei.
Here, we borrow the term spin anchor from the software

I

K1
L

K1

I’

K2
L’

K2

I

L

I’

L’

a b c

d e f
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Fig. 3 The element-wise product of covariance spectra can eliminate artifacts.
Spectrum (a) is covaried with spectrum (b) to produce spectrum (c). The dot
symbol indicates matrix multiplication/covariance. The top-right signal in
spectrum (a) gives rise to the top signal in spectrum (c). The second signal in
spectrum (a) does not align perfectly with the signal in spectrum (b) in the
subsumed dimension, and as a result, gives rise to the smaller, artifact signal in
spectrum (c). Similarly, spectra (d) and (e) are covaried to produce spectrum (f).
The small, artifact peak in spectrum (f) is again the result of covariance between
imperfectly aligned signals in (d) and (e). (g) The element-wise product of (c) and
(f) reinforces the correct peak while eliminating the artifacts. We represent the
element-wise product operator with a circled dot
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application CARA [21] to refer to a correlation between a hydro-
gen nucleus and its directly attached, heavy atom nucleus. Much of
the NMR assignment process revolves around spin anchors. They
are the correlations observed in HN- and HC-HSQC spectra, and
many multidimensional NMR experiments correlate a spin anchor
to some other nucleus or nuclei. For example, HNCA correlates
the HNN anchor with Cα and HMCMCBCA correlates valine
methyl HMCM anchors with Cα and Cβ. 4D spectra correlating
spin anchors are particularly useful and simple to conceptualize.
They are easy to navigate, and they lend themselves well to assign-
ment without peak lists.

In the following protocol, we will outline the steps necessary to
calculate, navigate, and interpret 4D covariance spectra. We will
discuss how to prepare 3D spectra, including any necessary re-
processing. We will explain how to run our covariance script and
adjust the available options. Finally, we will illustrate how to tra-
verse and interpret the spectrum.

2 Materials

Covariance processing with our script requires four principal com-
ponents: a working installation of MATLAB or GNU Octave, the
Covariance NMRToolbox [22] by Snyder et al., the script itself and
a set of 3D spectra. Links to download our script, the Covariance
NMR Toolbox and GNU Octave are available on our website at
http://frueh.med.jhmi.edu/software-downloads/.

Fig. 4 4D covariance spectra. A 3D spectrum of (I, J, K) correlations can be covaried with a second 3D of (L, M,
K) correlations to form a 4D covariance spectrum with (I, J, L, M) correlations. If the two 3D spectra share a
signal at a common frequency in the K dimension, as shown, there will be a peak in the covariance spectrum
at the corresponding frequencies in the I, J, L, and M dimensions. A 4D spectrum can be visualized as a plane
of planes. As a result, each point in the I/J plane corresponds to an entire L/M plane
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Our script has been tested in both MATLAB 8.3þ (2014þ)
[23] and GNU Octave 4.0þ [24] on Linux, Mac, and Windows
operating systems. However, due to the simplicity of the code, it is
anticipated that our script will run successfully on most modern
versions of either MATLAB or Octave. Users are directed to their
institution for MATLAB licensing. Octave is available free of
charge. The Covariance NMR Toolbox should be decompressed,
placed in a permanent location on the disk, and added to the
MATLAB or Octave path with the addpath command. The script
itself should be copied and edited for each separate instance of its
execution, much like NMRPipe processing scripts. The input 3D
spectra should be in NMRPipe format, but they may be in either
plane-by-plane format or in a single, monolithic file.

Our script can be used to create 4D spectra connecting any
combination of HN or HC spin anchors. Figure 5 presents a
number of possible combinations. Each pair of 3D spectra to be
covaried should feature correlations to a common nucleus that will
be used to correlate the two different spin anchors. Further, if the
same spin anchors can be related to each other through different
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(HN(CA)CO • HNCO) ⊙
(HN(CA)CB • HN(COCA)CB)

(HNCA • HMCMCBCA) ⊙
(HN(CA)CB • HMCMCBCA)
or
(HNCA • HMCM(CG)CBCA) ⊙
(HN(CA)CB • HMCMCGCB)
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Fig. 5 Types of 4D covariance spectra that can be generated with the script described in this chapter. Each
panel illustrates the amino acid nuclei involved in a particular 4D covariance spectrum. The nuclei forming the
spin anchors that will appear in the 4D spectra are circled in blue or red, while the nuclei subject to covariance
and connecting the two spin anchors are circled in purple. Above each amino acid is a diagram indicating the
3D spectra involved and their proper combination during covariance calculations. A single dot indicates that
two spectra should be covaried, subsuming the purple dimensions. A circled dot indicates that two covariance
spectra should be multiplied in an element-wise fashion
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nuclei, the resulting set of 4D covariance spectra can be combined
with element-wise multiplication to reduce artifacts.

Once the requisite software packages and spectra have been
gathered, users may prepare their spectra for covariance.

3 Methods

3.1 Preparing

Spectra

Before using our script to calculate a 4D covariance spectrum, users
must first prepare their 3D spectra appropriately. To successfully use
our script each spectrum must be transposed correctly, the digital
resolution must match appropriately among all 3D spectra, and the
spectra must have a self-consistent calibration.

Our script requires that the spin anchor nuclei be placed in the
X and Y dimensions of the NMRPipe spectrum and that the shared
nucleus be placed in the Z dimension. The Z dimension corre-
sponds to the K dimension in Fig. 4 and is the dimension that will
be subsumed during covariance. To satisfy this requirement, users
must transpose their spectra appropriately in nmrPipe. This can be
accomplished using any combination of the nmrPipe functions TP
and ZTP as well as when reading (xyz2pipe) and writing
(pipe2xyz) data with the options -x, -y, and -z. Table 1 describes
the effect of each function or option when reading the data from
the disk, transforming it in memory and writing back to the disk.
Many combinations amount to the same result. For example, to
transfer data from the Y dimension to the Z dimension, use a
combination of xyz2pipe -y and pipe2xyz -z. The same could be
accomplished with xyz2pipe -z and pipe2xyz -x or even xyz2pipe -

Table 1
Effect of each NMRPipe function/option on the transposition of the data. A, B, and C each represent a
dimension name. The order of the three characters in each box indicates the order of the data in the
dimensions X, Y, and Z of the spectrum respectively. The right-most column specifies the location of
the data before and after using the function/option

Function/option Before After Start -> End

xyz2pipe -x ABC ABC Disk -> Memory

xyz2pipe -y ABC BAC Disk -> Memory

xyz2pipe -z ABC CAB Disk -> Memory

nmrPipe -fn TP ABC BAC Memory -> Memory

nmrPipe -fn ZTP ABC CBA Memory -> Memory

pipe2xyz -x ABC ABC Memory -> Disk

pipe2xyz -y ABC BAC Memory -> Disk

pipe2xyz -z ABC BCA Memory -> Disk
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x, nmrPipe -fn TP, nmrPipe -fn ZTP and pipe2xyz -x. Users can
verify that the data are correctly transposed by using the command
showhdr. The shared nucleus should be listed under the column
“Z-Axis” for each spectrum.

If multiple pairs of 3D spectra will be covaried and later multi-
plied together, then the order of the spin anchor dimensions should
be consistent across each pair of 3D spectra. For example, if HNN
spin anchors in the HNCA and HN(CA)CB spectra will be
connected to HMCM spin anchors in HMCMCBCA spectra
through both Cα and Cβ, then HN should be found in the same
dimension of both the HNCA and HN(CA)CB spectra, e.g., along
the X dimension. The same is true for the other three nuclei
comprising the two spin anchors that will be correlated. Note that
once the shared nucleus has been properly placed in the Z dimen-
sion, correctly placing the remaining nuclei should require at most
an XY transpose with the nmrPipe function TP or xyz2pipe and
pipe2xyz options -y.

The next step when preparing spectra is to match the digital
resolution along any dimensions that undergo covariance or
element-wise multiplication. This is essential to ensure that each
discrete element of one spectrum is multiplied with its
corresponding element in the other spectrum. As discussed in
Subheading 1.2, element-wise multiplication is part of both the
covariance operation itself and our postprocessing scheme. If a 4D
spectrum is calculated from a pair of 3D spectra with correlations of
the forms (I, J, K1) and (L, M, K1), as in Fig. 4, then the digital
resolutions of the two K1 dimensions must be matched before
covariance. Furthermore, if there is a second pair of 3D spectra
with correlations (I’, J’, K2) and (L’, M’, K2), then not only must
the digital resolutions of the two K2 dimensions match, but the
resolution of I must match that of I’, J must match J’, L must match
L’, and Mmust match M’. Stated differently, the digital resolutions
of each K dimension must match within each pair of covaried 3D
spectra, and the digital resolutions of the I, J, L, and M dimensions
must match respectively across all pairs of 3D spectra.

Figure 6 illustrates why and how the digital resolutions are
matched. Specifically, we consider spectra with different spectral
widths, carrier frequencies, and initial resolutions. Panel (a) repre-
sents a slice of 120 points along a 13C dimension centered at 55
PPMwith a spectral width of 30 PPM. Panel (b) represents a slice of
96 points centered at 58 PPM with a spectral width of 28 PPM.
Both spectra contain a signal at 52 PPM. Beneath each spectrum is
a series of dots representing the points at which each spectrum is
sampled. Each space between dots represents eight points of the
spectrum. Panel (c) demonstrates that although the two spectra
represent the same underlying signal, they sample that signal at very
different data coordinates. Panel (d) shows that if we compress the
second spectrum to align each of its points with the first spectrum,
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the signals themselves no longer align. As the two spectra are
currently processed, there is simply no way to correctly multiply
them in an element-wise fashion. The solution is simply to zero pad
the two spectra to reach the same digital resolution after Fourier
transformation. In this case, the first spectrum contains 120 points
over a spectral width of 30 PPM, giving a digital resolution of 4.00
points per PPM, whereas the second spectrum features 3.43 points
per PPM. Zero padding the second spectrum from 96 points to
112 points will increase its digital resolution to 4.00 points per
PPM, matching the first. It is important that the digital resolutions
match exactly (seeNote 2). The newly zero padded spectra in panels
(e) and (f) are overlaid in panel (g). Now both spectra sample the
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Fig. 6 Matching the digital resolution between spectra. The dots below the spectra correspond to the points at
which the frequency axis is sampled. Each space between the dots represents eight sampled points. (a) A 1D
spectrum of 120 points, with a spectral width of 30 PPM and centered at 55 PPM (digital resolution of 4.00
points per PPM). A single signal is present at 52 PPM. (b) A 1D spectrum of 96 points, with a spectral width of
28 PPM and centered at 58 PPM (digital resolution of 3.43 points per PPM). This spectrum also has a signal at
52 PPM. (c) When overlaying the two spectra from (a) and (b), the signals properly align at 52 PPM. However,
each spectrum is sampled at very different locations along the frequency axis. (d) If we compress the
spectrum from (b) to align with the spacing of those in (a), our signals no longer align. Multiplying the aligned
points would not produce a correlation in the covariance spectrum. Consequently, element-wise multiplication
is not well defined. (e) The same spectrum as in (a). (f) The spectrum from (b) zero padded from 96 to 112
points before Fourier transformation. It now has a digital resolution of 4.00 as well. (g) When overlaying the
signals from (e) and (f), both the signals and the sampling locations align. (h) Each spectrum has been
restricted to the region common to both spectra. Element-wise multiplication is well defined and will lead to a
correlation in the covariance spectrum
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underlying signal at the same locations. Finally, the limits of each
spectrum are restricted to a common region, here 44 to 70 PPM as
in panel (h), and element-wise multiplication is well defined. This
last step is performed within our processing script.

Finally, users should be sure that all NMRPipe spectra are self-
consistently calibrated in every dimension. Combining concepts
from Figs. 3 and 6, we note that it is extremely important for
each signal to align exactly with its counterpart in another spectrum
when undergoing element-wise multiplication. Misalignment due
to incorrect calibration, even by one point, can substantially reduce
the amplitudes of covariance correlations. We advise users to find a
set of clearly identifiable signals and use nmrDraw to verify that
those signals occur at exactly the same chemical shift in every
spectrum, usually by updating the values of CAR in fid.com scripts.

Once the spectra have been transposed and calibrated and the
digital resolutions have been matched, the final consideration
before running our script is the size of the resulting 4D spectrum.
The size of the 4D spectrum can be calculated by multiplying the
total number of points (the product of the dimension sizes I, J, L,
and M) by the size of each point (4 bytes), and adding the size of
the NMRPipe header (2048 bytes). Dividing this number by 220

will give the size in megabytes (MB), whereas dividing it by 230 will
give the size in gigabytes (GB). Users should be aware that it may
not be possible to manipulate and view large files properly in all
software (see Note 3). If users determine that the size will be too
large, they should either reduce the size of the input spectra in the I,
J, L, and/or M dimensions or downsample the resulting 4D spec-
trum (see below). Reducing the size of the input spectra can be
accomplished in three ways: extract only the regions of the spec-
trum relevant to analysis; reduce the amount of zero padding if any;
or truncate the time-domain data at the cost of resolution. The
option to downsample the 4D spectrum will be discussed further
below.

3.2 Running the

Script

Users should make a new copy of our script for each calculation.
This has the beneficial effect of maintaining a record of processing
parameters. Users will need to modify the eight parameters at the
beginning of the file: filenames, extract_IJLM, extract_K, file-
name_4D, labels_4D, lambda, with_mrs, and downsample.

The variable filenames is a two-column cell array representing
the input spectra. Each row specifies a pair of 3D spectra that will be
covaried to produce a 4D spectrum. If multiple rows are present,
the 4D spectrum from each row will be combined with all others
using element-wise multiplication to form the final spectrum. Each
element of the cell array is a string indicating the location of a 3D
spectrum. The string may indicate a single file, if it points to a
monolithic NMRPipe spectrum, or it may be a standard NMRPipe
formatting string of the form “/path/to/test%03d.ft3.” Users
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should note the order of their spectra in each row. The first column
should always indicate the spectrum with dimensions I, J, and K,
while the second column should always indicate the spectrum with
dimensions L, M, and K. For example, a correlation map for
sequential amide resonance assignment employing HNCA and
HN(CO)CA, as well as HN(CA)CB and HN(COCA)CB, would
require the lines:

filenames ¼ {“/path/to/HNCA/ft3/test%03d.ft3", ...

“/path/to/HNCOCA/ft3/test%03d.ft3”; ...

“/path/to/HNCACB/ft3/test%03d.ft3”, ...

“/path/to/HNCOCACB/ft3/test%03d.ft3” ...

}

If different spectral widths have been used, the script automati-
cally extracts the largest possible region for each dimension (e.g.,
44 PPM to 70 PPM in Fig. 6). Alternatively, if a specific region is
desired, users may specify the limits of the region, in PPM, for each
dimension. This is particularly useful when calculating residue-
specific covariance maps [20]. A single NMRPipe spectrum can
be prepared, and various residue-specific regions can be extracted
from it during each calculation.

The variables extract_IJLM and extract_K define the limits of
extracted regions for the various dimensions that undergo element-
wise multiplication. extract_IJLM is a 1 by 4 cell array, where each
element is a 1 by 2 array representing the limits of extraction for the
I, J, L, and M dimensions respectively. Be sure to verify that these
limits fall within the bounds of each spectrum (see Note 4). If an
array is empty, the script will default to the largest possible region
for that dimension. If no specific regions are desired for any of the
four dimensions, users can leave the entire cell array empty.
extract_K defines the regions extracted along the covaried dimen-
sions. It functions exactly as extract_IJLM, except that it is a 1 by P
cell array, where P is the number of pairs of 3D spectra to be
combined in the final 4D spectrum. This number should also
correspond to the number of rows in the filenames cell array.
Once again, if no specific regions are desired for any of the P
different K dimensions, users can leave the entire cell array empty.
The following examples are all valid inputs when P ¼ 3:

extract_IJLM ¼ {[6 10.5], [131 103], [10.5 6], [103 131]};

extract_IJLM ¼ {[6 10.5], [], [10.5 6], []};

extract_IJLM ¼ {[], [], [], []};

extract_IJLM ¼ {};

extract_K ¼ {[30 60], [15 75], [182.5 171]};

extract_K ¼ {[], [15 75], []};

extract_K ¼ {[], [], []};

extract_K ¼ {};
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The variable filename_4D represents the output spectrum. The
spectrum may be output in one of three NMRPipe formats: a
single, monolithic file; a series of 2D files; or a series of 3D files. If
a monolithic file is desired, filename_4D should be a string specify-
ing a single file, for example “/path/to/test.ft4.” In some cases,
monolithic files may require an additional processing step after our
script has run (seeNote 5). If a series of 2D files is desired, then the
string should be in the familiar NMRPipe format for 4D spectra, for
example “/path/to/test_%03d_%03d.ft4.” Finally, if a series of 3D
files is desired, the string should be similar to that of a 3D
NMRPipe spectrum, for example “/path/to/test%03d.ft4.”

The variable labels_4D specifies an NMRPipe label for each
dimension in the resulting 4D spectrum. It is a 1 by 4 cell array,
where each element is a string of up to four characters. The order of
the labels coincides with the order of the dimensions, namely I, J, L,
and M. For example:

labels_4D ¼ {‘HN’, ‘N’, ‘HM’, ‘CM’};

The variable lambda corresponds to the parameter λ in the
Generalized Indirect Covariance formalism [14] and reflects the
power to which the covariance spectrum is taken during calcula-
tion. λ values of 1/2 were used to suppress the effects of pseudo-
relay artifacts in symmetrical covariance of NOESY and TOCSY
type experiments. In unsymmetrical covariance, the slope of a signal
with respect to λ can be used to assess the signal’s veracity.

The Boolean variable with_mrs specifies whether maxima ratio
scaling should be implemented. Maxima ratio scaling is a technique
developed by Snyder and coworkers [15] to reduce the effects of
inhomogeneous noise in covariance spectra. Because each point in a
covariance spectrum is the product of two 1D slices, the noise at
each point is modulated by the amplitude of the signals in the slices
from which it came. This has a nonlinear effect on the distribution
of the noise and can often create “ridges” of noise emanating from
strong signals in the covariance spectrum. In a 4D spectrum,
instead of ridges, this often manifests as varying noise intensities
in each different plane of the spectrum. Turning on maxima ratio
scaling can help to reduce this effect.

Finally, downsample is a parameter used to reduce the size of the
output spectrum. Rather than limiting the size of the input spectra
to reduce the size of the 4D spectrum, possibly broadening its
signals, downsampling seeks to use the highest resolution input
spectra possible and simply reduce the size of the 4D spectrum
after the fact. It is applied to the dimensions I, J, L, and M and not
to the subsumed dimension K. Downsampling reduces the number
of points in a particular dimension by writing only every nth point
along that dimension. The variable downsample is a 1 by 4 cell array
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with integers defining the amount of downsampling in each dimen-
sion (I, J, L, or M). A downsampling factor of one has no effect on
the data. A downsampling factor of two indicates that the script
should only output every 2nd point along that dimension. If down-
sampling is not desired in any dimension, simply leave the cell array
empty. The following examples illustrate valid input:

downsample ¼ {2, 2, 2, 2};

downsample ¼ {2, 1, 2, 1};

downsample ¼ {1, 1, 1, 1};

downsample ¼ {};

While downsampling may seem like a promising solution to
reduce data size, we caution users on its use. When signals are
relatively sharp in the original data, some correlations may be
severely reduced by the procedure. In general, we have found that
it is safer to reduce the size of input spectra. Nevertheless, we have
retained this option for users to experiment with.

3.3 Navigating and

Interpreting 4D

Covariance Spectra

Just as a 3D spectrum can be thought of as a series (line) of planes, a
4D spectrum can be thought of as a plane of planes. In a 3D
spectrum, we often use a cursor to choose coordinates in two
dimensions and view the corresponding 1D slice along the remain-
ing dimension. In a 4D spectrum, choosing coordinates in two
dimensions allows us to view the corresponding 2D plane along
the remaining dimensions. A 4D spectrum viewer typically displays
two planes of data side by side, each with its own cursor. The plane
on the right is specified by the two coordinates from the cursor on
the left and vice versa. Moving the cursor in one plane updates the
data in the opposite plane based on the new coordinates.

Navigating a 4D spectrum is much like navigating a 3D spec-
trum. In a 3D spectrum, the two dimensions corresponding to a
spin anchor are usually synchronized to an HSQC. For example,
when viewing an HNCA, users often use an HN-HSQC to choose
a signal of interest and then identify the location of its
corresponding Cα chemical shift in a synchronized display of an
HNCA spectrum. In a 4D spectrum, however, there are two spin
anchors that can both be synchronized to HSQCs. Extending the
3D example to a 4D spectrum of (HN, N, Hα, Cα) correlations, the
HN and N dimensions can be synchronized to an HN-HSQC while
the Hα and Cα dimensions can be synchronized to an HC-HSQC.
In this scenario, choosing a signal of interest in the HN-HSQC
allows users to identify its corresponding signal in the HC-HSQC.

Figure 7 illustrates the navigation of a 4D covariance spectrum
and demonstrates some of the complications that might arise when
assigning resonances. Here, we discuss a situation exposing the
limitations of pre- and postprocessing artifact suppression, and we
present a solution to overcome these limitations during analysis.
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Fig. 7 Navigating a 4D spectrum. (a) Zoomed region of a 2D HN-HSQC. (b)
Zoomed region of a 2D HC-HSQC. (c)–(f) Views of a 4D covariance spectrum
connecting HNN spin anchors to HMCM spin anchors through Cα and Cβ. The left
panes represent the HN/N planes at the position of the HM/CM cursor on the right
panes. The right panes depict the HM/CM planes at the position of the HN/N cursor
on the left panes. The panes to the left of panels (d) and (e) show strips from the
HNCA and HN(CA)CB along the Cα and Cβ dimensions at the position of the HN/N
cursor. Similarly, the panes to the right show strips from the HMCMCBCA at the
position of the HM/CM cursor. (c) The cursors begin synchronized to their
respective positions in the 2D HSQCs. The right pane shows three possible
methyl assignments for the amide signal selected in the HN-HSQC. No peak is
selected in the HC-HSQC, so no signals are present in the left pane. (d) One of
the assignment candidates is selected in the HM/CM plane revealing (HN, N)
correlations in the HN/N plane but none at the coordinates of the cursor. The
positions of signals in the strips do not match. (e) A second assignment
candidate is selected in the HM/CM plane. Here, the positions of signals in the
strips match and the methyl resonances have been assigned to the amide
resonances. (f) Moving the HN/N cursor to a peak discovered in (d) reveals its
assignment candidates
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The situation arises when a weak and a strong signal have nearly
degenerate frequencies in the covaried dimension, and the
(reduced) artifact correlation in the 4D covariance spectrum com-
petes with the true, weak correlation. Figure 7 displays a cartoon
representation of a 4D spectrum generated from HNCA, HN(CA)
CB, and HMCMCBCA spectra and connecting HNN spin anchors
to HMCM spin anchors in valine residues. Panels (a) and (b) display
selected regions of the HN- and HC-HSQCs associated with these
data; note the differing peak intensities. In the following example, it
will be assumed that the HNN spin anchors are fully assigned and
that we are using the 4D covariance spectrum to assign their
associated methyl resonances. To emphasize this strategy, we will
refer to the HN/N plane of the 4D as the fixed plane and the HM/
CM plane as the explored plane. Panels (c) through (f) represent
various states of the 4D spectrum throughout the assignment
process.

Panel (c) represents a view of the 4D spectrum with the cursor
positions of each plane synchronized with their respective HSQCs
as defined in (a) and (b). In this initial configuration, the cursor in
the fixed plane is set to investigate a weak signal observed in the
HN-HSQC. As a result, we can identify several possible methyl
candidates in the explored plane. On the other hand, because we
have not set out to investigate a particular methyl signal, the cursor
in the HC-HSQC is placed at a position containing only noise.
Accordingly, the HN/N plane has no visible signals.

Panel (d) illustrates the 4D spectrum after moving the cursor in
the explored plane to its largest signal, updating the view of the
fixed plane. We observe a strong amide signal in the fixed plane, but
not at the HN/N position of interest. In this scenario, the contour
levels have been set according to the intense amide signal (seeNote
6), and the signal at the (HN, N) position of interest lies below the
contour threshold. This is an immediate indicator that, in all likeli-
hood, this is not the correct methyl assignment for the amide signal
under investigation. We can verify this hypothesis by inspecting the
original 3D data. The HN/N cursor of the 4D spectrum is syn-
chronized to those of HNCA and HN(CA)CB and the HM/CM

cursor is synchronized to that of HMCMCBCA, providing the
strips shown to the left and to the right, respectively. Inspection
of the carbon dimensions reveals that both Cα and Cβ are nearly
degenerate but clearly different for HNN and HMCM anchors (hor-
izontal lines). This false-positive correlation occurs in spite of the
spectral derivative in the carbon dimensions because of the large
amplitude of the signal in the HMCMCBCA spectrum. Because
such a scenario cannot be predicted, we use covariance spectra to
supplement rather than supplant examination of the original data.
That is, we maintain the synchronization with the original data
(here HNCA, HN(CA)CB, and HMCMCBCA) throughout the
entire assignment procedure.
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Panel (e) investigates the next-strongest signal in the explored
plane. In addition to the previously discussed signal in the fixed
plane, we can now observe a small signal at the position of interest.
However, we also note that there are many such small signals in the
fixed plane (see Note 7). Examination of the original data reveals
identical Cα and Cβ resonance frequencies in the associated strips.
Thus, after only investigating two candidate resonances, we have
assigned a methyl signal for this Valine residue without ever having
picked a peak. Simultaneously, in panel (d), we have identified a
candidate amide signal for a second methyl. This assignment is
confirmed in panel (f), where the cursor in the fixed HN/N plane
has been moved to the amide candidate, revealing a single signal in
the HM/CM explored plane. Importantly, if the explored plane is
devoid of any signals, it indicates conclusively that no such correla-
tion exists in the raw data. This is in contrast to peak picking
techniques where it is not possible to distinguish between truly
missing signals and unpicked peaks.

4 Notes

In the following section, we will outline some of the common
problems users might experience when working with 4D covariance
spectra and our script.

1. In all types of covariance NMR processing, it is very important
that the dimension(s) subsumed during covariance be pro-
cessed extremely carefully. In our case, we refer to the K
dimension of each 3D spectrum (Fig. 4). As discussed in Sub-
heading 1.2, each point in the 4D covariance spectrum is the
inner product of a slice along the K dimension from each 3D
spectrum. If there are any artifacts or unwanted signals in either
of these slices, they will result in unwanted signals in the
covariance spectrum. For instance, a baseline shift in two
empty slices will create a correlation in the covariance spectrum
even when no signals exist in them. Artifacts of any type in the
subsumed dimension (improper phasing, baseline shifts, base-
line rolls, unsuppressed water, t1 noise, axial peaks, etc.) will all
result in artifacts in the covariance spectrum. In some cases, it
may be necessary to remove portions of the spectrum to
recover a good covariance spectrum. For example, if the
detected dimension is to be covaried, it may be necessary to
remove the region containing water for the purposes of covari-
ance. Similarly, regions selected in indirect, covaried dimen-
sions should be devoid of axial peaks.
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2. When matching digital resolutions between dimensions, it is
important to note that even small differences can still give rise
to errors. For example, a digital resolution of 4.00 points per
PPM and a spectral width of 25 PPM would result in a spec-
trum of 100 points. However, a digital resolution of 4.02
points per PPM and the same spectral width of 25 PPM
would result in a spectrum of approximately 100.5 points,
which would be rounded up to 101 points. In such a case,
users might encounter a “Resolution mismatch” error without
realizing the source of the problem.

3. In Subheadings 3.1 and 3.3 we discussed issues pertaining to
the potentially large file sizes of 4D spectra. While the file size is
not an issue in itself, many software programs cannot handle or
underperform with large files. Notably, older versions of
NMRPipe may have difficulties handling large files. Users can
circumvent this issue by upgrading to the latest version of
NMRPipe.

4. In some cases, the nominal value for the edge of a spectrum
may be slightly different from its true value. For example, if a
user extracted the region from 10 to 6 PPM from the HN

dimension of a spectrum, the true right-edge of the spectrum
may in fact be at 6.002 PPM. If a user then tried to extract a
sub-region with our script, using the extract_IJLM variable, a
value of 6 PPM as a limit of extraction might result in an error
indicating that the limit falls outside the range of the spectrum.
Simply increasing this value to 6.002 would resolve the issue.

5. Although our script can produce monolithic files for 3D and
4D NMRPipe spectra, Windows users will have to run the
command “sethdr filename.ft4 -pipeFlag 1” after processing.
Wemanaged to avoid this constraint forMac and Linux but not
for Windows. When used in Windows, the script will issue a
warning reminding users to perform this task.

6. The dynamic range in covariance spectra is larger than that of
normally acquired spectra. This property results from the mul-
tiplication of signals that occur when performing covariance or
when multiplying 4D maps to remove artifacts. We have taken
care to scale the spectra during processing in order to cap the
maximum amplitude of signals, thereby avoiding cases of
floating-point “overflows” where a point exceeds 3.4e þ 38
and becomes þInf. However, users should expect a large
dynamic range when examining covariance spectra and may
have to frequently change the contour levels as needed. Such
changes in contour levels were assumed when creating the
cartoon spectrum in Fig. 7.

Covariance NMR Processing and Analysis 371



7. When assigning correlations involving a weak resonance corre-
lated with a strong signal in original spectra, it is often much
easier to search for candidates by selecting the dimensions of
the weak peak as the “fixed” plane and search for new correla-
tions in the explored plane with dimensions of the strong
signal. In effect, the amplitude of the entire explored plane
(including noise) reflects the amplitude of the signal in the
fixed plane. In our experience, the correct assignment is more
likely to stand out when searching in this direction. In the other
direction, many false-positive correlations may be of equal or
greater height than the true correlation. Panel (e) in Fig. 7
demonstrates what such an example might look like.
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Chapter 17

Structures of Dynamic Protein Complexes: Hybrid
Techniques to Study MAP Kinase Complexes and the ESCRT
System

Wolfgang Peti, Rebecca Page, Evzen Boura, and Bartosz Różycki

Abstract

The integration of complementary molecular methods (including X-ray crystallography, NMR spectros-
copy, small angle X-ray/neutron scattering, and computational techniques) is frequently required to obtain
a comprehensive understanding of dynamic macromolecular complexes. In particular, these techniques are
critical for studying intrinsically disordered protein regions (IDRs) or intrinsically disordered proteins
(IDPs) that are part of large protein:protein complexes. Here, we explain how to prepare IDP samples
suitable for study using NMR spectroscopy, and describe a novel SAXS modeling method (ensemble
refinement of SAXS; EROS) that integrates the results from complementary methods, including crystal
structures and NMR chemical shift perturbations, among others, to accurately model SAXS data and
describe ensemble structures of dynamic macromolecular complexes.

Key words Intrinsically disordered proteins (IDP), NMR spectroscopy, SAXS, EROS, Ensemble

1 Introduction

Hybrid methods are increasingly being used to molecularly charac-
terize the macromolecular machines that control all cellular pro-
cesses. These complementary techniques include X-ray
crystallography, nuclear magnetic resonance (NMR) spectroscopy,
electron microscopy, small angle X-ray scattering (SAXS), small
angle neutron scattering (SANS), mass spectrometry, chemical
cross-linking, super-high-resolution optical microscopy, optical
microscopy, fluorescence spectroscopy, and electron paramagnetic
resonance (EPR) spectroscopy, among others. In particular, SAXS,
a technique commonly used to characterize the shape(s) and
dimensions of proteins in solution [1, 2], is increasingly used as a
hybrid method in structural biology, especially as a complimentary
technique with NMR spectroscopy and X-ray crystallography. This
is especially true for the structural investigation of intrinsically
disordered proteins (IDPs), IDP complexes, and large complexes
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with large intrinsically disordered regions (IDRs), all of which are
difficult or impossible to crystallize and are also difficult to study
using cryo-EM.

Like most NMR measurements, SAXS experiments are per-
formed on samples in aqueous solutions. As a result, the macro-
molecules that scatter X-rays in SAXS experiments are oriented
randomly relative to the incident beam. This results in the spherical
averaging of the signal, and as a consequence the diffraction image
depends on only a single scattering angle. In this way, three-
dimensional molecular structures are reduced to one-dimensional
intensity profiles. Despite this loss of information, the scattering
intensity profiles can be used to determine the molecular shapes and
dimensions of the biomacromolecule under investigation. Because
of this, NMR spectroscopy and SAXS experiments are frequently
used concurrently to study IDPs, IDP:protein complexes as well as
for multi-domain proteins with long IDRs. However, to model
these proteins and protein complexes that exhibit considerable
conformational fluctuations, it is necessary to employ methods
that use multiple structural models to fit experimental data as an
ensemble rather than a single structure, as commonly done for X-
ray crystallography. Thus, multiple SAXS-based approaches for
modeling conformational ensembles have been recently developed,
including the ensemble optimization method [3], the minimal
ensemble search method [4], the SAXS module in the integrative
modeling platform [5], and the ensemble refinement of SAXS
(EROS) method [6]. Critically, all these approaches require a vast
pool of diverse protein conformations as input; i.e., extensive sam-
pling of the ensemble/conformation pool. This is essential as a
conformation pool that is not inclusive enough is likely to be
incapable of accounting for the experimental data. This conforma-
tion pool can be generated based on steric exclusion [3], high-
temperature molecular dynamics simulations [4], statistical poten-
tials for protein binding [5, 6], or topology-based (Go-type) mod-
els [7]. After generating this conformation pool, heuristic
algorithms are used to determine the combination of conforma-
tions that optimally fit the experimental SAXS data. Additional
experimental constraints (e.g., NMR constraints, FRET, among
others) can be used to either modify the ensemble pool or to
determine the conformations that allow for the best SAXS data fit.

EROS uses a different strategy; namely, the pool of simulated
structures is gently reweighed to improve the agreement with the
SAXS data. It can also incorporate data from other methods,
including chemical shift perturbations from NMR spectroscopy,
FRET, and EPR distance data. Here, we will provide a detailed
description of how to express and purify IDPs, collect high-quality
SAXS data on these samples, and finally we describe how hybrid
structures—ones that combine SAXS, NMR, and crystallographic
data—are obtained using the EROS method (Fig. 1).
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2 Materials

Detailed methods for obtaining chemical shift perturbation (CSP)
data on large, dynamic complexes have recently been described [8].
Here, we focus on sample preparation and data collection for SAXS,
with a focus on strategies for enhancing the expression and stability
of IDPs for NMR and SAXS measurements. Finally, we described
how to combine these data with NMR derived CSPs using EROS
to obtain accurate models of IDP ensembles.

Prepare all solutions using ultrapure Water (Milli-Q water puri-
fication system,Millipore). Chemicals should be at least ACS grade.
Prepare and store reagents/solutions at temperatures and condi-
tions recommended by the manufacturer. Standard buffers are used
for purification; when necessary, buffers are autoclaved when
prepared to prevent unwanted proteolytic degradation due to the
presence of trace amounts of proteases. This is particularly impor-
tant for the study of IDPs, which are highly susceptible to proteo-
lytic degradation. All buffers are stored at 4 �C and are filtered
(0.22 μm PES filter, Millipore) immediately prior to use. When
possible, use uniform buffers throughout all the experiments. Stan-
dard water baths and/or heat blocks that can be heated to 90 �C are
required for heat purification steps.

Fig. 1 Diagram showing the integration of experimental (crystallography, NMR, SAXS, FRET, EPR; marked in
red) and computational data (molecular simulations, ensemble refinement procedures; marked in blue) to
determine representative ensemble structures of protein complexes containing IDPs and/or IDRs in EROS
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3 Methods

3.1 IDP Expression

and Purification

IDPs and IDRs are estimated to comprise more than 30% of the
human genome [9]. It is now clear that IDPs play essential roles in
multiple biological processes, but especially for signaling. However,
their lack of a single stable structure often renders them highly
susceptible to proteolytic degradation in the laboratory. This
requires the implementation of additional experimental steps to
ensure they can be expressed to high levels and are stable, which
allows them to be studied at a molecular level using techniques such
as NMR spectroscopy and SAXS (see Note 1).

1. E. coli expression plasmids: Typically, expression plasmids are
used that allow IDPs to be fused to N-terminal tags that facili-
tate both expression (maltose-binding protein, MBP, and glu-
tathione-S-transferase, GST) and purification (6xHis, tobacco
etch virus [TEV] protease sequence) (see Notes 2–4).

2. Expression: Standard methods are used to express IDPs in E.
coli [10].

3. Protease inhibition during cell lysis and purification: Standard
methods are used for cell lysis and purification [10]. However,
because IDPs are extremely sensitive to proteolytic degrada-
tion, additional steps are used to minimize protease exposure.

(a) Protease inhibitors (e.g., EDTA-free Complete tabs,
Sigma-Aldrich) are added to all lysis buffers and, if
needed, purification buffers.

(b) Buffers: Purification buffers are autoclaved prior to use.

(c) Columns and purification systems: All columns and puri-
fication system tubing are rigorously cleaned using 1 M
NaOH (1 column volume [CV]) and 30% isopropanol/
water (0.5 CV) prior to use.

(d) Elution collection: fraction collection tubes/blocks are
autoclaved prior to use.

4. N-terminal tag cleavage: Dialyze the purified IDP with TEV
protease for N-terminal tag cleavage (see Note 5) using stan-
dard protocols [10].

5. Heat purification: Because IDPs do not adopt a single, folded
conformation, they are often heat stable. This provides a
unique opportunity both for purification from folded N-
terminal fusion tags (MBP/GST) and for minimizing proteo-
lytic exposure (see Note 6).

(a) Transfer dialysate to 50 mL conical vial.

(b) Incubate dialysate in a water bath (65 �C) for 15 min.

(c) Centrifuge at 10,000 � g for 15 min to separate soluble
and insoluble fractions (see Note 7).
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(d) In a second step, incubate soluble fraction at 90 �C (see
Note 8) for 15 min.

(e) Repeat “step c” (see Note 9).

6. Purify the IDPs using size-exclusion chromatography (SEC) to
remove any remaining contaminant proteins and aggregates
(see Note 10).

7. In a final step, heat (90 �C) the pooled, concentrated IDP to
denature any trace proteases (see Note 11).

8. If steps 1–7 do not overcome IDP proteolytic degradation
during purification, additional steps, including adding protease
inhibitors at every step of the purification procedure and mini-
mizing the time from lysis to final heat purification (i.e.,<12 h)
can also increase IDP protein yield and stability.

3.2 SAXS

Experiments

The use of SAXS data in molecular modeling has a number of
advantages, the most significant of which is that SAXS experiments
are performed on samples in aqueous solutions. Thus, SAXS pro-
vides information about the conformations of macromolecules in
their natural environment. Improper data processing can lead to
errors. While this is certainly true for any method, SAXS is exceed-
ingly sensitive to errors. For example, the SAXS intensity profile is
the difference in signals between the sample and the corresponding
buffer; inadequate signal subtraction can lead to significant system-
atic errors in the resulting profile. Furthermore, SAXS-based mod-
eling must take into account the protein hydration shell. However,
various algorithms that compute SAXS intensity profiles from
atomic models, such as CRYSOL [11], FoXS [12], AXES [13],
AquaSAXS [14], and SASTBX [15], differ in how they treat the
hydration shell, putting additional uncertainty on SAXS-derived
models.

Sample preparation for SAXS experiments requires neither
crystal growth nor protein labeling. Unlike X-ray crystallography,
which relies on diffracting crystals, macromolecules in solution
always scatter X-rays. Similarly, unlike solution NMR techniques
that have some molecular size limitations, SAXS is not limited by
the molecular mass; rather larger proteins will scatter better. Fur-
thermore, the quality of SAXS data depends neither on the size nor
on the flexibility of the macromolecules under study [16].

SAXS measurements can be performed using a home X-ray
source or, more typically, synchrotron radiation. They are per-
formed on samples in a wide range of solution conditions, molecu-
lar concentrations, and temperatures. For all SAXS experiments,
optimal sample preparation is essential for obtaining interpretable
SAXS data. In particular, SAXS is exceptionally sensitive to aggre-
gation, as soluble aggregates, even if they represent less than 1% of
the sample, are significantly larger and thus will have a major impact
on the overall measured scattering. Thus, identifying conditions
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that prevent sample aggregation is essential (seeNote 12). Detailed
protocols for SAXS methods (including strategies for detecting
aggregation and minimizing radiation) have been recently summar-
ized [16]. Here, we focus on SAXS data collection for IDPs and
IDR containing proteins.

1. Sample production: Purify all samples immediately prior to
SAXS measurements using size-exclusion chromatography
(SEC) to remove trace aggregates.

2. When possible, filter any trace aggregates immediately prior to
SAXS measurements. For this, 0.02 μm syringe filters (GE
Healthcare Anotop 10) are suitable (see Note 12).

3. Sample cells: Sample cells should be thoroughly cleaned prior
to use to eliminate trace proteases (i.e., NaOH washes). Prior
to measurements, the cells should subsequently be thoroughly
washed with SAXS buffer (see Note 13).

4. Sample concentration: The optimal concentration for SAXS
measurements depends on the X-ray source, the size, and
assembly of the cell (flow-through or static), among other
parameters. Typically, measurements are initiated using the
lowest concentrations possible. Samples are then concentrated
and the SAXS data collected. This is continued until the sample
is concentrated as high as can be achieved before aggregation is
detected (sometimes this can be as high as 30 mg/mL) (see
Note 14).

5. SAXS data analysis: Numerous software packages are available
to analyze SAXS data, with the two most widely used being
ATSAS [17] and SCATTER (https://bl1231.als.lbl.gov/scat
ter/), both of which also allow for the calculation of 3D
envelops from the data; these calculations are usually per-
formed with the highest signal/noise dataset (commonly, the
highest measured concentration). This can also be done using
Fast-SAXS-pro [18].

6. IDP detection: The Kratky plot, i.e., the plot of q2I(q) as a
function of the momentum transfer q is used to identify IDPs
(see Note 15).

(a) Convergence of the Kratky plot at high q suggests com-
paction, whereas a hyperbolic shape suggests flexibility
[19]; the hyperbolic feature is a trademark of random
coils and IDPs.

(b) In practice, Kratky plots may be difficult to assess if the
SAXS data are noisy or truncated. Recently, analysis based
on the Porod-Debye law, i.e., analysis of q4I(q) versus q4

at intermediate q-values, has been introduced as a more
robust approach to tell apart flexible molecules from rigid
ones [19].
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(c) Molecular flexibility can also be presumed if SAXS data
cannot be accounted for with a single model, suggesting
that an ensemble of models may be required to fit the
experimental data [20, 21].

7. Data processing and the need for ensemble modeling
approaches: The standard approach for SAXS data analysis is
to analyze the scattering intensity profile, I(q), which enables
the determination of the pair-distance distribution function, P
(r), and the corresponding molecular envelope [17, 22, 23].
Molecular envelopes provide an informative visual interpreta-
tion of the SAXS data; however, this approach holds only for
rigid systems with minor ensemble fluctuations. When SAXS is
used to study IDPs, this standard envelope calculation fails
[24]. Furthermore, SAXS can be used to determine structures
of protein complexes if atomic structures of the constituent
proteins are known [19]. However, to achieve this goal with
optimal accuracy, structural models of the protein complexes
should be fitted directly to the experimental SAXS data; simply
placing the protein models into molecular envelopes does not
fully use the structural information encoded in the scattering
intensity profile I(q).

3.3 Ensemble

Refinement of SAXS

(EROS) Method

EROS was developed from the outset to combine SAXS with other
spectroscopy methods, especially those that use site-directed label-
ing [20, 25], such as fluorescence and electron paramagnetic reso-
nance (EPR) spectroscopy. In this way, data from various
biophysical experiments can be readily combined and used simulta-
neously for molecular modeling. For example, by combining X-ray
crystallography (which provides high-resolution structures of indi-
vidual domains) with SAXS data (which provides information on
the global size and shape of the molecular assembly) and NMR
chemical shift, DEER (EPR) or FRET (which enables imposing
local restrains on distances between selected sites) data, it is possible
to obtain detailed representations of the structures in a variety of
biologically important systems such as the ESCRT membrane-pro-
tein trafficking system [20, 25] and protein kinase complexes with
their regulatory phosphatases [21, 26].

Different from other SAXS ensemble analysis methods, in
EROS, the pool of simulated structures is only moderately
reweighed to improve the agreement with the experimental SAXS
data. The maximum-entropy method is used to prevent data over-
fitting.

1. Generating a starting model: A structural model of the protein
system/complex under investigation is constructed using
atomic structures (PDB files) of the constituent proteins or/
and domains. If individual experimental structures are unavail-
able, homology models can be used. All flexible loops and
inter-domain linkers, which are often missing in atomic
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structures (e.g., due to the lack of electron density), must be
built using programs such as MODELLER [27].

2. Generating the EROS ensemble: An ensemble of structural
models is generated using molecular dynamics simulations;
the structural model obtained from step 1 (above) is used as
input for the simulations.

(a) All-atommolecular dynamics simulations of large proteins
are computationally demanding, especially when it comes
to simulating large conformational fluctuations in flexible
protein systems. Thus, EROS uses a more efficient,
coarse-grained approach [28] to gain speed and to
increase sampling of ensemble structures.

(b) EROS simulations of multiple protein complexes have
been performed using in-house software but many
coarse-grained protein simulation packages that are freely
available [29, 30] can be used to generate starting ensem-
bles (see Note 16).

(c) These protein simulations can be positively biased using
experimental data [31]. For example, we used this
approach for the simulations of the p38α:HePTP com-
plex, where NMR chemical shift perturbation constraints
were incorporated into the energy function via a weak bias
potential acting between the dynamic HePTP-KIS linker
and residues on the surface of p38α [21].

3. Scattering intensity profile: For each of the simulated structures
obtained in step 2, a scattering intensity profile is computed.
Different algorithms are available to compute SAXS intensity
profiles on the basis of protein coarse-grained representations
[32]. The EROS method uses a particularly simple approach,
which assumes constant form-factors of the amino-acid beads
[6], which makes this step simpler and faster compared to many
other approaches.

4. Comparison with experiment: For each of the simulated struc-
tures additional parameters can be calculated and directly com-
pared with experimental results, e.g., from FRET efficiencies or
DEER dipolar evolution functions (seeNote 17). However, for
this approach it is necessary to model the fluorescence or spin
labels onto the protein surface. Either rotamer libraries [33] or
molecular dynamics simulations [34, 35] can be used to gener-
ate a pool of possible conformations of the fluorescence or spin
labels.

5. Cluster generation: Simulation structures are sorted into clus-
ters based on their mutual similarity.

(a) Standard clustering algorithms, such as k-means [36] or
QT-clustering method [37], are typically sufficient.
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(b) However, it is important to choose an appropriate metric
to cluster the simulated structures. Indeed, many quanti-
ties can be used as a measure of similarity between protein
structures. The most common one is the root-mean-
square deviation (RMSD) of atomic positions.

(c) To compute the RMSD it is necessary to superimpose
structures, which can be problematic in the case of flexible
protein systems. For this reason, EROS employs the dis-
tance root-mean-square (DRMS) analysis. The DRMS
between structures A and B is defined as follows

DRMS A;Bð Þ ¼ 1
N 2

P

n,m
d Að Þ
n,m � d Bð Þ

n,m

� �2
 !1=2

where d Að Þ
n,m

is the Cartesian distance between the amino-acid beads n
and m in structure A, and N2 is the number of bead pairs
over which the sum is performed.

6. Assign measurable quantities to the clusters of the simulation
structures. Use the results obtained in steps 3–5.

(a) The SAXS intensity Ik(q) assigned to cluster number k is
the arithmetic mean of SAXS intensities resulting from all
individual structures in this cluster.

(b) By analogy, FRET efficiencies or DEER dipolar evolution
functions assigned to a given cluster are arithmetic
averages of FRET or DEER signals resulting from all
structures in this cluster.

7. Assign statistical weights to the clusters obtained in step 5.

(a) Use normalized weights, which fulfill the conditionP

k

wk ¼ 1, where wk denotes the statistical weight of clus-

ter number k. The average SAXS intensity profile resulting
from the whole ensemble of simulation strictures is now
given by a weighted average over the clusters, i.e.,
I sim qð Þ ¼P

k

wkI k qð Þ, where Ik(q) are the SAXS intensity

profiles assigned to the individual clusters in step 6.

(b) Isim(q) depends on the set of weights wk assigned to the
clusters. Also other ensemble-averaged quantities such as
FRET efficiencies or DEER dipolar evolution functions,
which should be compared directly to experimental data,
depend on the cluster weights.

(c) The discrepancy between the computed, ensemble-
averaged intensity profile Isim(q) and the experimental
SAXS data Iexp(q) can be quantified by χ2SAXS ¼
1
Nq

PNq

i¼1

cI sim qið Þ�I exp qið Þð Þ2
σ2 qið Þ where the scale factor c results

from the condition ∂χ2SAXS=∂c ¼ 0.
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(d) The discrepancy between the computed, ensemble-
averaged FRET or DEER signals and the data from
FRET or DEER experiments, respectively, can be quanti-
fied by analogous expressions.

(e) The resulting model-data discrepancy χ2 ¼ χ2SAXSþ
χ2FRET þ χ2DEER is a function of the statistical weights of
the clusters. Note that re-weighting the clusters can result
in a decrease in the discrepancy χ2 between simulations
and experiments.

8. Fit the simulation ensemble to experimental data by optimizing
the statistical weights of the clusters.

(a) Before any refinement, the statistical weights are propor-
tional to cluster populations. That is, if cluster number k
consists of nk structures, its initial weight is

w
0ð Þ
k ¼ nk=

P

k

nk. In the course of the ensemble refine-

ment, the cluster weights are varied to improve agreement
with experimental data.

(b) To re-weight the clusters in a controlled way, and to
prevent data over-fitting, a minimum entropy method
can be used. This method is based on numerical minimi-
zation of a pseudo-potential function F ¼ χ2—S that
consists of the model-data discrepancy function, χ2 as
introduced in step 7, and a cross-entropy term

S ¼ �1
β

P

k

wk ln
wk

w
0ð Þ
k

that quantifies how far the refined

ensemble is from the original simulation ensemble.
Here, β is a control parameter. Including the two terms,
χ2 and S, in the pseudo-potential function F reflects our
confidence in both experiments and simulations. The
function F can be minimized with respect to the statistical
weights wk by using simulated annealing [6] or more
advanced algorithms such as COPER [38]. As a result,
the optimal weights w

βð Þ
k are obtained for a given value of

parameter β.

(c) For sufficiently small β-values, when χ2 is negligible in
comparison to S, minimization of function F leads to
only small changes in the initial weights, i.e., w

βð Þ
k � w

0ð Þ
k

for most of the clusters. In contrast, for large values of β,
when F � χ2, minimizing F leads to the best possible
agreement with experiment but may result in data over-
fitting.

(d) Therefore, a sensible approach is to determine such a value
of parameter β for which minimization of F yields χ2 � 1.
Note that if the simulation structures correctly capture the
relevant conformations of the protein system under study
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then the condition χ2� 1 is obtained whenw
βð Þ
k � w

0ð Þ
k for

most of the clusters.

9. Optional: Refine the structural ensemble using an alternative
method and compare the outcomes [21].

(a) Another way of refining the simulation ensemble is the
minimum ensemble method that selects the smallest pos-
sible set of clusters that accounts for experimental data
[20, 21].

(b) In this approach, another function G ¼ χ2 þ μN is mini-
mized numerically. Here, N is the number of clusters with
nonzero weights, wk. > 0, and μ is another control param-
eter, which should be fine-tuned in such a way that mini-
mization of function G leads to χ2 � 1.

(c) The advantage of this method is that it usually produces
only a small set of representative structures that can be
easily inspected visually. However, by discarding a signifi-
cant portion of the simulation ensemble, the minimum
ensemble method does not fully use the predictive power
of molecular simulations.

10. Cross-validate the structural ensemble using independent data-
sets excluded from refinement [20, 25].

4 Notes

1. All the steps below are suitable for IDPs and folded proteins
that contain extended IDP domains, with the exception of the
heat purification steps, which are appropriate only for IDPs
(i.e., those sample without folded domains).

2. IDPs expressed in the absence of N-terminally fused folded
proteins (i.e., just a 6xHis-TEV sequence) are often rapidly
degraded by the bacterial proteolytic machinery in E. coli. In
these cases, fusion to a large folded protein (MBP or GST)
often overcomes this problem.

3. For this reason, we routinely use 1 of 3 pET-based expression
plasmids that contain different N-terminal tags for IDP expres-
sion: (1) 6xHis-TEV-IDP, (2) 6xHis-MBP-TEV-IDP, or (3)
6xHis-GST-TEV-IDP.

4. TEV protease rarely exhibits nonspecific cleavage and thus is
more suitable for IDP tag cleavage than other proteases, such as
Factor Xa or thrombin.

5. Because the samples are IDPs, complete cleavage is often
achieved in less time than for folded proteins, sometimes as
soon as just a few hours. TEV cleavage time courses can be
performed to minimize this step.
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6. Not all IDPs can be readily heat purified; rather it must be
determined experimentally.

7. We typically prepare aliquots of both the soluble and insoluble
samples for SDS-PAGE gel analysis.

8. The maximum temperature use for heat purification is specific
to each IDP and must be determined experimentally. Typically,
for a new IDP purification, temperature intervals of 5 �Cwill be
tested to identify the maximal temperature at which the IDP
remains soluble (commonly from 60 to 90 �C).

9. Greater than 90% of the MBP, GST, and TEV precipitates at
temperatures of�70 �C. Thus, heat purification is highly effec-
tive for removing large, folded proteins when working with
IDPs.

10. Because IDPs are not globular, they sometimes elute in posi-
tions expected for “larger” proteins during the SEC step.

11. This last heat purification step maximizes the long-term stabil-
ity of IDPs, as it substantially slows/prevents proteolytic deg-
radation, which is often important for NMR spectroscopy and
SAXS analysis steps.

12. Typically, we prepare 4–8 L of the appropriate buffer that is
then used for all subsequent experiments. This ensures accurate
buffer subtraction.

13. The SAXS intensity profile must be taken as a difference in
signals between the sample and the corresponding buffer,
which may lead to significant systematic errors if the signal
subtraction is inadequate.

14. Concentrating samples to high concentration and then dilut-
ing the samples for SAXS measurements often results in
unwanted aggregation and thus is avoided.

15. We note that in addition to the analysis of SAXS data, it is
essential to assess molecular flexibility using additional bio-
chemical or biophysical methods, such as limited proteolysis
or hydrogen/deuterium exchange.

16. The ensemble of structures generated by the simulations does
not need to be perfect to be useful. The molecular simulations
serve merely to produce an initial pool of meaningful candidate
conformations. However, part of the success of the EROS
method is the use of appropriate, physics-based simulations
to sample the relevant conformations of multi-domain proteins
and multi-protein complexes. In fact, the transferable energy
function used in the EROS simulations has been shown to
correctly predict structures and binding affinities of a number
of protein-protein complexes [28]. Also, in a recent study on
cellulosomal proteins [39], the ensemble of simulation
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structures has been found to fit experimental SAXS data with-
out any refinement.

17. In principle, the structural ensemble can be fitted either to raw
experimental data or to commensurate quantities such as
SAXS-derived pair-distance distribution function or DEER-
derived inter-label distance distribution. However, to avoid
introducing any regularization-dependent artifacts into the
ensemble refinement, the simulation structures are fitted
directly to experimental data in the framework of the EROS
method.
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Chapter 18

Implementation of the NMR CHEmical Shift Covariance
Analysis (CHESCA): A Chemical Biologist’s Approach
to Allostery

Stephen Boulton, Rajeevan Selvaratnam, Rashik Ahmed,
and Giuseppe Melacini

Abstract

Mapping allosteric sites is emerging as one of the central challenges in physiology, pathology, and pharma-
cology. Nuclear Magnetic Resonance (NMR) spectroscopy is ideally suited to map allosteric sites, given its
ability to sense at atomic resolution the dynamics underlying allostery. Here, we focus specifically on the
NMR CHEmical Shift Covariance Analysis (CHESCA), in which allosteric systems are interrogated
through a targeted library of perturbations (e.g., mutations and/or analogs of the allosteric effector
ligand). The atomic resolution readout for the response to such perturbation library is provided by NMR
chemical shifts. These are then subject to statistical correlation and covariance analyses resulting in clusters
of allosterically coupled residues that exhibit concerted responses to the common set of perturbations. This
chapter provides a description of how each step in the CHESCA is implemented, starting from the selection
of the perturbation library and ending with an overview of different clustering options.

Key words Allostery, Allosteric control, Agonism, Antagonism, Dynamics, Inhibitor, NMR,
CHESCA, Structure

1 Introduction

Allostery pertains to the communication between discrete and
often distant sites within a molecular system [1–5]. In proteins,
allostery commonly serves as a regulatory mechanism, whereby a
perturbation at one site produces structural or dynamic alterations
that result in a functional change at another locus. Being able to
map “signaling pathways” between allosteric and orthosteric sites
in proteins is essential for understanding physiology and pathology,
and also opens up new opportunities in preclinical drug discovery
[1, 2, 6, 7]. By elucidating which protein sites control which
functions (e.g., binding vs. activation), it becomes possible to
selectively target them for the purpose of eliciting specific
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pharmacological responses, e.g., inhibition without significantly
reducing binding affinity. In addition, allostery is critical to shed
light into the mechanism of disease-causing perturbations, such as
genetic mutations, which often disrupt obligatory allosteric path-
ways within proteins [1, 2].

A simple but effective approach to envision allosteric pathways
is through a network of interconnected residues that respond in a
concerted manner to the allosteric modulators. Such networks
typically include sites of structural and/or dynamical divergence
among the conformational states that define the auto-inhibitory
equilibria. In fact, one of the simplest rationalizations of allostery is
in terms of a four-state thermodynamic cycle arising from the
coupling of two-state conformational and binding equilibria
(Fig. 1). This model of conformational selection, which was initially
proposed by Monod, Wyman, and Changeaux over 50 years ago,
describes a protein that is in equilibrium between two states, tensed
(T) and relaxed (R), for which an allosteric ligand will preferentially
bind to one of these two states and shift the equilibrium in its favor
(Fig. 1) [8]. Depending on whether the allosteric modulator dis-
plays a greater selectivity toward binding the inactive or active states
determines whether it will act as an antagonist or agonist (Fig. 1).
In a perfect two-state allosteric system, each residue should sense
the same conformational equilibrium and respond to the allosteric

Fig. 1 Thermodynamic model of ligand-modulated conformational equilibria.
Conformational selection model in which the equilibrium between two states
tensed (T) and relaxed (R) is coupled with the equilibrium for ligand binding.
When a ligand displays preferential binding to the inactive (T) state, it is an
antagonist (rectangle), and when it binds more selectively to the active (R) state,
it is an agonist (circle)
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perturbations in a concerted manner. However, in reality, devia-
tions from perfect two-state concerted conformational transitions
are often observed due to the presence of intermediates resulting
from weak allosteric couplings and/or from simultaneous sensing
of binding and allosteric equilibria. Hence, to identify purely allo-
steric sites, it becomes essential to identify which residues within a
protein respond in a correlated manner to allosteric modulators.
This is the aim of the NMR CHEmical Shift Covariance Analysis
(CHESCA) [2, 9–14].

Chemical shifts serve as excellent sensors of local chemical and
structural environments and thus provide valuable information
about conformational changes and interactions with ligands or
other proteins [2, 15]. In particular, chemical shifts are especially
useful for measuring populations of states in fast chemical exchange
on the NMR chemical shift time scale, where fast exchange is
defined as an equilibrium between two states with an exchange
rate much larger than the chemical shift (frequency) difference
between those two states. For residues in a fast exchanging two-
state equilibrium, the chemical shift (δ) of a perturbed state (x) will
appear as population weighted average (p) of the chemical shifts of
the two pure states (R and T):

δx ¼ pTδT þ pRδR ð1Þ
Equation (1) applies to any residue-specific chemical shift that

is resolved in the available NMR spectra. If different residues sense
the same conformational equilibrium, their average chemical shifts
reflect similar populations for the T and R states utilized in
this equation [2, 15]. The CHESCA analysis relies on this trait to
uncover the specific residues that respond in a concerted manner to
a small targeted perturbation library of ligands and/or mutations
selected to modulate allosteric equilibria, as illustrated in Fig. 2. To
achieve this goal, CHESCA utilizes clustering algorithms to group
subsets of residues that show similar responses and assign to such
clusters a function based on the functional profile of the selected
perturbations obtained through biochemical assays (Fig. 2). In
conclusion, CHESCA relies on a library of small molecules or
local mutations to “interrogate” allosteric systems and on NMR
to provide a high-resolution readout of such chemical perturba-
tions to a biological system. In this respect, the CHESCA method
reflects a genuine chemical-biologist’s approach to allostery.

2 Methods

The general overview of the CHESCA protocol is illustrated in
Fig. 2. The CHESCA can be divided into three main blocks: The
preparation of the perturbation library, the detection of a response
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to the perturbation library, and the statistical analysis of said
response (Fig. 2a), including the identification of inter-residue
pairwise chemical-shift correlations (IPCs) (Fig. 2d). The statistical
analysis may provide insight into the mechanistic model of activa-
tion/binding, which in turn may inform the design of a 2nd
generation library of CHESCA perturbations to be utilized in a
2nd CHESCA implementation. Further iterations of the CHESCA
analysis may provide more refined information about the allosteric
system under investigation.

Fig. 2 (a) General scheme for the CHESCA analysis. (b) The perturbation library should span diverse activation
stages. For instance, in the CHESCA analysis of protein kinase A by Akimoto et al., a perturbation library was
comprised of cAMP (effector), Rp-cAMPS (reverse agonist), Sp-cAMPS (agonist), 2’O-methyl-cAMP (partial
agonist), and the apo state [10]. (c) The response to the perturbation library is then detected by HSQC
spectroscopy. Finally, the compounded chemical shifts (CCS; see Eq. (2)) for each state are plotted in residue
vs. residue “inter-residue pairwise correlation” (IPC) plots (d). Correlations that meet a selected cutoff (e.g.,
the IPC shown in panel (d) are compiled into the correlation matrix (e) (e.g., red circle) and categorized by
agglomerative clustering (f) (red residues)

394 Stephen Boulton et al.



2.1 Selection of

Perturbation Library

Library selection is the most critical step for an informative
CHESCA implementation. An ideal starting point is to select a
series of perturbations spanning a wide range of activities (e.g.,
Fig. 2b). However, it is also important to keep the perturbations
spatially constrained within a small region in the protein. This is
because each perturbation introduces new substituents or interac-
tions, which can change the local chemical environment of adjacent
residues and in some cases, result in structural distortions that
extend even further. These processes, which we refer to as nearest
neighbor effects (NNEs), will cause de-correlations of nearby resi-
dues in the CHESCA analysis. Hence, if the placement of perturba-
tions is widespread throughout the protein, the NNE-induced de-
correlations will possibly obscure functionally relevant allosteric
pathways. To circumvent this problem, it is recommended to use
as CHESCA library analogs derived from a single scaffold that bind
to a single site (Fig. 2b), or to use mutations constrained to a well-
confined region of the 3D structure of the protein.

The suitability of a library to serve as a perturbation set for
CHESCA can be easily tested through the CHEmical Shift Projec-
tion Analyses (CHESPA) analyses, as explained in references [9, 16,
17], and/or by checking the inter-residue pairwise correlations
(IPCs) (Fig. 2d) obtained in the initial round of analyses. If visual
inspection of the IPCs reveals any resemblance to the outlier sce-
narios described by the Anscombe’s quartet [18] (Fig. 3), library
re-design is recommended. The Anscombe’s quartet describes four
datasets with identical correlation coefficients, but very different
appearances when graphed [18]. In particular, the scenarios
described by Fig. 3b are fairly common as they develop when
there is an outlier of only a single state. For instance, Fig. 3b
could arise when a single state causes large structural distortions
or stabilizes a new state that deviates from the two-state equilib-
rium, while the scenario shown in Fig. 3d can occur when the
perturbation library is polarized between the opposite ends of the
equilibrium (e.g., one inactive and several fully active states). How-
ever, it is also possible that both Fig. 3b, d patterns apply to only a
small subset of residues because of NNEs caused by the single
outlier state. If either of these scenarios comprises the majority of
IPCs throughout the CHESCA analysis, it is recommended to
redesign the perturbation library, but if they affect only a small
subset of residues, it should not interfere with the analysis and
library re-design is not strictly essential. The agglomerative cluster-
ing (AC) and singular value decomposition (SVD) analyses, which
will be described later, are two ways of determining whether the
majority of residues meet the criteria of Anscombe’s quartet out-
liers. In conclusion, the ideal perturbation library for CHESCA
meets three criteria: (a) spans a broad functional activity range;
(b) is spatially confined to a single region of the perturbed struc-
ture; (c) does not give rise to systemic Anscombe’s Quartet cases.
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When a suitable library of perturbations has been selected,
CHESCA can produce a residue-resolution map illustrating how a
perturbation at an allosteric site propagates to the orthosteric site
and elicits a specific physiological response. This can serve as a
starting point for further analyses. For instance, comparative
CHESCA analyses are useful to gauge to what extent disease-
causing mutations disrupt allosteric modulation and pathways. In
such cases, the CHESCA can be performed for both WT and the
disease-causing variant using the same library of perturbations. A
comparative analysis between WT and mutant CHESCAs can then
reveal how the communication between the allosteric and orthos-
teric sites is being disrupted by the mutation (Fig. 4a). This can be
seen by either the loss of pairwise correlations between the residues
that are essential for signal transduction, and/or the gain of corre-
lations between other residues, depending on which residues expe-
rience a local environment that conforms to a two-state equilibrium
(Fig. 4a). Similarly, this type of comparative CHESCA analysis can
be applied to Apo vs. Holo states using mutations as perturbation
library. For example, Axe et al. compared the CHESCAs of the apo-
resting and holo-working states for the alpha-subunit of

Fig. 3 Representative examples of IPCs that fit the Anscombe’s quartet. The Anscombe’s quartet describes
four different datasets that produce identical statistics but different point distributions, as revealed by visual
inspection of the correlations. The datasets for these example plots are from Chatterjee et al. [18]
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Fig. 4 Comparative analysis of CHESCA correlations. (a) Representative correlation matrices for which an Apo/
inactive/WT protein (black) is compared with its Holo/active/mutant counterpart, respectively (red). Differ-
ences will appear as either a loss or gain of correlations for selected residue pairs, which in turn illustrate how
allosteric networks are perturbed. For example, Axe et al. compared CHESCA analyses between a resting and
working form of the alpha-subunit of tryptophan synthase and discovered both loss (b) and gain (c) of
correlations within networks of residues [14, 19, 20]. In particular, Axe et al. discovered that selected catalytic
residues exhibited more correlations in the active state. Panels B and C were adapted from Axe et al. [14] with
permission from the American Chemical Society [14]



tryptophan synthase and found differing correlations (Fig. 4b, c)
[14, 19, 20]. With knowledge gained from the comparative
CHESCA analyses, mutations were designed to perturb surface
residues belonging to the working clusters located more than
15 Å away from the active site. These mutations resulted in signifi-
cant reductions to the catalytic efficiency of the enzyme [14]. This
example illustrates how CHESCA dissects the functional compo-
nents of proteins, revealing which regions are essential for activa-
tion and which regions confer ligand affinity and selectivity. Such a
beneficial property makes CHESCA ideal for rational drug design.

2.2 Data Acquisition Mapping the response to the perturbation library requires NMR
observables that can be measured at atomic resolution with a high
degree of accuracy and precision, as for example 1H and 15N
chemical shifts from HSQC spectra. However, it is also possible
to include 13C chemical shifts as well. In either case, chemical shift
to be used for CHESCA should be referenced with respect to a
reliable reference compound, as variations in chemical shift referen-
cing from one perturbation to another may generate artifactual
correlations. For example, we used 15N-Acetyl-Glycine. In addi-
tion, if a ligand library is utilized as perturbation, the original
CHESCA implementation requires that the protein be brought to
full saturation (see Note 1). Peak positions should be measured
with sufficient digital resolution and through careful peak picking.
For example, we utilized Gaussian line fitting of spectra processed
with resolution-enhancing window functions.

3 Data Analysis

While it is possible to implement most of the computations for the
CHESCA analysis in programs such as Microsoft Excel or Matlab,
we recommend GNU Octave, which is freely available from
https://www.gnu.org/software/octave/download.html. In addi-
tion, many of the CHESCA matrices require pre- or postproces-
sing, which can also be executed in any spreadsheet program or
with GAWK scripts (available upon request—see Note 2). For the
sake of simplicity, here we will focus on the correct format of each
dataset that is required by the programs utilized for CHESCA
processing. Agglomerative clustering is performed with Cluster
3.0 (http://bonsai.hgc.jp/~mdehoon/software/cluster/) [21]
and visualized as dendrograms using Java TreeView (http://
jtreeview.sourceforge.net/) [22].

3.1 CHESCA

Statistical Analysis:

Generation of the

Correlation Matrix

1. After assigning the spectra for each state from the perturbation
library, transfer the peak lists to a spreadsheet like Excel and
organize in the same format as Table 1. Save the peak lists for
each state as separate tab delimited text files. Do not include
the first row of title headings (bold font).
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2. In a separate spreadsheet Compute the Compounded Chemi-
cal Shift (CCS) for each residue using the equation

CCS ¼ α*δN þ δH ð2Þ
where δN and δH represent the 15N and 1H chemical shifts,
respectively, and α represents the scaling factor for the 15N
chemical shifts (see Note 3). Organize the CCS in a matrix
similar to the one shown in Table 2. Save the file as idm.txt.

3. Remove the first row containing the title headings and the first
column containing the residue numbers and save this file as dm.
txt.

4. Open Octave. In the top left window, navigate to the directory
containing your files and then in the command prompt in the
right window type:

load dm.txt

5. To generate the correlation matrix of the transpose of the
“residue x perturbation” chemical shift matrix, execute the
command:

cdmt ¼ corr(dm.’)

6. Save the output by typing

save dm.octave

7. The dm.octave file contains the symmetric correlation matrix in
which the rows and columns represent the residue numbers

Table 1
Example of the format for the chemical shift peak list for one state in the perturbation library

Residue # 15N ppm 1H ppm 15N Error 1H Error

111 121.24 8.206 0.03 0.006

112 132.52 7.855 0.04 0.003

113 119.44 9.684 0.04 0.007

Table 2
Example of the format for the idm.txt file

Residue # State 1 State 2 State n

111 32.156 32.165 32.188

112 34.223 34.246 34.218

113 31.256 31.226 31.208
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and the values in the matrix represent the Pearson’s correlation
coefficients between the two residues. The diagonal of the
matrix is always one and it depicts the autocorrelations. The
dm.octave file also contains the dm matrix that was used to
generate the correlation matrix. Remove the dm data from the
dm.octave file as well as the text at the top of the file for the
“cdmt” matrix. Save this as a new file called

rcm.txt.

8. Identify all the residue pairs in the correlation matrix with an
absolute Pearson’s correlation coefficient greater than 0.98
(see Note 4) and map them in a 2D matrix of residue number
vs residue number as seen in Fig. 2e.

9. To graph IPCs (Fig. 2d), plot the CCS values for two different
residues (obtained from the idm.txt file) as x and y coordinates.
Error bars can be generated from the error propagation of 15N
and 1H chemical shift standard deviations, as described in
see Note 1.

3.2 CHESCA

Statistics:

Agglomerative

Clustering (AC) of

Residue Networks

In the protocol outlined below, we will focus on how to implement
complete-linkage AC, which has been proposed as one of the
methods reviewed so far that results in the most balanced compro-
mise between false positives and negatives [9]. The other options,
which include single linkage AC and independent clustering of 1H
and 15N chemical shifts, may be preferable to minimize either the
number of false negatives or false positives, respectively. The advan-
tages and disadvantages of different clustering algorithms used in
the CHESCA analysis are discussed in detail by Boulton et al. [9].
Boulton et al. also provide detailed guidelines to determine which
clustering algorithm is best for your system as well as how to
troubleshoot potential artifacts that arise from AC [9].

1. Open the idm.txt file in Cluster 3.0.

2. Go to the hierarchical tab and under both the “Genes” and
“Arrays” boxes, check the cluster box and choose “Absolute
Correlation (centered)” from the dropdown menu. Then click
the Complete linkage button. This will generate two files: idm.
cdt and idm.gtr. The .cdt file is for viewing the dendrogram in
Java TreeView (see step 3 below). The .gtr file is used for
isolating the clusters containing residues that are highly corre-
lated (see step 4).

3. Open idm.cdt in Java TreeView. There will be four main win-
dows. The window on the left shows the complete dendrogram
of correlations (similar to Fig. 2f). Clicking on a specific branch
will provide the correlation coefficient for that cluster in the top
window. The window on the far right shows all the residues
that are within the selected branch of the dendrogram, while
the second panel from the left provides a heat map of the
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correlation coefficients. The panel just above it provides a
dendrogram showing how the states for the currently selected
branch are grouped. You can select and export specific branches
to either .png or .ps files under the export tab.

4. To extract the residue clusters with similar responses to the
perturbation library, open the idm.gtr file in a text editor such
as notepad. The file will contain four columns: the last column
will contain the correlation coefficient for that particular
branch in the dendrogram, while the first three columns will
contain a collection of “NODE” and “GENE” numbers. The
NODEs correspond to branches in the dendrogram and the
GENEs correspond to residues (although the GENE numbers
do not necessarily reflect the actual residue number, but the
position in the idm.txt matrix). Identify any clusters with cor-
relation coefficients above the designated cutoff (e.g., 0.98)
and three or more residues to generate dendrograms similar to
Fig. 2f.

5. The functional significance of the residue clusters is determined
according to how the states from the perturbation library are
grouped within a specific cluster. For instance, if the largest
state separations are between the inactive and active states, the
function of the cluster is related to activation. If the largest
separation is between the apo and holo states, the cluster could
be more relevant for binding. To acquire the state dendrograms
for each cluster (similarly to Fig. 3d, e in ref. 11), return to Java
TreeView and scan through the branches of the residue den-
drogram until the clusters from step 4 are identified (see Note
5). It is recommended to export each cluster to .png or .ps
once they have been discovered (see Note 6).

6. Plot the clusters onto the structure of the protein to see if they
form a continuous surface (see Note 7).

3.3 CHESCA

Statistics: Singular

Value Decomposition

(SVD)

The SVD analysis complements the correlation and clustering ana-
lyses outlined above. In addition, the loadings from the SVD
analysis provide a practical means of measuring state populations
for a large number of different perturbations (assuming there are at
least two reference states with known populations) [12].

1. Factorize the dm.txt matrix by compiling relative CCS values
with respect to either a reference state or through row-mean
centering (i.e., Calculate the CCS difference between each state
and the reference state or calculate the average CCS of each row
and use that as the reference state) (see Note 8). This type of
preprocessing can profoundly change the outcome of the SVD
analysis and therefore it is advisable to repeat the SVD protocol
multiple times using different types of preprocessing.
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2. Column mean centers the matrix by calculating the average
CCS value for each column and subtracting it from each value
in that column. Save the result as

ndm.txt

3. In Octave, load the ndm.txt file by typing

load ndm.txt

and in the command line type

[u,s,v]¼svd(ndm)

4. Then create the score matrix by typing

score¼u*s

5. Save the results by typing

save svd.octave

and in a text editor extract the numerical values of the s, v, and
score matrices and save them in separate file names: s.txt, v.txt,
and score.txt, respectively.

6. Open s.txt in a spreadsheet such as Excel. Square each value and
then divide by the sum of all squared values. The result is the
percent variance for each of the principal components (PCs). If
the sum of the first two PC variances is less than 90%, we
recommend restarting with a different reference state (see also
Fig. S2 of ref. 11 for further details and see Note 8).

7. The v.txt file contains the values for the loadings. Each column
corresponds to a particular PC, while the rows correspond to
the states from the perturbation library. Take the first two
columns as coordinates for the PC1 and PC2 components,
respectively.

8. The score.txt file contains the scores for each residue with
respect to each PC. Similar to step 7, take the first two columns
as coordinates for the PC1 and PC2 components, respectively.

9. Plot the loading and scores from steps 7 and 8 to create the
same graph as in Fig. 4 of Selvaratnam et al. [11].

4 Notes

1. If using ligands in the CHESCA perturbation library, we rec-
ommend performing titrations to ensure that saturation is
reached. In addition, we suggest that you use at least three
spectra acquired at saturation to calculate average chemical
shifts and the respective standard deviations, which can be
used as errors in the analysis of the CHESCA IPCs.

2. These scripts require a GNU compiler, which is commonly
included in Linux systems. We recommend using Cygwin
(https://www.cygwin.com), a collection of GNU and open-
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source tools, which provides a Linux-like environment on
Windows computers. In addition, Octave is an optional pack-
age that can be downloaded with Cygwin.

3. This equation can be modified to include 13C chemical shifts
instead of 15N or to include both if desired. A scaling factor (α) is
required for 13C and 15N chemical shifts since the spectral
window for these nuclei is in a much higher chemical shift
range and the chemical shift dispersion is much greater. Without
a scaling factor for these nuclei, they would significantly out-
weigh the contribution from 1H. Possible values for the
scaling factor are 0.2 for 15N and 0.3 for 13C, but for further
discussion on this topic we suggest referring to the review by
Williamson [15].

4. The correlation coefficient cut-off value is dependent on the
system under investigation and the error margin on the
measured chemical shifts. In some cases, a strict limit of 0.98
may not be very informative. We recommend creating a heat
map instead in which multiple correlation coefficients are set as
cutoffs and mapped as colors in the final correlation matrix to
highlight both strong and weak correlations.

5. An alternative approach to this step is to create files in the
format of idm.txt, containing only the residues found within
one particular cluster. These files can be clustered using the
same protocol as in Subheading 2, step 3 and visualized in Java
TreeView.

6. If using complete-linkage AC, there may be several clusters
with similar state groupings (i.e., functions). This is due to
the high stringency of complete-linkage AC, which can some-
times fragment clusters with similar functions. The paper of
Boulton et al. [9] provides guidelines for combining “frag-
ment” clusters with similar state groupings.

7. A comparative analysis between the protein’s structural
changes and the CHESCA clusters can be very informative.
Most often, the CHESCA clusters will be in agreement with
local RMSD maxima [9, 11]. However, it is also possible to
identify CHESCA correlations in regions devoid of any confor-
mational change or, vice versa, to identify large conformational
changes in regions without any CHESCA correlation. For
instance, Selvaratnam et al. uncovered many correlations
involving an N-terminal region of EPAC1 cAMP-binding
domain (CBD) that displayed no significant conformational
changes as seen by structural overlays and local RMSDs of the
inactive and active crystal structures [11]. However, this region
displayed enhanced μs-ms dynamics upon activation that were
proposed to drive the release of an auto-inhibitory salt bridge
between the catalytic and regulatory domains [11]. In another
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example, structural changes were observed in a region of the
bile acid-binding protein (BABP), which yielded no correla-
tions through CHESCA, but inspection of X-ray crystal struc-
tures of BABP with different bound ligands revealed this region
conferred selectivity toward different bile acids [23].

8. An ideal reference state would be the one that separates the two
predominant functional equilibria (e.g., binding vs. activation).
For instance, in the context of the thermodynamic cycle shown
in Fig. 1a, an antagonist or reverse agonist might bind similarly
to the effector, agonists, and partial agonists, but result in an
inactive state more similar to the apo state (i.e., the antagonist
binds without activation). Choosing a suitable reference state
will help make the directions of maximum variance orthogonal,
as required by SVD. If an antagonist or reverse agonist state is
not available, we suggest trying multiple reference states or the
row mean centering approach.

Acknowledgments

We thank Amir Bashiri (McMaster U.), Dr. M. Akimoto (Keio U.),
Professor G. Veglia (U. Minnesota), and L.E. Kay (U. Toronto) for
helpful discussions. This study received funding from Canadian
Institutes of Health Research (Grant MOP-68897) to G.M. and
Natural Sciences and Engineering Research Council of Canada
(Grant RGPIN-2014�04514) to G.M.

References

1. Nussinov R, Tsai C (2013) Allostery in disease
and in drug discovery. Cell 153(2):293–305

2. Boulton S, Melacini G (2016) Advances in
NMR methods to map allosteric sites: from
models to translation. Chem Rev 116
(11):6267–6304

3. Hilser VJ, Wrabl JO, Motlagh HN (2012)
Structural and energetic basis of allostery.
Annu Rev Biophys 41:585–609

4. Kuriyan J, Eisenberg D (2007) The origin of
protein interactions and allostery in colocaliza-
tion. Nature 450(7172):983–990

5. Smock RG, Gierasch LM (2009) Sending sig-
nals dynamically. Science 324(5924):198–203

6. Nussinov R, Tsai C (2012) The different ways
through which specificity works in orthosteric
and allosteric drugs. Curr Pharm Des 18
(9):1311–1316

7. Wenthur CJ, Gentry PR, Mathews TP et al
(2014) Drugs for allosteric sites on receptors.
Annu Rev Pharmacol Toxicol 54:165–184

8. Monod J, Wyman J, Changeux J (1965) On
the nature of allosteric transitions: a plausible
model. J Mol Biol 12(1):88–118

9. Boulton S, Akimoto M, Selvaratnam R et al
(2014) A tool set to map allosteric networks
through the NMR chemical shift covariance
analysis. Sci Rep 4:7306

10. Akimoto M, Selvaratnam R, McNicholl ET
et al (2013) Signaling through dynamic linkers
as revealed by PKA. Proc Natl Acad Sci U S A
110(35):14231–14236

11. Selvaratnam R, Chowdhury S, VanSchouwen B
et al (2011) Mapping allostery through the
covariance analysis of NMR chemical shifts.
Proc Natl Acad Sci U S A 108(15):6133–6138

12. Selvaratnam R, Mazhab-Jafari MT, Das R et al
(2012) The auto-inhibitory role of the EPAC
hinge helix as mapped by NMR. PLoS One 7
(11):e48707

13. Cembran A, Kim J, Gao J et al (2014) NMR
mapping of protein conformational landscapes
using coordinated behavior of chemical shifts

404 Stephen Boulton et al.



upon ligand binding. Phys Chem Chem Phys
16(14):6508–6518

14. Axe JM, Yezdimer EM, O’Rourke KF et al
(2014) Amino acid networks in a (β/α)8 barrel
enzyme change during catalytic turnover. J Am
Chem Soc 136(19):6818–6821

15. Williamson MP (2013) Using chemical shift
perturbation to characterise ligand binding.
Prog Nucl Magn Reson Spectrosc 73:1–16

16. Selvaratnam R (2013) Probing allostery in the
exchange protein activated by cAMP (EPAC)
using NMR spectroscopy. Unpublished doc-
toral thesis, McMaster University, Hamilton,
ON, Canada

17. SelvaratnamR, VanSchouwenB, Fogolari F et al
(2012) The projection analysis of NMR chemi-
cal shifts reveals extended EPAC autoinhibition
determinants. Biophys J 102(3):630–639

18. Chatterjee S, Firat A (2007) Generating data
with identical statistics but dissimilar graphics.
Am Stat 61(3):248–254

19. Axe JM, O’Rourke KF, Kerstetter NE et al
(2015) Severing of a hydrogen bond disrupts
amino acid networks in the catalytically active
state of the alpha subunit of tryptophan
synthase. Protein Sci 24(4):484–494

20. Axe JM, Boehr DD (2013) Long-range inter-
actions in the alpha subunit of tryptophan
synthase help to coordinate ligand binding,
catalysis, and substrate channeling. J Mol Biol
425(9):1527–1545

21. de Hoon MJ, Imoto S, Nolan J et al (2004)
Open source clustering software. Bioinformat-
ics 20(9):1453–1454

22. Saldanha AJ (2004) Java treeview–extensible
visualization of microarray data. Bioinformatics
20(17):3246–3248

23. Tomaselli S, Pagano K, Boulton S et al (2015)
Lipid binding protein response to a bile acid
library: a combined NMR and statistical
approach. FEBS J 282(21):4094–4113

Allosteric Sites Mapped by CHESCA 405



Chapter 19

High-Efficiency Expression of Yeast-Derived
G-Protein Coupled Receptors and 19F Labeling
for Dynamical Studies

Libin Ye, Alexander P. Orazietti, Aditya Pandey, and R. Scott Prosser

Abstract

We describe a detailed protocol for heterologous expression of the human adenosine A2A G-protein
coupled receptor (GPCR), using Pichia pastoris. Details are also provided for the reconstitution and
functional purification steps. Yields of 2–6 mg/g membrane were obtained prior to functional purification
(ligand column purification). Typically, functional purification reduced overall yields by a factor of 2–4,
resulting in final functional production of 0.5–3 mg/L membrane. Yeast is an excellent protein expression
system for NMR given its high tolerance for isotope-enriched solvents and its ability to grow in minimal
media.

Key words P. pastoris, GPCR, Membrane protein, Functional purification, A2AR

1 Introduction

In eukaryotes, signal transduction associated with vision, sensory-,
autonomic-, and neurotransmitter-mediated response, inflamma-
tion, and cell homeostasis are regulated by a diverse class of mem-
brane receptors, known as G-protein coupled receptors (GPCRs)
G-protein coupled receptors (GPCRs). There are over 800 human
GPCRs, all of which possess a common 7-transmembrane motif
[1]. Signal transduction is generally regulated by an extracellular
ligand that when bound to the orthosteric binding pocket of the
receptor establishes an allosteric path between the GPCR and
intracellular signaling proteins such as G proteins or β-arrestins.
One third of currently marketed drugs [2] target GPCRs and many
drug discovery efforts are currently focused on their application to
treat cancer, obesity, cardiac disease, and neurodegenerative dis-
eases. Considering their location in the plasma membrane and their
ubiquitous role in the regulation of signal transduction, there is an
immense interest in understanding receptor and drug interactions.
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Despite their widespread interest to the medical community, prog-
ress in understanding the relationship between GPCR structure
and function has been mired by challenges associated with obtain-
ing high yield of functionally reconstituted receptor. The past
decade has witnessed a renaissance for structural biology in terms
of capacity to determine high-resolution crystal structures of
GPCRs in complex with specific ligands or, most recently, binding
partners such as G proteins and β-arrestins.

Methodological breakthroughs in X-ray crystallography have
recently provided high-resolution structures of dozens of GPCRs
since 2007, spanning representative functional classes [3]. In con-
trast to more than 50 unique GPCR X-ray crystal structures cur-
rently available, a single structure of a chemokine receptor,
CXCR1, has been obtained by solid-state NMR [4]. Current
NMR initiatives have thus far focused on the identification of
mutations that improve fold stability (and spectroscopic resolution)
at higher temperatures while addressing issues associated with het-
erologous expression that allow for the facile incorporation of
13C,15N, and 2H isotopes [5–8]. Studies of related 7-
transmembrane receptors suggest that the requisite resolution is
at hand to allow for triple-resonance (1H, 13C, 15N) experiments
and subsequent structure studies by NMR [9–13]. However, the
greatest challenge with each receptor is to identify a robust heter-
ologous expression system that generates functional isotopically
enriched receptors. Insect cells remain promising systems for the
expression of GPCRs and many NMR initiatives are focused on the
use of insect cells containing deuterated solvent and 15N, 13C, and
2H-enriched amino acids derived from algal cells or yeast extract
[14]. Insect cells nevertheless have a reputation for being prohibi-
tively costly and less versatile when factoring in the cost of isotope-
enriched media. The approach in our lab and others has been to
make use of yeast (e.g., Saccharomyces cerevisiae, Pichia pastoris,
Kluyveromyces lactis, and Yarrowia lipolytica) expression systems,
in part owing to their high tolerance for D2O, amenability to the
introduction of inexpensive 13C and 15N sources [15–19], and high
cell densities. Yeast expression systems are also relatively inexpen-
sive, can accomplish post-translational modifications, and have
been shown to provide very high yields of mammalian proteins,
including GPCRs [20, 21].

Despite the technical challenges, there are several key advan-
tages that NMR brings to the study of GPCRs. First, fusion con-
structs that are often employed in crystallography to obtain crystals,
are generally not a part of the NMR regimen, and in many cases, it
is possible to make use of wild-type sequences, assuming expression
is not unduly compromised. GPCRs are also reputed to undergo
both slow and fast exchange between multiple conformations,
associated with distinct functional states [22–25]. While this com-
plicates NMR structure studies and backbone assignments, the
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spectroscopic characterization of specific functional states and their
exchange rates greatly enriches our understanding of the confor-
mational landscape and mechanisms associated with receptor acti-
vation. In particular, 19F NMR is sensitive to subtle changes in
electrostatic and van der Waals environment and thus to the activa-
tion process, allowing the characterization of the conformational
landscape as a function of ligand and/or interacting species [22, 23,
26]. While 19F-enriched amino acids (in particular, fluoro-aromatic
residues) can in principle be incorporated into GPCRs [27], the
majority of 19F NMR spectroscopic studies of GPCRs have been
accomplished via thiol-specific tagging of optimized fluorinated
derivatives [28]. Most recently, in our lab, we succeeded in high-
yield expression, 19F-labeling, and reconstitution of two class A
GPCRs using Pichia pastoris [29, 30]. Herein, using the adenosine
A2 receptor (A2AR) as an example, we provide details of our in-
house protocol associated with screening of transformants, expres-
sion, reconstitution in detergents, and purification of functional
receptor for NMR sample preparation.

2 Materials

2.1 Materials and

Apparatus Commonly

Used for Molecular

Biology

1. pPIC9K vector (see Note 1).

2. Pichia pastoris SMD1163 strain (see Note 2).

3. Glycerol.

4. 1 M ice-cold sterile sorbitol.

5. Geneticin® 418.

6. XL 10-Gold® ultracompetent E. coli cells.

7. YPD plate: 1% yeast extract, 2% peptone, 2% glucose, and 1.5%
agar.

8. YPD broth: 1% yeast extract, 2% peptone, 2% glucose.

9. YNBD plate: 1.34% yeast nitrogen base without amino acid, 1%
glucose, 4 � 10�5% D-Biotin, and 1.5% agar.

10. BamHI-HF, NotI-HF, and PmeI-HF restriction enzymes.

11. T4 DNA ligase.

12. GenElute™ plasmid miniprep kit (Sigma-Aldrich).

13. 100% ethanol.

14. 1.5 mL Eppendorf tubes.

15. 2 mm electroporation cuvette.

16. 14 mL round-bottom Falcon tubes.

17. UV-vis spectrometer.

18. Spectrophotometer (NanoDrop™ 2000).

19. Electroporation system (Gene Pulser II from Bio-Rad).
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2.2 Materials for

Screening of

Transformants

1. YPD plates with different concentrations of Geneticin® 418.

2. All materials for electroporation as listed in Subheading 2.1.

3. BMGY medium: 1% (w/v) yeast extract, 2% (w/v) peptone,
1.34% (w/v) YNB without amino acids, 4 � 10�5% (w/v) D-
Biotin, 1% (w/v) glycerol, 0.1 M phosphate buffer at pH 6.5.

4. BMMY medium: 1% (w/v) yeast extract, 2% (w/v) peptone,
1.34% (w/v) yeast nitrogen base without amino acids,
4 � 10�5% (w/v) D-Biotin, 0.5% (w/v) methanol, 0.1 M
phosphate buffer at pH 6.5, 0.04% (w/v) histidine and 3%
(v/v) DMSO, 10 mM theophylline.

5. Methanol.

6. P1 buffer: 50 mM HEPES, pH 7.4.

7. Lysis buffer P2: 50 mM HEPES, pH 7.4, 100 mM NaCl,
2 mM EDTA, 10% glycerol, 100 U Zymolyase.

8. Anti-His6 peroxidase kit.

9. Nitrocellulose membranes.

10. Blocking buffer: 125 mM NaCl, 25 mM Tris base, pH 7.5,
0.3% Tween-20, and 3% nonfat milk.

11. Incubation buffer: Anti-His antibody diluted to 1:2000 with
blocking buffer.

12. Washing buffer: 125 mM NaCl, 25 mM Tris base, pH 7.5,
0.3% Tween-20.

2.3 Materials for

Functional Ligand

Column Preparation

1. Xanthine amine congener �96% (Sigma-Aldrich).

2. DMSO.

3. Affi-Gel® 10 (BioRad).

4. Isopropanol.

5. Trisaminomethane (Tris).

6. Acetic acid.

7. NaN3.

2.4 Materials for Cell

Culture and Induced

Expression

1. YPD plates.

2. YPD broth.

3. Buffered glycerol complex (BMGY) medium.

4. Buffered methanol complex (BMMY) medium.

5. Methanol.

6. Anti-foam A.
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2.5 Materials for

Membrane Preparation

and Functional

Purification

1. Buffer P1: 50 mM HEPES, pH 7.4

2. Lysis buffer P2: 50 mM HEPES, pH 7.4, 100 mM NaCl,
2 mM EDTA, 10% glycerol, 100 U Zymolyase, EDTA-free-
proteinase inhibitor (Sigma-Aldrich).

3. Ultracentrifuge.

4. Buffer P3: 50 mM HEPES, pH 7.4, 100 mM NaCl, 2 mM
theophylline, 10% glycerol, EDTA-free-protease inhibitor,
solution of 1% (Lauryl Maltose Neopentyl Glycol) MNG (Ana-
trace), 0.2% cholesterol hemisuccinate (CHS), and 20 mM
imidazole.

5. TALON® Metal Affinity Resin (Clontech Laboratories, Inc.).

6. Binding Buffer P4: 50 mM HEPES, pH 7.4, 100 mM NaCl,
2mM theophylline, 10% glycerol, EDTA-free protease inhibi-
tor, solution of 0.1%MNG and 0.02% CHS, 20 mM imidazole.

7. Buffer P4þ1: 50 mM HEPES, pH 7.4, 100 mM NaCl, 2 mM
theophylline, 10% glycerol, EDTA-free protease inhibitor,
solution of 0.1% MNG, and 0.02% CHS.

8. Buffer P5: 50 mM HEPES, pH 7.4, 0.1% MNG, 0.02% CHS,
100 mM NaCl.

9. Buffer P6: 50 mMHEPES, pH 7.4, 100 mMNaCl, solution of
0.1% MNG and 0.02% CHS, 250 mM imidazole.

10. Buffer P7: 50 mM HEPES, pH 7.4, 0.1% MNG, 0.02% CHS.

11. Buffer P8: 50 mM HEPES, pH 7.4, 0.1% MNG,0.02% CHS,
100 mM NaCl, 20 mM theophylline.

3 Methods

3.1 Gene

Manipulation and

Transformant

Optimization

3.1.1 Preparation of

Competent Cells

1. SMD1163 cells were streaked from a �80 �C stored glycerol
stock onto YPD plates and incubated for 3–5 days at 30 �C
before making competent cells (see Note 3).

2. A single colony from streaked YPD plates was inoculated into
10 mL YPD broth, and incubated with shaking at 275 rpm at
30 �C until an OD600 of ~3.0 was reached.

3. The 10 mL cell broth was then re-inoculated into 500 mL YPD
broth and the OD600 was continuously monitored until such
time that an OD600 of 1.0–1.3 was reached (typically requiring
20–24 h).

4. The cell pellets were collected into pre-autoclaved centrifuga-
tion tubes, upon centrifugation at 1500 � g for 5 min at 4 �C.

5. The cell pellets were washed twice with 10� autoclaved ice-
cold distilled H2O (see Note 4).
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6. The final cell pellets were resuspended in 1 mL 1 M sterile ice-
cold sorbitol (see Note 5).

7. 80 μL of resuspended cells were aliquoted into 1.5 mL pre-
chilled sterile Eppendorf™ tubes, for electro-transformation
(see Note 6).

3.1.2 Preparation of

Linearized Plasmid

Containing Target Gene

Prior to electroporation, the plasmid should be ready in accordance
with the following procedure.

1. The target gene fragment (Fig. 1) including the target adeno-
sine A2A (2-317) receptor [23] gene, a fragment of Saccharo-
myces cerevisiae derived from N-terminal α-Factor signal
peptide (α-Factor), an N-terminal FLAG-tag, and a C-terminal
His10-tag gene fragment were ligated by multi-PCR reactions.

2. Both the products from the PCR reaction and pPIC9K plasmid
were digested for 2 h at 37 �C by restriction enzymes BamHI-
HF and NotI-HF.

3. DNA gel electrophoresis was applied to both digested PCR
products and the pPIC9K plasmid and the resulting products
were purified via a QIAquik® Gel Extraction Kit.

4. The extracted PCR products and empty pPIC9K were then
ligated by T4 DNA ligase.

5. The plasmid thus obtained was amplified in XL 10-Gold®

ultracompetent cells and extracted by GenElute™ plasmid
miniprep kit.

6. The concentration of the extracted plasmid was next measured
using a NanoDrop™ 2000 spectrophotometer.

7. In accordance with the concentration of the extracted plasmid,
PmeI-HF was added and incubated for 2 h to fully linearize the
plasmid.

Fig. 1 Gene fragment inserted into the pPIC9K vector, containing the target
gene, surrounded by α-Factor signal peptide, FLAG-tag, and His6-tag
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8. PmeI-HF enzyme was denatured at 80 �C for 30 min (Note:
This step is OPTIONAL).

9. The linearized plasmid was then precipitated by 70% ethanol
(see Note 7).

10. The precipitated DNA was then micro-centrifuged for 1 min at
13,000 � g.

11. The supernatant was discarded and the precipitated linearized
DNA was dried under a fume hood or vacuum for 20–30 min.

12. The linearized DNA was dissolved in distilled water to a final
concentration of 500–1000 ng/μL.

3.1.3 Electroporation The electroporation method was used to achieve multi-copy inser-
tion of the plasmid.

1. 5–10 μg (about 10 μL) linearized plasmid was gently mixed
with 80 μL freshly prepared P. pastoris competent cells and kept
on ice for 5 min before electroporation.

2. The mixture of plasmids and competent cells was transferred to
a prechilled 2 mm electroporation cuvette.

3. Electroporation was performed on a Gene Pulser II.

4. The electroporation conditions were 1500–2000 V charging
voltage, 25 μF capacitance, and 400 Ω resistance (see Note 8).

5. 1 mL ice-cold 1 M sorbitol was immediately added to the
transformation cuvette.

6. The sample was then transferred to a sterile 14 mL round-
bottom tube and incubated for 2–3 h at 30 �Cwithout shaking.

7. 200 μL of medium containing transformed plasmids was spread
on YNBD plates, and incubated for 3–5 days until colonies
appeared.

3.2 High-Yield

Transformant

Screening

The screening to obtain a desirable transformant was carried out in
two stages, that is, high-copy transformants screening and high-
yield expression transformants screening. The main procedure for
screening high-copy transformants was in accordance with the
previous publication [31] in addition to a secondary screening
cycle to increase the probability of high-copy transformants.

3.2.1 Two-Stage

Screening Approach for

High-Copy Transformants

1. After 3–5 days incubation at 30 �C, the transformants typically
appeared on histidine-deficient YNBD plates with the number
of colony-forming units (CFU) varying from hundreds to
thousands.

2. The transformants were then inoculated individually onto YPD
plates containing 0.1 mg/mL G418 for an additional 3–5 days
incubation at 30 �C.
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3. The colonies were subsequently transferred to YPD plates with
2 mg/mL G418 for an additional incubation period of
5–7 days; transformants were then transferred onto YPD plates
containing 4 mg/mL G418 and incubated for an additional
5–7 days (see Note 9).

4. The colonies with high-copy target-gene integration can be
easily judged from colony size/morphology.

5. The colonies resistant to high concentrations of G418 were
selected to make competent cells for second-cycle screening (see
Note 10).

6. The secondary electro-transformation was performed using a
high-copy transformant from the first cycle screening to make
competent cells.

7. After transformation, the secondary transformants were
directly spread onto YPD plates with different G418 concen-
trations (2 mg/mL and 4 mg/mL), rather than YNBD plates
(see Note 11).

8. The colonies that grew on 4 mg/mL G418 YPD plates were
further transferred onto 6 mg/mL G418 YPD plates for an
additional 5–7 day incubation period.

9. 10–15 high-copy colonies were picked from YPD plates con-
taining 6 mg/mL G418 for further expression to screen high-
yield transformants (Fig. 2).

Fig. 2 The secondary screening plates containing different concentrations of G418 (a) and immunoblot images
for crude expression screening of colonies chosen from 6 mg/mL G418 plates (b)

414 Libin Ye et al.



3.2.2 High-Yield

Transformants Screening

via Immunoblotting

1. 10–15 different single colonies from YPD plates containing
6 mg/mL G418 were inoculated into 5 mL BMGY medium
in 14 mL falcon tubes, and were cultured at 30 �C for at least
24 h with shaking (275 rpm) until an OD600 between 2 and 6
was obtained.

2. The medium was then transferred into 250 mL BMMY media
in Erlenmeyer flasks and was further cultured at 22 �C for 60 h
(275 rpm) (see Note 12).

3. During cell growth, 0.5% methanol was added every 18 h to
induce receptor expression.

4. At the end of induction, the cell pellets were collected after
centrifugation at 4000 � g for 15 min.

5. The cell pellets were washed once using buffer P1.

6. The cell pellets were resuspended into lysis buffer P2 and left at
room temperature for 1 h (see Note 13).

7. The cell pellet suspensions were then vortexed at 2000 rpm for
2 h at 4 �C in the presence of a slurry of 5 mm glass beads.

8. The disrupted cell pellets were centrifuged at 8000 � g for
30 min at 4 �C to discard unbroken cells and cellular debris.

9. The supernatant containing cell membrane was collected and
directly applied to immunoblotting membrane.

10. Immunoblotting was performed by anti-His6-peroxidase.

11. 1 μL of the supernatant was blotted on nitrocellulose mem-
brane and allowed to dry (see Note 14).

12. The membrane was placed in blocking buffer for 1 h at room
temperature.

13. The membrane was then transferred to incubation buffer con-
taining anti-His6-peroxidase antibody (1:2000) at room tem-
perature for 2 h.

14. The membrane was then washed three times with washing
buffer, followed by distilled water.

15. The membrane was visualized by reacting with BM Blue POD
substrate (see Note 15).

3.3 Ligand Column

Synthesis

Obtaining functional receptor is critical for NMR studies. For this
purpose, affinity purification using a column with immobilized
ligand is the key to removing misfolded receptor. The synthesis of
an XAC ligand (xanthine amine congener, a functionalized antago-
nist) column for the adenosine A2A receptor was closely followed
from the protocols proposed by Nakata et al. and Grisshammer
et al. [32, 33] with slight modification, as described below:

1. 0.01 mmol XAC (4.285 mg) was dissolved in 10 mL of DMSO
(see Note 16).
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2. Prior to XAC addition, Affi-Gel® 10 was washed extensively (at
least 20�) with ice-cold isopropanol and then briefly with
DMSO (see Note 17).

3. The moist gel cake was immediately resuspended in 120 mL
DMSO containing 51 mg XAC.

4. The gel suspension was incubated at room temperature over-
night with slow continuous rotation/shaking.

5. The reaction was stopped by washing the gel with DMSO
extensively.

6. The gel was further washed sequentially with distilled H2O,
1 M Tris, and distilled H2O.

7. The washed gel was incubated with 200 mM Tris acetate
buffer, pH 8.0, for 24 h at 4 �C.

8. The gel was then washed with distilled water extensively.

9. Finally, the XAC-agarose was stored at 4 �C in 0.02% NaN3.

10. The amount of covalently bound XAC was estimated by moni-
toring the absorbance at 310 nm in 0.01 NHCl in comparison
to that of the starting XAC solution.

3.4 Cell Culture and

Induced Expression

1. The high yield transformant was streaked from a glycerol stock
onto YPD agar plates and was incubated for 3–5 days until clear
single colonies appeared on the plates.

2. A single colony was inoculated in 4 mL YPD broth at 30 �C
with shaking at 275 rpm overnight (usually 12–14 h).

3. The cells were then transferred into the 200 mL BMGY
medium and cultured at 30 �C for about 20–24 h until the
OD600 reached 2–6.

4. The cell pellets were spun down at 4000 � g for 15 min, and
were resuspended in the 1 L BMMY medium to begin expres-
sion under induction with methanol at 20–22 �C.

5. 0.5% methanol was added every 18 h to continue induction of
receptor expression.

6. After 60 h methanol induction, cell pellets were harvested for
receptor purification.

3.5 Membrane

Preparation, 19F

Labeling, and

Functional Purification

1. The cell pellets were washed one time with buffer P1.

2. Harvested cells were suspended in 4 mL of Lysis buffer P2 at a
ratio of 1:4 (seeNote 18) and left at room temperature (20 �C)
for 1 h.

3. Yeast cell walls were further disrupted by the addition of 5 mm
glass beads to the resuspended cells and vortexing at 4 �C for
2 h.
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4. Intact cells and cell debris were separated from the membrane
suspension by low-speed centrifugation (8,000 � g, 30 min,
4 �C).

5. The supernatant was collected and centrifuged at 100,000 � g
for 1 h.

6. The cell pellet was dissolved in 25 mL buffer P3 under contin-
uous shaking for about 1–2 h, at 4 �C, until complete resus-
pension was achieved.

7. TALON® Metal Affinity Resin was washed with distilled water
twice and with binding buffer P4 once, then combined with
the resuspended membrane under gentle shaking for at least
2 h at 4 �C.

8. The suspension was then centrifuged at 4 �C to collect A2AR
conjugated TALON®Metal Affinity Resin at 500� g for 2 min
(see Note 19).

9. The A2AR-conjugated resin was washed extensively (at least
5�) with buffer P4þ1 to remove nonconjugated receptor
and impurities in solution.

10. The mixture of TALON® resin and supernatant was incubated
at 4 �C on a shaker for 30 min with 100 μM Tris (2-carbox-
yethyl)phosphine hydrochloride (TCEP).

11. The TCEP was washed out immediately with buffer P4þ1
twice, and the receptor was resuspended in P4þ1 buffer.

12. 200 μM 19F tag (BTFMA) was added into the solution, and
incubated at 4 �C on a shaker for 6 h under nitrogen.

13. The solution was washed once with buffer P4þ1 and another
aliquot of 19F tag was added. The solution was then incubated
for an additional 6 h.

14. A2AR-conjugated Talon resin was loaded on an empty column,
washed with 10� bed volumes of buffer P5, and the apo A2AR
was eluted with at least 5� bed volume of buffer P6.

15. The eluate containing apo-state A2AR was concentrated to
5 mL.

16. The NaCl and imidazole concentrations in the solution were
decreased by the addition of 15 mL buffer P7.

17. The XAC-agarose gel was washed with distilled water twice,
and equilibrated with buffer P7.

18. The receptor was then incubated with XAC-agarose gel for at
least 1 h with gentle shaking at 4 �C to allow for A2AR binding
to XAC agarose.

19. A2AR-conjugated XAC agarose was packed on a disposable
column.

20. The column was washed with buffer P7 for 2� column
volumes to remove non-bound receptor.
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21. A2AR was then eluted with 10� bed volumes of buffer P8.

22. The eluted samples were concentrated into 30–40 mL.

23. See Note 20 for alternatives to the steps described below.

24. The sample was combined with TALON® resin which was then
incubated for 2 h with the functional purified A2AR.

25. The functional A2AR-conjugated resin was packed on a column
and washed extensively with buffer P5 (at least 10� column
volumes) to remove all theophylline (see Note 21).

26. Functional apo A2AR was then eluted out by buffer P6.

27. Functional apo A2AR was concentrated into 1–2 mL and dia-
lyzed twice against Buffer P5 with dilution factor of 1 � 106.

28. Functional apo-A2AR can now be prepared for NMR samples
or other biophysical measurements.

4 Notes

1. The modified vector has a BamHI restriction site in front of the
α-Factor, and a NotI restrict site following his-tag; refer to
Fig. 1.

2. A methylotrophic yeast P. pastoris protease-deficient strain—
SMD1163 (Δhis4, Δpep4, Δprb1), which is deficient in both
proteinases A (encoded by pep4) and B (encoded by prb1)
genes, was used as an expression host system.

3. The strain was kept in 15% glycerol stock. The normal cultured
cells should emit a fragrant smell.

4. Complete cell dispersal can be achieved by gently pipetting up
and down during wash. Cell pellets should always be kept on
ice.

5. At this point, the cell solution is very viscous and quite difficult
to pipette by a micropipettor. However, this viscous condition
is needed. Cells should not be diluted by adding more ice-cold
sorbitol.

6. To reach high efficiency, always make fresh P. pastoris compe-
tent cells for electro-transformation.

7. At this point, linearized DNA can usually be seen by visual
inspection after ethanol addition.

8. During electroporation, quickly wipe off moisture from the
cuvette and insert into the electroporation device.

9. In this process, the same colonies were re-transferred onto grid
plates with different concentrations of G418. For instance, the
same colony will be simultaneously transferred onto plates
containing 2 mg/mL and 4 mg/mL G418, respectively. As
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different colonies will have unique copies of the gene of inter-
est, the different survival probabilities for distinct colonies will
be easily used for judging the copy number of colonies. It
should be noted the procedures of making the secondary com-
petent cells and electroporation were the same as in the first
electroporation step.

10. Note the procedures for making the secondary competent cells
and electroporation are unchanged from the first electropora-
tion step.

11. Usually, hundreds of CFUs will appear on plates containing
4 mg/mL G418 at this stage, in contrast to the first-cycle
screening where directly spreading the medium onto plates
with 4 mL/mL G418 produces no visible colony.

12. Keep the temperature at 20–22 �C to increase the yield of the
functional receptor.

13. Ensure the sample is left at room temperature to optimize
Zymolyase activity and ensure cell walls are disrupted. Alterna-
tively, you can use lyticase instead of Zymolyase.

14. Nitrocellulose membranes are essential as PVDF membranes
are not suitable for immunoblotting with supernatant applied
directly onto the membrane.

15. Different transformants will give rise to different intensities for
the immunoblots and the transformant showing strongest
intensity should be used for further expression.

16. MW of XAC is 428.5. The XAC concentration is 1 mM when
dissolved in 10 mL of DMSO. For 20 mL of Affi-Gel® 10,
51 mg XACmust be dissolved in 120 mLDMSO. Note 12 mL
XAC in DMSO for 1 mL of packed gel.

17. Keep the temperature at 10 �C; otherwise, DMSO and Affi-
Gel® 10 will be freeze below this temperature.

18. 1 g cell pellets were resuspended in 4 mL Lysis buffer.

19. Do not exceed 1000 � g; otherwise the resin will be crushed.
Refer to the manual for different resins from different
suppliers.

20. The following steps can be alternatively replaced by extensive
dialysis against buffer P6.

21. This and subsequent steps are required to return the receptor
to an apo state.

References

1. Lv X, Liu J, Shi Q, Tan Q, Wu D, Skinner JJ,
Walker AL, Zhao L, Gu X, Chen N, Xue L, Si P,
Zhang L, Wang Z, Katritch V, Liu ZJ, Stevens
RC (2016) In vitro expression and analysis of

the 826 human G protein-coupled receptors.
Protein Cell 7(5):325–337.
doi:10.1007/s13238-016-0263-8

A Practical Protocol for High-yield GPCR Expression and Purification 419

https://doi.org/10.1007/s13238-016-0263-8


2. Lundstrom K (2016) New winds in GPCR-
based drug discovery. Future Med Chem 8
(6):605–608. doi:10.4155/fmc-2016-0008

3. Katritch V, Cherezov V, Stevens RC (2013)
Structure-function of the G protein–coupled
receptor superfamily. Annu Rev Pharmacol
Toxicol 53(1):531–556.
doi:10.1146/annurev-pharmtox-032112-
135923

4. Park SH, Das BB, Casagrande F, Tian Y, Noth-
nagel HJ, Chu M, Kiefer H, Maier K, De
Angelis AA, Marassi FM, Opella SJ (2012)
Structure of the chemokine receptor CXCR1
in phospholipid bilayers. Nature 491
(7426):779–783. doi:10.1038/nature11580

5. Scott DJ, Pl€uckthun A (2013) Direct molecu-
lar evolution of detergent-stable G protein-
coupled receptors using polymer encapsulated
cells. J Mol Biol 425(3):662–677.
doi:10.1016/j.jmb.2012.11.015

6. Klenk C, Ehrenmann J, Sch€utz M, Pl€uckthun
A (2016) A generic selection system for
improved expression and thermostability of G
protein- coupled receptors by directed evolu-
tion. Sci Rep 6:21294.
doi:10.1038/srep21294

7. Sch€utz M, Schöppe J, Sedlák E, Hillenbrand
M, Nagy-Davidescu G, Ehrenmann J, Klenk C,
Egloff P, Kummer L, Pl€uckthun A (2016)
Directed evolution of G protein- coupled
receptors in yeast for higher functional produc-
tion in eukaryotic expression hosts. Sci Rep
6:21508. doi:10.1038/srep21508

8. Isogai S, Deupi X, Opitz C, Heydenreich FM,
Tsai C-J, Brueckner F, Schertler GFX, Veprint-
sev DB, Grzesiek S (2016) Backbone NMR
reveals allosteric signal transduction networks
in the β1-adrenergic receptor. Nature 530
(7589):237–241. doi:10.1038/nature16577

9. Etzkorn M, Raschle T, Hagn F, Gelev V, Rice
AJ, Walz T, Wagner G (2013) Cell-free
expressed bacteriorhodopsin in different solu-
ble membrane mimetics: biophysical properties
and NMR accessibility. Structure 21(3):
394–401. doi:10.1016/j.str.2013.01.005

10. Gautier A, Kirkpatrick JP, Nietlispach D
(2008) Solution-state NMR spectroscopy of a
seven-helix transmembrane protein receptor:
backbone assignment, secondary structure,
and dynamics. Angew Chem Int Ed Engl 47
(38):7297–7300.
doi:10.1002/anie.200802783

11. Gautier A, Mott HR, Bostock MJ, Kirkpatrick
JP, Nietlispach D (2010) Structure determina-
tion of the seven-helix transmembrane receptor
sensory rhodopsin II by solution NMR spec-
troscopy. Nat Struct Mol Biol 17(6):768–774.
doi:10.1038/nsmb.1807

12. Nietlispach D, Gautier A (2011) Solution
NMR studies of polytopic alpha-helical mem-
brane proteins. Curr Opin Struct Biol 21
(4):497–508. doi:10.1016/j.sbi.2011.06.009

13. Nisius L, Rogowski M, Vangelista L, Grzesiek S
(2008) Large-scale expression and purification
of the major HIV-1 coreceptor CCR5 and
characterization of its interaction with
RANTES. Protein Expr Purif 61(2):155–162.
doi:10.1016/j.pep.2008.06.001

14. Opitz C, Isogai S, Grzesiek S (2015) An eco-
nomic approach to efficient isotope labeling in
insect cells using homemade 15N-, 13C- and
2H-labeled yeast extracts. J Biomol NMR 62
(3):373–385.
doi:10.1007/s10858-015-9954-3

15. Fan Y, Emami S, Munro R, Ladizhansky V,
Brown LS (2015) Isotope labeling of eukary-
otic membrane proteins in yeast for solid-state
NMR. Methods Enzymol 565:193–212.
doi:10.1016/bs.mie.2015.05.010

16. MorganWD, Kragt A, Feeney J (2000) Expres-
sion of deuterium-isotope-labelled protein in
the yeast pichia pastoris for NMR studies. J
Biomol NMR 17(4):337–347

17. Fan Y, Shi L, Ladizhansky V, Brown LS (2011)
Uniform isotope labeling of a eukaryotic seven-
transmembrane helical protein in yeast enables
high-resolution solid-state NMR studies in the
lipid environment. J Biomol NMR 49(2):
151–161. doi:10.1007/s10858-011-9473-9

18. Sugiki T, Shimada I, Takahashi H (2008) Sta-
ble isotope labeling of protein byKluyveromyces
lactis for NMR study. J Biomol NMR 42
(3):159–162.
doi:10.1007/s10858-008-9276-9

19. Wood MJ, Komives EA (1999) Production of
large quantities of isotopically labeled protein
in Pichia pastoris by fermentation. J Biomol
NMR 13(2):149–159

20. Niebauer RT, Robinson AS (2006) Excep-
tional total and functional yields of the human
adenosine A2a receptor expressed in the yeast
Saccharomyces cerevisiae. Protein Expr Purif 46
(2):204–211.
doi:10.1016/j.pep.2005.09.020

21. O’Malley MA, Lazarova T, Britton ZT, Robin-
son AS (2007) High-level expression in Saccha-
romyces cerevisiae enables isolation and
spectroscopic characterization of functional
human adenosine A2a receptor. J Struct Biol
159(2):166–178.
doi:10.1016/j.jsb.2007.05.001

22. Liu JJ, Horst R, Katritch V, Stevens RC,
Wuthrich K (2012) Biased signaling pathways
in β2-adrenergic receptor characterized by
19F-NMR. Science 335(6072):1106–1110.
doi:10.1126/science.1215802

420 Libin Ye et al.

https://doi.org/10.4155/fmc-2016-0008
https://doi.org/10.1146/annurev-pharmtox-032112-135923
https://doi.org/10.1146/annurev-pharmtox-032112-135923
https://doi.org/10.1038/nature11580
https://doi.org/10.1016/j.jmb.2012.11.015
https://doi.org/10.1038/srep21294
https://doi.org/10.1038/srep21508
https://doi.org/10.1038/nature16577
https://doi.org/10.1016/j.str.2013.01.005
https://doi.org/10.1002/anie.200802783
https://doi.org/10.1038/nsmb.1807
https://doi.org/10.1016/j.sbi.2011.06.009
https://doi.org/10.1016/j.pep.2008.06.001
https://doi.org/10.1007/s10858-015-9954-3
https://doi.org/10.1016/bs.mie.2015.05.010
https://doi.org/10.1007/s10858-011-9473-9
https://doi.org/10.1007/s10858-008-9276-9
https://doi.org/10.1016/j.pep.2005.09.020
https://doi.org/10.1016/j.jsb.2007.05.001
https://doi.org/10.1126/science.1215802


23. Ye L, Van Eps N, ZimmerM, Ernst OP, Prosser
RS (2016) Activation of the A2A adenosine G-
protein-coupled receptor by conformational
selection. Nature 533(7602):265–268.
doi:10.1038/nature17668

24. Horst R, Stanczak P, Stevens RC, W€uthrich K
(2012) β2-adrenergic receptor solutions for
structural biology analyzed with microscale
NMR diffusion measurements. Angew Chem
Int Ed 52(1):331–335.
doi:10.1002/anie.201205474

25. Horst R, Liu JJ, Stevens RC, W€uthrich K
(2013) β2-adrenergic receptor activation by
agonists studied with 19F NMR spectroscopy.
Angew Chem Int Ed 52(41):10762–10765.
doi:10.1002/anie.201305286

26. Manglik A, Kim TH, Masureel M, Altenbach
C, Yang Z, Hilger D, Lerch MT, Kobilka TS,
Thian FS, Hubbell WL, Prosser RS, Kobilka
BK (2015) Structural insights into the dynamic
process of β2-adrenergic receptor signaling.
Cell 161(5):1101–1111.
doi:10.1016/j.cell.2015.04.043

27. Kitevski-LeBlanc JL, Prosser RS (2011) Cur-
rent applications of 19F NMR to studies of
protein structure and dynamics. Prog Nucl
Magn Reson Spectrosc 62:1–33.
doi:10.1016/j.pnmrs.2011.06.003

28. Ye L, Larda ST, Li YFF, Manglik A, Prosser RS
(2015) A comparison of chemical shift sensitiv-
ity of trifluoromethyl tags: optimizing

resolution in 19F NMR studies of proteins. J
Biomol NMR 62(1):97–103.
doi:10.1007/s10858-015-9922-y

29. Asada H, Uemura T, Yurugi-Kobayashi T,
Shiroishi M, Shimamura T, Tsujimoto H, Ito
K, Sugawara T, Nakane T, Nomura N, Murata
T, Haga T, Iwata S, Kobayashi T (2011) Eval-
uation of the Pichia pastoris expression system
for the production of GPCRs for structural
analysis. Microb Cell Fact 10:24.
doi:10.1186/1475-2859-10-24

30. Yurugi-Kobayashi T, Asada H, Shiroishi M, Shi-
mamura T, Funamoto S, Katsuta N, Ito K, Suga-
wara T, Tokuda N, Tsujimoto H, Murata T,
NomuraN,Haga K, Haga T, Iwata S, Kobayashi
T (2009) Comparison of functional non-
glycosylated GPCRs expression in Pichia pas-
toris. Biochem Biophys Res Commun 380
(2):271–276. doi:10.1016/j.bbrc.2009.01.053

31. Scorer CA, Clare JJ, McCombie WR, Romanos
MA, Sreekrishna K (1994) Rapid selection
using G418 of high copy number transfor-
mants of Pichia pastoris for high-level foreign
gene expression. Nat Biotechnol 12:181–184

32. Weiss HM, Grisshammer R (2002) Purification
and characterization of the human adenosine
A2a receptor functionally expressed in Escheri-
chia coli. Eur J Biochem 269(1):82–92

33. Nakata H (1989) Purification of A1 adenosine
receptor from rat brain membranes. J Biol
Chem 264(28):16545–16551

A Practical Protocol for High-yield GPCR Expression and Purification 421

https://doi.org/10.1038/nature17668
https://doi.org/10.1002/anie.201205474
https://doi.org/10.1002/anie.201305286
https://doi.org/10.1016/j.cell.2015.04.043
https://doi.org/10.1016/j.pnmrs.2011.06.003
https://doi.org/10.1007/s10858-015-9922-y
https://doi.org/10.1186/1475-2859-10-24
https://doi.org/10.1016/j.bbrc.2009.01.053


Chapter 20

Quantitative Determination of Interacting Protein Surfaces
in Prokaryotes and Eukaryotes by Using In-Cell NMR
Spectroscopy

David S. Burz, Christopher M. DeMott, Asma Aldousary,
Stephen Dansereau, and Alexander Shekhtman

Abstract

This paper describes three protocols for identifying interacting surfaces on 15N-labeled target proteins of
known structure by using in-cell NMR spectroscopy. The first protocol describes how to identify protein
quinary structure interaction surfaces in prokaryotes by using cross-relaxation-induced polarization trans-
fer, CRIPT, based in-cell NMR. The second protocol describes how to introduce labeled protein into
eukaryotic (HeLa) cells via electroporation for CRIPT-based in-cell studies. The third protocol describes
how to quantitatively map protein interacting surfaces by utilizing singular value decomposition, SVD,
analysis of STructural INTeractions by in-cell NMR, STINT-NMR, data.

Key words In-cell NMR spectroscopy, Quinary structure, Electrophoresis, Singular value decompo-
sition (SVD), Isotopic labeling, Protein-protein interactions, HeLa cells

1 Introduction

The ultimate goal of structural and biochemical research is to
understand how macromolecular interactions give rise to and regu-
late biological activity in living cells. The challenge is formidable
due to the complexity that arises not only from the number of
proteins (gene products) expressed by the organism, but also
from the combinatorial interactions between them [1, 2]. Despite
ongoing efforts to decipher the complex nature of protein interac-
tions, new methods for structurally characterizing protein com-
plexes are needed to fully understand molecular networks [3].
With the onset of in-cell NMR spectroscopy [4] molecular struc-
tures can be studied under physiological conditions shedding light
on the structural underpinning of biological activity.

The interior of a living cell is an extremely crowded environ-
ment and NMR-active nuclei in biological macromolecules are
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extremely sensitive to this environment and changes in its compo-
sition. In a cell the concentrations of macromolecules can exceed
400 mg/mL [5], hydrophobic and hydrophilic interactions are
perturbed, there is limited bulk water, cytosolic water forms solvent
shells on protein surfaces [6], and the distances between macro-
molecules are less than the characteristic Debye screening length of
ion charges [7]. In addition, specific and nonspecific binding inter-
actions with ions, small effector ligands and other macromolecules,
as well as changes due to biochemical modifications, alter the
chemical environment. As a result, in-cell NMR spectra are inher-
ently noisier than spectra acquired in vitro.

The low signal-to-noise ratio arises from the myriad of interac-
tions between the target protein and components of the cytosol.
While these interactions do not result in large differences in the
chemical shift between spectra acquired in-cell versus in vitro, they
do result in slower tumbling times, a dramatic increase in the
apparent molecular weight of the target, and extensive broadening
of many or all of the spectral peaks [8–11]. For example, Thior-
edoxin, a 12 kDa protein, exhibits an apparent molecular weight of
~1 MDa in-cell. In particular, due to the high intracellular concen-
tration, ribosomal and messenger RNA interact extensively with
target proteins, altering the structure and activity in unpredictable
ways [11–13]. These inherently transient interactions constitute a
fifth level of protein structural organization, quinary structure [14].

Protein quinary interactions are refractory to biochemical ana-
lyses [15]. Studying these interactions requires in-cell methodolo-
gies because isolation techniques will disrupt protein complexes
with limited thermodynamic stability [16]. Two-dimensional in-
cell NMR spectra acquired by using 15N heteronuclear single quan-
tum coherence, 1H-15N HSQC, experiments [17] do not resolve
signals from target proteins engaged in quinary interactions due to
broadened peaks. Transverse proton relaxation of the in-cell NMR
signal, T2, is so short for high molecular weight complexes that
only proteins that are unstructured, such as the prokaryotic
ubiquitin-like protein, Pup, and thus have a longer T2 due to
internal flexibility or that interact extremely weakly with the cyto-
sol, have been studied by using 1H-15N HSQC.

To overcome the inability to detect high molecular weight
species in-cell, relaxation optimized 15N-edited cross-relaxation
enhanced polarization transfer, CRINEPT, heteronuclear multiple
quantum coherence, HMQC, transverse relaxation optimized spec-
troscopy, TROSY, 1H-15N CRINEPT-HMQC-TROSY experi-
ments are attractive for in-cell NMR studies due to superior
sensitivity to NMR signals and relative insensitivity to unavoidable
magnetic field inhomogeneity [18]. In vitro solution NMR per-
formed on extensively deuterated supramolecular structures suc-
cessfully used CRINEPT NMR spectroscopy to study complexes
with molecular weights greater than 100 kDa [19]. For in-cell
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experiments, REDuced PROton density (REDPRO) labeling is
used to exchange α and β protons of amino acids for deuterons to
minimize proton relaxation [20, 21], and the optimal CRINEPT
transfer time is calibrated for the target protein in-cell to maximize
the NMR peak intensities [11] (Fig. 1). The resulting in-cell
1H-15N CRINEPT-HMQC-TROSY spectrum thus reveals the
structure of the protein engaged in quinary interactions (Fig. 2a).

To acquire an in-cell NMR spectrum, the concentration of
labeled nuclei must be high enough to provide well-resolved reso-
nances for unambiguous identification. In prokaryotes and some
eukaryotes overexpression of target protein in a labeled medium is
used to generate an intracellular concentration of target protein
sufficiently high to acquire NMR spectra [22–25]. The in-cell
NMR spectrum of a fully expressed protein is compared with the
spectrum of free protein either purified or from cell lysates. Resi-
dues exhibiting the greatest reduction in intensity are presumed to
contribute to the quinary interacting surface.

In eukaryotic cells overexpression of target proteins is often too
weak to produce an intracellular concentration of target protein
sufficient to acquire in-cell NMR spectra. Several methods have
been developed to introduce 15N labeled target proteins into cells
including cell-penetrating peptides [26], toxins [27], micro injec-
tions [28, 29], and electroporation [11, 30]. Each method has its
advantages and disadvantages, but all have proven effective in deliv-
ering sufficient quantities of labeled target protein to acquire repro-
ducible in-cell NMR spectra (Fig. 3a).

Fig. 1 The relative volumes of the G52, G66, and G85 crosspeaks in the in-cell
1H-15N CRINEPT-HMQC-TROSY spectra of Trx are plotted against the CRINEPT
transfer delay times. An endogenous tryptophan indole amide peak in the in-cell
spectra is used as a reference. The optimum CRINEPT transfer delay for Trx is
~1.3 ms, which corresponds to an apparent molecular weight of 1.1 MDa.
Reproduced from [11, 37] with permission from the American Chemical Society
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Following the in-cell experiment, cells are lysed and the 1H-15N
CRINEPT-HMQC-TROSY spectrum is re-acquired on free protein.
The difference between the normalized peak intensities of the in-cell
and lysate spectra is calculated for each residue (Fig. 4). Residues
exhibiting the greatest change in intensity are mapped onto the
surface of the target protein (Figs. 2b and 3b). Such analyses can
provide insights into the effect of protein quinary structure on the
regulation of biological activity in living cells [11, 31].

Fig. 2 (a) Overlay of the in-cell 1H-15N CRINEPT-HMQC-TROSY spectrum of REDPRO labeled Trx (blue) and that of
the cellular lysate (red). The intensities of C33, C36, I39, and G98 peaks, from the residues involved in the
quinary interactions, are broadened out. The insets show overlays of the boxed regions of the in-cell spectrum
(blue) and the corresponding regions of the 1H-15N CRINEPT-HMQC-TROSY spectrum of lysate (red), and 1H-15N
HSQC spectrum of purified Trx in 10 mM potassium phosphate buffer at pH 6.5 (black). (b) Residues involved in
the quinary interactions (red) are mapped onto the molecular surface of Trx (PDB code 1X0B); active site
residues, C33 and G34, are in bold. Reproduced from [11] with permission from the American Chemical Society
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Unlike quinary interactions, which are of comparatively low
(micromolar or weaker) affinity, specific high (sub-micromolar)
affinity interactions between a target and interactor protein are
studied by using STINT-NMR [32, 33], which elucidates STruc-
tural INTeractions between proteins within their native environ-
ment by using in-cell NMR [22–25, 33]. In its simplest form,
STINT-NMR can identify the interacting surface of a target protein
when a single interactor protein (ligand) binds to it. This is accom-
plished in prokaryotes by overexpressing the target protein in
[U-15N] medium, then sequentially overexpressing interactor pro-
tein in unlabeled medium. Samples are collected at various times

Fig. 3 (a) Overlay of the in-cell 1H-15N CRINEPT-HMQC-TROSY spectrum of REDPRO labeled Ubiquitin
electroporated into HeLa cells (blue) and the 1H-15N HSQC spectrum of the cell lysate. NMR peaks
corresponding to K29, K33, G35, and Q40 (insets) are broadened in the in-cell spectrum, suggesting that
Ubiquitin is involved intransient interactions with components of the cytosol. (b) Residues (shown in red),
whose NMR peaks are broadened out form a contiguous interaction surface involved in Ubiquitin quinary
interactions (PDB code 1D3Z). The seven lysines of Ubiquitin, which are used for ubiquitylation, are in purple.
K27, K29, and K33 are a part of the interaction surface and affected by the quinary interactions. The canonical
I44 hydrophobic patch of Ubiquitin (shown in cyan) spanning L8, I44, and V70 is unperturbed by quinary
interactions. Reproduced from [11] with permission from the American Chemical Society
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and the in-cell NMR spectrum of the target protein is acquired. As
the concentration of the interactor increases, the spectrum of the
target changes to reflect the different chemical environment of the
residues that have been affected by the binding interaction. The
resulting NMR data provide a complete titration of the interaction
and define structural details of the interacting surfaces at atomic
resolution.

Conventional analyses of interacting proteins tend to incor-
rectly estimate the number of residues involved in the interaction
because of the widespread signal broadening associated with the
formation of a stoichiometric complex. The process of distinguish-
ing which spectral changes are due to specific binding generally
considers only the difference between the spectrum of free target
protein and the final in-cell target spectrum following full over-
expression of the interactor to assess the change in intensity of a
given peak resonance [34]. This absolute difference is used to infer
whether or not the corresponding amino acid contributes to the
principal binding mode of the target. Time-dependent degradation
of the target protein inside the cell or differences in sample pre-
parations can lead to changes in the NMR spectra. A rigorous
objective analysis of spectral changes is needed to unambiguously
differentiate between signals that result from concentration-
dependent and concentration-independent processes. This prob-
lem can be overcome by analyzing in-cell NMR data by using
Singular Value Decomposition, SVD.

SVD is a mathematical technique used to identify the principal
components of an arbitrary matrix that contribute maximally to the
variance of its elements [35]. Over the course of a STINT-NMR

Fig. 4 Bar plot showing the relative changes in in-cell 1H-15N CRINEPT-HMQC-
TROSY peak intensities of Trx residues due to quinary interactions. Residues
E31, W32, C33, C36, M38, A40, A68, and Q99, annotated with (*), are also
affected in total RNA bound Trx. The horizontal line differentiates residues whose
NMR peaks undergo significant broadening. Reproduced from [11] with
permission from the American Chemical Society
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titration, a series of in-cell NMR spectra are collected, and a matrix,
M, is created that contains the changes in target protein peak
intensities versus the expression time of the unlabeled binding
partner (Fig. 5a). SVD analysis of matrix M discriminates between
changes in the in-cell NMR spectrum of a target protein due to
specific and nonspecific interactions and changes due to the pres-
ence of the complex cellular environment over the time course of
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Fig. 5 (a) The intensity of individual cross peaks of Pup change at different rates during interactor protein,
Mpa, overexpression. SVD analysis evaluates the magnitude of the contribution of an intensity change to the
NMR data over the experimental time course to identify concentration-dependent interactions. (b) SVD of the
experimental data matrix M of size m x n yields the matrices U, Σ, and VT, with sizes m � m, m � n, and
n � n, respectively, where m is the number of target protein amino acid residues used in the NMR analysis, n
is the number of time-course NMR data sets, and VT is the transpose of matrix V. (c) The Scree plot shows the
distribution of singular values for each data-set index (binding mode) from 1 to 6. The root mean square
deviation, RMSD, values between respective components, and the complete dataset are indicated by solid
circles. (d) The weighted contribution of each Pup amino acid residue to the Mpa principal binding modes,
calculated as a product of a corresponding singular value and left singular vector, is shown for the 1st (black)
and 2nd (hatched) binding modes. The threshold of 0.14 is chosen to highlight the 12 amino acids that exhibit
the largest singular value weighted. Negative values are due to spectral overlap between the target protein
and cellular metabolites. Reproduced from [37] with permission from Wiley and Sons
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interactor overexpression (Fig. 5b). A Scree plot (Fig. 5c) shows the
distribution of singular values that define the relative contribution
of each binding mode to the change in chemical shift or intensity.
An abrupt drop in the singular values following the first binding
mode indicates the presence of a single principal binding mode; a
gradual decrease in singular values corresponds to random binding
of target protein to components of the cytosol. The analysis iden-
tifies the amino acid residues involved in the principal binding
mode of a target protein with its interactor (Figs. 5d and 6).

This paper describes three protocols for acquiring in-cell NMR
spectra on 15N-labeled target proteins. The first protocol describes
how to identify protein quinary structure interaction surfaces in
prokaryotes by using CRIPT-based in-cell NMR. The second pro-
tocol describes how to introduce labeled protein into eukaryotic
(HeLa) cells via electroporation for CRIPT-based in-cell NMR.
The third protocol describes how to quantitatively map protein
interacting surfaces by utilizing SVD analysis of STINT-NMR data.

2 Materials

All the NMR experiments were performed at room temperature
using a 700 MHz Bruker Avance spectrometer equipped with a
TXI 2-gradient cryoprobe. All data were processed with Topspin
2.1 and analyzed by using CARA software. Interacting residues
were mapped onto surface models of proteins using SWISS-PDB
Viewer.

Fig. 6 Residues comprising the principle-binding mode (red) between Pup and
Mpa are mapped onto a Pup-Mpa complex (PDB code 3M9D) [38]. Reproduced
from [37] with permission from Wiley and Sons
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2.1 Determining

Protein Quinary

Interaction Surfaces in

Prokaryotes

1. pRSF-Trx: Plasmid used to overexpress bacterial Thioredoxin
[11].

2. BL21(DE3) codon þ (Novagen): E. coli strain used to over-
express plasmids.

3. Luria Broth (LB medium): Dissolve 20 g of LB Broth Lennox
in 1 L of distilled water and autoclave.

4. Kanamycin (Kn) 1000� stock: Dissolve 0.35 g of kanamycin
sulfate in 10mLof distilledwater, sterile filter and store at�20 �C.

5. LB-Kn: LB medium supplemented with 35 μg/mL of
kanamycin.

6. LB-Kn agar plates: Dissolve 20 g of LB Broth Lennox in 1 L of
distilled water, add 15 g of agar and autoclave. Monitor the
temperature as it cools. When the temperature reaches
50–55 �C, add 1 mL of kanamycin stock solution. Pour
20–30 mL per plate into 100 � 10 mm Petri dishes. Let the
agar solidify and the plates dry on the benchtop for several days.
Store dried plates in a plastic bag at 4 �C.

7. 1 M CaCl2: Dissolve 5.55 g of CaCl2 in 50 mL of distilled
water and sterile filter.

8. M9 salts: Dissolve 6 g of Na2HPO4, 3 g of KH2PO4, and 0.5 g
of NaCl in 1 L of distilled water. Adjust the pH to 7–7.4 and
add 10 μL of 1 M CaCl2. Autoclave and store for up to
1 month at 4 �C. Autoclaving after adding CaCl2 will ensure
that any calcium phosphate precipitates will be solubilized.

9. 1 M Mg2SO4: Dissolve 6.02 g of MgSO4 in 50 mL of distilled
water and sterile filter.

10. Solid NH4Cl and
15NH4Cl.

11. 1 mg/mL thiamine HCl.

12. 20% D-glucose: Dissolve 20 g of D-glucose in 80 mL of distilled
water, sterile filter and store at 4 �C.

13. Glycerol.

14. M9 labeling medium: Add 1 g [U-15N]-NH4Cl, 2 mL of 1 M
Mg2SO4, 1 mL of 1 mg/mL thiamine HCL and 20 mL of 20%
(w/v) D-glucose, or 4 mL of glycerol to 1 L of M9 salts.

15. D2O.

16. Deuterated M9-Kn labeling medium: M9 labeling medium
prepared using D2O and supplemented with 35 μg/mL of
kanamycin.

17. 1 M IPTG: Dissolve 2.383 g IPTG in 10 mL distilled water
and store in �20 �C freezer.

18. NMR buffer: 10 mM potassium phosphate, pH 6.5.

19. 5 mm standard sample tubes.
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2.2 Determining

Protein Quinary

Interaction Surfaces in

Eukaryotes

1. 150 cm2 cell culture flasks.

2. Low glucose Dulbeccos’s Modified Eagle Medium (DMEM).

3. Fetal bovine serum (FBS).

4. Complete medium: DMEM supplemented with 10% FBS.

5. 10� 0.5% Trypsin/5.3 mM EDTA stock (we use Gibco).

6. Balanced salt solution without calcium and magnesium: 5 mM
KCl, 440 μM KH2PO4, 4.2 mM NaHCO3, 137 mM NaCl,
340 μM Na2PO4·7H2O.

7. Phosphate-buffered saline (PBS): Dissolve 8 g NaCl, 0.2 g of
KCl, 1.44 g of Na2HPO4, and 0.24 g of KH2PO4 in 1 L of
distilled water, adjust the pH to 7.4 and. Store PBS at room
temperature.

8. Purified REDPRO-labeled [U-15N]-Ubiquitin [11, 20].

9. Electroporation 2� salts stock: 100 mM sodium phosphate
pH 7.2, 5 mM KCl, 15 mM MgCl2, 15 mM Hepes, 5 mM
ATP, 5 mM reduced glutathione.

10. Electroporation buffer: 50% electroporation 2� salts stock and
50% Amaxa Nucleofector Solution R (Lonza).

11. We use a Amaxa™ Nucleofector 2b electroporator (Bio-rad).
Any suitable electroporator may be used.

12. Electroporation cuvettes.

13. Culture dishes (Falcon).

14. NMR buffer (see Subheading 2.1).

15. D2O.

16. 5 mm Shigemi sample tubes.

2.3 Using SVD

Analysis to Determine

Protein-Protein

Structural Interactions

1. pASK-Pup-GGQ: Plasmid used to overexpress Pup-GGQ
[36].

2. pRSF-Msm Mpa: Plasmid used to overexpress Mycobacterium
smegmatis, (Msm) mycobacterial proteasome ATPase, Mpa
[36].

3. BL21(DE3) codon þ (see Subheading 2.1).

4. Kanamycin (Kn) 1000� stock (see Subheading 2.1).

5. Ampicillin (Ap) 1000� stock: Dissolve 1.00 g of kanamycin
sulfate in 10 mL of distilled water, sterile filter and store at
�20 �C.

6. LB-Ap-Kn: LB medium (see Subheading 2.1) supplemented
with 35 μg/mL of kanamycin and 100 μg/mL of ampicillin.

7. LB-Ap-Kn agar plates: Dissolve 20 g of LB Broth Lennox in
1 L of distilled water, add 15 g of agar and autoclave. Monitor
the temperature as it cools. When the temperature reaches
50–55 �C, add 1 mL of kanamycin and 1 mL of ampicillin
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stock solution. Pour 20–30 mL per plate into 100 � 10 mm
Petri dishes. Let the agar solidify and the plates dry on the
benchtop for several days. Store dried plates in a plastic bag at
4 �C.

8. M9 salts (see Subheading 2.1).

9. M9 labeling medium (see Subheading 2.1).

10. M9-Ap-Kn labeling medium: M9 labeling medium supple-
mented with 35 μg/mL of kanamycin and 100 μg/mL of
ampicillin.

11. Dimethylformamide.

12. 2 mg/mL anhydrotetracycline stock: dissolve 20 mg of anhy-
drotetracycline in dimethylformamide, store at �20 �C.

13. NMR buffer (see Subheading 2.1).

14. Glycerol.

15. 1 M IPTG (see Subheading 2.1).

16. D2O.

17. Matlab 2009b or Octave 4.0.1 software.

3 Methods

3.1 Determining

Protein Quinary

Interaction Surfaces

in Prokaryotes

This protocol requires an inducible plasmid that overexpresses the
target protein and NMR peak assignments for the target protein.
We will use Thioredoxin (Trx) as a specific example of the target
protein, although any appropriately cloned target should work. Trx
was cloned into expression vector pRSF-1b to yield pRSF-Trx [11].
pRSF-Trx confers kanamycin resistance, codes for lac repressor, and
expresses N-terminal His-tagged bacterial Trx from the T7 pro-
moter/lac operon, which is induced by IPTG. E. coli strain BL21
(DE3) codon þ was transformed with pRSF-Trx using standard
techniques and the transformed cells were selected on LB-Kn agar
plates. NMR peak assignments for the target protein are required to
complete the analysis.

Control experiments are performed to monitor the compara-
tive viability of the transformed cells before and after acquisition of
the in-cell spectrum by using cell growth plate assays. Additional
controls test for cell leakage by acquiring a spectrum on the sample
supernatant.

3.1.1 Target Protein

Labeling and

Overexpression

1. Inoculate 5 mL of LB-Kn (35 μg/mL) with a single colony of
BL21(DE3) codon þ containing pRSF-Trx.

2. Grow the culture overnight at 37 �C with shaking at 250 rpm.

3. Dilute the overnight culture to OD600 ~0.07 in 50 mL of LB-
Kn.
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4. Grow the cells at 37 �C, 250 rpm to OD600 ~0.9–1.0.

5. Centrifuge the cells at 4500 � g for 15 min at room
temperature.

6. Wash the cells twice with a total of 50 mL of M9 salts.

7. Recentrifuge the cells and resuspend in 50 mL of deuterated
M9-Kn labeling medium.

8. Incubate the culture at 37 �C, 275 rpm for 20 min.

9. Induce overexpression of Trx by adding 0.1% culture volume of
1 M IPTG.

10. Overexpress REDPRO-labeled target protein for up to 36 h at
37 �C, 275 rpm.

3.1.2 Sample

Preparation

1. Centrifuge 50 mL of culture at 4500 � g for 15 min at room
temperature.

2. Wash the cells twice with 50 mL of NMR buffer.

3. Resuspend the cell pellet in 0.45 mL of NMR buffer and
0.05 mL of D2O. Remove 10 μL for cell viability assays. Trans-
fer the remaining sample to a standard 5 mm NMR tube.

4. Prepare 10�4, 10�5, and 10�6 serial dilutions of the 10 μL cell
sample. Plate 100 μL of each dilution onto LB-Kn plates in
triplicate. Incubate the plates overnight at 37 �C and count the
resulting colonies.

3.1.3 NMR Spectroscopy All of the experiments are performed at room temperature (RT)
using a standard 5 mm NMR tube in a 700 MHz Bruker Avance II
NMR spectrometer equipped with TXI z-gradient cryoprobe.

1. Shim the sample manually using the z, z2, and z3 shims.

2. Select the [1H-15 N]-CRINEPT-HMQC-[1H]-TROSY exper-
iment as described by Riek et al. [19] (Fig. 3b in [19]).

3. Apply water selective pulses to align water magnetization along
the þz axis to achieve water suppression.

4. Set the recycle delay between the transients to 300 ms.

5. Set the number of transients to 64.

6. Set the spectral widths to 12 ppm and 30 ppm in the 1H and
15N dimensions respectively.

7. Set 1024 and 1 points in the 1H and 15N dimensions, respec-
tively to optimize the CRINEPT transfer delay time. Increase
the CRINEPT transfer time by 0.2–0.3 ms starting from 1 ms.
Monitor the backbone amide envelope and tryptophan indole
proton peaks to determine the CRINEPT transfer time that
produces maximum peak volume, i.e., Topt (Fig. 1c). Set Topt to
1.3 ms for Trx.
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8. Set 1024 and 128 points in the 1H and 15N dimensions,
respectively.

9. Collect the [1H-15N]-CRINEPT-HMQC-[1H]-TROSY spec-
trum of the sample.

10. When data collection is completed, recover the sample.
Remove a 10 μL aliquot for cell viability assays. Prepare 10�4,
10�5, and 10�6 serial dilutions of the 10 μL cell sample. Plate
100 μL of each dilution onto LB-Kn plates in triplicate. Incu-
bate the plates overnight at 37 �C and count the resulting
colonies.

11. Centrifuge the remaining sample at 4500� g for 10 min at RT.

12. Transfer the supernatant to a standard 5 mm NMR tube and
acquire a [1H-15N]-HSQC spectrum to test for cell leakage.

13. Resuspend the cell pellet in 0.3 mL of NMR buffer.

14. Lyse the remaining cells by freeze-thawing (�80 �C-RT) five
times.

15. Centrifuge the sample at 18,000 � g for 15 min at RT.

16. Collect a [1H-15N]-CRINEPT-HMQC-[1H]-TROSY spec-
trum on the clarified lysate using the optimized value for Topt.

3.1.4 Data Processing

and Analysis

1. Process data with Topspin 2.1 and analyze by using CARA
software. Alternative offline data processing software may also
be used.

2. Disregard residues with chemical shifts that differ by>0.1 ppm
between the lysate and purified protein.

3. Normalize peak intensities for the in-cell and lysate spectra
using an amino proton peak from either a glutamine or an
asparagine sidechain that does not change chemical shift
between in-cell and lysate spectra.

4. Calculate changes in protein peak intensities, ΔI, due to quin-
ary complexation as

ΔI ¼ I lysate � I in�cell

� �
=I in�cell

where Ilysate and Iin � cell are the normalized, integrated peak
intensities from the lysate and in-cell spectra.

5. Plot ΔI versus protein residue (bar graph). Positive values
correspond to peak broadening.

6. Draw a threshold line that distinguishes peaks with extreme
broadening. Corresponding residues exceeding the threshold
contribute to the quinary interaction surface.

7. Map broadened residues onto the protein surface based on
PDB file(s) using SWISS-PDB Viewer.
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3.2 Determining

Protein Quinary

Interaction Surfaces

in Eukaryotes

Overexpressing labeled target protein in eukaryotic cells frequently
does not generate an intracellular concentration that is sufficiently
high to provide interpretable in-cell spectra. To overcome this
problem, purified labeled target protein is introduced into HeLa
cells by using electroporation. The protocol is a modification of
that presented in Theillet et al. [30]. We will use Ubiquitin (Ubq)
as a specific example of the target protein. This protocol requires
purified REDPRO-labeled [U-15N]-Ubq [11, 20], and NMR peak
assignments for the target protein to complete the analysis.

3.2.1 Preparation of

HeLa Cells

1. Seed ~2 � 106 cells/flask into six 150 cm2 cell culture flasks.

2. Culture the cells for 3 days in 15 mL of complete medium,
until 80% confluence is reached (0.8–1 � 107 cells/flask).

3. Remove the growth medium by sterile aspiration.

4. Dilute 10� 0.5% Trypsin/5.3 mM EDTA stock to 1� using
balanced salt solution without calcium and magnesium.

5. To harvest the cells add 3 mL of 0.05% Trypsin/530 μM
EDTA and incubate at 37 �C for 10 min.

6. Add 12 mL of complete medium to neutralize the Trypsin.

7. Centrifuge the cells at 200 � g for 10 min at RT.

8. Wash the cells with 15 mL of PBS pre-warmed to 37 �C and re-
centrifuge.

9. Resuspend the cells to 2 � 106 cells/mL using PBS.

10. Transfer 1 mL of resuspended cells into Eppendorf tubes.

11. Centrifuge the cells at 200 � g for 10 min at RT, discard the
supernatant.

3.2.2 Electroporation of

HeLa Cells

1. Dilute purified REDPRO labeled Ubq to a final concentration
of 0.8–1 mM with sterile filtered, freshly prepared electropora-
tion buffer.

2. Prepare a protein electroporation (EP) sample by adding
100 μL of Ubq to the cell pellet and gently mixing.

3. Transfer the EP sample to an electroporation cuvette.

4. Electroporate the cells at RT using an Amaxa™ Nucleofector
2b electroporator (or any other suitable electroporator), pulse
program B-28.

5. Pulse cells two to three times, gently mixing the sample
between pulses.

6. Immediately add 1 mL of complete medium, pre-warmed to
37 �C, to each cuvette, and transfer the contents to pre-
warmed 15 cm diameter cell culture dishes. Apply three to
four samples to each dish.

7. Incubate the culture dishes in 5% CO2 incubators at 37
�C for

2 h to recover.
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3.2.3 Sample

Preparation

1. Add 15 mL of complete medium to each culture dish and
incubate for 2–3 h.

2. Remove non-adherent cells by sterile aspiration.

3. Wash each culture dish three times with 15 mL of PBS.

4. Harvest the cells by treatment with Trypsin/EDTA (see Sub-
heading 3.2.1, steps 4–7).

5. Wash the cells once with 1 mL of PBS and twice with 1 mL of
NMR buffer.

6. Resuspend the cells in 250 μL of NMR buffer containing 10%
D2O.

7. Transfer the cell suspensions into 5 mm diameter Shigemi
tubes for NMR analysis.

3.2.4 NMR Spectroscopy The same procedure is followed to collect in-cell NMR spectra from
eukaryotic cells as is used for prokaryotic cells. The major difference
being that due to the instability of transfected HeLa cells, the
CRIPT transfer delay is not optimized. All of the experiments are
performed at RT using a standard 5 mm NMR tube in a 700 MHz
Bruker Avance II NMR spectrometer equipped with TXI z-
gradient cryoprobe.

1. Shim the sample manually using the z, z2, and z3 shims.

2. Select the [1H-15N]-CRINEPT-HMQC-[1H]-TROSY experi-
ment as described by Riek et al. [19] (Fig. 3b in [19]).

3. Apply water selective pulses to align water magnetization along
the þz axis to achieve water suppression.

4. Set the recycle delay between the transients to 300 ms.

5. Set the number of transients to 64.

6. Set the spectral widths to 12 ppm and 30 ppm in the 1H and
15N dimensions, respectively.

7. Set Topt to 1.4 ms for Ubq.

8. Set 1024 and 128 points in the 1H and 15N dimensions,
respectively.

9. Collect the [1H-15N]-CRINEPT-HMQC-[1H]-TROSY spec-
trum of the sample.

10. When data collection is completed, recover the sample. Cen-
trifuge the cells at 200 � g for 10 min at RT.

11. Transfer the supernatant to a standard 5 mm NMR tube and
acquire a [1H-15N]-HSQC spectrum to test for cell leakage.

12. Resuspend the cell pellet in 0.3 mL of NMR buffer.

13. Lyse the remaining cells by freeze-thawing (�80 �C-RT) five
times.
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14. Centrifuge the sample at 18,000 � g for 15 min at RT.

15. Collect a [1H-15N]-CRINEPT-HMQC-[1H]-TROSY spec-
trum on the clarified lysate using the optimized value for Topt.

3.2.5 Data Processing

and Analysis

1. Process data with Topspin 2.1 and analyze by using CARA
software.

2. Disregard residues with chemical shifts that differ by>0.1 ppm
between the lysate and purified protein.

3. Normalize peak intensities for the in-cell and lysate spectra
using an amino proton peak from either a glutamine or an
asparagine sidechain that does not change chemical shift
between in-cell and lysate spectra.

4. Calculate changes in protein peak intensities, ΔI, due to quin-
ary complexation as

ΔI ¼ I lysate � I in�cell

� �
=I in�cell

where Ilysate and Iin�cell are the normalized, integrated peak
intensities from the lysate and in-cell spectra.

5. Plot ΔI versus protein residue (bar graph). Positive values
correspond to peak broadening.

6. Draw a threshold line that distinguishes peaks with extreme
broadening. Corresponding residues exceeding the threshold
contribute to the quinary interaction surface.

7. Map the broadened residues onto the protein surface based on
PDB file(s) using SWISS-PDB Viewer (or any other structure
viewer).

3.3 Using SVD

Analysis to Determine

Protein-Protein

Structural Interactions

All of the experiments are performed at RT using a standard 5 mm
NMR tube in a 700 MHz Bruker Avance II NMR spectrometer
equipped with TXI z-gradient cryoprobe. This protocol requires
two expression plasmids that contain compatible origins of replica-
tion, different antibiotic resistance, and overexpress the target and
interactor proteins from two distinct inducible promoters. NMR
peak assignments for the target protein are also required to com-
plete the analysis. We will use the prokaryotic Ubiquitin-like pro-
tein, Pup, as a specific example of the target protein, and
mycobacterial proteasome ATPase, Mpa, from Mycobacterium
smegmatis, Msm, as a specific example of the interactor protein.

Pup-GGQ, a precursor to Pup-GGE, was cloned into expres-
sion vector pASK3þ to yield pASK-Pup-GGQ [36]. pASK-Pup-
GGQ contains an f1 origin, confers ampicillin resistance, codes for
Tet repressor, and expresses Pup-GGQ from the tet promoter/
operator, which is induced by tetracycline or anhydrotetracycline.
Mpa was cloned into expression vector pRSF-1b (Novagen) to yield
pRSF-Msm Mpa [36]. pRSF-Msm Mpa contains an RSF origin,
confers kanamycin resistance, codes for lac repressor and expresses
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N-terminal His-tagged Msm Mpa from the T7 promoter/lac
operon, which is induced by IPTG. E. coli strain BL21(DE3)
codon þ was co-transformed with pASK-Pup-GGQ and pRSF-
Msm Mpa using standard techniques and the transformed cells
were selected on LB-Ap-Kn agar plates.

Pup-GGQ does not engage in extensive quinary interactions,
therefore unlike the previous protocols that utilized CRINEPT-
HMQC-TROSY, Pup-GGQ is easily visualized in-cell by using
1H{15N}-HSQC.

3.3.1 Target Protein

Labeling and

Overexpression

1. Inoculate 50 mL of LB-Ap-Kn medium with a single colony of
BL21(DE3) codon þ containing pASK-Pup-GGQ and pRSF-
Msm Mpa.

2. Grow the culture overnight at 37 �C with shaking at 250 rpm.

3. Centrifuge the cells at 4500 � g for 15 min at room
temperature.

4. Wash the cells once with 50 mL of M9 salts.

5. Resuspend the cells to OD600 ~0.5 in 500 mL of M9-Ap-Kn
labeling.

6. Incubate the culture at 37 �C, 250 rpm for 15 min.

7. Induce overexpression of Pup-GGQ by adding 2 mg/mL of
anhydrotetracycline in dimethylformamide to a final concen-
tration of 0.2 μg/mL.

8. Allow the induction to proceed for 4 h at 37 �C and 250 rpm.

9. Centrifuge 100 mL of culture at 4500 � g for 15 min at RT.
Reserve the remaining culture for interactor overexpression (see
Subheading 3.3.2).

10. Wash the cells twice with 50 mL of NMR buffer.

11. Resuspend the final cell pellet in 1 mL of NMR buffer contain-
ing 10% glycerol and store the sample at �80 �C for
subsequent NMR analyses. This control sample provides the
basis spectrum for the target protein in the absence of inter-
actor protein.

3.3.2 Interactor Protein

Overexpression

1. Centrifuge the remaining culture at 4500� g for 15 min at RT.

2. Wash the cells once with 500 mL of M9 salts.

3. Resuspend the cells to OD600 ~0.5 in 1000 mL of LB-Ap-Kn.

4. Incubate the culture at 37 �C, 250 rpm for 15 min.

5. Induce overexpression of Msm Mpa by adding 0.1% culture
volume of 1 M IPTG. Allow the induction to proceed at 37 �C
and 250 rpm.

6. Remove 100 mL of culture at ~4 h, 5 h, 6 h, 7 h, 8 h, and 18 h
post-induction.
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7. Centrifuge each sample at 4500 � g for 15 min at RT.

8. Wash the cells twice with 50 mL of NMR buffer.

9. Resuspend the final cell pellet in 1 mL of NMR buffer contain-
ing 10% glycerol and store each sample at �80 �C for
subsequent NMR analyses.

3.3.3 Sample

Preparation

1. Thaw the sample and centrifuge at 4500 � g for 15 min at RT.

2. Wash the cells once with 10 mL of NMR buffer.

3. Resuspend the cell pellet in 0.45 mL of NMR buffer and
0.05 mL of D2O. Remove 10 μL for a cell viability assay.
Transfer the remaining sample to a standard 5 mm NMR tube.

4. Prepare 10�4, 10�5, and 10�6 serial dilutions of the 10 μL cell
sample. Plate 100 μL of each dilution onto LB-Ap-Kn plates in
triplicate. Incubate the plates overnight at 37 �C and count the
resulting colonies.

3.3.4 NMR Spectroscopy 1. Shim the sample manually using the z, z2, and z3 shims.

2. Select the Watergate version of an 1H{15N}-edited HSQC
experiment.

3. Set the number of transients to 32.

4. Set the spectral widths to 12 ppm and 30 ppm in the 1H and
15N dimensions respectively.

5. Set 512 and 64 points in the 1H and 15N dimensions, respec-
tively, apodized with a squared cosine-bell window function
and zero-filled to 1024 and 128 points, respectively, prior to
Fourier transformation.

6. Collect the 1H{15N}-edited HSQC spectrum of the sample.

7. When data collection is completed, recover the sample.
Remove a 10 μL aliquot for a cell viability assay. Prepare
10�4, 10�5, and 10�6 serial dilutions of the 10 μL cell sample.
Plate 100 μL of each dilution onto LB-Ap-Kn plates in tripli-
cate. Incubate the plates overnight at 37 �C and count the
resulting colonies.

8. Centrifuge the remaining sample at 4500� g for 10 min at RT.

9. Transfer the supernatant to a standard 5 mm NMR tube and
acquire a 1H{15N}-edited HSQC spectrum to test for cell
leakage.

10. Resuspend the cell pellet in 0.3 mL of NMR buffer.

11. Lyse the remaining cells by freeze-thawing (�80 �C-RT) five
times.

12. Centrifuge the sample at 18,000 � g for 15 min at RT.

13. Collect a 1H{15N}-edited HSQC spectrum on the clarified
lysate using the optimized value for Topt.
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3.3.5 Data Processing

and Analysis

This section describes how to perform an SVD analysis on a hypo-
thetical file named ChemShiftSVD.txt. MATLAB commands are
indicated in bold Calibri font.

1. Process data with Topspin 2.1 and analyze by using CARA
software.

2. Calculate changes in protein peak intensities, ΔI, as

ΔI ¼ I=I refð Þbound � I=I refð Þfree
where (I/Iref)free is the scaled intensity of individual peaks in the
in-cell spectrum of free Pup-GGQ and (I/Iref)bound is the
scaled intensity of individual peaks in the in-cell spectrum of
the Pup-Msm Mpa complex, and Iref is a glutamine peak at
7.45 ppm and 112.5 ppm in the proton and nitrogen dimen-
sions respectively, that does not shift during titration.

3. Assemble the data matrix in Excel in order of residue numbers
(see Note 1).

4. Save the data as an ASCII text file, ChemShiftSVD.txt.

5. Start MATLAB (see Note 2) and enter clear all.

6. Use the file browser to locate the ChemShiftSVD.txt file.

7. Enter load ChemShiftSVD.txt to load the data for analysis.

8. Enter M ¼ ChemShiftSVD; to name the matrix.

9. Enter [U,S,V]¼ svd(M) to perform SVD analysis (seeNote 3).

10. Enter save (‘S.txt’, ‘S’,’-ascii’) to save the S matrix.

11. Enter B1 ¼ S(1,1)*U(:,1) to determine the first binding
mode (see Note 4).

12. Enter save (‘B1.txt’, ‘B1’,’-ascii’) to save the B1 matrix.

13. Enter B2 ¼ S(2,2)*U(:,2) to determine the second binding
mode (see Note 5).

14. Enter save (‘B2.txt’, ‘B2’,’-ascii’) to save the B2 matrix.

15. Divide the square of the singular value of the first binding
mode by the sum of the squares of all of the singular values
(the square of the Frobenius norm of S) and multiply by 100 to
compute the percentage of change represented in the first
binding mode (see Note 6).

16. Plot the singular values (bar plot) against the binding mode
number (dataset index) to generate a Scree plot.

17. Plot (bar plot) the first and the second binding modes against
the residue numbers.

18. Identify interacting residues by comparing the difference in the
magnitude of the first vs the second binding modes. The
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highest value of the second binding mode is a threshold value
that separates residues affected and not affected by binding.

19. Enter clear all before proceeding to analyze new data.

20. Map the interacting residues onto the protein surface based on
PDB file(s) using SWISS-PDB Viewer or any other suitable
structure viewer.

4 Notes

1. Enter either the chemical shift or the intensity changes for each
residue measured at each time point in a single column. Do not
enter residue numbers; i.e., a data set containing three chemical
shift changes determined at three time points will have three
columns of data in the matrix file.

2. Matlab 2009b or Octave 4.0.1 were used; however, later ver-
sions are acceptable.

3. Three main outputs are “U¼”, left singular vectors, “S¼”,
singular values, and “V¼”, right singular vectors. There are
the same number of columns in the “S¼” output as there are in
the original data file. The singular values will appear as nonzero
numbers on the diagonal of the matrix. E.g., for Chem-
ShiftSVD, the “S¼” output should appear as:

4.1582 0 0

0 0.3947 0

0 0 0.3023

where the first binding mode has a singular value of 4.1582, the
second 0.3947, and the third 0.3023.

4. The larger absolute values represent greater contribution of the
residue to the binding mode.

5. To calculate the values for other binding modes, use the com-
mand B# ¼ S(#,#)*U(:,#) where # is the number of the
binding mode. Do not exceed the dimensions of the matrix.

6. Using the hypothetical singular values for ChemShiftSVD,
98.59% of the changes occur in the first binding mode. Usually,
true binding modes should represent more than 90% of the
square of the Frobenius norm of S.
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