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Preface

This book includes the proceedings of the 2007 International Conference on Telecommunications and
Networking (TeNe) and the 2007 International Conference on Industrial Electronics, Technology
&Automation (IETA).

TeNe 07 and IETA 07 are part of the International Joint Conferences on Computer, Information, and
Systems Sciences, and Engineering (CISSE 07). The proceedings are a set of rigorously reviewed world-
class manuscripts presenting the state of international practice in Innovative Algorithms and Techniques in
Automation, Industrial Electronics and Telecommunications.

TeNe 07 and IETA 07 are high-caliber research conferences that were conducted online. CISSE 07 received
750 paper submissions and the final program included 406 accepted papers from more than 80 countries,
representing the six continents. Each paper received at least two reviews, and authors were required to
address review comments prior to presentation and publication.

Conducting TeNe 07 and IETA 07 online presented a number of unique advantages, as follows:

e All communications between the authors, reviewers, and conference organizing committee were done
on line, which permitted a short six week period from the paper submission deadline to the beginning
of the conference.

e PowerPoint presentations, final paper manuscripts were available to registrants for three weeks prior to
the start of the conference.

e The conference platform allowed live presentations by several presenters from different locations, with
the audio and PowerPoint transmitted to attendees throughout the internet, even on dial up
connections. Attendees were able to ask both audio and written questions in a chat room format, and
presenters could mark up their slides as they deem fit.

e The live audio presentations were also recorded and distributed to participants along with the power
points presentations and paper manuscripts within the conference DVD.

The conference organizers and we are confident that you will find the papers included in this volume
interesting and useful. We believe that technology will continue to infuse education thus enriching the
educational experience of both students and teachers.

Tarek M. Sobh, Ph.D., PE
Khaled Elleithy, Ph.D.,
Ausif Mahmood, Ph.D.
Mohammad A. Karim, Ph.D.
Bridgeport, Connecticut
June 2008
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Kernel Locally Linear Embedding Algorithm
for Quality Control

Thrasivoulos Tsagaroulis and A. Ben Hamza
Concordia Institute for Information Systems Engineering
Concordia University, Montreal, QC, Canada
{t tsagar, hamza}@encs.concordia.ca

Abstract- In this paper, we introduce a new multivariate
statistical process control chart for outliers detection using kernel
local linear embedding algorithm. The proposed control chart is
effective in the detection of outliers, and its control limits are
derived from the eigen-analysis of the kernel matrix in the Hilbert
feature space. Our experimental results show the much improved
performance of the proposed control chart in comparison with
existing multivariate monitoring and controlling charts.

I INTRODUCTION

Traditional process monitoring consists of measuring and
controlling several process variables at the same time [1]. It is
increasing difficult to determine the root cause of defects if
multiple process variables exhibit outliers or process deviations
at the same moment in time. Multivariate quality control
methods overcome this disadvantage by monitoring the
interactions of several process variables simultaneously and
determining hidden factors using dimensionality reduction [2].
The use of multivariate statistical process control is also
facilitated by the proliferation of sensor data that is typically
complex, high-dimensional and generally correlated. Complex
processes can be monitored the stability evaluated, using
multivariate statistical process control techniques.

There are typically two phases in establishing multivariate
control charts. The data collected in phase I are used to
establish the control limits for phase II.

In recent years, a variety of statistical quality control
methods have been proposed to monitor multivariate data
including Hotelling’s T>-statistic chart [1], and the principal
component analysis control chart based on principal
component analysis [4]. These control charts are widely used
in industry, particularly in assembly operations and chemical
process control [2]. The T*-statistic is, however, vulnerable to
outliers and in order to obtain significantly good results, both
the mean and the covariance matrix must be robustly estimated
[5-8]. Also, principal component analysis is very sensitive to
outliers [2].

In this paper, we present a new multivariate statistical
process control chart using kernel locally linear embedding.
Locally linear embedding (LLE) is a recently proposed
unsupervised procedure for mapping high-dimensional data
nonlinearly to a lower-dimensional space [12]. The basic idea
of LLE is that of global minimization of the reconstruction
error of the set of all local neighborhoods in the data set. The
proposed kernel LLE control chart is robust to outlier

detection, and its control limits are derived from the eigen-
analysis of the kernel LLE matrix in the Hilbert feature space.

The remainder of the paper is organized as follows. Section
II briefly reviews some existing multivariate quality control
charts. In Section III, we propose a kernel LLE control chart.
In Section IV, we demonstrate through experimental results
that the performance of the proposed multivariate control chart
has greatly been improved in comparison with existing
monitoring and controlling charts. Finally, we conclude in
Section V.

1I. RELATED WORK

In this section, we briefly review some multivariate control
charts that are closely related to our proposed approach.

A.  Hotelling’s T-squared statistic

LetX = [xl,xz,...,xn]T be an n x p data matrix of »
vectors x; € R”, where each observation x; = (x;,...,X;,) is
a row vector with p variables.

Phase I of the 7° control chart consists of establishing an
outlier free reference sample [2]. Hotelling’s T? statistic, also
referred to as Mahalanobis distance, is defined by (1).

T? = (x,—%)S"(x,—x)" )

Equations (2) and (3) are the sample mean and covariance

matrix respectively.
1 n
=— Z X; and,
Nz

S=ﬁ§(x[—f)’<x[—f)

The Phase I upper control limit (UCL) and lower control
limit (LCL) of the 7% control chart are given by (4) and (5).

=|

@

©)

p
n=12 L25lF. .,
ver == T ol 4)
n 14 e ]F%,p,nfpfl
P
n=1> oglF ., ., .
rcr=""D - o L 5)
n 1+ [—n_p_1 ]F_%’M_p_l
where F is the value of the inverse of the F cumulative

a,v,v,
distribution with v; and v, degrees of freedom, evaluated at the
confidence level (1-a).

T. Sobh et al. (eds.), Novel Algorithms and Techniques in Telecommunications, Automation and Industrial Electronics, 1-6.
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2 TSAGAROULIS AND HAMZA

In phase II, any outliers identified during phase I are
removed and the remaining observations are used to recalculate
the 7° statistic. In other words, the Phase 11 7° statistic is given
by (6),

2 _ v =yorlpx =T
7 = (%,-X)S (X, —X) (6)
where X =[X,X,,..., X, ]T is the new observed data matrix,
also referred to as the historical data. Again, any historical data
that is plotted outside the control limits and had an assignable
cause determined are discarded. Phase II verifies if the process
is generating and maintaining values that are considered in
control. The control limits for phase II are defined in (7) and
(8).
n+1)(n—1
vep < 2o+ D=1

nn—p) 7
LCL = P(”(“)(”)—l) s ©
n(n—p >

Unlike the univariate control charts, the 7° statistic does not
represent the original variables and therefore when an out of
control situation occurs we can not determine if it was due to
an excess variation of a particular variable or due to a change
in the covariance/correlation matrix.

To circumvent these problems, the principal component
chart may be used. This control chart can detect changes in the
covariance/correlation structure and it may indicate the specific
domain that created this excess variation [2]. It also has the
advantage of reducing the number of dimensions that need to
be analyzed [4].

B.  Principal Component Analysis

Principal component analysis (PCA) is a method for
transforming the observations in a dataset into new
observations which are uncorrelated with each other and
account for decreasing proportions of the total variance of the
original variables. =~ Each new observation is a linear
combination of the original observations.

Standardizing the data is often preferable when the variables
are in different units or when the variance of the different
columns of the data is substantial. The standardized data matrix
is given by (9), where 1 =(1,...,1)" is a n x 1 vector of all 1’s,
and D = diag(S) is the diagonal of the covariance matrix.

Z = (X-1x)D"? ©)

It is worth pointing out the covariance matrix R of the
standardized data Z is exactly the correlation matrix of the
original data, and it is given by (10).

R:D—]/ZSD—I/Z (10)

PCA is then performed by applying eigen-decomposition to
the matrix R, that is R=AAA4" where A=(a;,...,a,) isap xp
matrix of eigenvectors (also called principal components) and
A=diag(A,...,Ap) is a diagonal matrix of eigenvalues. These
eigenvalues are equal to the variance explained by each of the
principal components, in decreasing order of importance. The
principal component score matrix is an » x p data matrix ¥

given by (10), which is the data mapped into the new
coordinate system defined by the principal components.

Y=Z4=(y,,..,,)" (10)
Moreover, the covariance of Y is defined in (11).
cov(Y) =L1YTY=LATZTZA =A. (11
n-— n-—

Hence, besides retaining the maximum amount of variance
in the projected data, PCA also has the following property: the
projected data y; are uncorrelated with variance equal to
var(y =M, for k=1,...,p.

Assuming we want 99.7% confidence intervals, the upper
control limit (UCL), the center line (CL) and the lower control
limit (LCL) are given by (12).

UCL=+3\J2,
CL=0

LCL=-3\J4,

The main drawback of principal component analysis is its
sensitivity to outliers [9, 2]. In the next section, we propose a
robust multivariate control chart to overcome the problems
mentioned above.

(12)

III. PROPOSED METHOD

LLE algorithm aims at finding an embedding that preserves
the local geometry in the neighborhood of each data point.
First, we build a sparse matrix of local predictive weights W,
such that Z;/7;; = 1, W;; = 0 if x; is not a k-nearest neighbor of x;
and then X;(W;jx; - x;)” is minimized to create the matrix M= (I-
W) (I-W). Then we define the kernel matrix K = A, J-M,
where A, is the maximum eigenvalue of M.

Suppose we have an input data set X = {x; : i = 1,...,n}
where each observation x; is a p-dimensional vector. Kernel
LLE algorithm [10, 11] consists of two main steps: the first
step is to linearize the distribution of the input data by using a
non-linear mapping ® from the input space R’ to a higher-
dimensional (possibly infinite-dimensional) feature space F.
The mapping @ is defined implicitly, by specifying the form of
the dot product in the feature space. In other words, given any
pair of mapped data points, the dot product is defined in terms
of a kernel function (13).

K(x;,x;)=P(x,) D(x,) (13)

In the second step, eigen-analysis is applied to the mapped
data set ® = {®; : / = 1,...,n} in the feature space, where ®; =
®(x;). The second step of kernel LLE is to apply eigen-
analysis in the feature space by performing an eigen-
decomposition on the covariance matrix of the mapped data
which is given by (14), where (15) s the centered mapped data.

C= %Z&)(xi)ré(xi) (14)
n—1%

B(x) = B(x)~(1/m3 B(x,) ()
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The eigenvectors of C are given by (16).

ZCV Z O )é(x,)fv>=§a,ci>(xi)

(16)

where

a,= (D) v)/(un-1).
In other words, an eigenvector of C is a linear combination
of {@(x,)} . Taking the dot product of D(x;)with v yields

(18).

17

d)(xj)w:iaid)(xi)vd)(x/)=ia}1€ﬁ (18)
which implies (19). 1 -
un=Da, = ak, (19
Hence, ~ "
Ka = jia (20)

where a =(a,,...,a,) and fi = f{(n—1) . Thatis, ais an

eigenvector of K . Ifthe eigenvectors of C are orthonormal
(i.e. viv=1 ) then (21) and hence (22), hold true.

1=viv= Z a,.ajcf)(x,)(i)(xj) = Z a,ajli.j

i,j=1 i,j=1

lall =1/ (n=D)

The main algorithmic step of our proposed kernel LLE chart

as shown in Table I. The kernel LLE algorithm is based on the
concepts of LLE and kernel PCA.

TABLE I
ALGORITHMIC STEPS OF THE PROPOSED APPROACH

@n
(22)

v, - d(x)=

a(D(x) <I)(x)
\/fz

1) Construct a sparse matrix of local predictive weights ¥, s

such that Z

neighbor of X, and Z ( v

=0 if X, is not a k-nearest

X, —x,)* is minimized.

2) Construct the LLE matrix, M = (I =W) (I -W).

3) Construct the kernel matrix, K =4 I —M .

4) K = (K) of the mapped data:
K, =K(xx;)=P(x,) D(x,).

5) Construct the kernel matrix K = HKH of the centered
mapped data, where H = I —J/n the centering matrix is

defined in terms of the identity matrix / and the matrix of all
ones J.

6) Find the largest p eigenvectors a (r =1,..., p) of K and

their corresponding eigenvalues [l,, .

7) Given a test point x with image ®(x), compute the

projections onto eigenvectors v, given by the equation

Assuming we want 130 confidence intervals, the upper
control limit (UCL), the center line (CL), and the lower control
limit (LCL) of the kernel LLE chart are defined in (23) to (25).

UCL = +3./4, (23)
CL=0 (24)
LCL =-3./a, (25)

IV. EXPERIMENTAL RESULTS

We conducted experiments on three different data sets with
known outliers. In all the experiments, the number of nearest
neighbors was set to one less than the rank of the input matrix
and the dimension of the output matrix was set to the number
of input vectors.

A.  Experiment #1: Woodmod Dataset
We tested the performance of our proposed technique on a
data set X=[x;x,..x»]" (called woodmod data [8] which
contains 20 observations as shown in Table II.
Each observation x;=[ x;;,xi»,X;3X;sX;5] has 5 variables which
correspond respectively to:
e No. of fibers per square millimeter in Springwood

e No. of fibers per square millimeter in Summerwood

e  Fraction of Springwood

e  Fraction of light absorption by Springwood

e  Fraction of light absorption by Summerwood

TABLE Il
‘WOODMOD DATASET
Xil Xi2 Xi3 Xig Xis

0.5730 0.1059 0.4650 0.5380 0.8410
0.6510 0.1356 0.5270 0.5450 0.8870
0.6060 0.1273 0.4940 0.5210 0.9200
0.4370 0.1591 0.4460 0.4230 0.9920
0.5470 0.1135 0.5310 0.5190 0.9150
0.4440 0.1628 0.4290 04110 0.9840
0.4890 0.1231 0.5620 0.4550 0.8240
0.4130 0.1673 0.4180 0.4300 0.9780
0.5360 0.1182 0.5920 0.4640 0.8540
0.6850 0.1564 0.6310 0.5640 0.9140
0.6640 0.1588 0.5060 0.4810 0.8670
0.7030 0.1335 0.5190 0.4840 0.8120
0.6530 0.1395 0.6250 0.5190 0.8920
0.5860 0.1114 0.5050 0.5650 0.8890
0.5340 0.1143 0.5210 0.5700 0.8890
0.5230 0.1320 0.5050 0.6120 0.9190
0.5800 0.1249 0.5460 0.6080 0.9540
0.4480 0.1028 0.5220 0.5340 0.9180
0.4170 0.1687 0.4050 0.4150 0.9810
0.5280 0.1057 0.4240 0.5660 0.9090

The woodmod data variables are highly correlated as shown
in Fig. 1, and hence multidimensional quality control charts
should be applied.




Fig. 2 shows that the 7° control chart is unable to detect
outliers. Also, the principal component control chart is unable
to detect outliers as depicted in Fig. 3. We can clearly see in
Fig. 3 that the observations 4, 6, 8 and 19 have higher
variations than the rest of the observations although they still
lie within the upper and lower control limits.

The kernel LLE chart is able to detect the observations 2, 4,
6, 8,10, 11, 12, 13 and 19 as outliers as shown in Fig. 4.

Woodmod dataset
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Fig. 1. Scatter Plot of the woodmod Dataset. The woodmod data

variables are highly correlated and hence multidimensional quality
control charts should be applied.
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Fig. 2. T Control Chart. There are no outliers detected by this control chart.
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Fig. 3. Principal Component Chart. There are no outliers detected by this
control chart, either.
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Fig. 4. Kernel LLE Chart. The kernel LLE chart is able to detect the
observations 2, 4, 6, 8, 10, 11, 12, 13 and 19 as outliers.

B. Experiment #2: Stackloss Dataset

Our second analysis was performed on a dataset called
Stackloss shown in Table III. This dataset describes the plant
oxidation of ammonia to nitric acid, and contains 21
observations, where each observation has 4 variables: rate,
temperature, acid concentration, and stackloss.

TABLE III
STACKLOSS DATASET

Xil Xi2 Xi3 Xig

80.0 27.0 89.0 42.0
80.0 27.0 88.0 37.0
75.0 25.0 90.0 37.0
62.0 24.0 87.0 28.0
62.0 22.0 87.0 18.0
62.0 23.0 87.0 18.0
62.0 24.0 93.0 19.0
62.0 24.0 93.0 20.0
58.0 23.0 87.0 15.0
58.0 18.0 80.0 14.0
58.0 18.0 89.0 14.0
58.0 17.0 88.0 13.0
58.0 18.0 82.0 11.0
58.0 19.0 93.0 12.0
50.0 18.0 89.0 8.0
50.0 18.0 86.0 7.0
50.0 19.0 72.0 8.0
50.0 19.0 79.0 8.0
50.0 20.0 80.0 9.0
56.0 20.0 82.0 15.0
70.0 20.0 91.0 15.0

The scatter plot shown in Fig. 5 confirms the existence of a
high correlation between the variables. The 7° control chart
displayed in Fig. 6 was able to identify the last observation
m=21 as an outlier. The principal component chart, however,
did not detect any outliers as shown in Fig. 7.
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On the other hand, the kernel LLE chart (see Fig. 8) was able _ Stackloss dataset
to identify observations 1, 2, 3, 15, 16, 17, 18, and 19 as

outliers. 04l f//\\\ i
Stackloss dataset s . ucL
8 + * s
+ + +
60 ert& Wit gt 0 CL
- + -+ +
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2o 44+ h AR N ot |
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JLCL

Kernel LLE Score

N
40 MR s b Fig. 8. Kernel LLE Chart. The kernel LLE chart (see Fig. 8) was able to
20 wt HF ;ﬁ% identify observations 1, 2, 3, 15, 16, 17, 18, and 19 as outliers.
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C.  Experiment #3: Phosphorus Content Data

Fig. 5. Scatter Plot of Stackloss Dataset. The scatter plot confirms the Our third ana]ysis was performed on a dataset (Ta_b]e IV)
existence of a high correlation between the variables. describing the organic and inorganic phosphorus content of the
Stackloss dataset soil in comparison with the corn grown. Eighteen observations
12 ‘ ‘ ‘ ‘ were selected where each observation has three variables:
o1l inorganic phosphorus, organic phosphorus, and plant
100 1 phosphorus.
‘\“ veL TABLE IV
sl H PHOSPHOROUS CONTENT DATA SET
§ ﬁ\ ‘\/ Xig Xi2 Xi3
3 ef ’\\/ [ 1 0.40 53.00 64.00
7 \ I 3 0.40 23.00 60.00
of \ A 3.10 19.00 71.00
|/ [ 0.60 34.00 61.00
of \ I 4.70 24.00 54.00
X/ ‘ 1.70 65.00 77.00
o5 . s s Lot 9.40 44.00 81.00
Observation number 10.10 31.00 93.00
Fig. 6. T* Control Chart. There are no outliers detected by this control chart. 11.60 29.00 93.00
12.60 58.00 51.00
. ‘ Stacklo:ss dataset ‘ ‘ 10.90 37.00 76.00
ucL 23.10 46.00 96.00
al ] 23.10 50.00 77.00
21.60 44.00 93.00
oL i 23.10 56.00 95.00
g /\//\/ /\\ 1.90 36.00 54.00
@ o oL 26.80 58.00 168.00
S ~_/ 29.90 51.00 99.00
’ The scatter plot of the data set is displayed in Fig. 9. As
Ll shown in Fig. 10, the 7* control chart was able to identify the
observation 17 as an outlier, whereas principal component
Lo chart did not identify any outliers as illustrated in Fig. 11.
) 5 ‘ 15 2 Kernel LLE chart was, however, able to detect the

10
Observation number

Fig. 7. Principal Component Chart. There are no outliers detected by this
control chart.

observations 2, 3, 4, 5, 12, 15, 16, 17, and 18 as outliers as
shown in Fig. 12.
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Phosphorous dataset
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Fig. 9. Scatter Plot of Phosphorous Dataset. The scatter plot confirms the
existence of a high correlation between the variables.
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Fig. 10. T* Control Chart. There is a single outlier detected by this control
chart (observation 17).

CONCLUSIONS

In this paper, we proposed a robust multivariate control chart
for outlier detection using kernel locally linear embedding
algorithm. The core idea behind our proposed technique is to
project the data into a Hilbert space in order to extract the
eigenvalues and eigenvectors of a kernel matrix. The
experimental results clearly show a much improved
performance of the proposed approach in comparison with the
current multivariate control charts.
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A New Method for Synchronization and Control
of the Chen Chaotic System

Afshin Izadian, Boyd Edwards, and Parviz Famouri, Senior Member, IEEE

Abstract— chaotic behavior of dynamical systems can be
utilized in many applications such as secure communication
systems, heart arrhythmias, and chemical reactors. In this
regard, they are required to be regulated and synchronized
with desired references and obtain specific functionality. This
paper introduces the application of an input-output controller
to synchronize the Chen chaotic system with desired
references. Adaptive techniques are applied for gain
adaptation and the system is controlled to track arbitrary
trajectories. The performance of the control is compared with
other types of controllers.

I. INTRODUCTION

YNAMICAL systems under specific conditions show

chaotic behavior which often possess a wideband
power spectrum and random characteristics in time domain
[1]. Chaotic systems are very sensitive to the initial
conditions such that a very small perturbation results in a
large variation in their behavior.

Chaotic behavior of dynamical systems can be utilized in
many applications if they are required to follow a desired
pattern such as secure communication systems where a
random modulation is required and must be synchronized at
both ends of the communication transmission line [2].
Control and synchronizing techniques are required to
provide a fast and accurate trajectory controls for these
types of applications. Chaotic system mainly possess high
order (>2) nonlinear dynamics which can better be
controlled by nonlinear control approaches. The
performance of the control depends on the power of the
controller and its ability to follow the sudden variations. A
suitable controller ideally contains a simple structure and
requires minimum information about the system under
control. It generates minimum control command and
controls the plant in a short time. It should be robust against
the plants parameter variations. Several techniques are
recommended for control of chaotic systems such as
stochastic control, Lyapunov methods, robust feedback
control, and feedback linearization, feedback control of
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bifurcation, variable structure control techniques [3] and
passive control techniques [4]. These techniques mainly
depend on the system parameters and state variables which
require accurate modeling and state observers.

This paper utilizes a new input-output controller with a
new adaptation technique and a model to synchronize the
plant’s output (chaotic system) with that of the model or an
arbitrary reference. Chen chaotic system with almost the
same structure as Lorenz attractor (dual of the Lorenz [5]) is
studied and used for synchronization technique. The
controller is applied to control the output of the reference
with that of the plant excited at different initial conditions.

The paper is organized as follows: the next section is an
introduction to Chen chaotic system, and in section 3 the
controller structure is illustrated. Simulation results and
tracking performance are discussed in section 4.

II. CHEN CHAOTIC SYSTEM

The dynamics of the Chen chaotic system is described as
follows [5]:

Xx=a(y—x)
y=(c—a)x—xz+cy (1)
z=xy—bz

Chaotic behavior occurs when a=35, b=3, and ¢=28. The
structure of the Chen chaotic system is almost similar to that
of the Lorenz attractor where the chaotic behavior occurs at
a=28, b=8/3 and c=10.
The Chen dynamical system shows three sets of fixed
points which result in saddle node and unstable spirals
described as follows: The fixed point at the origin results in
the eigenvalues (-0.8359), (23.8359), and (-3), implying a
saddle node. Two other fixed points share the eigenvalues at
(-18.4280), and (4.2140 +14.88461) since the real parts of
these eigenvalues are positive; the linearization theory
predicts these fixed points to be unstable spirals. The
system’s chaotic behavior at the unit initial condition is
shown in Figure 1. For control purposes, the original
nonlinear system is being controlled by applying a control
command #(1) to the z-axis of the system as follows [4]:
x=a(y-x)
y=(c—a)x—xz+cy @)
z=xy—bz+u

The system’s chaotic behavior is shown in Figures 2 and 3.
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Fig. 3. 3-D chaotic behavior of Chen system.

Definition 1: The Chen chaotic system is minimum phase
if it has relative degrees {l,1,...}.

Definition 2: Two chaotic systems are synchronized if the
error  dynamic system between their outputs is
asymptotically stable [2].

In this paper, we consider one of the chaotic systems as
model reference and the other as a plant to be controlled.
The control objective is to synchronize these two systems
while they start at different initial conditions. The other
control objective is to be able to synchronize any state
parameters of the chaotic system with an arbitrary reference.

III. SYNCHRONIZATION TECHNIQUE

The control command to the z-axis of the Chen chaotic
system 