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Foreword

Mass spectrometry (MS) is one of the core analytical techniques for the iden-
tification and confirmation of molecules. The origins of the technique can 
be traced back to the pioneering work of Nobel prize-winners J. J. Thomson 
and F. W. Aston at the University of Cambridge. Since then MS has undergone 
over one hundred years of continuous development and has won three Nobel 
prizes for key developments along the way. The analysis of labile, thermally 
unstable analytes (for example peptides, proteins, saccharides and complex 
natural products) has always been the driving force for the development of 
new MS approaches and methods. Moreover, the ability to detect and quan-
tify metabolites from natural or physiological sources, or even in situ in plant 
material or animal tissue, has opened up the whole world of synthetic biol-
ogy to MS analysis.

My own first experiences of MS were at Warwick University where, for my 
final year research project, I studied the analysis and sequencing of simple 
peptides by fast-atom bombardment (FAB)-MS. This technique was severely 
limited by molecular weight (less than 1500 Da) due to the competition 
between energy dissipation along the analyte molecule vs. bond fission. 
Additionally, not all peptides wanted to ‘play ball’ and just simply refused 
to fragment. When it worked, this methodology was, of course, a lot faster 
and more sensitive than non-MS approaches, but it was very unreliable and 
as a result didn't exactly ‘set the world on fire’! After completing my degree, I 
returned to my home town of Cambridge and spent a couple of years working 
at the Mass Spectrometry service in the Department of Chemistry at Cam-
bridge University, spending most of my time analysing heavy metal catalysts 
for groups of the ilk of Professor The Lord Lewis. Most of the analyses were 
performed by FAB-MS along with the allied technique of liquid secondary ion 
mass spectrometry (LSIMS). At the same time, I was often asked to analyse 
some of the more intractable samples from the natural product groups of 
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Forewordvi

James Staunton, Dudley Williams and Ian Fleming. This was very much my 
formative period and during this time I learned a considerable amount about 
both the theory and applications of MS, and the seeds of my future career 
were very much being sown. The biggest lesson I learned was that it was all 
too easy to give up on an analysis and blame the sample for poor quality 
spectra. However, I was a fast learner and also a bit of a perfectionist (comes 
with the job I think), and I soon learned that sample preparation was often as 
much to blame. This is an important lesson, especially when you are working 
for such distinguished chemists as Lewis, Staunton, Williams and Fleming! 
In particular, with FAB-MS, the quality of the resulting spectra was often very 
much due to the formation of the matrix/analyte drop on the probe tip. Often 
the drop would ‘skin over’ and no spectra could be obtained. Sometimes you 
would have to repeat the analysis five or six times to get a spectrum. We never 
really understood the skin formation process, but it was most probably down 
to the way the matrix dried, sometimes forming a crust that was impene-
trable to the xenon beam. On a good day, I would go home happy if I had 
obtained more than ten good quality spectra.

After this period at Cambridge I returned to Warwick University to work 
with Peter Derrick towards my MSc by research. He had just obtained one 
of the first commercial matrix-assisted laser desorption/ionisation (MALDI) 
instruments using a short time-of-flight analyser. My project was to test 
the utility of this instrument and technique for the analysis of saccharides. 
Again, this project taught me about the importance of sample preparation. 
With MALDI you have the complexity of matrix choice, matrix/analyte ratios 
and spot preparation. In this time period (mid 1990s) little was really known 
about how MALDI worked and sample preparation was like a ‘black art’. To 
the uninitiated, MALDI-MS can still seem like magic, but the extent of knowl-
edge is now considerable, and there are matrices and successful sample 
preparation methodologies for almost all sample types. However, a universal 
matrix and sample preparation methodology remains elusive.

After completing my MSc, I stayed on for a short period at Warwick and 
helped with the establishment of the high-field Fourier-transform ion cyclo-
tron resonance (FT-ICR) facility. This was a real eye opener for me and was a 
major step-change for the analysis of natural systems by MS in the UK. This 
instrument used electrospray ionisation (ESI) and, coupled with the high-res-
olution abilities of the instrument, intact biological compounds could be 
analysed rapidly with relative ease. FT-ICR-MS also brought an unsurpassed 
ability to perform controlled tandem and sequential MS as well as gas-phase 
chemistry experiments. After six months, I returned to the University of 
Cambridge to study for a BBSRC funded PhD with James Staunton on natu-
ral product MS using their newly acquired 4.7 Tesla FT-ICR-MS instrument. 
Although the ESI source on this instrument was fairly crude by today’s stan-
dards, it allowed for a whole realm of analyses not previously available with 
older ‘soft’ ionisation techniques such as FAB, LSIMS or plasma desorption.

My PhD project was to try to develop a routine methodology for the anal-
ysis of target natural products being developed as potential new antibiotics 
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viiForeword

generated through a combination of genetic engineering of the bacteria, 
which produced the synthase enzymes, and biochemical techniques to manip-
ulate the tailoring of enzymes at the protein level, which were in turn respon-
sible for oxidation, reduction and glycosylation of the final (non-)natural 
products. This work produced a lot of very similar structural variants and 
co-metabolites and the group needed a fast, sensitive and reliable method of 
confirming structure to then feed back to the biochemists that their chemis-
try was (or was not) working. This required me to develop a high-resolution 
sequential MS protocol and a parallel understanding of molecular fragmen-
tation. To cut a long story short, with my methodology, I was not only able to 
confirm that loading modules of the enzyme were functioning correctly, but 
also that the various tailoring enzymes were producing the correct final mol-
ecules from a five-minute experiment using accurate-mass, high-resolution 
ESI–FT-ICR-MS/MS.

After completion of my PhD, I stayed at Cambridge for a four-year post-doc, 
working with James Staunton and Steven Ley. During this time, I worked on 
increasing the understanding of natural product fragmentation in ESI-MS/
MS and the exploitation of this increased understanding of structural eluci-
dation. One of the more bizarre memories I have is of Dr Lopes (now Profes-
sor) climbing on a stepladder with a heat gun to heat the glass inlet. In the 
inlet was solid D4-methanol at vacuum. We needed to generate a low vapour 
pressure of gaseous D4-methanol to bleed into the FT-ICR cell to try to prove 
an unusual gas-phase substitution reaction. Needless to say, the experiment 
worked and it led to a paper in Chemical Communications. It was an unusual 
experiment, and a great lasting memory of a very productive and fun four 
years of academic research.

In 2003, I moved to my current position as manager of the School of Chem-
istry MS facility at the University of Bristol. During my time here, the facility 
has undergone substantial investment resulting in expansion from two 
aging (and failing) instruments to more than ten, including state-of-the-art 
Orbitrap, nanospray IMS-MS/MS and high-resolution MALDI-TOF-MS/MS 
instruments. The facility is used to carry out cutting edge MS-based research 
in natural products, proteomics, metabolomics (both biological and environ-
mental) and petroleomics, as well as studies of protein structure and func-
tion. The facility also supports cutting edge research across a whole range 
of chemistries, including studies of synthetic life, superconductors, clean 
fuels, environmentally friendly catalysts, self-assembly nanomaterials and 
metallopolymers. The facility also hosts the departmental MS service, which 
primarily supports the synthetic and materials chemists in the School. The 
resulting samples range from simple low-mass organic compounds to metal 
catalysts, synthetic polymers, non-natural peptides and dendrimeric cage 
systems designed for drug transport. This diverse range of analytes brings 
with it its own challenges for the facility, not least of which is sample prepa-
ration. Somehow, I also find time to conduct my own research into natural 
product ionisation and fragmentation, and increasing our understanding of 
gas-phase fragmentation. It is my long-term hope that such knowledge can 

. 
Pu

bl
is

he
d 

on
 0

9 
N

ov
em

be
r 

20
17

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

88
01

03
99

-F
P0

05
View Online

http://dx.doi.org/10.1039/9781788010399-fp005


Forewordviii

be applied to ever increasingly complex samples such as blood plasma and 
crude oil. At the same time, I have also developed a totally new methodology 
for the MALDI analysis of small molecules using colloidal graphite as the 
matrix.

This book brings together an international array of renowned scientists 
active in a diverse range of MS research areas from multi-omics (proteomics, 
metabolomics, lipidomics) to enzyme action and natural product discovery. 
As a result, this book should serve as a comprehensive review of current MS 
applications in analytical synthetic biology including enzymology, biomedical 
research, natural products and drug discovery.

Paul J. Gates
University of Bristol, UK
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Chemical biology is a young discipline without a rigid definition. Nature 
Chemical Biology, a leading journal in the field, defines ‘chemical biology’ 
as the application of chemical methods to solve biological problems. Long 
before the term ‘chemical biology’ was coined, many fascinating discoveries 
in biochemistry had been made by applying chemical methods to biological 
phenomena. Biochemistry as a science can be traced back to the synthesis 
of urea by Wöhler in 1828 who, for the first time, was able to prepare a com-
pound originating from living organisms through chemical synthesis.

Modern biochemistry relies heavily on organic mass spectrometry (MS), a 
method that originates from physics and that further evolved in the hands of 
chemists. Neither field describes the whole history of chemical methods in 
biology that finally led to the establishment of MS as a routine biochemical 
technique. The description of biological breakthroughs that were achieved 
with MS cannot be given in a single book, even less so a single chapter. In 
this introduction we present some selected discoveries that, by demanding 
exact molecular mass measurements, paved the way for biological MS, start-
ing with the history of the discovery of lipophilic vitamins D and E at the 
beginning of the 20th century.

In 1925 it was known that two possibilities existed for the prevention of 
rachitis. One was the administration of cod liver oil and the other was irra-
diation of the skin with ultraviolet light. At that point it was considered that 
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Chapter 12

only two distinct antirachitic factors existed, until it unexpectedly turned 
out that UV-irradiation of food was also sufficient to prevent rachitis. It was 
concluded that a certain chemical factor exists, a pro-vitamin, which upon 
UV-irradiation is converted to an active antirachitic compound. In initial 
attempts to isolate this vitamin it was shown that the fraction that contained 
this pro-vitamin mainly contained cholesterol, suggesting that the pro-vita-
min might also be a steroid. The biggest expert in the field of steroid chemis-
try at the time was Adolf Windaus from the University of Göttingen, who was 
invited to join the research in order to isolate and identify the antirachitic 
vitamin. Initially, the direct isolation of the vitamin from natural sources did 
not prove to be successful, so Windaus turned to an empirical approach, test-
ing the antirachitic effect of known steroids after UV-irradiation. UV-treated 
cholesterol did not have any antirachitic effects (thus the expected vitamin 
D1 was not discovered), but ergosterol and 7-dehydrocholesterol produced 
antirachitic compounds after UV-treatment, which were named vitamins 
D2 and D3 respectively.1 Final proof of the vitamin D identity was obtained 
when Hans Brockmann, a student of Windaus, managed to isolate a natural 
antirachitic compound from tuna liver oil using liquid–liquid partitioning 
and column chromatography. Isolation was guided by an activity assay using 
rachitic rats and the isolated active compound was shown to be identical to 
the product of UV-treatment of 7-dehydrocholesterol.2

The history of the identification of vitamin E is closely related to vitamin D 
research. The existence of vitamin E was shown in an experiment by the lab-
oratory of Herbert Evans at UC-Berkeley in 1922. They observed that rats that 
were fed a diet of purified protein, fat, carbohydrates, and vitamins A, B and 
C, which were already known at the time, were sterile,3 unlike animals given 
normal complete food. Isolation of the unknown factor necessary for repro-
duction was attempted by a number of research groups, mainly by means 
of liquid separation and adsorption chromatography. This approach did not 
prove to be successful. In 1932 Herbert Evans and two of his group mem-
bers, Oliver and Gladys Emerson, travelled to Göttingen for a research stay 
at the laboratory of Alfred Windaus.4 After this visit, Evans and the Emerson 
couple made a new attempt at isolating vitamin E using an approach used 
by Adolf Butenandt, a student of Windaus, in many of his works on the iso-
lation of natural compounds. Instead of isolating the intact vitamin E, they 
tried to crystalize it out of an enriched extract after chemical derivatization. 
Wheat germ was used as a starting material and an extract of non-saponi-
fied lipids turned out to be particularly active in supporting the reproductive 
function of rats. Evans and his colleagues did manage to crystalize the active 
compound out of this extract after treating it with cyanic acid,5 suggesting 
the presence of hydroxyl groups in vitamin E, which form a crystallizable 
allophonate. Final structure elucidation was performed by another Windaus 
student, Erhard Fernholz, who in 1938 showed that purified vitamin E under 
pyrolytic conditions decomposes into durohydroquinone and a hydrocarbon 
residue C19H38 (Figure 1.1). Under oxidative conditions, vitamin E produced 
a five-membered lactone bearing a hydrocarbon residue. Based on these find-
ings Fernholz correctly identified the structure of vitamin E.6
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3Introduction

In these examples of vitamin research, low-efficiency isolation separation 
methods such as liquid–liquid partitioning or adsorption chromatography 
were used. These methods were appropriate for isolation of vitamins that 
were relatively abundant in the starting material, but as biological research 
started to deal with minute amounts of target compounds a need for new 
separation methods that could deal with much smaller amounts became 
clear.

At the same time as the group of Herbert Evans was developing an approach 
to crystallizing vitamin E, Archer Martin, a young PhD student from Cam-
bridge, attempted isolation of non-modified vitamin E using counter-current 
liquid–liquid extraction. However, the group of Evans was the first to publish 
a report on its isolation and the results of Martin never appeared on paper.7 
However, he built an extremely sophisticated counter-flow machine for his 
project, which gained him popularity as a solvent–solvent partitioning expert. 

Figure 1.1 �� Isolation and identification of α-tocopherol.
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Chapter 14

As such, in 1938 he was approached by Richard Synge who was then working 
on the separation of amino acids. Among other methods, Synge tried the sep-
aration of amino acids using adsorption chromatography, which implements 
partitioning between a liquid mobile phase and a solid sorbent. However, the 
interaction of all amino acids with sorbents available at that time turned out 
to be very similar and did not permit separation of an amino acid mixture. 
Therefore, Synge sought the help of Archer Martin in trying to achieve amino 
acid separation using counter-current extraction. He had already shown that 
different acetylated amino acids had different partition coefficients between 
chloroform and water, and was looking for a way to use this fact for sepa-
ration purposes. Despite certain success, such an approach turned out to 
be extremely cumbersome and technically demanding. A breakthrough was 
achieved when Martin decided to immobilize one liquid phase while moving 
the other. This was done by soaking silica gel with water and packing it into a 
column. Chloroform running through this column served as a mobile liquid 
phase. Partitioning of the analyte between the column and the mobile phase 
in this apparatus turned out to be very similar to the partitioning of analyte 
between two liquid phases.8 This method, which was later named partition 
chromatography, significantly improved the separation of acetylated amino 
acids, but it was still not good enough due to analyte adsorption on the silica, 
which interfered with the chromatography. Martin and Synge next tried using 
paper as a carrier for the immobilized water. Instead of packing paper soaked 
with water into a column they put a drop of the mixture to be separated onto 
the corner of a paper sheet and then “developed” it by putting one edge of the 
paper into a beaker with mobile phase. When the mobile phase reached the 
opposite edge, driven by capillary forces, the paper was taken out, dried and 
inserted with a neighboring edge into a different mobile phase, thus permit-
ting “two-dimensional” separation. This method turned out to be so appli-
cable to freeing amino acids that Synge used it to determine the sequence of 
gramicidin S. His research group first determined that this biologically active 
compound consists of valine, ornithine, leucine, phenylalanine and proline 
in equimolar amounts.9 The molecular mass suggested that gramicidin S is 
a decapeptide and its partial hydrolysis did yield a number of di- and tripep-
tides, which Synge identified using 2D partition chromatography on paper 
comparing the retention of hydrolysis products with synthetic dipeptides.10 
Matching the sequence of dipeptides in the hydrolysate indicated a repeating 
pentapeptide sequence Val–Orn–Leu–Phe–Pro. The total sequence was sug-
gested as being cyclic (Val–Orn–Leu–Phe–Pro)2 with the first valine linked to 
the last proline.11 This was the first-ever identified peptide sequence! Parti-
tion chromatography on paper was further used by Fred Sanger in his work 
on the sequence identification of insulin and generally became an exten-
sively used analytical method. In the form of high-throughput thin layer 
chromatography, it is still used by biochemists today. In 1949 Archer Martin 
started working on the separation of fatty acids and came to the conclusion 
that a polar stationary phase did not permit a good enough separation with 
any of the available solvents. In order to improve the situation he tried to 
switch the chromatographic phases. Treatment of silicon dioxide with highly 
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5Introduction

hydrophobic dichlorodimethylsilane covalently modified the former, chang-
ing it to an immobilized hydrophobic phase. Using water solutions of differ-
ent alcohols as a mobile polar phase, Martin was able to achieve separation 
of long chain fatty acids.12 This separation method, later termed reversed-
phase liquid chromatography (LC), is one of the most popular separation 
methods in bioanalytical chemistry today, and Martin and Synge received the 
1952 Chemistry Nobel Prize for their work.

Reversed-phase chromatography proved to be an extremely powerful method 
for the separation of even small amounts of target substances from complex 
mixtures. One elegant example of the use of reversed-phase chromatography 
was the identification of the sex-attracting pheromone of the silkworm Bom-
byx mori, the first ever identified semiochemical. Male silkworm moths sense 
the presence of unfertilized female moths over very long distances. Up to the 
middle of 20th century this effect was explained as some kind of electromag-
netic phenomena, ranging from infrared to X-ray radiation. Adolf Butenandt, 
at that time already a Nobel Prize winner for his work on sexual steroid hor-
mones, made a suggestion that sexual attraction in silkworms is mediated by 
a chemical. Male silkworm moths when kept alone may not move for hours, 
but if a female moth is brought into the vicinity they start to move in a cer-
tain zigzag pattern. The same behavior is induced if female scent glands or 
their extracts are used instead. The group of Butenandt used extracts of scent 
glands obtained after the dissection of 500 kg silkworm female moths13 as 
a starting material for the isolation of the active compound. Every round of 
isolation was controlled using an activity assay based on the behavior of the 
male. After preliminary separation using standard liquid–liquid partitioning 
techniques the activity was isolated using multiple rounds of reversed-phase 
partition chromatography. Butenandt further used chemical degradation to 
show that, structurally, the pheromone is a long-chain unsaturated alcohol 
(Figure 1.2), which he named “bombykol”, thus identifying the first known 
pheromone.

Liquid partitioning column chromatography proved to be an excellent 
tool for separation purposes because, among other reasons, it operates 
under mild conditions and sample decomposition was rather insignifi-
cant. However, the chromatographic properties of early liquid–liquid par-
titioning columns were far from ideal. In 1951 it was once again Archer 
Martin who suggested that, instead of using liquid as a mobile phase, a 
compressed gas could be used instead. If the chromatographic column is 
heated so that the analytes can be vaporized without breaking down, parti-
tioning between a gas and a liquid occurs. This permits chromatographic 
separation while gas is moving along the column filled with a carrier with 
bound stationary liquid phase.14 Due to the lower viscosity of the gas 
compared to the liquid, much longer columns may be used, significantly 
increasing the separation efficacy. This new method was given the name 
gas chromatography. Detection of separated compounds could be per-
formed in many ways. For example Martin himself used titration to detect 
the separated fatty acids. Soon afterwards, combinations of gas chroma-
tography with MS appeared.
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Chapter 16

Measurement of molecular masses using deflection of a charged mov-
ing particle in a magnetic field was first performed by Joseph Thompson 
in 1910. This type of MS was primarily a tool for physicists, for example in 
works on the study of isotopes. In 1936 Arthur Dempster, at the University 
of Chicago, introduced electron bombardment as a method for producing 
positively charged ions. Combining his ionization source with an improved 
magnetic mass separator he constructed an instrument that became a pro-
totype for commercially available magnetic sector MSs,15 quickly finding its 
way into organic chemistry. For over a decade it was almost exclusively used 
for the analysis of volatile hydrocarbons. Its major drawback for bioorganic 
chemistry was multiple fragmentation of the parent ion in the electron bom-
bardment ionization source, so that the molecular structure often had to be 
“reconstructed” from analysis of fragments. For analysis one would need a 
pure substance, which was possible in the case of synthetic organic chemis-
try, but was rarely the case with biological samples. MS had to be preceded 
by sample separation.

Attempts to hyphenate chromatography with a magnetic sector MS were 
made in the early 1950’s by inserting a small fraction (usually less than 1%) of 
the gas flow from a gas chromatograph (GC) column into the electron impact 
ionizer of the MS. However, the scanning speed of the magnetic MS was not 
sufficient to produce spectra of suitable resolution “on-line” and cumber-
some techniques were needed in order to perform the mass measurement. 
For instance, the gas eluting from the column had to be collected in a cooled 

Figure 1.2 �� Isolation and identification of bombykol.
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7Introduction

glass tube and the condensate injected into a MS. One of the first, and simul-
taneously brightest, examples of gas chromatography in subsequent, but not 
directly coupled, MS analysis is the discovery of prostaglandins.

At the beginning of the 1930’s, the Swedish scientist Ulf von Euler made 
the observation that an extract from human seminal fluid and from a sheep 
vesicular gland (which is one of the male genital organs) induces contraction 
of smooth muscle. This effect plays an important role in the propagation of 
semen though the female genital tract. Von Euler suggested the existence of 
a bioactive factor responsible for this effect, which he termed prostaglandin. 
Its isolation from a sheep prostate was carried out by Sune Bergström and his 
colleagues at the Karolinska Institute, with classic activity-driven separation 
using contraction of a gut strip, which contained a smooth muscle layer, as a 
measure of biological activity. After numerous rounds of counter-current and 
partition chromatography they crystallized the active substance. In contrast 
to the habit of most bioorganic chemists of the time, the mass of the crys-
tallized compound was determined using an electron impact (EI) magnetic 
sector MS  yielding the chemical formula C20H34O5.16 Structure determina-
tion was performed by subjecting the purified prostaglandin to ozonolysis 
and separation of the reaction mixture using GC with fraction collection. 
Collected fractions were further analyzed using a magnetic MS in order to 
establish the putative oxidation products with retrospective comparison of 
the column retention to available synthetic standards. Such an approach was 
revolutionary in the field of natural product chemistry at that time. The struc-
ture of the isolated prostaglandin E, which turned out to be the first-identi-
fied representative of a big family of bioactive compounds, was “assembled”17 
based on structures of the identified oxidation products (Figure 1.3).

Establishment of an on-line GC-MS instrument became possible only after 
a principal scheme of a MS thatcould perform measurements in a broad 
mass range simultaneously was proposed in 1946 by W. E. Stephens from 
the University of Pennsylvania. According to his suggestion it was possible 
to use space dispersion of accelerated charged particles according to their 
mass-to-charge ratios. After acceleration with a pulsed electric field, the time 
needed to travel over to the detector was longer for heavier particles of the 
same charge as compared to lighter ones. Once this travel time was mea-
sured the mass-to-charge ratio could be deduced from the length of the travel 
path and the voltage of the acceleration pulse. In 1948 A. Cameron and D. 
Eggers from Clinton Engineering Works presented the first working proto-
type of a MS that allowed discrimination between atoms of a heavy metal 
bearing different charges. In 1953 Stephens and Wolff presented a working 
time-of-flight instrument that allowed mass measurement of different hydro-
carbons, though with a very low resolution18 because in the electron impact 
ion source the accelerating pulse would hit a cloud of ions with different ini-
tial velocities and spatial position. Isomass ions acquired different velocities 
and arrived at the detector at different times. In 1955 Wiley and McLaren 
produced an improved scheme of the electron impact ionization source 
that would account for the initial spatial and velocity distribution of ions, 
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Chapter 18

increasing the resolution of a time-of-flight MS over one hundred-fold.19 The 
experimental instrument was tested using xenon isotopes. Wiley wanted to 
apply his new machine to mixtures of organic compounds and invited two 
young scientists to his laboratory, McLafferty and Gohlke from Dow Chemi-
cals, who had vast experience in the separation of organic compounds, with 
their GC, in order to try to connect the two machines by direct infusion of 
the GC column eluate into the electron impact ionization source of his time-
of-flight MS. The acquisition time of one mass spectrum with mass range 
up to 400 Da was around 20 µs for the instrument they used,20 allowing sus-
tained mass measurement of the chromatographic eluent. The combination 
worked, producing MS spectra of separated methanol, acetone, toluene and 
benzene as the compounds were eluting from the GC column, with the quality  
comparable to the spectra of pure compounds acquired on a magnetic sector 

Figure 1.3 �� Isolation and identification of prostaglandin PGE1.
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9Introduction

instrument;21 this gave birth to GC-MS. Later on GC-MS evolved into a lead-
ing method for high-throughput profiling of small molecules and, in partic-
ular, metabolites. An early example was metabolic profiling of urine, which 
covered steroids and organic acids.22 Current developments in metabolic 
profiling with GC-MS allow simultaneous measurement and identification 
of hundreds of metabolites from various sources,23 permitting sophisticated 
mathematical correlation of the changes in the level of metabolite with 
amounts of mRNA and proteins. Such a global approach to metabolism is 
now referred to as metabolomics, and is at the forefront of small molecule 
biochemistry.

Back in the early 50’s, in parallel with the development of analytical meth-
ods for small organic molecules, deciphering of metabolic pathways and 
the discovery of novel biologically active compounds, molecular biology 
was created by a seminal paper of Watson and Crick in 1953 on the double- 
helical structure of DNA. Further developments of this new field of life sci-
ence shifted the interest of the bioorganic community to genes and their 
products—proteins. At that time, methods of protein purification such as 
ultracentrifugation and gel electrophoresis were established, liquid-phase 
synthesis permitted preparation of pure oligopeptides and chemical 
sequencing of proteins was possible using Edman’s degradation. Chemical 
sequencing, however, was complicated and time-consuming, and MS was a 
potential alternative. The first biological peptide whose structure was estab-
lished with the use of MS was fortuitine, a small acylated peptide from the 
microorganism Mycobacterium fortuitum. This nonapeptide carries two meth-
ylated leucines, an N-terminal acyl group and a C-terminal methyl group. On 
the one hand these modifications made the oligopeptide very volatile and 
on the other the N-terminal acyl group allowed the identification of the end 
of the chain at which the EI fragmentation took place, since the free amino 
acids can be formed only if they cleave off at the C-end of the peptide chain, 
while the amino acids cleaving off at the N-terminus will additionally carry 
an acyl residue. The sequence was established by following the decreasing 
masses of the fragments originating from the C-terminus in a magnetic sec-
tor MS with high mass accuracy. Special care had to be taken with two possi-
ble fragmentations at –CHR–CO– or at –CO–CN– around the amide bond.24 
The observation that the terminal hydrophobic modifications increased 
the peptide volatility resulted in oligopeptide chemical derivatization with 
hydrophobic functions prior to introduction into the EI source. Automated 
analysis of the obtained MS spectra, and subsequent oligopeptide sequence 
reconstitution using computational algorithms, was first introduced in 1966 
by the group of Klaus Biemann at MIT. For oligopeptides of up to five amino 
acids they devised all their possible sequences and then simulated all possi-
ble fragments arising from the breaking of the amide bonds. Matching the 
simulation with the real spectrum they were able to pick a correct sequence 
from the list of predicted sequences.25 However, in general, the electron 
impact ionization could not be applied to large biomolecules, such as pro-
teins, due to limitations in their volatility, significantly restricting the use 
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Chapter 110

of MS for peptide analysis. In 1968 Malcolm Dole from Northwestern Uni-
versity showed that if the solution of intact macromolecules was nebulized 
in such a way that the formed droplets bore a surface charge, as the solvent 
evaporated from the droplets the charge repulsion overcame the surface ten-
sion which caused the droplets to disintegrate until the surface charge was 
transferred onto a single macromolecule;26 importantly, the macromolecules 
did not fragment. Dole himself oversaw a number of technical details that 
prevented him from implementing this idea, which was only performed in 
the mid-1980’s by the group of John Fenn at Yale in the form of ESI. Using 
ESI coupled to a quadrupole mass analyzer, Fenn and his group obtained the 
mass spectra of non-derivatized gramicidin S as a double-protonated ion.27 
Not only did ESI turn out to be an extremely successful MS interface for pro-
tein analysis, it very soon found its way as a hyphen between LC and MS in 
the form of LC-ESI-MS.28

When ESI was introduced, LC columns had developed from the partition-
ing of chromatography columns of Martin and Synge, with at most a few 
hundred theoretical plates, to high-performance LC (HPLC) columns with 
thousands of theoretical plates. This became possible, on the one hand, 
due to the introduction of chromatographic pumps able to sustain high 
eluent pressure, and on the other hand due to the introduction in 1968 
of silicon-coated glass microbeads as normal stationary phase carriers by 
Csaba Horvath from Yale University.29 The small particle size compared to 
the resins conventionally used significantly improved the separation per-
formance. The silicon coating, representing a thin layer compared to the 
microbeads diameter, was sufficient to retain the polar separation phase but 
prevented adsorption of the analyte on the carrier, thus improving the chro-
matographic resolution further. Shortly after the publication of Horvath and 
colleagues, HPLC became commercially available from multiple manufac-
turers and in the late 1980’s this separation technique was extremely well 
established. ESI was ideally suited for introducing the solvent that eluted 
from the HPLC column into a MS and today HPLC-MS is successfully used 
for the separation, detection and quantification of virtually all classes of 
bioorganic molecules. It became an essential bioanalytical method, used 
in many thrilling discoveries that shaped chemical biology. One such story 
is the unravelling of developmental regulation with small molecules in the 
roundworm Caenorhabditis elegans.

This organism was introduced by Sidney Brenner in 1968 as a model for 
his Nobel prize-winning work on neural development. The sexual life cycle 
of C. elegans starts with an egg laid by an adult hermaphrodite. Under favor-
able conditions, such as the presence of food and moderate population den-
sity, the eggs hatch into larvae (so-called L1 larvae), which develop into adult 
hermaphrodites through a number of other larval stages, L2 to L4. If these 
later larval stages encounter overcrowding, which means exhaustion of the 
food source, they die. However if L1 larvae encounter such unfavorable con-
ditions, they undergo a molt into a dauer larva (“dauer” meaning enduring in 
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11Introduction

German, the language in which this observation was first published). Dauer 
larvae, or just dauer, are less metabolically active than normal larvae and can 
survive for many months without food. Additionally, dauers accumulate a 
number of protective compounds, which makes them remarkably resistant 
to harsh environmental conditions. After the overcrowding is surpassed or 
the food source reappears, dauers molt into L4 larvae and resume reproduc-
tive development. It was long supposed that small molecules played a cru-
cial role in the regulation of the C. elegans life cycle, but only recently has 
the elegant mechanism that controls reproductive vs. dauer developmental 
switching been elucidated.

In 1982 Golden and Riddle showed that polar extracts from a C. elegans  
culture can induce dauer formation, and suggested the existence of a regu-
latory pheromone. Its isolation was performed by a group from South Korea 
using a three hundred liter culture of C. elegans as starting material, in which 
most of the worms did eventually arrest their development as dauer larvae 
due to overcrowding. The culture medium tested positively for the presence 
of the active compound, which could be extracted into ethyl acetate. Activity- 
guided three-round HPLC separation of the organic extract using different 
columns permitted isolation of a fraction that contained a single compound 
(Figure 1.4a) according to the MS analysis, and which displayed the dauer- 
inducing activity in a so-called daumone assay. In this assay C. elegans eggs 
developed through four larval stages into an adult hermaphrodite in the 
presence of bacteria on the agar surface in a Petri dish. Daumone activity 
induced the formation of dauers despite the presence of food. Tandem MS 
fragmentation of the plausible daumone parent ion showed a sugar fragment 
and heptanoic acid fragment. Further NMR analysis showed that the sugar 
was ascarylose connected to the ω-1 carbon of the heptanoic acid, identifying 
the compound to be (6R)-(3,5-dihydroxy-6-methyltetrahydropyran-2-yloxy)
heptanoic acid (1). The compound got the name ascaroside because of its 
sugar moiety, and its dauer-inducing activity was confirmed through total 
synthesis with a positive result in the daumone assay.30 However, the amount 
of the synthetic daumone needed to induce dauer formation was much big-
ger than the actual amount of the natural ascaroside daumone measured 
in the culture medium, which suggested the presence of other compounds 
necessary for daumone activity.

In order to identify further dauer inducing ascarosides the group of Frank 
Schroeder from Cornell University used synthetic ascarosides in order 
to establish their MS/MS fragmentation pattern. All of the reference com-
pounds produced an ascarylose-derived C3H5O2 fragment in negative ion-
ization mode. Using this information the authors performed an LC-MS/MS 
based screen of the dauer culture medium in which they identified all pre-
cursors of the C3H5O2 fragment. The structures of the identified precursors 
were either confirmed with synthetic standards or by NMR.31 Newly identi-
fied ascarosides could be subdivided into ω-1 hydroxylated ascarosides (2), 
their 2,3-enoyl derivatives (3) and their 3-hydroxyderivatives (4), with each 
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Figure 1.4 �� Isolation and identification of the first-discovered dauer-inducing 
pheromone (a) and discovery of further ascarosides with dauer- 
inducing activity (b).
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class containing homologues of different side chain length (Figure 1.4b). In 
particular, representatives of 3, with eight carbons in the side chain, were 
orders of magnitude more potent as well as more abundant than the original 
ascaroside 1.32 The blend of ascarosides acting as a dauer-inducing phero-
mone was named daumone.

Sophisticated reverse genetics experiments have shown that daumone 
binds to the specific G-protein coupled receptor at the cilia of C. elegans che-
mosensory neurons, leading to inhibition of TGF-β expression through a cas-
cade composed of guanylyl cyclase and heat shock factor 1. It was further 
shown that TGF-β produced in the chemosensory neurons affects develop-
ment through binding to an appropriate receptor on the somatic cells. Intra-
cellular TGF-β signaling converges on a nuclear hormone receptor DAF-12, 
promoting reproductive development. However, DAF-12 deficient animals 
are unable to form dauers, even under unfavorable conditions, suggesting 
that DAF-12 itself promotes the expression of dauer genes and TGF-β reg-
ulates the production of a certain DAF-12 inhibitor. A member of the P450 
oxidase family was identified as a potential enzyme involved in the produc-
tion of such a factor. The nature of this factor was suggested as being a sterol, 
because the presence of cholesterol in the culture medium is an essential 
requirement for reproductive development of these roundworms. C. elegans 
are not able to synthesize cholesterol themselves and in its absence they 
form dauers. The arrest of reproductive development can be overcome by 
adding lathosterol to the medium,33 suggesting that a lathosterol deriva-
tive may be involved in DAF-12 regulation. This is plausible since ligands 
of known homologs of DAF-12, such as mammalian liver X receptor or reti-
noid receptor, are lipids. In an attempt to identify the DAF-12 ligand a group 
from Texas first conducted a reporter-based assay with the known ligands of 
nuclear hormone receptors using a DAF-12/GAL-4 promoter. They showed 
that 3-keto lithocholic acid could induce the reporter expression and sug-
gested that the real DAF-12 ligand should contain a 3-keto group as well as a 
terminal carboxygroup. A mixture of lathosterone, which already contains a 
3-keto group, with microsomes containing the P450 oxidase, supported the 
reproductive development of corresponding oxidase mutants. Comparison 
of LC-MS chromatograms of lathosterone mixed with loaded microsomes 
or with empty microsomes showed the presence of an additional chromato-
graphic peak if the P450 oxidase was present in the mixture (Figure 1.5). 
Mass differences between the original lathosterone and the new compound 
indicated the presence of a carboxyl group, probably at the end carbon of the 
side chain, analogous to 3-keto lithocholic acid.34 This new DAF-12 ligand 
was named Δ7-dafachronic acid and its in vivo presence in C. elegans was 
further confirmed using NMR.

Thus, TGF-β promotes the reproductive development of C. elegans 
through induction of dafachronic acid synthesis genes. After synthesis 
from cholesterol, dafachronic acid binds to the DAF-12 nuclear receptor, 
preventing its translocation to the nucleus. Under unfavorable conditions 
daumone accumulation leads to inhibition of TGF-β production in the 
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chemosensory neurons, which results in decreased dafachronic acid pro-
duction in somatic cells, nuclear translocation of DAF-12 and expression of 
dauer-inducing genes and the arrest of the reproductive life cycle. Such a 
complicated regulatory mechanism ensures that the worms only continue 
reproductive development when there is a sufficient food source to ensure 
survival of the next generation. This elegant mechanism, which would not 
have been discovered without the use of MS, brilliantly demonstrates its 
use in chemical biology. Novel developments in the field of MS and related 
techniques will be discussed in further chapters of this book and they 
will hopefully contribute to many more intriguing discoveries, and to the  
further development of chemical biology.

Figure 1.5 �� Identification of lathosterone derivative Δ7-dafachronic acid.
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2.1  �Introduction to Mass Spectrometry (MS)
MS is a powerful analytical technique that is used to determine the molecular 
mass of compounds by their conversion to gas-phase ions that are then char-
acterized by their mass to charge ratios (m/z) and abundances. MS provides 
information to quantify known molecules, identify unknown compounds 
and elucidate the structure and chemical properties of different molecules, 
including proteins, peptides, nucleotides, carbohydrates, lipids, and many 
other biologically relevant molecules.

The history of MS began with the discovery of the electron in 1897 by 
J. J. Thomson from his studies on the conduction of electricity by gases. 

Chapter 2

Introduction to Mass 
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and Methods Used in Chemical 
Biology
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Chapter 218

Later, in 1907, he constructed the first MS that could determine the mass 
of particles by measuring how far they were deflected by a magnetic field.1 
These initial instruments were improved in the 20th century, amassing 
numerous advances that were awarded Nobel Prizes. Furthermore, high-
lighted as essential hits for their application in biomolecular studies, the 
development of soft ionization methods, such as electrospray ionization 
(ESI) by Yamashita and Fenn in 1984 to ionize biomolecules,2,3 matrix- 
assisted laser desorption/ionization (MALDI) to ionize intact proteins by 
Tanaka in 1987,4 and the Orbitrap MS by Makarov in 1999,5 led to many 
types of laboratory equipment with performances that had never been 
observed before.

This chapter offers an overview of current MS instrumentation focusing 
on the sample introduction methods, ionization sources and mass analysers 
used in the different MS-based applications for biomolecular analysis.

2.1.1  �The MS
An MS instrument accomplishes three essential functions: it generates mul-
tiple gaseous ions from the sample, separates the ions according to their 
specific mass to charge ratios (m/z) and finally records their relative abun-
dances. These tasks are basically associated with the following three major 
components of the instrument: the ionization source, the mass analyser and 
the detector. Moreover, a sample introduction system to the ion source and 
software to control the instrument and process all of the acquired data are 
needed. It is important to note that the analyser, detector and some ioniza-
tion sources are operated under high vacuum conditions (10−5 to 10−8 torr) 
because the gas-phase ions are highly reactive. Figure 2.1 shows a simplified 
representation of an MS.

The introduction of the sample into the MS can be performed with direct 
insertion probes; however, a prior separation step has become routine ana-
lytical practice for complex samples. Coupling MSs with liquid chromatogra-
phy (LC), gas chromatography (GC) or other separation techniques tailored 

Figure 2.1  ��Building blocks of an MS.
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19Introduction to Mass Spectrometry Instrumentation and Methods

to different ionization sources has contributed to the development of new 
methodologies for biomolecular analysis.

Currently, a wide variety of ionization techniques are available, includ-
ing ESI and MALDI, which have become exceptional tools in the biologi-
cal sciences for the analysis of highly polar and large biomolecules, such 
as peptides, nucleic acids and other organic compounds. MS analysis can 
be performed using several types of instruments, hybrid MSs that com-
bine more than one mass analyser being the most widely used. Finally, 
the ions emerging from the analyser are detected electronically, and the 
resulting information is stored and analysed in a computer, displaying 
the results on a chart or mass spectrum, which plots the ion abundance 
against the m/z.

In the next sections, the fundamentals, capabilities and different compo-
nents of an MS that can be applied to biomolecular analyses are described.

2.2  �Sample Introduction and Separation Methods 
for Coupling to MS

Different methods are available for introducing the sample into an MS and 
among them direct infusion is widely used due to its short time consumption 
and high throughput capabilities. However, there are some limitations for 
complex sample analysis, such as signal suppression or enhancement caused 
by the matrix components and the inability to resolve isobaric species.

Combining MS with a previous separation method, such as chromatogra-
phy, either with an on-line or off-line configuration, can solve these problems. 
Furthermore, on-line separation techniques offer the advantage of increas-
ing the high throughput of the analytical methodology.6 The following sub-
sections are focused on the most used separation techniques, including LC, 
GC, supercritical fluid chromatography, and electric-field driven separations, 
such as capillary electrophoresis (CE).7

2.2.1  �LC
In LC, the mobile phase is a liquid, and the stationary phase typically con-
sists of small porous particles with a large surface area packed into a column 
coated with different bonded phases that interact chemically and/or physi-
cally with the sample molecules. Currently, high-performance LC (HPLC) is 
the main LC separation technique used in combination with MS where the 
operational pressures are up to 400 bar.

Ultra-performance LC, first introduced in 2004 by Waters Corporation, 
and ultra-high-performance LC are both an evolution of HPLC, which allow 
working at higher pressures (up to 1000 bar), permitting the use of sub-2 µm 
particles, along with an increased separation efficiency at higher flow rates, 
enabling an equal or even better chromatographic resolution with shorter 
run times.8,9
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The necessity of high sensitivity and chromatographic resolution to deter-
mine a wide range of compounds at very different concentrations in complex 
biological samples has revealed capillary and nano-LC coupled with MS to 
be the best-suited solution to reduce matrix effects. Nano-LC is the maxi-
mum miniaturization of an LC system and is widely used to analyse com-
plex digested samples in proteomic applications. Due to the smaller column 
diameter (75 µm), this technique leads to very small chromatographic dilu-
tion, increasing the on-column concentration of eluted compounds and, 
subsequently, the sensitivity of the whole LC-MS analysis.10–13

In general, there are some considerations when LC is coupled with MS. 
The column eluent needs to be compatible with the ionization sources typi-
cally used in LC-MS, such as ESI or atmospheric pressure chemical ionization 
(APCI). The column diameter and mobile phase flow rate must be reduced 
enough to allow for the desolvation of mobile phase droplets containing 
the molecules that will be ionized. In some cases, the flow to the MS can be 
reduced by splitting it to waste or another detector. Another important issue 
is the substitution of non-volatile additives in the mobile phases, and replac-
ing LC ion suppression agents such as TFA, which is a popular ion-pairing LC 
agent but bad for MS. The most common additives used in LC-MS are formic 
acid, acetic acid and ammonium formate or acetate.

Figure 2.2a shows a schematic diagram of an HPLC instrument that typi-
cally includes solvent reservoirs, a degasser, pumps, a mobile phase mixer, 
a thermostatized sample injector and a column compartment. Additionally, 
the configuration can include alternative detectors between the column oven 
and MS, such as absorbance, light scattering or fluorescence detectors, since 
they are non-destructive.

There are different types of separation methods available for LC depending 
on the nature of the molecules that will be determined. Thus, normal-phase 
LC (NPLC), which uses a highly polar stationary phase (e.g., silica gel) and a 

Figure 2.2  ��Separation system schematic diagrams of HPLC (a), GC (b) and CE (c).
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21Introduction to Mass Spectrometry Instrumentation and Methods

non-polar (e.g., hexane) mobile phase, is mainly applied for organic soluble 
molecules. Despite the utility of NPLC-based analysis, it remains a somewhat 
underused technique coupled with MS. In fact, the use of non-polar organic 
solvents may not provide optimal ESI ionization conditions due to its inability 
to supply ions for conjugation to the anlayte. Therefore some researchers 
have coupled NPLC separation with APCI, which permits the use of non- 
polar mobile phases, such as hexane or heptane, to enhance the ionization 
efficiency of non-polar compounds.6,14

The most popular LC mode is reversed-phase LC (RPLC), which uses col-
umns packed with an inert non-polar material (e.g., octadecyl carbon chain 
(C18), C8, cyano or phenyl), resulting in a hydrophobic stationary phase. 
The mobile phase is a polar mixture of water and water-miscible organic sol-
vents (e.g., methanol or acetonitrile). This chromatography has become the 
preferred separation technique to be coupled with MS because of its high 
mobile phase compatibility with ESI ionization, allowing the separation and 
determination of a wide range of analytes of varying polarities.

Hydrophilic interaction LC (HILIC) is useful for separating polar com-
pounds. The stationary phases are polar sorbents, such as silica, amino, 
amide or cyano, but the mobile phase composition is similar to that used in 
RPLC. The separation mechanism in HILIC is influenced by the partition-
ing of the analyte between the layer of the aqueous mobile phase modifier 
onto the adsorbent surface and the organic modifier (frequently acetoni-
trile) of the mobile phase.15 HILIC is suitable for polar compounds that 
are not retained in RPLC or are not soluble in the solvents required for 
NPLC. However, the required buffer concentration reduces the ionization 
efficiency of MS.

Ion exchange chromatography is based on interactions between charges. In 
cation exchange chromatography, positively charged molecules are attracted 
to the negatively charged stationary phase. Conversely, in anion exchange 
chromatography, negatively charged molecules are attracted to the posi-
tively charged stationary phase. Then, by increasing the ionic strength of the 
mobile phase using a salt concentration gradient, the molecules elute from 
the column in order, from the weakest to the strongest ionic interaction.16

2.2.2  �GC
GC is broadly used to increase the separation of volatile compounds depend-
ing on their volatility and polarity. Additionally, non-volatile molecules can 
be determined using a previous derivatization reaction. In GC, the mobile 
phase is an inert gas while the stationary phase is a layer of liquid or polymer 
on an inert solid support. Helium is the most commonly used gas, but nitro-
gen and hydrogen are also employed. Some stationary phases used in GC are 
diphenyl, cyanopropylphenyl, dimethyl polysiloxane and polyethyleneglycol, 
which present different polarity and selectivity characteristics.17

GC columns can be either packed or capillary. Packed GC columns are 
stainless steel tubes filled with the stationary phase with inner diameters of 
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up to 5 mm and lengths from 1 to 5 m, and have higher sample capacity com-
pared to capillary columns; however, they are only used in a few applications 
due their decreased separation efficiency. Capillary or open tubular columns 
consist of several metres (up to 60m) of a fused silica tube with internal 
diameters of only 0.18–0.53 mm with inner walls coated with a thin 0.1–5 µm  
film thickness. Three types of capillary columns can be distinguished: the 
support coated open tubular column with an inert wall that is coated with a 
solid support where the stationary phase is adsorbed, the porous layer open 
tubular (PLOT) column with an inert wall that is coated with a solid station-
ary phase based on an adsorbent or porous polymer, and the wall-coated 
open tubular (WCOT) column with an inert wall that is coated with a liquid 
stationary phase. While PLOT columns are suitable for a few specific appli-
cations, such as the analysis of gases and low molecular weight compounds, 
WCOT columns are the most-used capillary columns, with a wide range of 
applications in biomolecular analysis.

Moreover, the GC column dimensions affect the sample analysis perfor-
mance, and narrower columns are the most appropriate for coupling with 
MS since the lower carrier gas flow needed is more compatible with the MS 
vacuum conditions. Additionally, microbore columns used with the fast GC 
technique provide shorter retention times, and taller and narrower chro-
matographic peaks, which increase the sensitivity, although a fast MS scan-
ning speed (5 scans s−1) is needed to accurately define the extremely narrow 
peaks obtained.

The GC instrument components are the injection device, the inlet system, 
the column oven and the detector. The injection device can be an autosam-
pler, and several formats are available depending on the type of sample to 
be analyzed: (1) an automatic liquid sampler for biofluids or other liquid 
extracts; (2) a head-space autosampler for the volatile fraction of a liquid or 
solid sample; (3) a solid phase microextraction autosampler, which extracts 
the compounds on a fibre that are thermally desorbed into the GC inlet; and 
(4) a thermal desorption system for gaseous samples.

Figure 2.2b shows a GC system. The inlet is the component that provides 
the introduction of the sample into a continuous flow of carrier gas. Common 
inlet types are split/splitless when the sample is introduced into a heated 
inert liner through a septum. The sample is vaporized, and the carrier gas 
leads the sample in its entirety (splitless mode) or only a portion of the sam-
ple (split mode) into the column. The programmable temperature vaporizing 
inlet is used to introduce large sample volumes, up to 250 µl, into a capillary 
column. Then, the oven programme is applied, increasing the inlet and col-
umn temperature, allowing the sample to gradually evaporate, preventing 
the compound from thermally degrading above the boiling point.

The combination of GC with MS interfaced with electronic impact ioniza-
tion has become a powerful technique, with high sensitivity and identifica-
tion capability levels that are applicable to the analysis of small biomolecules 
such as aminoacids, carbohydrates and organic acids, among others.
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2.2.3  �Capillary Electrophoresis (CE)
CE is a variant of classical electrophoresis in which analyte migration occurs 
in a capillary tube. In CE, the analytes migrate through electrolyte solutions 
under the influence of an electric field, and they can be separated accord-
ing to their ionic mobility. Additionally, analytes may be concentrated or 
‘focused’ by gradients in conductivity and pH. Usually, CE refers to capillary 
zone electrophoresis in which the sample is applied to a narrow zone (band) 
surrounded by an electrolyte or buffer.18

CE provides higher resolution separations than LC and GC since electroos-
motic flow does not have a laminar flow motion, which strongly reduces peak 
bordering. However, CE has limited throughput and sensitivity compared to 
the aforementioned separation techniques due to the small injection volume 
(a few nL) in the system.19

Figure 2.2c shows a schematic diagram of a CE instrument that basically 
comprises a high-voltage power supply and two buffer containers in which 
the electrodes are immersed and connected by a capillary. The sample is 
introduced into the capillary by changing one of the buffer containers using 
the sample container and applying a positive or negative pressure depending 
on the system. Over the last decade, several imaginative methods for increas-
ing the amount of analyte introduced into the capillary have been proposed 
to increase the sensitivity; however, reproducibility has been one of the major 
drawbacks of this technique.20

In the coupling of CE with MS detection, the capillary outlet is introduced 
into a modified ESI ion source that acts as one of the anodes using sheath 
flow assisted ionization. However, most of the separation media employed in 
CE are not fully compatible with ESI interfaces due to the use of non-volatile 
additives.

CE-MS has been applied in metabolomics for charged molecules such as 
amino acids and nucleotides,21 or drug screening in urine.22

2.3  �Ionization Methods
The function of the ion source is to convert the atoms or molecules from the 
sample to gaseous-phase ions and introduce them into the vacuum region of 
the MS. Ionization methods can be classified according to the type and origin 
of the obtained ions,23 and their choice depends on the nature of the sample, 
the physicochemical properties of the analytes of interest and the type of 
information required.

If biomolecules are volatile and thermostable, the preferred techniques 
are those that can obtain the molecular ion directly from the gaseous sam-
ples. However, when biomolecules are prone to degradation from heating, 
desorption assisted ionization techniques are necessary to obtain molecu-
lar ions from liquid and solid samples. The most commonly used ionization 
sources in biological research include electron ionization (EI) and chemical 
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ionization (CI) for gas phase samples and ESI and MALDI for condensed 
phase samples. Currently, there are many methodologies that are variants or 
combinations of these techniques, which will be detailed and described later 
with particular attention to ambient ionization techniques. In the following 
subsections, the ionization theory, instrumentation, advantages, drawbacks 
and applicability are detailed.

2.3.1  �EI
EI, also known as electron impact ionization, is widely used for MS and was 
one of the earliest sources to be introduced. It was first described by Demp-
ster in 1921 24 and later redesigned by Bleakney25 and Nier26,27 as a source on 
which the current models are still based. In EI (Figure 2.3a), an electron beam, 
usually created by heating a tungsten or rhenium filament, passes through 
the ionization chamber where the sample molecules are in the vapour phase 
at a reduced pressure. A spiral path of electrons is generated by collimat-
ing the electron beam with a magnetic field and is then accelerated through 
the action of a potential difference. The electron beam ionizes the molecule 
by removing an electron, obtaining a radical cation [M]•+, leaving the mol-
ecule to extensive fragmentation. Depending on the fragment lost during 
ionization, we can define the following two types of fragments: odd-electron 
radical cations and even-electron cations. Commonly, odd-electron ions are 
formed by direct cleavage and are generated through charge retention with 
the ejection of neutral molecules. By contrast, the even-electron cations are 
obtained from charge migration, where the radical and charge part ways.28 
The elevated number of fragments are responsible for the named EI as a 
hard ionization source because the potential difference applied to accelerate 
the electron beam is conventionally set to 70 eV (adopted as a standard for 
analytical applications) even though the ionization (ionization potential is 

Figure 2.3  ��Ionization source representations for EI (a), ESI (b) and MALDI (c).
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electron energy that will produce a molecular ion) only requires ∼15 eV and 
bond cleavage only requires ∼3–10 eV.29 Note that decreasing the potential 
results in less fragmentation, but the number of ions that are formed will 
also decrease. Finally, a repeller electrode guides the electrons toward the 
mass analyser.

The sample to be ionized can be solid, liquid or gas; however, the sample 
must be volatile and can be introduced with heated batch inlet systems and 
heated direct probes and interfaces. The interface with the GC device is the 
most commonly used, but it has also been coupled with LC via a particle–
beam interface.7

EI is considered to be a useful technique for analysing small molecules 
(<1000 Da), but the analytes must be neutral and volatile. To partially over-
come these limitations, chemical derivatization was introduced to improve 
the volatility of some molecules. Another limitation of EI is that the fragmen-
tation is so widespread that the molecular ion detection is usually inhibited. 
However, the spectra observed under standard conditions are reproducible 
and instrument independent; thus, large libraries have been created over the 
past 50 years. For these reasons, the compound spectrum can be considered 
to be a molecular fingerprint, which allows for compound identification by 
matching the obtained EI spectra against well-documented mass spectral 
libraries.

GC-(EI)MS has long been the established method for measuring volatile 
metabolites.30,31 Nonetheless, GC-(EI)MS, using a previous chemical derivat-
ization of analytes, has had and maintains a firm impact on targeted and 
untargeted metabolomics analysis, especially through the extensively avail-
able spectral libraries, which have facilitated the identification of diagnostic 
biomarkers and aids the subsequent mechanistic elucidation of the biologi-
cal or pathological variations.32

2.3.2  �CI
CI was developed as a technique to complement EI by Munson and Field in 
1966,33–35 and involves a two-step process that first covers the ionization of 
reagent gas molecules by an electron beam and then subsequent reactions 
occur between the reagent gas ions and analyte molecules. In this technique, 
the reagent gas should be at a pressure that is sufficient enough to obtain 
ionized plasma. Different reagent gases can be used depending on the ana-
lyte, such as butane, methane, water, methanol, ethanol or ammonia. There 
are various reactions involved in this type of ionization to control the forma-
tion of the principal molecular ion. The most common is a proton transfer 
reaction to produce protonated molecular ions [M + H]+, which implies that 
the analyte has a higher proton affinity than the reagent gas.23 As in EI, radical  
cation formation by the reaction of charged ions with gases with high ioniza-
tion potential is rarely obtained; however, in CI, the resulting cation contains 
less energy than in EI. It is important to highlight that in this ionization 
the fragmentation is much lower than in EI and CI can be considered  
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to be soft ionization.7 GC is the predominant sample introduction technique, 
as was described for EI. The advantage of CI is that by choosing the adequate 
gas reagent it is possible to selectively ionize a targeted compound class 
that is contained in a complex sample mixture. The main drawbacks of CI 
are that it is restricted to limited families of compounds and that the sen-
sitivity is approximately one order of magnitude lower compared to EI due 
to different competing chemical reactions. The low sensitivity is the main 
reason why GC-(CI)MS is scarcely reported for biomolecular studies such as 
metabolomics.32

2.3.3  �ESI
Over the last two decades, ESI has become one of the most important ion-
ization techniques in the fields of chemistry, biochemistry and materials 
science. In 1968 Dole and co-workers first showed that ESI could be used 
to generate molecular ion beams from large molecules in polymer chemis-
try. In 1984, ESI was first reported as being coupled with MS by Yamashita 
and Fenn,2 and, in 1988, Fenn36 proved that it was possible to transfer large 
ionized molecules to the gas phase without breaking them using a multiple 
charging process, resulting in lower m/z values for the resulting ions, which 
were easily detected in the mass range of the most common mass analysers 
(m/z of less than 2000). These advances allowed for the systematic analy-
sis of proteins using modern MSs and led to the emergence of proteomics, 
which is one of the fastest growing research areas in the chemical sciences. 
Its importance was recognized by the 2002 Nobel Prize in Chemistry given 
to John Fenn, who said that “A few years ago the idea of making proteins or 
polymers ‘fly’ by ESI seemed as improbable as a flying elephant, but today it 
is a standard part of modern MSs”.37

Although, initially, ESI had a greater impact on the ability to analyse large 
multi-charged molecules, such as proteins and polymers, its application was 
later extended to a broad range of analytes that were preferably charged, and 
polar and ionisable molecules. Currently, ESI coupled with MS has become 
the most common technique for liquid samples because it is capable of ion-
izing both very small and extremely large biomolecules with a wide range of 
polarities in complex biological sample mixtures.

In ESI (Figure 2.3b), the sample, which is preferably solubilized in a 
polar solvent, is infused under atmospheric pressure into the source via 
stainless steel capillary. A high voltage, 1–5 kV, is applied to the extreme 
of the needle, and a positive or negative potential is applied between the 
needle and nozzle, causing the sample solution to disperse into an aerosol 
formed by highly charged droplets. The magnitude of the electric field is 
closely related to the capillary diameter and its distance from the sampling 
cone. The efficiency of nebulization is assisted by a concentrically applied 
gas, namely the sheath gas. The droplets are then driven electrically to the 
desolvation chamber in the atmospheric pressure interface where they 
shrink due to solvent evaporation, which is aided by a warm neutral gas 
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(commonly N2). Finally, the droplets are introduced into the high vacuum 
region through a tiny orifice or skimmer. There are two major theories that 
are currently accepted to describe the ionization mechanism of electro-
spray: the ion evaporation model38,39 and the charge residue model.40 The 
first suggests that the droplet reaches a certain radius (the Rayleigh limit) 
where the charge repulsion is greater than the surface tension resulting in 
droplet disintegration.41 The second proposes that ion formation comes 
from the combination of droplet evaporation and fission until the droplet 
contains only one or fewer analyte ions. According to the literature, the ion 
evaporation model is valid for ions with low m/z values, while the charge 
residue model would predominantly explain the behaviour of the ions with 
very high m/z values.42

Nanospray ionization arose to exploit the benefits of working at nano flow 
rates (1–500 nL min−1) with electrospray sources. Nanoelectrospray ioniza-
tion (nanoESI) provides high sensitivity due to the increased desolvation 
efficiencies that are achieved through the production of nanometre sized 
droplets.43 Unfortunately, this high sensitivity is often accompanied by poor 
robustness and reproducibility, while conventional nanospray emitters/
sources are prone to both clogging and spray irreproducibility, and some-
times require skilled operators. Similar to what happened at the beginning 
of the ESI era,44 proteomics was the first chemical science to systematically 
operate and exploit the advantages of this technique.45,46

Sample introduction is a key point for ESI and it can be performed by 
direct flow injection, CE or LC and, as discussed above, the flow rate can 
vary from a few nL min−1 to 1 mL min−1. Analyte solubility in a suitable sol-
vent, rather than the volatility, becomes the most important factor in deter-
mining the likely success of the technique.47 In addition, the concentrations 
and nature of the solvent and eluent additives can greatly affect the ioniza-
tion. Neutral molecules that have at least one non-bonding pair of electrons 
(i.e., alcohols, ketones, esters, amines, amides, carbohydrates, etc.) can be 
ionized taking a positive charge from the solution. Thus, in positive ioniza-
tion, the analyte is sprayed at a low pH to favour protonation to obtain the 
ion [M + H]+. By contrast, in negative ionization, the analysis is performed 
above the isoelectric point of the analytes to deprotonate them and obtain 
the [M − H]− ion. Normally, hydrogen is the most common adduct formed, 
but other chemicals, often in trace amounts, may form adducts too, such 
as sodium (Na+), potassium (K+) and ammonium (NH4

+) in positive mode 
and chloride (Cl−), formate (HCO2H−) and acetate (CH3CO2H−) in negative 
mode. The adduct formation occurs by addition of additive in mobile phase 
such as, ammonium formate and acetate, ammonium acetate, formic and 
acetic acid, and alkali metal ions salts. Adducts can also be formed from 
mobile phase solvent, as the chloride adducts when chlorinated solvents 
such as chloroform are used. In addition, the low concentrations of sodium 
derived from glassware and storage bottles, or present as impurities even 
in analytical grade solvents, almost always lead to the presence of adducts 
in ESI studies.48
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In summary, the benefits of ESI are the good ionization of polar, acid or 
basic molecules, the ability to perform multi-charged ionization of very large 
molecules, such as proteins or polymers, and the capacity to ionize labile 
biomolecules, and even non-covalent complexes, that can be detected with-
out dissociation.49 In addition, most polar solvents can be used, and it is an 
extremely gentle ionization method where the (de)protonated molecular ion 
is predominantly obtained. Nonetheless, ESI also presents some disadvan-
tages because it is not useful for non-polar compounds (solved by APCI), 
its low fragmentation does not provide structural information, and the MS/
MS spectral libraries are very poor compared to EI, and differ considerably 
among the instruments. Moreover, ESI is susceptible to ion suppression or 
enhancement caused by charge competition between the electrolytes and 
analytes,7 which implies that quantification has to be performed carefully 
and accurately.49

Despite these limitations, ESI is a most versatile methodology, capa-
ble of separating and detecting numerous peptides and metabolites, as 
shown by the large number of LC-(ESI)MS methods developed over the last 
decade.50,51

2.3.4  �APCI
APCI is based on theories of ionization in the gas phase and its hyphenation 
to MS was developed in 1973 by Horning52 using a radioactive 63Ni foil. APCI 
is gas-phase ionization in contrast to ESI, where the ionization occurs in the 
liquid phase. In APCI, the solubilized sample is infused into the source via a 
stainless steel capillary under atmospheric pressure, with a similar design to 
ESI. However, in this case the potential is not applied at the tip, but a com-
bination of nebulizing gas and heating induces the formation of the spray 
while an auxiliary gas (N2) minimizes the interactions of the analytes against 
the walls. Then, in the area of maximum aerosol formation, at the end of the 
heated region, a corona discharge electrode generates the chemical ioniza-
tion. A combination of molecular collisions and charge transfer processes 
induces an ionized gas plasma of the solvent and then the analytes are ion-
ized mainly via the transfer of protons resulting in [M + H]+ or [M − H]− (de)
protonated molecular ion formation, depending on the applied potential.7 
This ionization mode is very soft, and fragmentation is rarely observed. APCI 
is considered to be a complementary ionization technique to ESI because 
the molecules ionized by APCI are in the low-moderate mass range (less than 
2000 Da) and have medium to low polarity.

Sample introduction can be accomplished via direct flow injection or 
interfacing with LC. In contrast to ESI, it does not work well at low flow rates 
(<100 µL min−1) being more suitable for high flow rates (>750 µL min−1).43

In APCI, the solvent choice plays an important role since the solvent affects 
the ionization process. However, compared to ESI, APCI results in less ion 
suppression or enhancement and allows for working at major volatile buffer 
concentrations.49
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2.3.5  �MALDI
MALDI was first introduced in 1988 by Hillenkamp and Karas53–55 and, simul-
taneously, Tanaka was able to ionize biological macromolecules, such as 
proteins, using the proper combination of the laser wavelength and matrix. 
For this work, he was awarded the Nobel Prize in Chemistry in 2002, shared 
with Fenn (see above). MALDI and ESI are the two soft ionization techniques 
most suitable for analysing high molecular weight and labile biomolecules. 
In contrast to ESI, where the ionization of molecules is produced directly 
from the liquid phase, in MALDI the biomolecules must co-crystallize with 
an ultraviolet-light-absorbing organic substance or matrix.

MALDI (Figure 2.3c) employs a laser to resonantly excite the molecules 
of the matrix and sample. The most commonly used lasers are ultraviolet 
lasers, such as a nitrogen laser (337 nm) and frequency-tripled and quadru-
pled Nd : YAG lasers (355 nm and 266 nm, respectively),7,56 and, to a lesser 
extent, an infrared laser. With laser irradiation, the upper layer (∼1 µm) of 
the matrix co-crystallized to the sample is ablated to produce a plume that 
subsequently forms protonated molecular ions [M + H]+, although in some 
cases multicharged ions [M + nH]n+ can also be obtained. Currently, the exact 
desorption mechanism of the analyte in MALDI is still unclear, and two 
approaches have been postulated. The thermal spike model suggests that 
ablation is the outcome of the sublimation of the matrix, and the pressure 
pulse theory involves the formation of a gradient of pressures on the sample 
surface. In addition, the mechanism associated with the proton-transfer pro-
cess from the matrix to the samples also remains unclear, despite numerous 
studies reported in the literature.

The nature of the matrix plays a very important role and should have high 
molar absorptivity, small heat of sublimation, large proton affinity and gas-
phase acidity. The matrix choice depends on the sample type, analyte class 
and the ionization polarity mode.57,58 Organic acid matrices are the most 
commonly used, such as sinapinic acid, 2,5-dihydroxybenzoic acid, and 
α-cyano-4-hydroxycinnamic acid, being used for proteins, carbohydrates, 
biopolymers and peptides.59 In addition, other matrices, such as ionic liq-
uids,60 proton stripping,61 and inorganic substances,62 have been used. 
Beyond matrix selection, another important factor for obtaining good MALDI 
mass spectra is the sample preparation process, which should accomplish a 
homogenous and reproducible matrix-analyte co-crystallization on the plate 
surface.

A relevant characteristic of MALDI is its capacity to support high concen-
trations of salts, buffers or other additives, useful for biological complex 
sample analysis, although it should be noted that it would be necessary to 
improve the signal-to-noise ratio of the spectra, spot homogeneity and repro-
ducibility to become a comparable alternative to nanoESI-MS in the pro-
teomics field. The mass-resolving power and ion signal intensities in MALDI 
are highly dependent on laser fluence, which is continuously adjusted during 
data acquisition to be close to the ion production threshold level.
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The standard MALDI source operates under high-vacuum conditions, but 
an atmospheric pressure ionization MALDI source (AP-MALDI) has also been 
developed. The advantages of working at ambient pressure are the ability to 
readily exchange with other atmospheric sources, the capacity to be coupled 
to different types of MSs, and that the replacement of samples becomes a 
much easier and faster process. However, the sensitivity of MALDI coupled 
with a linear time-of-flight (TOF) analyser is still better when MALDI is used 
under high-vacuum conditions.63

2.3.6  �Other Ionization Techniques
Among the aforementioned desorption ionization techniques applied in 
biomolecules, there are other less extended possibilities such as fast atom 
bombardment ionization64,65 and secondary ion MS.66–68 In addition, mole-
cules can also be ionized under atmospheric conditions using minimal or no 
sample preparation by recently developed ambient ionization sources, where 
the samples remain in their original state. With these sources, the ionization 
occurs on the surface of the sample enabling direct analysis of body fluids, 
plant materials, tissues or even single cells. Ambient ionization approaches 
can be classified according to their intrinsic desorption/ionization mecha-
nisms,69 such as desorption ESI,70 direct analysis in real time,71 desorption 
atmospheric pressure photoionization,72 atmospheric solid analysis probe73 
or by laser ablation ESI.74 Otherwise, they are barely used in proteomics and 
metabolomics fields due to their low sensitivity because of the lack of sample 
purification or enrichment steps.

2.4  �Mass Analysers
Mass analysers can be considered as the heart of an MS instrument. Their 
function is to separate the gas-phase ions that are generated in the ion 
source according to their mass-to-charge ratio and then the detector mea-
sures the ion intensities. This section describes the most widely used mass 
analysers in chemical biology applications, the physical principles that sep-
arate the ions and how the measurement of the ion intensities is performed 
by the detectors. Furthermore, hybrid mass analysers and tandem MS are 
also explained.7,75–78

In MS there are two main parameters that need to be evaluated before car-
rying out a biochemical measurement, mass resolution and mass accuracy, 
which are dependent on the selected mass analyser. Mass resolution can be 
defined as the ability of the MS to separate ions with a very small difference 
in their m/z values and mass accuracy refers to the uncertainty of the mea-
surement of a specific m/z value. These two parameters often go together 
and high-resolution instruments (>25 000 FWHM) also provide high mass 
accuracy (<5 ppm).79,80

The following major benefits of high resolution MS (HRMS) over low res-
olution (LRMS) are clear: fewer isobaric interferences that produce fewer 
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false-positive identifications and accurate quantification.81–84 However, sensi-
tivity can be the limiting factor for HRMS if the molecule of interest is at very 
low levels in complex matrices. Thus, triple quadrupole LRMS instruments 
are the best option for trace level determination while TOF or Orbitrap-based 
instruments are more often used for screening or non-target experiments. 
Nonetheless, most of the biochemical analysis can be performed in a mul-
titude of mass analysers with different quantification and identification 
performance.85–90

Table 2.1 lists the different mass analysers and a summary of their per-
formance based on the mean resolution, accuracy, dynamic range and 
sensitivity.

2.4.1  �TOF Mass Analysers
TOF mass analysers (Figure 2.4a) separate ions with different m/z by their 
dispersion over time as they fly into a tube to reach the detector. Then, m/z 
values are obtained as a function of the time ‘of flight’. The concept of how a 
TOF analyser can provide m/z values is one of the easiest principles to under-
stand for beginners in MS because it is based on the law of conservation of 
energy.91–93 Thus, if an ion is accelerated in an electric field, its initial electri-
cal potential energy (which only depends on the charge of the molecule and 
the electric field) is converted to kinetic energy (which depends on the mass 
of the molecule and the velocity). Then, assuming that all of the ions start at 
the same distance from the detector and the initial velocity is equal to 0, the 
resulting v is inversely proportional to the square root of the mass. Thus, mol-
ecules with a lower m/z ratio reach the detector faster than the bigger ones.7

Table 2.1  ��Comparison of the most outstanding features of the available mass 
analysers.

Analyser Resolution Mass accuracy
Maximum 
m/z Sensitivity

Dynamic 
range Speed

TOF High (25 000–
50 000)

High  
(<2 ppm)

>100 000 Medium Medium Fast

E/Ba Ultra-high 
(>100 000)

High  
(<5 ppm)

<20 000 Medium High Slow

Q Low 
(1000–2000)

Low  
(>100 ppm)

<2000 High High Fast

IT Medium 
(5000–
10 000)

Medium  
(>50 ppm)

<4000 Medium Low Fast

FTICR Ultra-high 
(>10 000 
000)

Ultra-high  
(<0.1 ppm)

<20 000 Medium Medium Slow

Orbitrap Ultra-high 
(>500 000)

High  
(<2 ppm)

<4000 High Medium Medium

a�Electric sector (E)/magnetic sector (B).
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Figure 2.4  ��Mass analyser device diagrams for TOF (a), magnetic sector (b), quadrupole (c), ion trap (d), Orbitrap (e) and ICR cell (f).
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The linear TOF analyser is the only mass analyser where neutral fragments 
cause a detector response because the metastable fragments formed during 
the flight conserve the velocity of the parent ion; therefore, they are detected 
at the same time as the precursor. These properties make the linear TOF 
analyser the ideal mass analyser for very labile molecules. However, the sim-
ple concept of a linear TOF analyser has two main drawbacks that limit their 
use. The first problem is the small difference in kinetic energy provided to 
the ions during the acceleration process, which strongly reduces the resolv-
ing power of the instrument. The other problem is the need for pulsed ion-
ization to introduce a batch of ions into the mass analyser, which limits the 
TOF instruments to laser desorption based ionizations, such as MALDI.92

These disadvantages were overcome with reflectron TOF (ReTOF) and 
orthogonal acceleration TOF (oaTOF) instruments. The reflector was first 
proposed by Alikhanov94 and was built in 1973 by Mamyrin;95,96 currently, 
almost all TOF instruments have a reflector in their flight tube. ReTOF solves 
the poor resolution caused by different kinetic energies due to an ion mirror 
reflecting the ions, which also increases the flight path. To expand the TOF 
analysers to any ionization source (both pulsed and continuous) an orthog-
onal acceleration was proposed by pulsing the ions from a continuous ion 
beam coming from the ionization source. oaTOF can be linear or ReTOF; 
however, due to the better performance of ReTOF, most of them are oaReTOF 
instruments. However, the generic name TOF is used. Currently, most TOF 
analysers have a resolution of approximately 25 000 FWHM at 1000 m/z, and, 
in theory, they have an unlimited mass range; however, they usually work 
below 100 000 m/z for linear TOF and below 10 000 m/z for oaReTOF.

2.4.2  �Magnetic Sector Mass Analysers
Magnetic sector mass analysers (Figure 2.4b) were the earliest instruments 
that were developed to separate ions with different masses. In the 1910s, 
Thomson used magnetic and electric fields for this purpose,1 but it was not 
until the 1950s, with the development of reliable laboratory high vacuum 
and electronic technology, that these instruments started to be commercially 
available.97 Magnetic sector analysers are based on forcing the ion beam from 
the source into a curved trajectory where high velocity ions pass through a 
perpendicular and strong magnetic field. Usually, an electric sector device is 
placed before the magnetic sector analyser (forward geometry) to enhance 
the resolution.7,78,92,93,98

Magnetic sector instruments couple excellently with all of the continuous 
ion sources (ESI, APCI, EI, CI, etc.) since the acquisition is also continuous but 
is not well suited to coupling with pulsed ion sources such as MALDI. More-
over, magnetic sector instruments provide high resolution, mass accuracy, 
and very high performance to separate two adjacent m/z signals to resolve 
the isobaric interferences when they are working in peak-matching mode. 
Nonetheless, these instruments are actually obsolete for biochemical appli-
cations because of their slow scan speed, high cost and large dimensions. 
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They have been replaced by TOF, Orbitrap or Fourier transform ion cyclotron 
resonance (FTICR) mass analysers in many laboratories, depending on the 
required application.

2.4.3  �Quadrupole
Quadrupole (Q) mass analysers act as a filter of masses that allow the passing 
of ions of a limited m/z range. Their development was published in 1953 by 
Morrison99 and they consist of four parallel rods (cylindrical or hyperbolical) 
that are arranged symmetrically.100 Then, a combination of direct current 
(DC) and radio frequency (RF) potentials is used to stabilize the travelling 
trajectory of the desired ion (i.e., a given m/z) through the quadrupole analy-
ser (Figure 2.4c). The ions that do not have a stable trajectory will collide with 
the rods and never reach the detector. The m/z range that the quadrupole 
allows to pass (i.e., the resolution of the quadrupole analysers) depends on 
the ratio between the DC and RF potentials. Hence, the trajectory stabiliza-
tion for heavy ions mainly responds to the DC potential of the field while for 
lighter ions their stabilization is mainly affected by the RF potential. These 
two components act as the lower cut-off and upper cut-off of the mass filter, 
respectively.7,92,93

The operation mode of a quadrupole is very simple. In scan mode, the DC 
and RF potentials are synchronized to stabilize a certain m/z value and the 
ions that reach the detector are counted, which gives the intensity. Since a 
quadrupole is a discrete mass analyser, its sensitivity in scan mode is limited 
by the scanning speed. However, when operating in selected ion monitoring, 
high sensitivity can be obtained for a single m/z.

A variation of the quadrupoles, which is present in the ion optics of all of 
the MSs, is the RF-only quadrupoles (without a DC component) that stabilize  
a wide m/z range and are then used as ion guides inside the spectrometer. 
Currently, the RF-only quadrupoles are actually hexapoles or octopoles 
because they have wider pass characteristics.

Moreover, they are ideal for continuous ion beam interfaces and for cou-
pling with chromatographic devices. Currently, single-quadrupole analy-
sers are limited to applications that demand lower performance and their 
use is limited to routine well-defined quantitative analysis. However, most 
of the tandem mass analysers have a quadrupole as the initial mass analy-
ser because of their high performance and speed in filtering the ions before 
recording the MS/MS spectrum.

2.4.4  �Ion Traps (ITs)
Linear quadrupole ion traps (LITs) or 2D ITs are RF-only quadrupoles in 
which two high-potential electrodes are placed at both ends of the quadru-
pole. These devices are capable of trapping the ions inside the quadrupole 
until they are selectively ejected to the detector in the order of ascending m/z. 
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This type of IT is currently used to accumulate the ions before injecting them 
into another mass analyser such as an Orbitrap or FTICR.

Three-dimensional ITs are known as quadrupole ITs (QITs) or ‘Paul's’ 
traps, for which there was a shared Nobel Prize in Physics in 1989 for the 
invention.100 The QIT is a type of QIT that uses static DC and RF to trap ions. 
This mass analyser consists of two 360° hyperbolic end-cap electrodes and a 
hyperbolic central ring electrode where the ions are trapped. To select an ion 
or scan over a m/z range, the RF frequencies are changed to eject the desired 
ions from the trap or eliminate the undesired ions by colliding them with the 
walls by destabilizing their trajectories (Figure 2.4d).7,78,92,93,101

One of the distinct features of ITs is that they are filled with gas (usu-
ally N2) to decelerate the ions when entering the trap, also allowing the IT 
devices to perform a multi-stage fragmentation process (MSn) in the same 
analyser. One important feature of the trapping device is that their perfor-
mance is negatively affected by the presence of multicharged ions due to 
electrostatic repulsions, which strongly limits their use for the analysis of 
intact proteins.

2.4.5  �Orbitrap
The Orbitrap was developed by Makarov in 1999 and is the last mass analyser 
to be conceived.5 It is a modification of the Kingdom trap, which had an outer 
barrel-like electrode, a central spindle-like electrode along the axis and two 
end-cap electrodes. Between the central and outer electrode a logarithmic 
DC potential is applied, which triggers the ions to orbit around the central 
electrode. The orbital frequency is proportional to the inverse of the square 
root of m/z and ion detection is performed by image current detection and 
Fourier transform of the time-domain signal to a mass spectrum, similar to 
the FTICR mass analysers.7

The Orbitrap is a high-resolution mass analyser with better performance 
in terms of resolution (>100 000 FWHM at 200 m/z) and mass accuracy (<2 
ppm) than ion traps, quadrupoles and time-of-flight instruments; Orbitrap 
is only surpassed by magnetic sectors and FTICR. Currently, the hybrid 
Orbitrap is one of the most powerful and versatile instruments available 
in many laboratories. Similarly to other ion trapping devices, it is a dis-
continuous analyser; however, it needs to be preceded by a C-shaped IT 
to store the ions coming from the ionization source before injecting them 
into the Orbitrap analyser. Moreover, this C-trap serves to accumulate the 
maximum quantity of ions to maximize the signal without losses in reso-
lution and mass accuracy due to electrostatic repulsions in the Orbitrap. 
Orbitrap analysers have an m/z range between 50 and 4000, which is ideal 
for coupling to atmospheric pressure ionization sources to determine a 
wide range of biomolecules. However, is not useful for MALDI since the m/z 
range is too low for most peptides and proteins with single charged ions 
(Figure 2.4e).5,102–104
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2.4.6  �Ion Cyclotron Resonance (ICR)
ICR analysers are based on the fact that a strong homogeneous magnetic 
field causes the ions to move in circular motion at a frequency that depends 
on their m/z ratio. Thus, ions are excited with an RF pulse to force them to 
move close to the detection plates, which induces a small current each time 
an ion passes by. Therefore, for a ‘single ion’, ICR can measure their circular 
frequency, which is unique and inversely proportional for each m/z.7,92,93

ICR instruments (Figure 2.4f) basically have two parts, a superconducting 
magnet and an ICR cell that is similar to a QIT since it traps the ions and 
places them inside the magnetic field (the superconducting magnet).

The principle of ICR was described in the early 1930s;105 however, it was not 
until 1974, when Fourier transform (FT) was applied to ICR, that it became 
the top-performing MS with resolution and accuracy values that had never 
been observed before, and have not been achieved since for any other MSs. In 
non-FT instruments, the m/z is determined by scanning the excitation frequen-
cies and counting the number of cycles necessary until the ions collide with 
the detection plate, which is also proportional to m/z. In FTICR, a wide ampli-
tude RF frequency is applied to excite all of the ions in the cell and then a time 
domain image current is recorded and transformed to a mass spectrum via FT.

The FTICR mass analyser has the peculiarity that it is the only MS instru-
ment in which the ion is not necessarily lost, since detecting the ions is not 
destructive and MSn experiments can be performed by ejecting undesired 
ions from the cell.

2.5  �Detectors
A detector on an MS is the device responsible for converting the energy 
of incoming particles from the mass analyser into a current signal that is 
recorded electronically, providing interpretable analytical information. In 
MS instruments, this means that the ion intensity can be interpreted as ana-
lyte abundance.

The overall procedure is that the charged molecules strike the detector 
and then the energy resulting from their impact generates the emission of 
secondary particles, usually electrons, which can be easily detected. Since 
the number of secondary particles that are emitted depends on the kinetic 
energy (velocity) of the impacting ions, these are often post-analyser acceler-
ated to enhance the sensitivity.

As a general requirement, a detector should have high converting ion-elec-
tron efficiency, linear response, low noise and short recovery time. The MS 
detectors most currently used are described below.7,92,93,106

2.5.1  �Faraday Cup
The Faraday cup is a metal cup placed in a vacuum system to intercept a 
beam of charged particles. The cup is an element of an electric circuit in 
which the measured current flow is directly proportional to the number of 
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ions that have been collected. Although the Faraday cup is one of the old-
est developed detectors, it is still in use in some isotope-ratio MSs allowing 
the precise measurement of mixtures of naturally occurring isotopes. None-
theless, other detection devices based on electron multipliers (EMs) are pre-
ferred for biomolecule determination due to their better sensitivity.

2.5.2  �EM Detectors
EM detectors are vacuum-tube structures that essentially multiply the num-
ber of incident charges via secondary emission on a metal or semiconductor 
material. Thus, the incident particles generate an emission of electrons that 
are strongly amplified using a successive series of secondary emission elec-
trodes or dynodes, where the emitting electrons are accelerated to strike the 
next dynode, which produces a considerably increased number of electrons 
that reach the anode. This type of EM is known as a discrete dynode EM and 
it exists in numerous dynode geometries.

Another type is a channel EM, or channeltron, in which an electron cas-
cade is produced in a continuous tube (single dynode) instead of multiples 
dynode. This type of EM is a very compact device that is also often used. 
Curved designs of channeltrons provide higher gains and an increased sig-
nal-to-noise ratio.

One of the most-used EM configurations in MS is microchannel plates 
(MCPs), which are a parallel array of millions of microdiameter linear chan-
neltrons. To avoid ion losses due to the ions entering parallel to the micro-
channel surface they are slightly inclined. The major drawback of MCPs is 
the low gain compared to single EM devices because the electron cascade in 
one channel drains the adjacent channels, causing a saturation effect that 
results in a non-linear detector response. To obtain more gain, two or three 
MCPs are staked together with opposing microchannel angles.

Currently, EM detectors emit many secondary electrons per primary 
incoming particle, have a linear gain for high currents and have low thermi-
onic emission, which results in low electric noise. These excellent features 
make EM the most common detector in MS instruments, making MCPs the 
detectors that are commonly used for TOF analysers and a single EM the 
most frequently used in triple instruments (QqQ).

2.5.3  �Scintillator Detectors
Scintillation detectors are essentially a photomultiplier coupled with a scin-
tillator material. Usually, this material is a phosphorous screen that releases 
photons as a response to the impact of the electrons originating in a previous 
dynode. The generated photons then pass into the multiplier where amplifi-
cation occurs in a cascade mode, similar to EM devices. The main advantages 
of scintillator detectors are their long lifetime compared to EMs and their 
fast recovery time. Currently, scintillation detectors are also common detec-
tors in MS instruments.
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2.5.4  �FT
FT is not exactly a detector device since it is a mathematical operation that 
decomposes as a function of time into the frequencies that make it up and 
provides valuable chemical information. FT measurements record an image 
current frequency, making them the only non-destructive detection method 
for MS that is currently used on FTICR and Orbitrap MSs.

2.6  �Tandem MS (MS/MS)
MS/MS is essentially a technique that provides structural information 
through the fragmentation of intact parent ions that were previously isolated. 
Thus, multistage MS/MS (also referred to as MSn) can be performed by suc-
cessive isolation-activation processes for the desired precursor and fragment 
ions. While ion trapping devices (QIT, LIT and ICR) can perform multistage 
fragmentation, the other mass analysers cannot perform MSn experiments. 
Hence, a wide variety of mass analysers have been coupled together, known 
as hybrid instruments, to perform enhanced acquisition modes and take 
advantage of the best ability of each mass analyser. The most common acqui-
sition modes in tandem or hybrid instruments are selected reaction monitor-
ing (SRM), product ion scan, precursor ion scan and neutral loss scan. These 
varieties of acquisition modes provide different analytical information and 
performance capabilities based on structural information to unequivocally 
identify unknown molecules (product ion scan), look for structure-similar 
compounds (precursor and neutral loss scan), or determine low detection 
levels for a known molecule (SRM).

There are two predominant categories of MS/MS, in-space and in-time. 
Tandem in-space MSs consist of at least two non-trapping mass analysers 
where, usually, the first one is used to isolate the precursor ion in a narrow 
m/z ratio and the second one is used to detect the full MS/MS spectrum 
(product ion scan) or to isolate a specific product ion (SRM) depending on 
the selected mass analyser. In tandem in-time MS, the ions are trapped, iso-
lated, fragmented and scanned in the same physical analyser, which can only 
be performed using LIT, QIT and FTICR instruments. Note that the Orbitrap 
analyser is not a tandem in-time instrument, despite the fact that it is a trap-
ping instrument, since fragmentation is performed outside the Orbitrap, 
which is the analyser itself.7,92,93

Over the last few years, some strategies to obtain MS/MS data without a 
precursor selection stage have been proposed for untargeted LC-MS-based 
metabolomics to improve metabolite identification capabilities. Hence, all 
ion fragmentation107 and sequential window acquisition for all of the theo-
retical fragment ion spectra (SWATH) strategies are the most common exam-
ples.108 In the former strategy, at least three different scans were performed 
for all of the ions entering the MS. One scan without fragmentation (MS level) 
and two more scans applying low and high collision energy to obtain MS/MS 
data. After this, advanced processing software deconvolutes the obtained raw 
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files and provides a semi-empirical MS/MS spectrum that can be used for 
database metabolite matching. The SWATH strategy is similar to all ion frag-
mentation; however, in this case, a quadrupole mass filter makes many small 
precursor segments that have a wide mass band (25 m/z window, approxi-
mately) before they are fragmented and obtain MS/MS spectra for all of the 
ions present in the MS spectra. These types of fragmentation strategies for 
LC-MS-based metabolomics intend to emulate GC-(EI)MS where compound 
identification by spectral database matching is a well-resolved issue from a 
long time ago.

2.6.1  �Hybrid Instruments
As mentioned before, hybrid instruments are MSs with at least two mass 
analysers between the ion source and the detector for performing enhanced 
acquisition modes. Table 2.2 lists the different possible combinations of two 
analysers and whether the combination exists in the market. Usually, the 
nomenclature of hybrid instruments is a combination of the acronyms of 
each mass analyser, for example, Q-TOF or Q-Orbitrap. However, there is an 
important feature of hybrid instrument nomenclature that has to be noted, 
the difference between ‘q’ and ‘Q’. The term ‘q’ refers to an RF-only quadru-
pole and is not used as a mass analyser since it only acts as a focusing device 
or as a part of the activation cell. Thus, QqQs are in fact a two quadrupole 
mass analyser hybrid instrument with an RF-quadrupole (q)-based collision 
cell between both Q analysers. The ‘q’ term is sometimes missed in the acro-
nym, such as in Q-TOF, which is truly a QqTOF instrument.

In this section the principal hybrid instruments available for biomolecule 
determination are described. For most of them the first analyser is a filter-
ing device such as a quadrupole (mainly) or an IT, while the second one is a 
high resolution MS to provide the best quality information for biomolecule 
identification and characterization. The exception is QqQ since it is based on 
obtaining better sensitivity to accurately quantify the biomolecules.

Table 2.2  ��Mass analyser combinations in hybrid MS instruments.a

MS2/MS1 E/B Q TOF IT FTICR Orbitrap IM

E/Bb ✓

Q ✓

TOF ✓ ✓ ✓ ✓

IT ✓ ✓

FTICR ✓

Orbitrap ✓ ✓

a�✓ available on the market;  only described in the literature;  not reported.
b�Electric sector (E)/magnetic sector (B).
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2.6.1.1  QqQ
QqQ is the combination of two quadrupoles mass analysers with a quadru-
pole-based collision cell between them. This combination of analysers provides 
the best sensitivity to determine known small biomolecules, such as metabo-
lites and peptides, when it operates in SRM or multiple reaction monitoring 
(MRM) modes, which is a combination of multiple SRMs in the same analy-
sis. This acquisition mode consists of selecting a known precursor ion in the 
first-quadrupole, fragmenting it in the ‘second’ quadrupole and finally select-
ing a specific m/z fragment in the third quadrupole, where the ion reaches the 
detector. This mode allows for obtaining a very selective signal, which permits 
the determination of molecules below ppt (part-per-trillion) levels in complex 
matrices. The main advantages of QqQ when it operates in MRM are their rapid 
duty cycle (10–50 ms) and high dynamic range (up to six orders of magnitude), 
which allows for the determination of multiple compounds in a wide range of 
concentrations and high-throughput analysis at ultra-low concentration levels.

The QqQ instrument can also operate as a single quadrupole instrument, 
which is necessary during MRM optimization using scan and product ion 
scan modes. Nonetheless, in these acquisition modes the sensitivity is much 
lower than in MRM. Another interesting acquisition mode exclusively for 
QqQ is the precursor ion scan, where the first quadrupole operates in scan 
mode while the third operates as a mass filter looking for a characteristic m/z 
fragment of a compound family, which is very useful for lipidomics.6

2.6.1.2  Quadrupole Time-Of-Flight (QqTOF) Analyser
The QqTOF analyser is the combination of a quadrupole mass filter with 
an oaTOF. Between Q and TOF there is a quadrupole-based collision cell. 
Thus, QqTOF instruments are similar in design to a QqQ instrument, 
but the third Q is replaced by a TOF analyser. This combination provides 
much better sensitivity when it works in product ion scan mode com-
pared to QqQ instruments. However, as a tool to quantify, in terms of 
sensitivity and dynamic range, it is very limited compared to QqQ operat-
ing in MRM mode. These instruments are very useful for unknown analy-
ses such as untargeted metabolomics, lipidomics and proteomics since it 
combines the high-resolution measurement of precursor ions for molec-
ular formula determination, and high resolution MS/MS spectra for mol-
ecule identification. Another advantage of QqTOF instruments is that 
previous detailed knowledge of interesting molecules in a biological sam-
ple is not necessary because all of the ions are detected simultaneously and 
then the same acquired spectra can be reprocessed for use in future studies.  
As previously mentioned, QqTOF can perform all ion fragmentation and 
SWATH acquisition to enhance the throughput in untargeted experiments.

Recently, ion mobility MS (IM-MS) has been incorporated into many top-class 
instruments and adds a new level to the analyses of biomolecules, distinguish-
ing them by 3D conformation.109–112 Some researchers consider IM-MS to be 
an extra mass analyser where the ions first migrate through the IM drift tube 
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in a time that depends on the ion’s size and shape, which determines the colli-
sion cross section, before these ions are separated by the m/z ratio in the mass 
analyser. The IM-MS is usually mounted in QqTOF instruments due to its high 
scanning rate compatibility with IM drift times and its main application fields 
are untargeted metabolomics and lipidomics. There are two different hard-
ware configurations that exist for IM-MS instruments, including the IM cell just 
before the filtering quadrupole (IM-QqTOF) or after the collision cell (Qq-IM-
TOF). The former configuration provides an IM drift for an intact molecule, 
while the later provides an IM drift both for the precursor and product ions.

2.6.1.3  Tandem TOF (TOF–TOF)
TOF–TOF instruments consist of the combination of a short linear TOF fol-
lowed by a collision cell and a linear reflector TOF. This hybrid instrument 
needs to be combined with a pulsed ion source, usually MALDI, and the first 
TOF serves as a precursor selector based on the flight time of the precursor. 
Afterwards, the selected ion (based on time) is fragmented with a moderated 
energy and the resulting fragment ions are further accelerated before enter-
ing the reflector TOF analyser. This instrument configuration is very popular 
in proteomics, and, for many years, MALDI-TOF and MALDI-TOF-TOF were 
the gold-standard instruments for MS-based proteomics.

2.6.1.4  Quadrupole Ion Trap (QqIT)
The QqIT is a hybrid MS formed by the combination of a quadrupole mass 
filter and LIT. This type of hybrid MS is similar to QqTOF instruments, but 
it also has the high sensitivity of QqQ instruments since the linear trap can 
operate as a simple quadrupole, providing the same performance as a con-
ventional triple quadrupole instrument with the same acquisition modes. 
When the QqIT operates as LIT, the full product ion scan can be recorded 
with medium–high sensitivity and with medium resolution performance, 
which makes it useful for some screening analyses but without the superior 
performance of QqTOF in this area of analysis. QqIT is also known commer-
cially as the QTRAP® (AB Sciex).

2.6.1.5  Orbitrap-based Hybrid Analysers
Orbitrap analysers were introduced in 2005 with the first LTQ-Orbitrap, where an 
LIT (referred to by Thermo™ as an LTQ) was hyphenated with an Orbitrap mass 
analyser. In this hybrid instrument, an LIT was hyphenated with an Orbitrap 
mass analyser. The LTQ serves both as a mass filter and collision cell to per-
form MSn at ultra-high resolution in the Orbitrap analyser. Due to the excellent 
capabilities of Orbitrap analysers, this underwent exponential development by 
combining different types of mass analysers and increasing the resolution (up 
to 500 000 FMHW), sensitivity (femtomoles) and scan speed (20 Hz), which has 
made Orbitrap-based instruments one of the most valuable instruments on 
the market today. Either with an LTQ or with a simple quadrupole before the 
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Orbitrap, this instrument has become the new gold standard for proteomic anal-
ysis due to its excellent sensitivity and high resolution. Very recently, Thermo 
launched the first commercial trihybrid MS (Orbitrap Fusion®), combining in a 
single instrument a quadrupole, an LTQ and an Orbitrap mass analyser, which 
can perform at almost every MS acquisition modality. This feature, combined 
with multiple ionization and fragmentation methods, are also available, and 
makes the Orbitrap trihybrid MS the most versatile MS instrument to date.

2.6.1.6  Other Hybrid Mass Analysers
There are other hybrid mass analyser combinations; however, their use in 
biomolecular analysis is limited since they are more focused on an elemental 
analysis or their price is extremely elevated. Some examples are four-sector 
instruments, which combine two electric and two magnetic sector analysers 
in different configurations that are used principally for isotope and radioiso-
tope ion detection. Another example is the QLIT-FTICR with high sensitivity, 
ultra-high accuracy and ultra-high resolution for MSn experiments, which has 
been used over the years to solve very complex analyses. Nonetheless, new 
hybrid Orbitrap instruments have been demonstrated to be efficient enough 
for most complex bioanalytical measurements, becoming a more affordable 
option than QLIT-FTICR.

2.6.2  �Fragmentation Devices
MS/MS requires a fragmentation device, where product ions originate 
depending on the ion activation method and the physicochemical properties 
of the molecule.

Additionally, some molecule fragmentation may occur without an activation 
device, as with in-source and post-source decay phenomena. In-source decay 
relies on an increase in the internal energy during the ionization process, result-
ing in some fragmentation of molecules before the ions enter the high vacuum 
region of the MS. Post-source decay is specific for MALDI-TOF instruments and 
refers to when fragmentation occurs after the acceleration region due to the 
collision of ions with residual gas inside the flight tube or the fragmentation of 
metastable ions that are stable enough to leave the source but contain excess 
energy, which results in fragmentation before reaching the detector.

The most common fragmentation methods currently used for biomole-
cule analysis are described below.

2.6.2.1 � Collision Induced Dissociation (CID)
CID, also known as collision activated dissociation, is based on forcing ions 
to collide with gas atoms or molecules, usually N2, Ar or He. This collision 
converts part of the ion kinetic energy into vibrational/rotational internal 
energy, which causes precursor ion fragmentation.7,92,93,102 Essentially, two 
types of CID exist, low-energy CID (<100 eV), which is the common device 
in quadrupoles and IT, and high-energy CID (>1 keV), which is the common 
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fragmentation device in TOF–TOF and four sector mass analysers. This is not 
to be confused with higher-energy collisional dissociation (HCD), which is a 
low-energy CID technique specific to the Orbitrap MS in which fragmenta-
tion takes place externally to the trap. The term higher energy in HCD refers 
to the higher radiofrequency voltage applied in the C-trap to retain the frag-
ment ions instead of the energy applied to induce fragmentation.

In high-energy CID (HE-CID) the product ion spectra are complex, pre-
senting abundant low masses and internal fragment ions, while in low- 
energy CID (LE-CID) the spectra are dominated by low-energy fragments, which 
are more easily interpretable. This is one of the main reasons why LE-CID 
methods are the most used in MS instruments for biomolecule applications. 
Nonetheless, HE-CID has some advantages over LE-CID because the type 
of gas, pressure and temperature do not significantly change the obtained 
product ion spectra.

2.6.2.2 � Electron Capture Dissociation (ECD)
The ECD process occurs when the precursor ion captures a low-energy elec-
tron (<1 eV) forming an excited radical species that rapidly dissociates and 
generates a fragmentation spectrum. One of the characteristics of ECD is that 
labile molecule groups are not fragmented and are useful for structure char-
acterization since these labile groups dominate the MS/MS spectra in CID 
fragmentation. For example, phosphorylation or glycosylation post-transla-
tional modifications (PTMs) are retained using ECD, while peptide sequenc-
ing can be successfully performed by the amide-bond cleavage along the 
peptide sequence. However, this type of fragmentation is only available for 
FTICR instruments.7,92,93,102

2.6.2.3 � Electron Transfer Dissociation (ETD)
The dissociation principle for ETD is almost the same as for ECD. Nonethe-
less, in ETD the electrons involved in the fragmentation process come from 
an anion molecule created by the CI of a polycyclic aromatic hydrocarbon, 
with fluoranthene the preferred compound. This configuration is currently 
available in most of the top-class MSs used for biochemical analysis, espe-
cially in hybrid TOFs and Orbitrap instruments for proteomics applications.

2.6.2.4 � Photodissociation (PD)
The PD process takes place when precursor ions are activated by photons. 
There are two main variants of PD depending on the wavelength of inci-
dent light, ultra-violet PD (UVPD) and infrared multiphoton dissociation 
(IRMPD).113 The main difference between UVPD and IRMPD, beyond irradi-
ation energy, is the origin of the photons. In UVPD the photons come from 
a UV-lamp, while in IRMPD a CO2 laser is used. The fragmentation path-
ways are similar to ETD and they have been proposed as alternatives for the 
characterization of molecules with labile groups and their appearance in 
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the analysis of protein PTM, glycans and glycolipids is expected. One of the 
advantages of PD is the fact that both the precursor and product ions may 
undergo photoactivation, resulting in a very rich spectrum.

2.7  �Application of MS to Chemical Biology
MS is considered a fundamental technique for analysing biological samples 
and has evolved into an indispensable tool for detecting and identifying 
sample components by offering an exceptional assessment of structural 
elucidation, high sensitivity, reproducibility and a wide dynamic range. 
Nevertheless, to be totally accessible to the routine laboratory, powerful and 
easy to use bioinformatics tools are essential for processing the large volume 
of produced data.

2.7.1  �Types of Biomolecules Analysed by MS
MSs are extensively used in industry and academia for both routine and 
research purposes. As a result of their accurate molecular mass measure-
ments and high throughput capabilities, the major fields and applications 
for MS are the analysis of drugs in pharmaceutical companies (drug discov-
ery, pharmacokinetics, drug metabolism), clinical screenings, forensics, bio-
technology applications (proteomics, lipidomics, metabolomics, genomics), 
and environmental and safe-quality analysis (oil composition, air and water 
quality, food contamination).

2.7.1.1 � Analysis of Oligonucleotides: Genomics
Oligonucleotides comprise deoxyribonucleic acid (DNA), ribonucleic acid 
(RNA) and their analogues, which are linear polymeric sequences of nucle-
otides. These molecules contain a nitrogenous base, a ribose sugar and a 
phosphate group, and they commonly include some natural covalent modi-
fications. Furthermore, a variety of DNA and RNA structures exist, including 
G-quadruplexes (G4s), that have been demonstrated to modulate gene expres-
sion levels both at the transcriptional and translational levels. Awareness of 
the structure–function relationships in nucleic acids requires advanced bio-
technology instruments, including MS.

However, MS analysis is not commonly used for oligonucleotide charac-
terization because of the buffers and ion-pairing agents that are traditionally 
used in the mobile phase for the chromatographic separation of these ana-
lytes leading ion suppression. Nonetheless, some LC-MS methods have been 
developed in the last few years to circumvent this apparent mobile phase 
incompatibility ranging from the use of relatively volatile or low levels of 
ion-pairing agents such as triethylamine and hexafluoroisopropanol,114–116 
to alternative chromatography such as HILIC,117–119 weak anion-exchange 
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chromatography120–122 or the use of porous graphitic carbon columns123 
that have also been proposed as alternatives, along with CE-MS124–126 and 
MALDI-TOF.127,128

MS for nucleic acid research usually operates in negative ESI and plays an 
important role in the quality control of synthetic oligonucleotides, genotyp-
ing single nucleotide polymorphisms and short tandem repeats, character-
ization of modified DNA and RNA molecules, and the study of non-covalent 
interactions among nucleic acids as well as interactions with drugs and pro-
teins to determine their structure and position in the oligonucleotide.129–131 
Moreover, native MS and IM-MS are employed to monitor nucleic acid assem-
bly, study the interactions with other ligands, and characterize the affinity, 
specificity, and ligand binding mode.132,133

2.7.1.2 � Analysis of Proteins: Proteomics
Proteins are linear polymers that results from combinations of the 20 amino 
acids connected by amide bonds. The term proteomics refers to the large-
scale study of proteins and aims to characterize the whole proteome (the set 
of all proteins that are expressed by an organism). Proteomics provides the 
analysis not only for the expression, but also for the localization, function, 
and interaction of proteins.

NanoLC-MS allows for the accurate determination of the molecular mass 
of peptides and their sequences by performing MS/MS experiments and 
also provides quantitative information about their abundance, becoming 
the method of choice for proteomics experiments. In the last decade, the 
development of an Orbitrap HRMS and new dissociation methods such 
as ETD have promoted proteomics advances for the accurate detection of 
PTMs, determination of the number of disulphide bridges, monitoring the 
H/D exchange for protein folding and structural studies by protein–protein 
interactions, among others.

Depending on the existing knowledge of the evaluated proteins, pro-
teomics can be performed in both targeted and untargeted ways (shotgun 
proteomics).134 Nevertheless, proteomic strategies can be classified as 
bottom-up, middle and top-down, depending on whether the analyses are on 
proteolytic peptide mixtures, longer peptides or intact proteins, respectively.

Generally, the changes in protein abundances are responsible for func-
tional alterations in a biology system and consequently quantitative 
methods, both absolute and relative, are becoming a principal MS applica-
tion.135–137 However, for a more complete characterization of functional pro-
teomes, including isoforms, interaction partners and PTMs, a combination 
of different analytical strategies is recommended. Quantitative affinity puri-
fication MS is used for protein–protein interaction studies. A pre-enrichment 
step is helpful for identifying PTMs such as phosphorylation and glyco-
sylation.138–140 Additionally, the usage of stable isotope labelling strategies 
has allowed dynamic changes in the measurements for protein expression, 
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interaction and modification, which transforms MS into a more representa-
tive technique for biological studies.141

2.7.1.3 � Analysis of Metabolites: Metabolomics
MS-based metabolome profiling is emerging as a method of choice for 
enhancing the understanding of metabolomics pathways in complex biologi
cal samples. Metabolomics focuses on the study of small molecule levels 
in a biological system and the dynamics of metabolic networks. Metabolo-
mics may provide valuable information that supplements genomics, tran-
scriptomics and proteomics, to which it is intimately related. Metabolites 
are the end products of the catalytic process regulated by the genome and 
proteome, and comprise the total low weight molecules that cellular activity 
leaves behind. Metabolites are more sensitive to biological perturbations 
and fluctuations occur rapidly making them good biomarkers for clinical 
diagnosis.142,143

Metabolomic strategies are also divided into two distinct approaches, tar-
geted and untargeted. The latter accomplishes the measurement of com-
plex metabolic profiles in biological samples;144,145 it offers an opportunity 
for obtaining better biochemical pathways and cellular mechanism insight, 
and for the discovery of novel biomarkers. Conversely, targeted metabo-
lomics analyses predefined groups of metabolites to accurately quantify 
them.146

The metabolome analysis is hampered by chemical diversity, variation 
in concentration range by several orders of magnitude, and some difficul-
ties in the identification and characterization of metabolites. Consequently, 
no single analytical platform is able to measure all of the existing metab-
olites. Therefore, multiple approaches using different analytical platforms, 
such as LC-MS, GC-MS and nuclear magnetic resonance spectroscopy, are 
required to extensively cover the metabolome profile. Nevertheless, substan-
tial improvements have been achieved recently, using HRMS instruments, 
such as Q-TOF and Orbitrap coupled with a wide-range of chromatographic 
systems.85,147

2.7.1.4 � Analysis of Lipids: Lipidomics
Metabolomics methods typically involve the analysis of water-soluble metab-
olites, while lipidomics studies focus on analysing the lipid profile, although 
some overlap of the molecular species is observed. Lipids are an exten-
sive family of small molecules that are soluble in organic solvents. Within 
recent years, increasing interest in lipids has been observed in biomedicine 
research, not only as energy storage compounds but also as key regulators in 
numerous cellular physiological and pathological processes such as cancer, 
diabetes and neurodegenerative diseases.

Lipidomics methods are much more well-established than metabolo-
mics since lipids are biosynthesized from a combination of a defined set 
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of head groups and fatty acid species, which makes their properties more 
uniform, and consequently their analysis was easier compared to aqueous 
metabolites.148–155

Using MS, it is possible to determine the molecular mass, elemental com-
position, and the nature and branching position of the substituents in the 
lipid molecule. HRMS allows for the identification of lipids by their exact 
mass, combined with lipid class-specific neutral loss or product ions. More-
over, GC and LC retention time data yields an extra level of specificity. The 
determination of fatty acids methyl esters (FAMEs) by GC-MS is among the 
most common analyses in lipid research. Triglycerides of fatty acids cannot 
be analysed directly by GC; they must first be hydrolysed and derivatized. 
The ester bonds are hydrolysed and the free fatty acids that are formed in the 
process are converted to the corresponding FAMEs. FAMEs are moderately 
apolar and sufficiently volatile to be determined by GC or GC/MS.156–158 Other 
popular and powerful MS-based lipidomics technologies for identifying and 
quantifying individual lipid species comprise ESI sources and MS/MS, using 
QqQ analysers for targeted analysis and Q-TOF, FTICR or Orbitrap-based 
mass analysers for untargeted studies.147

2.7.1.5 � Analysis of Glycans: Glycomics
Glycans or oligosaccharides are molecules that are formed by the association 
of several monosaccharides connected through glycosidic bonds. The char-
acterization and elucidation of glycan structures is a difficult task that com-
prises monosaccharide sequence identification, and the branching pattern, 
isomer position and anomeric configuration of glycosidic bonds.

MS applied in glycomics and glycobiology is broadly used to analyse the 
glycan part of a large biomolecule previously cleaved either enzymatically or 
chemically. In the case of glycolipids, they can be analyzed directly without 
cleaving the lipid component.

Protein glycosylation is one of the most prominent PTMs, with an import-
ant role in numerous biological processes ranging from fertilization and 
immune response to cell–cell recognition and inflammation.159–162 None-
theless, proteomics studies are rarely focused on intact glycopeptides char-
acterization; therefore, valuable information regarding the glycan structure 
and the glycosylation site is lost, limiting the complete understanding of the 
actual biological function of protein glycosylation.

The MS/MS analysis of glycans allows for their structure elucidation, pay-
ing special attention to the N-linked, O-linked, ganglioside and glycosami-
noglycan compound classes. Recently, significant improvements have been 
made in the characterization of intact glycopeptides from enrichment and 
separation methods to MS detection. For example, intact glycans may be 
directly detected by ESI-MS163–166 and MALDI-MS,167,168 and glycoconjugate 
analysis can be performed on a wide range of MS instruments using either 
direct sample injection or coupled online to separation methods such as 
LC169,170 and CE.19,171,172
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2.7.2  �Other MS Applications: Imaging MS and 
Microorganism Identification

The identification and in situ localization of specific biomolecular species 
involved in pathological situations are still challenging for immunohisto-
chemistry methods. Nowadays, emerging imaging MS (IMS)-based tech-
niques seem to solve these issues.6,173–177 IMS allows for the acquisition of m/z 
data and the visualization of the spatial distribution of biomolecules without 
extraction, purification, separation or labelling. IMS is applied for peptides, 
proteins, amino acids, carbohydrates, metabolites and lipids directly from 
tissue sections.167,178–180 Importantly, IMS can be accomplished without prior 
knowledge of the tissue composition and the use of antibodies. IMS tech-
niques have emerged for analysing biological samples, mainly tissue sam-
ples, and its versatility has opened up new opportunities in several fields, 
such as medicine, agriculture, biology, pharmacology and pathology.

A different MS application is the ability to identify microorganisms using 
MALDI-TOF instruments that provide high-speed and high-confidence iden-
tification, and taxonomical classification of bacteria, yeasts and fungi.181–184 
This fast process can determine the unique molecular fingerprint of a micro-
organism by measuring highly abundant proteins, such as ribosomal pro-
teins, that are found in all microorganisms. The characteristic spectrum 
pattern of this molecular fingerprint is used to reliably and accurately iden-
tify a particular microorganism by matching it against a library. Biotyper and 
SARAMIS are commercially available software solutions that help researchers 
with routine clinical microbial identification, environmental and pharma-
ceutical analysis, taxonomical research, food and consumer product process-
ing, quality control, and veterinary microbiology.
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3.1  �Introduction
The rise of “omics sciences”, with high-throughput measurements of cellular 
macromolecules DNA, RNA and proteins, has also opened up avenues to the 
measurement of cellular small organic molecules, which is the foundation of 
metabolomics. Mass spectrometry (MS) technology, one of the main platforms 
used for metabolomics, is older than DNA sequencing technologies, and has 
been used on high-throughput measurements of organic molecules for over 30 
years,1 in the fields of flavor and fragrance analysis, applying electron ioniza-
tion (EI). Other pioneer studies of complex biological extracts of small organic 
molecules were also carried out long before large omics sequencing develop-
ment, such as the analysis of human feces extracts in the 1960s.2 However, 
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only after the rise of genomics did small organic molecule measurements 
start to be contextualized as part of an omics approach in the late 1990s.3

After the introduction of the terms metabolome and metabolomics, at 
the beginning of the 21st century, the terms started to be extensively used, 
and the new field of metabolomics started to be delineated. The metabo-
lome is defined as the complete set of small organic molecules (generally 
arbitrarily defined as <1500 Da) produced by a given cell in a given time 
and space. The definition of time (stage of development) and space (from 
environmental conditions to the tissue in which the cells are present) is 
extremely important as the metabolome will be strictly regulated by these 
variables. Metabolomics is therefore defined as the set of analytical tech-
niques used to measure a large subset of the metabolome.4,5 In this chap-
ter we will focus on the MS platforms applied to metabolomics, under the 
assumption that no single analytical platform is capable of measuring all 
of the metabolome.

Although metabolomics has some similar principles to dereplication, such 
as analyses on a large scale, database search and online compound identi-
fication, these techniques cannot be considered to be synonyms for each 
other. The coverage of metabolomics is higher, producing a larger amount of 
data, which requires extensive application of statistics and computer science 
to facilitate the data analyses and interpretation.6–8 The number of studies 
involving metabolomics has increased significantly. Untargeted metabolom-
ics applications are mainly in the areas of health and disease (42%), nutri-
tion/lifestyle (18%), plant metabolism (11%), pharmacology (7%), microbial 
interactions (6%), functional genomics (6%), biotechnology (4%), metabolic 
regulation (3%) and others (4%).9,10

The metabolomics scientific community advocates that metabolites 
integrate information from higher cellular levels, encoded in the genome 
and further processed by the proteome, in response to environmental 
clues. Therefore, the metabolome is regarded as a direct measurement 
of the phenotype. As the precursor to the omics sciences, the field of 
genomics has greatly shaped the systematic study of genes and genomes. 
Genomes from a large number of organisms have been characterized, giving 
a broad view of genome size, organization and regulation.11 Despite all 
the advances in genomics since the early 1990s, the function of at least 
30% of the genes of the smallest known genome remains unknown.12 The 
fields of transcriptomics and proteomics inherited the “blueprint” struc-
ture from the genome, deriving from central dogma the set of transcripts 
and proteins that could be possibly codified from the genome. From 
those blueprints a great number of post-transcriptional and post-transla-
tional, as well as more complex challenges to the central dogma, were later 
discovered.13

Recently, a combination of proteomics and metabolomics was applied to 
correlate protein levels and metabolites from strains for the optimization of 
isopentenol production.14 The same idea has been applied to classical func-
tional genomics, named metabolomics genome-wide association studies 
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59Metabolomics

(mGWAS), to correlate genetic variation with the metabolic changes. These 
studies, for example, have been applied to human samples (blood and urine) 
and microorganisms to determine potential enzymatic activities, and to dis-
cover unknown enzymatic functions.9,15,16 These innovative combinations 
are not an easy task and have not yet been explored routinely, but research 
has evolved in this direction since the results allow the understanding of 
biological systems as a whole.9

Therefore, to this day, there are no systematic approaches to defining the 
metabolome and to create direct links to the genome. Current assessments 
of organism specific metabolome sizes are largely incomplete,17 and a direct 
link to the genome is still complicated by a series of factors such as incom-
plete genome annotations and enzymatic promiscuity,18 hampering the 
direct association between genes and genomes.

The largely incomplete knowledge on the set of all possible organic struc-
tures, the so-called “chemical space”,18,19 the lack of comprehensive ontol-
ogy/hierarchical classification of molecular classes20 for the main metabolite 
databases,21 and a historical gap on community data sharing (see Chapter 10) 
have limited metabolomics development. In this chapter we try to contextu-
alize the main MS-based metabolomics approaches to molecular classes and 
metabolic partition, and identify the best analytical workflow, including the 
most recent analytical and computational resources, for the desired subset of 
the metabolome. In this way, we seek to enable metabolomics practitioners 
to correctly design experiments, based on specific biological questions, and 
keep in mind which metabolites are being sampled and which workflow is 
best suited to the study goal.

3.2  �Experimental Design
The great diversity of physicochemical properties from small organic mol-
ecules prevents the metabolome from being analyzed by a single analytical 
technique.22 However, few attempts have been made to formalize the extent 
of those limitations on the classes of molecules and partitions of the metab-
olism that can be accessed by a given metabolomics experiment. To design 
a metabolomics experiment, one of the first questions a biologist should ask 
is: given the physicochemical properties, such as polarity, melting and boil-
ing points, and solubility, what is the best setup for analyzing a given met-
abolic pathway? In Figure 3.1 we outline the steps, starting from the target 
molecules in a given metabolism partition to the main steps to be considered 
in developing a metabolomics protocol.

In a recent editorial, Choi and Verpoorte23 called attention to the fact that 
most researchers choose a metabolomics analytical method without any 
previous assessment of the quality or coverage of the target metabolome. 
The authors also point to several factors to be considered when setting up 
a protocol. The central idea of experimental design is to take into consider-
ation all the possible factors that could influence the analysis, and explore all 
opportunities to determine the best design.
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The experimental design begins with the establishment of rigorous proce-
dures to control experimental variation, to detect the best analytical param-
eters and reagents, and to establish the metabolic partition and molecular 
classes being targeted. Many studies have shown that the use of quality con-
trol (QC) samples, with internal standards and blanks, is a simple and power-
ful tool that helps to detect contamination, carryover, batch effects and false 

Figure 3.1  ��Conceptual representation of design-guided extraction of a specific 
metabolite class. The extraction protocol, separation technique, ion-
ization source, and detector should be selected based on the physico-
chemical properties of the metabolites being targeted. According to the 
same concept, the metabolism partition targeted by the study goal has 
to be contained in the molecular classes measured by the specific exper-
imental setup. LC: liquid chromatography; GC: gas chromatography, 
CE: capillary electrophoresis, RP: reverse phase; HILIC: hydrophilic 
interaction chromatography; NP: normal phase; SFC: supercritical fluid 
chromatography.
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61Metabolomics

molecular features.24–26 Hughey and collaborators26 developed a QC system 
to monitor short- and long-term retention time reproducibility, instrument 
response and mass accuracy for untargeted metabolomics. The authors 
called attention to the fact that, in targeted quantification, calibration curves 
are routinely used, but similar control measures are not adopted in untar-
geted analyses. The realization of this importance has made the U. S. Food 
and Drug Administration propose bioanalytical validation criteria using QC 
samples and calculate the relative standard deviation from compounds pres-
ent in QC.27 Duan and coworkers25 devised a workflow to improve the discrim-
ination of biological from non-biological signals on untargeted LC-MS-based 
metabolomics, using the above-cited tools. First the authors used blank 
samples to tune the instrument, next, a QC mix was analyzed with techni-
cal replicates to identify peaks that could not be reproducibly detected, and, 
finally, a QC mix dilution series was analyzed to help with quantification. The 
authors reported improved detection of true signals when validating an arti-
ficial mixture of 20 standard compounds. The standard peak extraction and 
alignment found 1342 molecular features, which, after the described filter-
ing procedure, were reduced to 102 features, in which the authors stated that 
all standards were present.25 In other words, from a sample of only 20 stan-
dards, it is possible to detect up to a thousand peaks, which, after accounting 
for multiple adducts, in-source fragments, isotopic peaks and other possible 
sources of transformations from original peaks, can be attributed to contam-
ination and noise signal.

In an ideal scenario, pilot experiments should be conducted to determine 
the best experimental setup. These pilots should be conducted using statis-
tical tools in order to quantitatively determine the best experimental con-
ditions, as well as minimum required number of samples. Some concepts 
of experimental planning, such as replication, blocking and randomization 
are essential for characterizing the source of the observed experimental vari-
ability.28 Without these controlled experimental procedures it is not possible 
to distinguish random variation and systematic experimental variance from 
true biological differences.29 Therefore, important issues should be evalu-
ated beforehand, avoiding the acquisition of biased measurements due to 
artifact formation, instrumental variations, and errors in processing and 
sampling, including the number of samples, to ensure statistical signifi-
cance, and that the correct sampling methods, sample handling, decisions 
on analytical methods, the parameters to data treatment, etc. are chosen.9,30 
In addition, the pilot experiment could be applied to determine several exper-
imental parameters and to identify variants, such as the stability of samples, 
the determination of contaminant presence, and specific issues relating to 
sample preparation, such as the production of emulsion and temperature 
changes, which can affect the reproducibility.10,30

In this context, statistical design of experiments (DOE) is a useful tool for 
optimizing the method using the responses between the combinations of 
the variables in a system (Figure 3.2). Thus, it can be used to determine the 
best set of parameters to be used to obtain the best outcome; in the case of 
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Chapter 362

metabolomics, the highest number of molecular features, for example. The 
outcome is measured as a multidimensional surface, over the simultaneous 
change in multiple parameters, as depicted in Figure 3.2. The DOE approach 
accounts for variable interaction, being preferred over single-variable analysis.29  
A detailed tutorial on experimental design has already been published, 
describing the types of available design and the statistical tools applicable.31 
However, another review article recently described different and modern 

Figure 3.2  ��General metabolomics workflow. The concept of a general workflow 
shows the options available for targeting specific classes of compounds, 
which should be matched with the study goal.

. 
Pu

bl
is

he
d 

on
 0

9 
N

ov
em

be
r 

20
17

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

88
01

03
99

-0
00

57
View Online

http://dx.doi.org/10.1039/9781788010399-00057


63Metabolomics

DOE, and demonstrated case studies and comparisons between methods, 
such as central composite design, full factorial, fractional factorial, Taguchi 
array and others.32 For DOE, the following steps can be listed: selection of 
significant factors, elaboration of design strategy, model building and appli-
cation of the optimized parameters.33

The concept of power analysis is used to address the question of the mini
mum number of samples required for an experiment to detect statistically 
significant differences for the desired statistical analysis.34 As pilot experi-
ments may not be possible due to resource limitations, the classical methods 
of power analysis are not suitable for metabolomics. Efficient methods for 
power analysis using large simulated datasets are becoming available in the 
omics literature and more recently for metabolomics.34,35 These methods are 
becoming critical, for example in sensitive clinical trials, and to decrease the 
cost of studies in large populations.36

After definition of the strategy for optimizing the experimental conditions 
and controlling for variation, it is necessary to choose the analytical work-
flow based on the project's final goal. Metabolomics is commonly divided 
into untargeted and targeted metabolomics (Figure 3.1). In the target 
approach the metabolites are previously selected and the methods are devel-
oped for these metabolites, while the untargeted approach aims to record 
all the detectable metabolites in a sample, including unknown metabolites. 
This category is further sub-classified into fingerprinting analyses, which 
use minimal extraction protocols and faster spectrometric measurements 
without mandatory identification, and profiling, which also includes the 
quantification of the metabolites.37 In the next sections we will show how 
these methods are connected with non-selective sample pretreatment and 
hypothesis-driven targeted separation, according to the workflow presented 
on Figure 3.2. It is important to note that these classifications are not 
discrete, and a combination of approaches is possible.

3.3  �Sample Preparation
The isolation of the target analytes from a matrix is one of the most import-
ant steps in metabolomics. Also involved are the many steps of the clean-up 
and concentration of the analytes, which can represent a problem for quan-
titative analyses.38,39 Thus the extraction protocol is a point of experimental 
design that deserves total attention. The choice of this protocol has to take 
into account the experimental design principles outlined above, and has to 
be combined with the metabolomics analysis category and spectrometry 
platform. Villas-Boas40 enumerates three main principles for developing an 
efficient method of extraction of intracellular metabolites, which are: the 
knowledge of the biological matrix, in particular the cell envelope structure; 
the chemical nature of the metabolites (i.e., physicochemical properties); and 
the sources of losses (photo-degradation, thermo-degradation, solvent exclu-
sion, etc.). According to the author, the first step of the extraction process is 
the rapid inactivation of metabolism enzymatic activities, usually achieved  
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by placing the biological sample in contact with a cold (<−40 °C) or hot 
(>80 °C) solution or with an acidic (pH < 2.0) or alkaline (pH > 10) solution,40 
or, for plant material, drying of the samples (by lyophilization or circulating 
air) is the most important.41

Therefore, an ideal extraction protocol must be non-selective (untar-
geted analysis), simple, fast, adequate for quenching representative metab-
olites, reproducible, and must avoid degradation or losses.38,42 Beyond the 
extraction, other steps involving sample preparation are equally import-
ant, such as sample collection, transportation, storage, and clean-up of 
samples.43 The extraction and clean-up processes will be described in more 
detail later.

Metabolites are generally classified according to physicochemical prop-
erties related to molecular weight, polarity and volatility. These properties 
define the choice of extraction solvent, clean-up method, analytical separa-
tion and MS platform. The most common polar solvents applied are metha-
nol, methanol–water mixtures, or ethanol with or without organic acids, and 
the common non-polar solvents are chloroform, ethyl acetate, or hexane, for 
extracting lipophilic compounds.37,41,44 According to Cajka and Fiehn24 the 
extraction efficiency can be optimized with separate extraction steps and/or 
the use of solvent mixtures as opposed to a single step/solvent extraction. 
Yuliana and collaborators45 proposed the use of a gradient of extraction 
solvents. The metabolites extracted were clustered in three groups, classified 
as lipophilic (n-hexane or ethyl acetate), medium polar (methanol) and polar 
or hydrophilic (water). One of the drawbacks of this approach is increased 
complexity, time and cost, and it should be carefully considered for large-
scale metabolomics studies. The 25th edition of the journal Phytochemical 
Analysis published articles with discussions on the optimization of extraction 
protocols.23 There is also a vast amount of literature covering sample speci-
ficities that have to be taken in account during the extraction process, such 
as plant, tissue, cell cultures, biofluids, etc.38,39,41–43,46,47

Thus, one of the challenges in metabolomics is to capture metabolites 
distributed over a huge dynamic range, in which metabolites are present in 
biological matrices.22 In this context, ultrasound has recently been applied 
as an extraction tool, demonstrating the main advantages of shortening the 
extraction time and increased efficiency, in addition to possible automa-
tion. However, degradation can occur, and the frequency should be evalu-
ated, since the authors normally use a fixed frequency (20 or 40 kHz). It is 
not often applied in metabolomics and lipidomics, but ultrasound-assisted 
extraction has also been described for different strategies such as assisting 
in the steps for polymer matrices, liquid–liquid extraction (LLE) and (bio)
chemical reactions.48

After extraction, other steps can be applied before the analyses, such as 
concentration and clean-up. Concentration is required for some cases, 
and impacts specific metabolite classes being targeted. One of the ways of 
addressing this issue is evaporation in order to concentrate the metabolites, 
followed by re-suspension on solvents compatible with the analytes and the 
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65Metabolomics

chromatographic system; however, loss of metabolites can occur due to their 
volatilization or degradation.49

The removal of interferents is a crucial stage that can provide better results 
due to lower matrix effects, and preservation of the LC system, as well as the 
MS ionization source.30,39 The main methods for this purpose are protein 
precipitation, solid phase extraction and LLE. In addition to these meth-
ods, other recent methodologies for sample preparation have been applied, 
such as supported liquid extraction, phospholipid removal plates, magnetic 
beads, Turboflow, monolithic spin column extraction, microextraction by 
packed sorbent, carbon nanotubes, restricted access materials, immuno-
sorbents, molecular imprinted polymers and aptamers (Figure 3.3).39,50,51 
Many studies have been carried out to evaluate different sample prepara-
tion methods and to establish their effects on the metabolic profile, but fast 
and minimal handling, reproducibility, and metabolism quenching were 
the goals of them all. From issues in sample preparation, there is limited  
information in the literature, for example, on the minimization of exo
genous interference addition, adsorptive losses, recovery of different metabo-
lite classes, storage effects (long and short term), comparison of metabolite 
profiles (in vivo and ex vivo), etc.38,52

The preferred sample biofluid is plasma, but serum has shown interesting 
results in analyzing small molecules, mainly due to easier handling. Two large 
metabolomics projects (the Human Metabolome Project and HUSERMET), 
based on serum metabolomics, have stimulated its application.53 From these 
projects and other published studies, a common sample preparation method 
is protein precipitation by organic solvent (addition of 3 : 1, v/v), using metha-
nol or acetonitrile and its subsequent centrifugation.39,54 Recently, important 
review articles have been published describing sample preparation methods, 
for plasma and serum, for metabolomics approaches.38,55

In addition to metabolomics studies on tissue and cultured cells, single 
cell and subcellular metabolomics studies have recently been carried out, 
producing new information on metabolomes of specific cells, or its compart-
ments, and elucidating open questions, mainly for plants.56,57 The sampling 
for single cells and single-cell types can be achieved by different methods, 
including laser microdissection (LMD), LMD and pressure catapulting, laser 
capture microdissection, fluorescence activated cell sorting, protoplasting, 
and cell suspension culture.57 A subcellular metabolomics study was carried 
out using vacuoles from mesophyll cell protoplasts of Hordeum vulgare, allow-
ing the identification of 259 metabolites by GC-MS and ultra-performance LC 
Fourier transform (UPLC-FT) MS.58 Recently, a protocol for live single-cell MS 
was developed, and thousands of metabolites from a single plant cell were 
detected, but this methodology could also be applied to animal cells. A cell is 
selected by an optical microscope and a metal-coated nanospray microcap-
illary tip is introduced in the cell to extract its metabolites. After addition of 
the ionization solvent, it is trapped in the MS and analyzed by MS and MS/
MS, and the isomers separated by ion mobility. However, this methodology 
was demonstrated to be inefficient for protein analysis.59,60
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3.4  �Analytical Platforms—Hyphenated Methods
The large range of physical and chemical differences found among metab-
olites, such as polarity, volatility, etc., makes the distinction of different 
metabolite classes from each other, and from matrix components, chal-
lenging.61 Therefore, these properties will influence the choice of analytical 
methods, including the sample preparation, chromatographic separation 
method, MS parameters, and the choice of the ionization source and mass 
analyzer. In metabolomics, the analysis can be performed using a chro-
matographic system or by direct infusion (DI), injecting the compound 
mixture directly in the ionization source of the spectrometer.37 Although 
DI in the electrospray ionization (ESI) source is a fast technique, some 
disadvantages have been described, such as ion suppression, which pro-
duces fewer ions compared to LC-ESI-MS.10,37 Other important aspects are 
described in Chapter 2.

Thus, a chromatographic system can be coupled to an MS in the metab-
olomics analysis, increasing the amount of chemical information from 
the samples, and also making up for the finite mass resolution of spec-
trometers, to reduce the inference of the analytes and the background.62 
The most-used techniques are GC and LC. The first, GC, is widely used to 
analyze non-polar and small molecules (low molecular weight), or derived 
small polar compounds such as sugars and amino acids.10,38,44 How-
ever, this chapter describes the main issues related to the LC technique, 
since it has recently been referred to in many reviews due to its versatile 
applications.

Figure 3.3  ��General workflow for a metabolomics study highlighting the extraction 
process, and some strategies applied for interference removal.
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67Metabolomics

The usual LC method takes 30 to 60 min, representing a low number of 
samples analyzed per day, but the development of new stationary phases has 
reduced the analysis time and the co-elution of the analytes by the use of 
small particles and new phases.10,62 Sub-2 µm particles have been used for 
this purpose, and they reveal high sensitivity, high peak capacity and high 
reproducibility. In addition LC analysis with elevated temperatures allows 
for higher flow rates and lower analysis time with high chromatographic res-
olution.63 Recently, superficially porous particles (fused core) have also been 
applied, revealing high separation efficiency and reasonable pressures (par-
ticles 2.5 to 2.7 µm), however, a low loading capacity has been described for 
them. These particles were applied as a stationary phase in several studies on 
biofluids, food, plants, fungus, bile acids, etc.24,64–66

Another innovative stationary phase is the monolithic column, which is 
composed of a single porous polymer from a network of copolymers (poly-
methacrylate, polystyrene or bonded silica). It has mesopores and macrop-
ores that produce lower resistance of solvent flow and lower pressures. This 
increased porosity and flow-through pore size results in enhanced separa-
tion speeds and efficiency.67,68 The bonding of alkyl chains and endcapping 
reactions are possible for monolithic columns using the same methods 
used for conventional silica particles of high-pressure LC (HPLC), so it is 
possible to compare similar selectivity for different columns in the devel-
opment of analytical methods. Monolithic columns have demonstrated 
lower separation capacity and efficiency compared to sub-2 µm particles, 
but enhanced properties in relation to 5 µm particles (conventional HPLC) 
are evident.67,69

Advances in chromatographic systems have also been evident, such as 
SFC, ultra-HPLC (UHPLC), nano/capillary LC and multiple dimensions in 
LC.63 Nano/capillary LC applies flows lower than 1 µL min−1, showing higher 
sensitivity. However, it has some disadvantages related to lower robustness, 
peak enlargement due to the high dead-volume of systems, sensitivity to 
sample preparation and higher re-equilibration time.70,71 Recently, this tech-
nique was used with matrix-assisted laser desorption/ionization (MALDI)- 
MS equipment, and despite its wide application in peptide and protein  
analyses, this coupling could give more chemical information on the 
composition.72,73

Although the multiple dimensions in LC are not widely used in metabolo-
mics, it is a combination of stationary phases with different separation/selec-
tivity mechanisms that promotes different physicochemical interactions to 
increase the separation of the compounds, improving the problems related 
to ion suppression in the ESI source.74 Some applications carried out by off-
line analyses combining a normal phase column, another with reverse phase 
and, recently, HILIC, an innovative stationary phase, have also been used to 
gather information on polar compounds. In addition, ion mobility spectrom-
etry (IMS) is regarded as another orthogonal dimension, which separates iso-
meric ions and thus, LC x IMS can be extremely useful for complex mixture 
analyses, since the first dimension separates the compounds by stationary 
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interactions and the IMS can afford the separation of co-eluted compounds 
with the same (isobar ions) or different m/z.63,75

For LC analyses, different stationary phases have been applied, such as 
alkyl (C18, C8, and C30), cyano, a polar group embedded alkyl chain, aromat-
ic-based, polar end-capped alkyl, fluorinated stationary phase and HILIC.63 
There are many reviews in the literature reporting the characteristics of each 
one, and articles comparing them.63,76–78 The most applied is the C18 col-
umn, but in recent applications, HILIC has been reported as being comple-
mentary, since the polar compounds non-separated by C18 can be analyzed, 
increasing the chemical information due to the lower ion suppression in ESI. 
It is composed of silica chemically modified by, for example, diol, amide, 
zwitterionic and aminopropyl groups, or polymers with these polar groups.79 
Generally, the mobile phase is composed of aprotic solvent and water, and 
is used to separate polar compounds (peptides, oligosaccharides, amino 
sugars, amino acids, phosphorylated compounds, sugar nucleotides and 
others); non-polar compounds (lipids) have also shown efficiency. However, 
HILIC has shown some disadvantages that deserve attention, including the 
lack of reproducibility and slow equilibration of the column, mainly when 
buffers are used as mobile phases.63,79,80

Another strategy to enlarge the metabolome coverage is the combination 
of multiple orthogonal and complementary analytical analyses, such as the 
combination of GC-MS and LC-MS to obtain chemical information on non- 
and polar constituents, respectively.81 Dunn and collaborators53 reported 
serum analyses using the combination of GC and UHPLC-MS, increasing 
the detection and identification of the metabolites, where 3000 metabolites 
peaks were putatively annotated. These techniques are complementary and 
each technique is best suited for specific metabolite classes. Büscher and 
coworkers82 compared six separation methods using a mixture of ninety-one 
metabolites and found that liquid-phase separation systems can handle large 
polar metabolites, but suggest that complementing with GC can achieve the 
best detection of the complete mix.

3.5  �Data Acquisition
As presented in Chapter 2, a wide array of MS technologies are available 
(ionization sources and analyzers), and their advantages and disadvan-
tages have been discussed, as well as their applications, to answer different 
questions in metabolomics. Thus, a better mass spectrometer instrument 
should also be selected for each analyte class, also carefully selecting the 
analyzer and ionization sources, such as EI, chemical ionization (CI), ESI, 
MALDI, atmospheric pressure CI, desorption ESI (DESI), laser ablation 
ESI, etc.37,83 (see Chapter 2). The selection of ionization source should be  
performed based on the nature of the analytes, with respect to polarity,  
solubility, molecular mass and thermal stability, while for analyzer selection 
other issues should be considered, such as mass range, scan speed, mass 
resolution, dynamic range, etc., as described in Chapter 2.
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69Metabolomics

For metabolomics analyses, the data can be acquired directly by MS with-
out chromatographic separation, or after the separation using GC or LC.37,84–86 
For direct injection MS (DIMS), the analyte mixtures are inserted directly 
into the ionization source without separation of the constituents. Several 
studies have been reported that have applied DIMS as a fast metabolomics 
tool,37 for example for fungi, plants, etc.87,88 DIMS analysis is less informa-
tive than LC-MS, and normally ion suppression or enhancement can occur 
in ESI and the inability to distinguish isomers is also drawback of this tech-
nique.37,88 The infusion of the ESI source can be done by continuous flow 
injection or by loop injection,88 which is important in the use of high reso-
lution analyzers because ions with same nominal mass and different exact 
mass can be separated, and the calculation of empirical formula can also be 
acquired from accurate mass, though low-resolution instruments have also 
been employed.37,84,85 Beyond high-resolution analyzers, direct injection has 
also been performed by IMS to supply the separation of ions, increasing the 
chemical information from data.86,89,90

Previously, the first plant metabolic fingerprinting protocol using MALDI- 
TOF MS was described, demonstrating lower ion suppression than ESI.91 
In addition, polar and non-polar compounds can be analyzed using the same 
instrument, increasing the chemical information obtained and the possibility 
of more holistic untargeted metabolomics approaches. In this study, the 
taxonomic classification based on plant metabolic fingerprints showed 92% 
similarity to the literature classification, which highlights the huge potential 
of MALDI for metabolomics.91,92

The most applicable method in metabolomics operates MS with chroma-
tography to separate the metabolites, such as GC-MS and LC-MS. GC-MS 
was the first approach used in metabolomics studies, and there are several 
protocols and reviews that describe the detailed methodology.93–96 Recently, 
procedures have been described by integrated data from GC-MS and LC-MS, 
including analyses from serum and plasma.53,97

LC-MS with ESI is an approach widely used in metabolomics for semi- 
polar to polar compounds and the derivation is not necessary before the 
analyses. This methodology shows advantages, compared to DIMS, such as 
the reduction of matrix effects and ion suppression, separation of isomers, 
more precise information of quantification and additional data (reten-
tion time).85 Cajka and Fiehn98 reviewed the TOF and orbital ion trap, and 
quadrupole (Q)-TOF dominates untargeted metabolomics. The authors 
highlighted that recent improvements allow better detection limits and 
increasing mass-resolving power improves co-eluting isobar compounds 
in complex samples.

The experimental parameters must be carefully developed and revised. 
In this chapter, only the issues relating to MS were explored and the most 
important considerations discussed. Thus, the data acquisition is normally 
performed by the centroid mode, even with the loss of information relating 
to mass peak shape and purity, because the raw data files are reduced to a 
useful size after processing.10,99
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Chapter 370

Before the data acquisition, the MS should be stabilized and calibrated, 
mainly for the high resolution analyzer Q-TOF, as well as the method needing 
to be optimized in relation to resolution and accuracy. The required resolu-
tion for Q-TOF should be higher than 8500 at full width at half maximum and 
the mass range is m/z 80–1200. The MS mode is preferred for the metabolom-
ics data, since the alignment of mass peaks is easily performed by software, 
such as XCMS.100 The MS/MS data can be posteriorly acquired for the chemical 
identification of metabolites.10,85,99

The injection of samples into the system should be in randomized order, 
avoiding time-dependent changes. For this reason, quality control (QC) can 
be used to evaluate the technical reproducibility and applied if corrections of 
variations are necessary. The QC is normally prepared from a homogeneous 
pooled material of samples or from a blank matrix spiked with analytes, and 
it is analyzed throughout the analytical runs to check the performance of the 
method and to align the dataset.101,102

The instrumental and experimental effects in artifact production are other 
relevant points in metabolomics studies that may distort the results. Some 
artifacts can be controlled by good experimental and sample-handling meth-
ods, but there are peculiar artifacts of the analytical techniques that need to 
be detected, and thus allow appropriate correction before the statistical anal-
ysis. Basically, in LC-MS analysis there are two artifact types: chemical noise 
(variations related to the instrument, such as ion suppression or enhance-
ment) and introduced sample differences (by experimental method or data 
processing). The artifacts can occur due to the following effects: carry over 
and sample decomposition in the autosampler, background peaks, built-up 
or washed-up contamination, sensitivity changes, saturation (in MS), and 
ion suppression or enhancement.102,103

3.6  �Data Processing
Data analysis is becoming central in omics studies. Data analysis begins with 
the experimental design, having in mind the study goals and the metabolite 
classes, data structure and sources of noise that can arise from a specific 
experimental setup (Figure 3.2). Great advances are being made in standard 
analytical methods, data standards, and data sharing and reproducibility.

All the steps of metabolomics analysis workflow have been greatly improved 
since its early description.104 Systematic data analysis is gradually helping 
to delimitate the metabolome,37 showing the extension of metabolites sam-
pled by a given analytical workflow105 and linking it to phenotypes of inter-
est. The main challenges that still remain are the standards for reporting 
findings in metabolomics studies, data publication and the confidence in 
identification.106,107

Metabolomics experiments result in large datasets (Figure 3.4-L1), 
generally with a larger number of features. The main steps for a data analysis  
preprocessing workflow are peak picking and filtering, grouping peaks 
throughout samples and retention time correction (Figure 3.4-L2).  
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71Metabolomics

Most commercial MSs provide preprocessing software such as MarkerLynx™, 
Mass Profiler Professional (Agilent Technologies), and MassHunter (Agilent 
Technologies). The scientific community has also developed extensive open 
source platforms, for example OpenMS, XCMS, MZmine 2, MetAlign and 
IDEOM.108 Several stand-alone packages, for processing specific analytical 
steps, are also available in large scientific programming communities, such 
as MatLab, R and python.109

Preprocessing analysis is under constant development and a comparative 
assessment of methods is being carried out by the bioinformatics commu-
nity.110 For the general peak-picking analytical step, one of the most critical 

Figure 3.4  ��Layers of metabolomics data analysis (L1–L8). Each layer shows an 
increasing level of complexity that is often dependent on the previous 
layer. See the discussion in the text and the details in Table 3.1.
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Chapter 372

preprocessing steps, it is generally difficult to optimize the parameters to 
find peaks in all regions of the chromatogram, or even inside a single spec-
trum, in the case of direct injection by ESI or MALDI.111 Some assessments 
point to the combined use of multiple peak-picking tools.112,113 Another 
important aspect is the programmatic optimization of peak-picking parame-
ters and standard/QC-aided feature extraction.25,26,114 Hughey and collabora-
tors26 reported on how the use of QC statistics can improve data processing, 
including molecule feature extraction and alignment across samples.

Other important preprocessing is the grouping of isotopes, fragments and 
adducts.115–117 After preprocessing a series of multivariate data analyses are 
required to relate metabolome changes to phenotypes of interest. A series 
of steps, to extract noise, correct for experimental bias (Figure 3.4-L4) and 
produce unbiased statistical summaries (Figure 3.4-L5,L6), are required. 
Table 3.1 gives a list of visualization strategies that can be used to summa-
rize the data, detect quantitative changes between groups of samples as well 
as to detect the statistical significance of these changes. Depending on the 
required result, different techniques can be applied to visualize global metab-
olomics (Table 3.1), such as heatmaps, scatter plots, sores and loading plots, 
volcano plots and designed cloud plots.118 The heatmaps, for example, can 
be used to elucidate biological properties, correlating chemical and biologi-
cal information, which assists in the identification of synergism between the 
components, determination of pro-drugs and possible active substances.119 
As highlighted above, one of the great challenges in the field is metabolite 
annotation (Figure 3.4-L4). Table 3.1 also presents important visualization 
tools to aid metabolite annotation.120

New tools are emerging in the metabolomics field with the new require-
ments from the scientific community for reproducibility and data sharing 
practices. Online analytical platforms, integrating multiple data analysis tools 
such as GNPS, Metaboanalyst and XCMS online100,121,122 provide a large array 
of processing, multivariate statistical analyses and metabolite annotation 
options (Figure 3.4-L7,L8). Open source and open development infrastruc-
tures such as Galaxy and KNIME environments123,124 enable developers to 
readily integrate new modules. These platforms also provide the provenance 
of all tools used in each data analysis step, allowing higher reproducibility of 
data analysis results. In the metabolomics field the projects Workflow4Me-
tabolomics and OpenMS125,126 provide growing platforms in these environ-
ments. On the data sharing side (see Chapter 10) emerging tools are allowing 
users to share raw experimental data, in addition to processed data, foster-
ing reproducibility, and allowing data scientists to learn from data and to 
expand inter-experiment comparison to increase the number of annotated 
compounds. The emerging concepts presented by the GNPS platform (http://
gnps.ucsd.edu/), with a community of collaborators increasingly contribut-
ing with new fragmentation spectra and the new paradigm of “living data”, 
in which raw datasets are routinely re-analyzed and the results are communi-
cated to subscribed users, are expected to have a huge impact on metabolo-
mics applications. Another interesting functionality is the possibility of user 
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Table 3.1  ��Common visualization methods used for metabolomics data analysis.

Aim Tools/methods Advantage Drawback Visualization Ref.

Convert data to  
standard formats

msConvert User interface for 
multiple instru-
ment vendors

Need proprietary soft-
ware library/Windows 
dependent

Total ion chromato-
gram, base peak 
chromatogram

Chambers et al.129

Detect and quantify 
ions and align 
along samples

xcms, MZmine,  
MetSign, OpenMS, 
Optimus, AMDIS, 
TargetSearch, 
TagFinder

Data reduction, 
retention time  
correction, align-
ment along sam-
ples, missing value 
replacement

Highly dependent  
manual setup of 
parameters, very  
sensitive to noise 
detection, split and 
merge features

Heatmap, 
extracted ion 
chromatogram

Lange et al.;110 Chen 
et al.;112 Coble and 
Fraga113

Correct for  
experimental 
bias/transform 
data to down-
stream analysis

Standard normaliza-
tion, TIC normal-
ization, quantile 
normalization

Extract experimental 
effect, improve  
statistical analysis

Dependent on study 
and target analysis, 
use of wrong method 
can give misleading 
answer to statistical 
analysis

Heatmap Alonso et al.;115 Kuhl 
et al.;116 Treutler 
and Neumann117

Assign putative  
identity to m/z

MassBank, Metlin, 
GnPS, MetFrag,  
Sirius, CSI-FingerID

Allows association 
to the studied 
biological model 
and generation 
of hypothesis 
for follow-up 
experiments

Low level of confidence 
for annotations based 
on MS1 (accurate 
mass, isotopic  
pattern, retention 
time), and restricted 
fragmentation librar-
ies EI and MSMS

Mirror plot,  
fragmentation 
tree

Böcker and 
Dührkop;130 Wang 
et al.122

Detection of statis-
tically significant 
alterations

MetaboAnalyst, XCMS 
online, MZmine, 
R, MatLab, QIIME/
ANOVA, Kruskal- 
Wallis, rank product

Clear resolution at 
single feature level

Increased false  
discovery rate with  
multiple tests

Heatmap, volcano 
plot, cloud 
plot, box plot, 
extracted ion 
chromatogram

Tautenhahn et al.;100 
Vinaixa et al.;131 
Barnes et al.132

(continued)
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Aim Tools/methods Advantage Drawback Visualization Ref.

Detect patterns with 
data, internal 
structure (unsu-
pervised learning) 
or train models to 
learn from data 
labels (supervised 
learning)

MetaboAnalyst, XCMS 
online, Mzmine, 
R, MatLab, QIIME/
hierarchical  
clustering, PCA, 
PCoA, PLS-DA,  
Random forest

High dimension 
summaries, extract 
linear/non-linear 
weighted  
contribution of all 
variables

No clear resolution at 
single feature level, 
subject to constraints 
of model derivation 
that don’t fit  
biological model

Sore plots,  
loading plots, 
latent variable  
plots, 
dendrograms

Harvey et al.;119 Xia  
et al.,121

Detect relationship 
between samples/
features

KEGG, WikiPathways, 
MetaCyc, GnPS, 
Cytoscape/correla-
tion, MS2 cosine, 
partial correlation, 
structural similarity, 
enzymatic reaction

Detect single rela-
tionships and 
global patterns in 
a hierarchical fash-
ion in data struc-
ture that better 
reflects the model 
of metabolism

Pathways are convo-
luted, hard to define 
biologically/chemi
cally meaningful 
thresholds

Pathway maps, 
weighted  
networks 
(directed,  
undirected), 
bipartite graphs

Tautenhahn et al.;100 
Xia, et al.;121 Wang 
et al.;112

Integration of time 
and space scales 
to upstream 
workflow

illi, MetaboAnalyst Association of space 
and time defined 
events to  
biological model

Metabolic changes hap-
pen at much lower 
time (fraction of 
seconds) and Space 
(nm) scales than 
current experimental 
resolution

Heatmap overlaid 
on 2d, 3d  
pictures or  
models, line and 
bar plots over 
time

Tautenhahn et al.;100 
Xia, et al.;121  
Bouslimani  
et al.;133 Wang  
et al.;112

Table 3.1  (continued)
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75Metabolomics

ranking of community deposited spectra. These improvements are likely to 
decrease the gap between public data and tools compared to the genomics 
field.122,127

The main goal of metabolomics is the understanding of phenotypical 
changes through unbiased data analysis interpretation. To achieve this goal, 
an integrated approach from experimental design to data analysis is needed. 
With the advances in the best experimental and data sharing practices, the 
metabolomics community will be ready for more complex challenges, inte-
grating multiomics analysis into system biology interpretation of metabolic 
networks.128
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4.1  �Introduction to Proteomics
In 1838, Jacob Berzelius, a Swedish chemist, coined the term “protein”,1 
which was derived from the Greek word “proteios” meaning “first rank” or 
primary, highlighting the importance of this macromolecule. Proteins are the 
actual functional molecules in a cell that perform diverse functions, and also 
receive signals from outside and activate appropriate intracellular response. 
In contrast to DNA, which mostly remains static in a cell and does not change 
in response to external and internal stimuli, mRNA and protein expression 
remain in a dynamic flux, and vary both qualitatively (post-translational/
transcriptional modifications) and/or quantitatively (expression) with vary-
ing cellular conditions. This adds an additional level of complexity in studies 
involving mRNA and proteins. The variation at the mRNA level can be generated 
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due to alternate splicing, different promoter usage and RNA editing, while 
variation at the protein level can be due to unconventional use of start and  
stop codons, or post translational modifications. Thus, a gene can give rise to 
multiple mRNAs and proteins, rendering the study of the entire repertoire of 
proteins in a cell difficult. Most of the studies in the early ‘90s were hypoth-
esis driven, where a hypothesis was put forward and, based on the “candi-
date” genes and their products (mRNA or protein), were studied in-depth. 
However, the advent of high-throughput technologies in the last couple of 
decades has enabled the study of genes and proteins at a global scale, and 
with this started what can be termed as an “omics" era where the focus was 
to create comprehensive data sets using a hypothesis free approach, thus 
removing study bias. Although the term “ome” was used in the initial half 
of the 20th century, it became popular when molecular biologists started 
using the term for studies that collectively considered all the constituents 
of a particular topic. For instance, while the term “genome” was known as 
early as 1926, “genomics” was coined by Tom Roderick in 1986 for mapping 
the human genome.2 Almost a decade later, in 1994, Marc Wilkins coined 
the term “proteome" while the term “proteomics” was coined in 1997 3–5 and  
was referred to as “the study of protein properties (expression level, post- 
translational modification, interactions) to obtain a global integrated view of 
disease processes, cellular processes and networks at the protein level”.6

The first protein studies that could be termed as “proteomics” began with 
the introduction of two-dimensional (2D) gel electrophoresis (GE) in 1975 
when O’Farrell, Klose and Scheele independently reported the mapping of 
proteins from E. coli, a mouse and a guinea pig, respectively.7–9 However, 
during that time the proteins could not be identified although they could 
be separated and visualized. The first major technology to emerge for the 
identification of proteins was sequencing using Edman degradation, which 
was automated in 1967 by Edman and Beggs.10 However, Edman degradation 
had its own limitations as it proceeds from the N-terminus of the protein and 
hence does not work for proteins whose N-terminal is blocked (or modified 
such as in acetylation). Further, it requires a large concentration of protein 
for sequencing purposes. One of the most important discoveries in the field 
of proteomics was mass spectrometry (MS) which enabled high-throughput 
identification of proteins in a complex mixture. MSs ionize the sample under 
investigation and separates them based on their mass-to-charge ratio, which 
are then detected in proportion to their abundance and a plot of abundance 
versus mass-to-charge ratio is provided. The sensitivity of MSs to identify  
the proteins at femtomole to attomole levels11 and accuracy of less than 
5 ppm12–15 (parts per million) makes this the instrument of choice in pro-
teomics. Proteomics is considered to be an important facet in the context 
of systems biology since it represents the actual functional molecule and 
gives us an idea of what is actually happening in a cell/tissue or organism, 
unlike the transcriptome. The abundance of a transcript does not necessar-
ily reflect the abundance of the protein since the formation of proteins from 
mRNA involves a sequence of events such as post-transcriptional control and 
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post-translational modifications. Furthermore, the activity of the protein 
may entirely depend on its localization in the cell, which is not dependent 
on the transcript. In addition, protein–protein interactions, which are fun-
damental to many important biological processes, can be understood only 
from proteomics studies. Most importantly, biological fluids that are fre-
quently used to identify disease markers or study disease progression, such 
as urine, plasma, serum, and cerebrospinal fluid, do not contain nucleic acid 
or RNA. Thus, proteomics is expected to bridge the gap between our under-
standing of the genome sequence and cellular behavior/function.

Proteomics studies (identification and analysis of the entire protein con-
tent) can be broadly classified into: structural proteomics, expression pro-
teomics, and functional proteomics. Identifying proteins and understanding 
the structure and interactions of protein complexes or proteins present in 
a specific cellular organelle is an integral part of structural or "cell map" 
proteomics. Structural proteomics can help to understand the functions of 
newly discovered genes and identify residues where a drug interacts with pro-
teins or proteins interact with each other. X-ray crystallography and nuclear 
magnetic resonance spectroscopy are often employed in structural proteom-
ics. Expression proteomics is a term for studies that compare the expression 
of proteins between two or more samples. Protein expression profiling allows 
us to qualitatively and quantitatively differentiate between a normal and a 
variable state. Initially, expression proteomics was done using 2D GE (2-DGE). 
However, with the availability of highly sensitive and accurate MSs, these are 
being routinely used coupled with liquid chromatography (LC) systems for 
expression proteomics. This approach could help in the identification of 
novel proteins involved in signal transduction pathways or to identify dis-
ease biomarkers. The identification and characterization of protein–protein, 
protein–DNA, protein–RNA interactions that affect the function are termed 
functional proteomics. This can be used to study how protein complexes are 
formed and determine protein functions. This approach provides informa-
tion about protein signaling, protein–drug interactions or understanding 
disease mechanisms.

In the last decade there has been tremendous progress in the field of pro-
teomics, mainly due to tremendous improvements in MSs in terms of sensi-
tivity, accuracy and resolution. However, despite these improvements, there 
are several challenges and limitations in the field of proteomics. A proteom-
ics experiment involves the use of a range of technologies for large-scale pro-
tein studies and no single method is suitable for all kinds of applications. 
Each of these technologies has their strengths and weaknesses, and their use 
depends on the questions to be addressed. One of the major challenges in 
proteomics is to identify proteins with low abundance. The dynamic range 
of proteins can vary in order of magnitude between six in cells and tissues to 
ten in biological fluids such as plasma and serum.16–19 The unavailability of 
an amplification technique akin to the polymerase chain reaction in genom-
ics thus limits the detection of very-low-abundance proteins. There are other 
challenges associated with sample preparation, such as extraction of mem-
brane proteins or protein degradation, that could be an issue in gel-based 
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proteomics. Similarly, separation of proteins with extreme pI values could 
be a challenge in the gel-based separation of proteins. In the area of bio-
informatics one of the challenges is to identify proteins whose sequence is 
unavailable in the database.

A typical proteomics workflow involves various steps: separation and iso-
lation of proteins from cells, tissues or organisms; proteolysis of the protein 
sample using a single or combination of proteolytic enzymes; separation of 
the peptide mixture using various chromatographic techniques to reduce the 
complexity of the sample; mass spectrometric analysis of the sample, which 
includes MS and MS/MS scans to generate a “peptide mass fingerprint”;20 data-
base search using bioinformatics tools to identify the proteins (Figure 4.1).

4.2  �Sample Preparation for Proteomics Studies and 
Proteolysis

Sample preparation is the most critical and rate-limiting step in proteomics 
studies as the results of a proteomics experiment are greatly influenced by 
the quality of the sample. In general, it needs to be ensured that the sample 
preparation method entails minimal protein loss, which is achieved by 
using a minimal number of steps, and that protein modifications/degradation 
is prevented by performing all the steps at a cold temperature. Further, 
the proper storage of samples is important, especially in the case of biolog-
ical fluids. For instance, it has been reported that various serum proteins 
degrade if stored for a long time even at −80 °C.21 Sample preparation for 
proteomics studies depends on the type of experimental model and the com-
plexity of the proteome, especially in terms of the dynamic range of proteins 

Figure 4.1  ��Timeline representing the major events in the development of proteomics.
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in the sample. The protocols followed for the extraction of proteins depends 
on the sample source. Animal tissues proteins are usually first extracted by 
properly mincing the tissues or powdering using snap freezing. The minced 
or powdered tissues are then lysed in a buffer containing chaotropes (e.g. 
urea, thiourea), detergents (e.g. CHAPS (3-[(3-cholamidopropyl)-dimethyl- 
ammonio]-1-propanesulfonate hydrate), triton X-100, tween 80, nonidet 
P-40 (NP 40), etc.), reductants (e.g. dithiothreitol, tributylphosphine, tri-
scarboxyethylphosphine, β-mercaptoethanol) and protease inhibitors (e.g. 
aprotinin, leupeptin, etc.). The lysed cells are then centrifuged and the super-
natant containing proteins is stored at −80 °C. Proteins from the cell culture 
are isolated by mechanically or enzymatically dispersing cells followed by 
lysis using buffers detergents and protease inhibitors. In biological fluids 
such as plasma and serum only a handful of proteins (e.g. albumin, IgG, anti-
trypsin, haptoglobin, fibrinogen, apolipoprotein, etc.) account for more than 
90% of the total protein, and hence identification of less abundant proteins 
becomes difficult in their presence. Thus, protein enrichment from these bio-
logical fluids often entails depletion of these highly abundant proteins using 
affinity depletion columns. Protein isolation from plant samples is relatively 
difficult due to the presence of a tough cell wall and the other non-protein-
aceus compounds (polyphenols, lipids, and pigments, etc.), which interfere 
with the sample preparation procedure. In general, the sample is first ground 
and precipitated with 10% trichloroacetic acid in acetone and dissolved in 
Urea-CHAPS buffer. Sometimes chemical homogenization, followed by boil-
ing using urea, thiourea, CHAPS, 2-mercaptoethanol and polyvinylopolypyr-
rolidone, followed by hexane precipitation, is done to remove lipids.22 The 
bacterial peptidoglycan cell wall is usually disrupted by mechanical disrup-
tion, sonication, osmotic shocks, and detergent, pressure and freeze thaw 
cycles. The viral membrane, on the other hand, is disrupted using the deter-
gents. The protein samples extracted are further processed to remove salts, 
detergents, lipids, nucleic acids, polysaccharides, etc., and enriched using 
precipitation, centrifugation, electrophoresis, chromatographic techniques, 
pre-fractionation using isoelectric focusing (IEF) or solid phase protein 
enrichments techniques.

The proteins, isolated from various sources, are either separated using 
GE (1D or 2D), digested and subjected to mass spectrometric analysis, or 
are digested to peptides, which are then separated using various methods 
and then subjected to mass spectrometric analysis. In a proteomics work-
flow, the digestion of proteins to peptides is usually carried out using one 
or more proteases. A good proteolytic enzyme should have high specificity, 
good digestion efficiency (low missed cleavages), should be able to generate 
peptides of optimal length for MS analysis and should withstand hard buffer 
conditions provided by the reducing agents. The most commonly used pro-
tease is trypsin as it is has well-defined specificity and works at an optimum 
temperature of 37 °C. Trypsin cleaves the polypeptide chain at the carboxyl 
end of lysine (Lys) and arginine (Arg) residues. Both in-gel (protein extracted 
from the 2D or 1D gels) and in-solution digestion of proteins is usually done 
after reduction and alkylation to reduce the cysteine bonds and linearize the 
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protein before digestion. Reduction is carried out using beta-mercaptoetha-
nol or dithiothreitol. This is followed by alkylation using iodoacetic acid or 
iodoacteamide to prevent disulfide bond formation. Although trypsin is the 
protease of choice it is unable to withstand harsh buffer conditions (like 8M 
urea), which are often used to study membrane proteomes and hence these 
are digested using LysC and LysN. To obtain a better coverage of the proteins, 
a combination of two or more proteases (such as chymotrypsin, LysC, LysN, 
AspN, GluC and ArgC) are increasingly being used.23 These peptides are then 
separated using various chromatographic techniques to minimize the com-
plexity of the samples. Figure 4.2 shows a schematic representation of the 
sample preparation.

4.3  �Approaches for Protein Separation
A typical proteomics study aims to identify a large number of proteins in a 
given sample, which necessitates separation of these proteins or peptides. 
Various strategies (gel based or gel free) are used for this purpose depending 
on the objective of the study.

4.3.1  �Gel-based Proteomics Approaches
In gel-based proteomics studies, either 1-DGE or 2-DGE techniques are used 
to separate the proteins.

4.3.1.1 � 1-DGE
Separation of proteins using 1D sodium dodecyl sulfate polyacrylamide GE 
(1D-SDS-PAGE) is based on their molecular weight. Following the separation 
of proteins using SDS-PAGE, the gel pieces are excised into a number of pieces 

Figure 4.2  ��A flowchart representing the basic steps involved in a proteomics 
experiment.
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depending on the complexity of the sample. These excised gel pieces are then 
subjected to “in gel” digestion where the proteins are digested within the gel 
using proteolytic enzymes. The peptides extracted from the gel pieces can 
then be identified using MS. The 1-DGE-LC-MS/MS approaches have been 
shown to provide improved proteome coverage.24–26 However, the incomplete 
digestion and extraction of peptides involved in this method make it unsuit-
able for quantitative proteomics owing to non-reproducibility.

4.3.1.2 � 2-DGE
This form of GE involves the separation of proteins in two dimensions. In the 
first dimension proteins are separated based on their isoelectric point (pI). A 
gel with a pH gradient is prepared and an electric potential is applied across 
this gel. Proteins in an applied electric field migrate towards the positive or 
the negative end, depending on their net charge, and stop at their pI (where 
the net charge is zero). This is therefore also known as IEF. The IEF gel with a 
pH gradient can be prepared either with the help of ampholytes or immobi-
lized pH gradient gel (IPG) strips. The ampholytes are synthetic amphoteric 
molecules that exist as zwitterions at a particular pH representing a particu-
lar pI for a protein. When the electric field is applied to diffuse the mixture of 
ampholytes, they move according to their acidic and basic nature towards the 
anode or cathode, respectively. Since proteins are large molecules they move 
slowly and stabilize according to their pI. Originally, ampholytes with a pH 
gradient were made in soft tube gels, which lacked stability. Furthermore, a 
major disadvantage of using ampholytes is that pH gradients beyond 7-8 can-
not be maintained, due to cathodic drift.27–29 This drift results in the migra-
tion of ampholytes due to electro-osmotic flow of solvent towards the cathode 
wavering the pH gradient. This results in a loss of basic proteins. One of the 
major improvements in 2-DGE was the introduction of IPG strips.27,30 In IPG 
strips, the acrylamide matrix itself has covalently bound weak acid and base 
buffering compounds, which maintain the pH gradient over wide ranges.31–33 
Further, the availability of pre-cast IPG strips has improved the reproducibility. 
These precast IPG strips are available both in narrow and broad pH ranges 
and, depending on the objective of the study, a particular pH range can be 
selected. In the second dimension, the proteins are separated on the basis of 
their mass using SDS-PAGE. The IPG strips containing proteins are separated 
on the basis of pI in the first dimension, and are equilibrated with SDS-PAGE 
gels by placing the IPG strips over the SDS-PAGE gels. The protein spots can 
then be visualized using Coomassie Brilliant Blue (detection limit ∼10 ng),34,35 
SYPRO Ruby (detection limit ∼1 ng)36,37 or silver stain (detection limit <1 ng).38,39 
Separation based on IEF and SDS-PAGE results in a uniform distribution of 
protein spots across a 2D gel. Currently, 2-DGE can routinely identify ∼2500 
protein spots.40–42 The number of proteins that can be identified is limited 
by the size of the gel and the complexity of the proteome since several pro-
teins having similar pI and mass may not be completely resolved. The resolu-
tion can be improved by increasing the length of the IPG strips to more than  
30 cm and large gels in the second dimension, which may help in the 
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detection and analysis of 10 000 spots.41,43,44 To improve proteome coverage, 
the concept of using multiple IPG strips in a narrow pH range and stitching of 
the separate images into one using computational tools was introduced27,45,46 
Resolution can be further improved by pre-fractionation of the complex pro-
tein sample using various chromatographic techniques or sucrose gradient 
centrifugation followed by subjecting each fraction to 2-DGE. Identification 
of proteins from 2D gels is accomplished by cutting the protein spots, digest-
ing them with proteolytic enzymes, and analyzing them in an MS. The entire 
process of spot picking and downstream analysis is now automated. One of 
the major advantages of 2-DGE is its ability to identify protein isoforms. How-
ever, 2-DGE has limitations in terms of sensitivity of detection, resolution, 
masking effect by high abundant proteins and error in quantification, mainly 
due to gel to gel variations. Further, proteins in the extreme pI range (<4 or 
>9) and molecular weight <15 and >200 kDa are not well resolved. Thus, for 
quantitative analysis using 2-DGE, multiplexing techniques with fluorescent 
probes are generally used to circumvent the above-mentioned disadvantages. 
This technique is discussed in Section 4.8.1.

4.3.1.3 � Electrophoretic Separation of Native Proteins
This method was developed to study protein complexes, in particular respi-
ratory chain complexes.47 In this method, native protein complexes are sepa-
rated in non-denaturing conditions followed by separation under denaturing 
conditions. For separation under the non-denaturing conditions Coomassie 
Brilliant Blue G-250 is added to the electrophoresis buffer. The dye sticks to 
all the proteins and acts as a charge-shifting agent by conferring uniform 
charge to all the proteins. Thus, proteins are separated in native condition, 
without unfolding, based on molecular weight and also partially influenced 
by shape. The proteins are resolved in denaturing conditions of SDS-PAGE 
by placing the native gel lane perpendicular to the initial axis of separation. 
This technique is also known as Blue Native-PAGE (BN-PAGE). The technique 
has been widely used to explore the protein complexes of mitochondria, plas-
tids and chloroplasts for plant proteomics studies48,49 BN-PAGE can separate 
protein complexes in the range 20–1300 kDa.50 However, small molecular 
protein (<100 kDa) complexes can co-migrate and thus results in false anno-
tation. Further, the dye causes insolubilization of protein complexes result-
ing in a trailing effect, which makes the technique difficult to optimize.48 
This technique of BN-PAGE was modified by separating the protein in one 
and two dimensions using native gel, and a third dimension of SDS-PAGE, 
and hence is also known as 3D electrophoresis (3DE).51

4.3.2  �Gel-free Proteomics Approaches
The use of GE in the field of proteomics is declining with the advent of high-
end MSs, which are coupled to various LC systems. One of the important 
steps in gel-free chromatography is the separation of proteins using suit-
able LC techniques. LC is a widely accepted technique for separation of both 
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peptides and proteins. Differences in various properties such as size, mass, 
hydrophobicity, charge and affinity are exploited for the separation of pep-
tides or proteins. Based on the objective, LC can be classified as: affinity 
chromatography; size exclusion chromatography; reverse phase LC (RPLC); 
hydrophobic interaction LC (HILIC); ion exchange chromatography.

4.3.2.1 � Affinity Chromatography
Affinity chromatography separates proteins or peptides based on their spe-
cific interactions with ligands attached to the solid phase, which have high 
specificity for binding certain proteins or peptides. This method thus helps 
either in the enrichment or depletion of certain classes of proteins and pep-
tides before analysis. When a solution containing a complex mixture of pep-
tides or proteins is passed over a column containing the stationary phase 
(with a bound ligand), the non-binding proteins or peptide will pass through 
the column, while those that interact remain bound with the stationary 
phase. Altering the buffer conditions where the binding interaction no lon-
ger takes place then elutes these bound proteins. This technique is used for 
the isolation of specific proteins using antibodies, to isolate fusion proteins 
having affinity tags such as glutathione-S-transferase affinity tagged proteins 
using glutathione coated beads or to isolate specific structural or functional 
classes of proteins such as phosphoproteins or negatively charged proteins 
using immobilized metal affinity chromatography using metals such as an 
Fe3+ or Ga3+, etc. coated solid phase matrix.52–54

4.3.2.2 � Gel Filtration Chromatography
Gel filtration chromatography is a separation technique based on the size 
of the protein. The solid phase is composed of inert porous beads.55,56 The 
smaller the size of the protein the higher its chance of entering the bead 
pore, thus allowing it to spend more time stationary before eluting through 
the column, while larger proteins elute through the column without entering 
the beads. Thus, proteins elute off the column based on their size; the larger 
the protein the faster its elution. In gel filtration, the length and diameter of 
the column is directly proportional to the resolution. An important aspect 
of gel filtration is column packing, as improper packing could decrease the 
resolution.

4.3.2.3 � Reverse Phase Liquid Chromatography (RPLC)
RPLC involves the use of a hydrophobic stationary phase and a polar mobile 
phase. The hydrophobic molecules in the polar mobile phase tend to adsorb 
to the stationary phase while the hydrophilic molecules pass through the col-
umn.57,58 The strength of adsorption depends on the hydrophobicity of the 
molecule. The adsorbed hydrophobic molecules are then eluted by decreas-
ing the polarity of the mobile phase by using organic solvents. The most 
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popular matrix used as a stationary phase in RPLC is porous silica beads 
attached to alkyl chains of varying lengths (C2, C4, C5, C8, and C18). Protein 
or peptides in aqueous solution are loaded onto a reverse-phase column, and 
the hydrophobic patches of the peptides interact with the stationary phase. 
Polar aprotic organic solvents such as acetonitrile, methanol and isopropa-
nol are used for the elution of bound peptides. The lower the polarity of the 
solvent the greater the elution potential. Isopropanol has the strongest elut-
ing power but has high viscosity, which results in high back pressure and 
low column efficiency. Acetonitrile and methanol are the most commonly 
used organic solvents and are less viscous than isopropanol. Acetonitrile is 
used most commonly as it has satisfactory hydrophobic properties and does 
not consociate very strongly with water.59 Thus it helps in the maintenance 
of binary equilibrium between the stationary and mobile phase. Increasing 
the percentage of acetonitrile results in higher hydrophobicity of the mobile 
phase and hydrophobic proteins bound to the stationary phase are eluted in a 
manner of increasing hydrophobicity with increasing acetonitrile concentra-
tion. In RPLC the matrix bead composition in terms of alkyl chain length60,61 
and pore size62,63 are important parameters. For instance, the separation of 
peptides is usually carried out using C18 64,65 while for separation of intact 
proteins short alkyl chain columns such as C4 or C8 are generally used.66,67

4.3.2.4 � Hydrophilic Interaction Liquid Chromatography (HILIC)
HILIC has the same principle as RPLC except that the proteins or peptides 
move over a hydrophilic stationary phase and are eluted by the increasing 
polarity of the mobile phase, which leads to elution based on the hydropho-
bicity of the molecules, where the most hydrophobic molecules are eluted 
first. The stationary phase is made up of underivatized silica with functional 
groups like siloxanes, silanols68 and derivatized silica with weak cations69 or 
anion exchangers,70 zwitterionic HILIC71 and saccharides.72

4.3.2.5 � Ion Exchange Chromatography
Ion exchange chromatography separates the molecules based on their 
charge. It is frequently used in the separation of proteins or peptides. The 
charged molecules in the solution bind to the ionizable functional group in 
the stationary phase through ionic interactions, while passing through the 
column.73 Ion exchange chromatography is classified depending on the types 
of ions to be separated. In cation exchange chromatography the stationary 
phase consists of negatively charged functional groups and hence binds 
to cations, while in anion exchange chromatography, the stationary phase 
consists of positively charged functional groups enabling the separation of 
anions. The bound cations or anions are then eluted from the column either 
by using a higher concentration of the ions or by varying the pH. Commonly 
used anionic resins are diethylaminoethyl, quaternary aminoethyl, and 
quaternary ammonium, while commonly used cation resins are functional 
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carboxymethyl, sulfopropyl, and methylsulfonate. Cation exchange chroma-
tography is extensively used in proteomics studies for protein or peptide  
separation based on ion strength.

4.3.2.6 � In-solution IEF: Offgel Fractionation
Offgel electrophoresis is a modified form of the IEF technique74 where pro-
teins/peptides are separated according to their isoelectric points and the 
separated proteins/peptides are recovered in liquid phase.75,76 The offgel 
electrophoresis device chamber is constructed in such a manner that the 
tray with channels is placed between the two electrodes. Dried IPG strips 
are placed onto this tray and a “well frame” consisting of a multiple column 
is placed over it. The IPG strips are then rehydrated and in each of the wells 
a diluted protein sample is added and the well sealed with a cover seal to 
prevent evaporation during electrophoresis. High voltages are applied to the 
electrodes at both ends of the tray such that the electric field is perpendicular 
to the direction of the pH gradient and flow of proteins. The IPG gel buffers 
the thin layer of protein solution allowing convection-free diffusion across 
the wells due to which proteins with pI close to the pH of the gel remain in 
contact with the IPG strip in a particular well of the array. At this pH proteins 
are neutral and therefore do not move further under the effect of the electric 
field. This has various advantages over the conventional 2-DGE since the pro-
tein/peptides remain in liquid throughout and can be directly analyzed by an 
MS, eliminating the necessity of cutting spots from the gel.75 This technique 
is highly compatible with other downstream proteomics techniques such as 
LC-MS, gel-based identification and separation, immuno-depletion,77–79 etc.

4.4  �Multidimensional Protein Identification 
Technology (MudPIT)

MudPIT is a powerful tool that eliminates the necessity of separating pro-
teins using gel-based methods. This is particularly useful for complex 
biological samples with high dynamic range. Large numbers of peptides 
obtained from proteolysis of complex biological samples are directly sub-
jected to strong cation exchange (SCX) chromatography followed by RPLC 
before direct injection into an MS for identification. This is also known as 
2D LC (2D-LC). After SCX chromatography the samples can be transferred 
individually to RPLC coupled to ESI MS.80 This is known as discontinuous 
multidimensional chromatography. However, technologies have emerged 
where fractions eluted from the first dimension (size exclusion chroma-
tography, ion exchange chromatography) are injected online to an RPLC 
MS coupled system by column-switching valves that switch the column in 
line.81–84 This is known as continuous multidimensional chromatography. In 
addition, multidimensional separation is also achieved using biphasic col-
umns whose proximal and distal parts are filled with different types of matrix 
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corresponding to two different chromatography techniques such as reverse 
phase and cation exchange.85 The distal part is mostly RPLC. The proximal 
column allows stepped elution and the distal part allows gradient elution 
using a solvent system compatible with both arrangements. The method of 
continuous multidimensional chromatography with a biphasic column was 
modified and developed by Yates and colleagues.86,87 Desirable results can 
also be achieved without pre-fractionation by using long columns with small 
bead sizes and longer gradients at particular temperatures. The yeast pro-
teome with high coverage was performed using 35 cm long, 1.8 µm bead size, 
C18 columns with 4 h gradient.88,89 More recently, similar coverage has been 
reported using 1.7 µm beads with 1.3 h long gradients.90

4.5  �MS for Proteomics
A MS measures the mass-to-charge ratio (m/z) of ions in vacuum. It con-
sists of an ionizer, mass analyzer and a detector. A combination of different 
types of ionizers, analyzers and detectors results in varied types of MSs, 
each serving a different purpose. MS instrumentation is described else-
where in this book.

4.5.1  �Ionization
Samples infused into an MS are first subjected to ionization via an ioniza-
tion source. These ions are then accelerated in an electric field and forced 
into mass analyzers where they are separated based on their m/z. Ionization 
techniques have evolved over the years from electron ionization to electro-
spray ionization. Since proteomics studies involve whole proteins or pep-
tides, which are sensitive to temperature, it is important to have efficient 
soft ionization techniques that easily desorb into the gaseous phase to min-
imize sample degradation.91,92 The two most widely used ionization tech-
niques used in proteomics are matrix-assisted laser desorption/ionization 
(MALDI)93,94 and electrospray ionization (ESI).91

4.5.1.1 � MALDI
MALDI is a solid phase ionization technique where the sample is mixed with 
an excess matrix, which has a high capacity to absorb laser radiation, in a 
metal plate and allowed to dry. The most common type of matrices used in 
proteomics include 2,5-dihydroxybenzoic acid (DHB),95 3,5-dimethoxy-4- 
hydroxycinnamic acid (sinapinic acid),96,97 4-hydroxy-3-methoxycinnamic 
acid,96,97 and CHCA.98 These are prepared by mixing them in a mixture of 
organic solvent, usually acetonitrile, and pure water in 1 : 1 ratio. Trifluoro
acetic acid is added to this mixture to help generate good (M + H)+ ions. 
The incident energy from the laser is absorbed by the matrix and is trans-
ferred to the protein/peptide sample, which desorbs and becomes ionized. 
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The gaseous matrix accelerates the ionization of analytes as mostly singly 
charged (M + H)+ ions. The ionization is achieved by numerous laser shots, 
usually in the hundreds, to provide adequate signal-to-noise ratios.99 The 
charged molecules then reach the mass analyzers. The mass analyzers com-
monly coupled with MALDI are time of flight (TOF), separating ions using the 
mass-to-charge ratio. MALDI has a range of up to 300 000 Da, which makes 
it suitable for the identification of proteins with high molecular weight. A 
major limitation of this method is that it offers low shot-to-shot reproduc-
ibility and resolution, which is entirely dependent on the sample preparation 
and homogeneity of the matrix.100,101

4.5.1.2 � ESI
In ESI,91 the liquid solution of peptides and biological molecules eluted from 
the liquid chromatographic system is directly converted into ionized mole-
cules in gaseous form. The fine spray of liquid is generated via passing the 
solution through fine metal tips held at a high voltage of ∼2–6 kV. In the 
presence of a high voltage and strong electric field, a spray of highly charged 
droplets is produced. These droplets are electrostatically attracted towards 
the MS orifice. Applying temperature and a sheath gas at the metallic tip 
further disperses these droplets and evaporates the solvent, facilitating the 
entry of ions into the MS. With de-solvation, the size of droplets decreases, 
resulting in increased electric field density at the surface. As the size of the 
charged droplet decreases, the charge density on its surface increases. The 
mutual Coulombic repulsion between like charges on this surface becomes 
so great that it exceeds the forces of surface tension, and ions are ejected 
from the droplet through a “Taylor cone”.102 The charged ions leaving the 
droplets enter the orifice of the MS towards the mass analyzer. ESI came as 
a boon for the study of biological samples as nano-flow LC systems can be 
attached before the MS103,104 along with the convention micro-flow LC. The 
nano LC-ESI MS has provided an advantage for protein analysis in terms of 
a flow rate in nanoliters, which requires low protein concentration and con-
tinuous online analysis of peptides separated on the capillary reverse phase 
(RP) columns.104,105

The ionized samples accelerate to the mass analyzers and are separated on 
the basis of their m/z values.

4.5.2  �Mass Analyzers
The mass analyzer plays an important role after ionization. The ions accel-
erated in the MS are separated inside the analyzers on the basis of their m/z 
values. The actual potential of different types of MS is realized on the basis of 
the type of analyzer used inside the MS. The mass analyzer mainly regulates 
parameters such as mass range, resolution and accuracy, scan rate, detec-
tion limit, and sensitivity of the instrument. The selection of instrument for 
a particular application comprises major adjustment of these parameters. 
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The different types of analyzers that are used in proteomics include ion trap, 
TOF, quadrupole, Orbitrap, ion mobility and Fourier transform ion cyclotron  
resonance (FTICR) based analyzers. The details of analyzers and detection 
technologies are described elsewhere in this book.

4.6  �Tandem MS (MS/MS)
MS/MS is important as it allows the fragmentation of peptides or proteins, 
which provides information on the sequence of the peptides. Fragmentation 
achieved by collision is known as collision induced dissociation (CID). Using 
CID, an ion with the desired m/z is filtered by the mass analyzer and trapped 
in collision cell supplied with collision gas, mainly argon (Ar). Collision of 
Ar with ions results in fragmentation, producing daughter ions constituting 
MS2, MS3 up to MSn. Therefore, it is sometimes referred to as MSn where n 
represents the generation of ions being analyzed. The digested protein mix-
tures are subjected to MS/MS. It consists of an ionization source, mass ana-
lyzer, collision cell, second mass analyzer, and detector. The initial analyzer 
helps in resolving peptides with a particular mass range of m/z and isolates 
one specific m/z ion at a time. These ions are then sent to the collision cell 
for fragmentation by inert gas. The peptides are usually fragmented on or 
nearby the amide bond, generating a sequence ladder of fragments defin-
ing the structure of the peptide. The second analyzer then determines the 
mass of the fragmented peptide ions yielding the amino acid sequence infor-
mation. The large amount of information yielded by the several peptide 
fragments sequence, called peptide sequence tags, can be searched in the 
protein databases for the identification of proteins in a peptide mixture.106,107 
The MS/MS approach, as compared to peptide fingerprinting, provides more 
information about peptide sequences for protein identification than merely 
measuring the mass of the peptides.

4.7  �Approaches in Proteomics
There are various approaches used for the identification and quantification 
of proteins depending upon the complexity of the sample and the problem to 
be addressed. While protein identification and characterization is carried out 
using top-down108,109 and bottom-up proteomics,110,111 quantitative analysis 
is performed using the directed112 and targeted proteomics approach.113,114 
A representative figure of the different proteomics approaches is shown in 
Figure 4.3.

4.7.1  �Top-down Proteomics Approach
In the top-down proteomics approach the intact protein is introduced into 
the MS for fragmentation, which helps in the identification of the protein. 
The top-down proteomics approach has advantages as it helps in the whole 
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proteome-wide characterization of proteins as compared to the other three 
MS strategies discussed above.115,116 The limitations of shotgun methods, 
such as the detection of a fewer number of peptides, which limits the infor-
mation of post-translational modifications (PTMs), sequence variants and 
the possibility of the same peptide coming from different proteins or a simi-
lar protein, are not problems in top-down proteomics. Separation of proteins 

Figure 4.3  ��A schematic diagram highlighting the different types of proteomics 
approaches.
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from a complex mixture is achieved either offline117 or online using chro-
matographic (such as RPLC, HILIC and ion exchange) and electrophoretic 
techniques (such as tube GE, capillary electrophoresis and IEF).118 However, 
offline separation of intact proteins is preferred since it may be necessary to 
use multiple separation techniques to separate complex protein mixtures. 
Offline top-down proteomics has also been used to separate certain classes 
of proteins. HILIC has been used to separate modified histones119,120 and 
membrane proteins.121,122 Ion exchange chromatography has been used in 
combination with RPLC for intact protein studies in E. coli123 and yeast,124 
proteotyping in human leukocyte125 and chromatofocusing in breast cancer 
studies.126 Tube GE is used in combination with online RPLC to achieve the 
fractionation of yeast proteome.127 Gel-eluted liquid fraction entrapment 
electrophoresis came as the new improvement in 2009 in top-down proteom-
ics.128,129 Capillary electrophoresis (CE)130 is a useful method for the sepa-
ration of intact proteins.130 This technique utilizes a small capillary (inner 
diameter <100 µm) and separation is achieved by applying voltage (10–30 
kV) thus making the process quicker. The most significant achievement of 
this technology is the separation of alpha and beta sub-units of hemoglo-
bin isolated from a single erythrocyte,131,132 ribosomes of E. coli132 and gly-
coforms of various plasma proteins, including erythropoietin, fetuin, and α 
1-acid glycoprotein.133 In capillary IEF (cIEF)-MS,134,135 another variant of CE, 
proteins are focused and introduced into the MS directly to an electrospray 
inlet, improving the speed of data acquisition.136,137 cIEF coupled with RPLC 
provides second dimension separation and also removes ampholytes com-
ing along with proteins.138,139

Top-down proteomics is mostly performed using an ESI source coupled 
with FT-ion cyclotron resonance (ICR)-MS140 or an Orbitrap instrument.141,142 
The fragmentation is either achieved by electron capture dissociation 
(ECD)143 and electron transfer dissociation (ETD).144,145 In ECD and ETD an 
electron is captured by an intact protein molecule, which results in the break-
ing of the backbone of the large molecule and provides more information 
than CID.146,147 Top-down proteomics helps in achieving almost one hundred 
percent sequence coverage. As the full sequence is covered post-translational 
modifications148 and proteoforms,149,150 which are generated due to alternative 
splicing and genetic variations, can be studied efficiently. As this technique 
involves the analysis of intact proteins,151 it is a good technique for the anal-
ysis of de novo protein characterization,152 expressed sequence tag proteins 
analysis153,154 as well as identification of single proteins or a simple mixture of 
proteins. Although the top-down proteomics approach is very effective, it has 
still not gained popularity due to instrument limitations and the absence of 
the desired online separation techniques. However, with the advancement of 
new separation technologies and newer instruments, top-down proteomics 
will be the method of choice in the near future. Quantification in top-down 
proteomics using label-free155 and labeled approaches such as stable isotope 
labeling with amino acids in cell culture (SILAC)142 are also developing.
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4.7.2  �Bottom-up Proteomics Approach
Bottom-up proteomics, also known as shotgun proteomics, derived its 
name from shotgun genomics. In the shotgun approach proteins are enzy-
matically digested to produce peptide mixtures, which are then fraction-
ated using a suitable chromatographic system and subjected to MS analysis. 
The resultant peptide masses and the sequences obtained after mass anal-
ysis are used for identification and quantification of proteins. The data is 
acquired as series of MS (survey scan) and dependent MSn scans. For this 
reason it is also known as data dependent acquisition (DDA) or tandem 
data acquisition. This utilizes collision-activated dissociation (CAD) or CID 
for fragmentation of peptide precursors selected from the survey scan. Typ-
ically, 10–20 precursor ions per survey scan are automatically selected by 
the MS, for fragmentation based on the signal intensity, using CID. The 
fragmentation pattern of each selected precursor ion is recorded as frag-
ment ion spectra, also known as product ion scanning. A full cycle consists 
of a survey scan and a product ion scan of ∼100 ms, which is faster than the 
chromatographic separation of peptides ∼30 s.156,157 The MSs show impres-
sive data acquisition rates by acquiring thousands of fragment ion spectra 
in a fraction of a second from the peptides eluted from a typical LC-MS/
MS system. The resolution and accuracy achieved in the MS scan affects 
MS/MS ion spectra obtained after fragmentation. The fragment ion spec-
tra of peptides, along with precursor MS ion information, is subsequently 
used for amino acid sequence analysis of peptides, which in turn helps 
in identifying the protein from which the peptides originated. The most 
widely used shotgun tandem mass acquisition method involves the align-
ment of experimentally generated MSn fragment data of peptides to an  
in silico generated peptide fragmentation library of a given database.158,159 
A wide varieties of instruments can be used for bottom-up proteomics, 
which include Orbitrap, Q-TOF, MALDI-TOF,160 etc. With the development 
of high-accuracy and high-resolution instruments the accuracy of peptide 
identification has increased dramatically. One of the limitations of shot-
gun proteomics is reproducibility, which is compromised as the number of 
peptides generated after each tryptic digestion varies greatly. This could be 
circumvented by extensive fractionation and repeated analysis of the same 
sample.161 This increases the coverage and reproducibility but is not cost 
effective. Further, in most cases bottom-up proteomics results in limited 
protein coverage162 and could lead to the loss of labile post translational 
modifications. The bottom-up method is mostly used for qualitative anal-
ysis and is a method of choice for the discovery phase experimentation 
where no prior knowledge is required. However, of late it is also increas-
ingly being used for differential protein analysis163,164 (relative quantifica-
tion) using both labeled and label-free approaches, which are discussed in 
Section 4.8.
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4.7.3  �Directed Proteomics Approach
Directed proteomics, as the name suggests, fragments a defined set of pep-
tides obtained from a survey scan.165–167 This mass and time tagging concept 
for directed analysis was introduced in 2000.168In this two-step approach, a 
desired list of peptides, called the inclusion list of precursor molecules, is 
created from an LC-MS survey scan in the first step, containing information 
on their m/z value, retention time and charge state. In the second step, the 
same sample is infused for a repeat of the survey scan followed by a product 
ion scan in a data-dependent manner based on the inclusion list. To trig-
ger data-dependent CID of precursor ions, a peak intensity above a certain 
signal-to-noise threshold and its presence in the survey scan is mandatory. 
This method allows precise quantification as the accurate mass of the pre-
cursors is taken into account. The directed approach is used for discovery 
proteomics in a hypothesis driven manner of mostly low abundant protein 
species, which are missed as noise due to low signal intensities in conven-
tional LC-MS experiments.112

The full coverage of the proteome with a large number of peptide iden-
tifications can be achieved by repeated analysis of the sample with a new 
inclusion list every time to avoid repetition of the same peptide in the sub-
sequent LC-MS/MS runs until no new features are left.165 A reverse strat-
egy of the exclusion list is also employed in directed proteomics, which is 
also known as accurate mass-exclusion-based data-dependent acquisition 
(AMEx) or standard data-dependent acquisition.169 In AMEx the previously 
studied precursor ions are excluded in the subsequent survey and product 
ion scans which improves new protein identification.170 In directed proteom-
ics the sequence of the precursor ions may or may not be known. Directed 
MS with known sequence assignment is used for peptide screening (of the 
whole proteome, a subset of the protein or their modifications), single reac-
tion monitoring (SRM)167 assays and absolute quantification using SILAC.171 
This is mostly based on the determination of proteotypic peptides (PTPs) 
which have a unique amino acid sequence and are flyable172 in MS and deter-
mination of their LC elution time. Knowing the PTPs considerably reduces 
the repetition of data by reducing the number of scans required to cover the 
whole proteome set. PTP libraries can be created from previous extensively 
acquired LC-MS/MS experiments on platforms such as PeptideAtlas, PRIDE, 
PROWL173–176 or by computationally predicting PTPs.177,178 These PTPs are 
subjected to directed MS/MS analysis in subsequent runs for deep sequenc-
ing as well as for SRM assays where peptides for the biomarkers are defined. 
In absolute quantification the heavy labeled PTPs of the peptides179 or the 
labeled intact protein standards before digestion are spiked in the biological 
samples.180 This helps in the absolute quantification of endogenous peptides 
present in a sample based on the signal intensity and modifications can also 
be studied.181,182 This advanced form of data-dependent acquisition holds 
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true potential in terms of a proteome-wide study and reproducibility, but is 
also very expensive.

4.7.4  �Targeted Proteomics Approach
The targeted proteomics approach is similar to the directed approach. In 
this approach, pairs of precursor and product ions, along with their m/z 
values, retention time, charge state and collision energy is defined for each 
pair to be targeted. Unlike the directed approach, in the targeted approach 
the presence of precursor ions in the survey scan is not mandatory. Thus, 
this method is extensively used for SRM or multiple reaction monitoring 
(MRM). The SRM assays are more popular for small molecule studies and 
are well established.183 A triple quadrupole instrument is mostly suitable 
for targeted proteomics due to the very high sensitivity of these instru-
ments. This is absolutely a hypothesis-based approach as precursor target-
ing and method development needs prior information. High-throughput 
assays can be designed based on a set of synthetically synthesized peptide 
libraries for a large number of proteins. In targeted proteomics, the initial 
survey scan is not performed. Instead, scanning is directly done for a pair 
of precursor and product ions also known as transitions in the first quad-
rupole and third quadrupole of QqQ instruments. This method is highly 
selective for precursor molecules, independent of their presence in the 
sample and almost 1000 transitions per LC-MS/MS run can be processed 
without compromising sensitivity.113 With highly sensitive instruments 
even a minimal amount can be detected and quantified with high repro-
ducibility. Prior information for an experiment such as specific peptides, 
elution times and charge states are mostly obtained from well-established 
databases such as SRM/MRM-Atlas184–186 or PeptideAtlas,174 which can be 
directly fed for analysis to highly integrated software such as Skyline,187,188 
etc. Comparing the targeted fragment ion intensities with the isotopically 
labeled fragments for the same peptide provides quantification. Parallel 
reaction monitoring (PRM) is considered to be the most acceptable form 
of SRM as in the case of PRMs a higher number of transitions are consid-
ered per protein, leading to higher confidence in identification and quan-
tification.189 The performance of these approaches is entirely dependent 
on the dwell time, i.e. time per transition. The higher the dwell time the 
fewer transitions or peptides can be studied per cycle time, limiting the 
detection abilities.

4.8  �Quantitative Proteomics
MS is inherently not a quantitative technique. However, using various meth-
ods, researchers have been successful in obtaining relative or absolute quan-
tification of proteins using MS. The following section discusses various 
quantitative techniques used in proteomics.

. 
Pu

bl
is

he
d 

on
 0

9 
N

ov
em

be
r 

20
17

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

88
01

03
99

-0
00

82
View Online

http://dx.doi.org/10.1039/9781788010399-00082


101Proteomics

4.8.1  �2D Difference GE (2D-DIGE)
One of the first methods used for relative quantification of proteins was 
through 2-DGE. However, inter-gel variations and variable exposures to 
stains limited its use as a quantitative method. These limitations were to 
some extent circumvented by running multiple gels for each condition and 
comparing these gels. However, this was time consuming and hence did not 
gain popularity. One of the major improvements was the introduction of flu-
orescence dyes, which could be tagged to proteins.190,191 This has not only 
increased the sensitivity but also eliminated the need for running multiple 
gels to compare the spot intensities between two conditions. This technique, 
known as difference in GE (DIGE), utilizes fluorescence tagging of two pro-
tein samples with two different dyes. The tagged proteins are run on the 
same 2D gel and post-run fluorescence imaging of the gel is used to create 
two images, which are superimposed to identify spots with different intensi-
ties. The dyes used for the purpose are cyanine dyes (Cy), which are synthetic 
dyes belonging to the polymethine group.192 They are fluorescent dyes and 
depending on the structure they cover the spectrum from IR to UV, as shown 
in Table 4.1. The dyes are designed to ensure that proteins common to both 
samples have the same relative mobility (since the dyes are of similar charge 
and molecular weight) regardless of the dye used to tag them.193,194

These dyes are very sensitive (about 25 pg of a single protein can be 
detected) and most importantly have a linear response to protein concen-
trations up to five orders of magnitude. Two types of Cy dye are used for 
DIGE: minimal labeling dyes192–196 and saturation labeling dyes.197 In mini-
mal labeling dyes, the cyanine derivatives contain a N-hydroxysuccinimide 
group and bind to the ε-amino group of protein Lys residues. These are nor-
mally used in DIGE experiments and labeling of 50 µg protein is possible. 
To prevent precipitation the minimal labeling technique198 is chosen where 
only 1–2% of the proteins are labeled such that only a single Lys per protein 
is labeled. The saturation dyes contain a maleimide group, which binds to 
cysteine residues of the protein.194 These are used when samples are precious 
or available in small amounts and labeling of 5 µg protein is possible. These 
dyes are hydrophobic, which can result in precipitation.

For quantification purposes, two samples are tagged with two different 
dyes (usually Cy3 and Cy5) and equal mixtures of the two samples are tagged 
with a third dye (usually Cy2), which acts as an internal control (containing 
equal mixtures of the two samples).199 All these three tagged protein samples 
are then mixed together in equal proportions and subjected to 2-DGE.  

Table 4.1  ��Fluorophores used for 2D-DIGE.

Flurophore Excitation peak (nm) Emission peak (nm) Mol. wt.

Cyanine, Cy2 492 510 714
Indocarbocyanine, Cy3 550 570 766
Indodicarbocyanine, Cy5 650 670 792
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Post electrophoresis, three scans corresponding to Cy2, Cy3 and Cy5 are taken 
for each gel. The scanned images of each sample and the internal standard 
are then analyzed using software, which overlaps the spots present in each 
scan, identifying the position of each spot in the gel. Use of internal stan-
dards eliminates gel-to-gel variation thereby enabling comparisons between 
multiple gels.200,201 The internal standard image has the maximum number 
of spots and is assigned as the “master”. Once the protein spots have been 
matched, the ratio of protein abundance between samples is determined by 
comparing the ratio of their intensities. However, since the concentrations 
of proteins in the gel are very low, excising the spots with varying intensities 
for identification of the protein by MS is not possible. Thus, a "preparatory" 
gel is run using 500 µg to 1 mg of a 1 : 1 mixture of the initial protein sam-
ples. This gel is then stained with Coomassie or silver stain and the scanned 
image of the gel is overlaid with that of the fluorescent gel for matching of 
spots between the two gels. Once the spots are matched, those with signifi-
cantly different intensities observed in the analytical master gel are excised 
and subjected to MS for identification. One of the major advantages of this 
technique is its ability to identify protein isoforms and it is still a method of 
choice where the objective is to compare the intensities of various isoforms 
of a protein. Although this method eliminates the need for comparing mul-
tiple gels for relative quantification, it still is limited by the number and type 
of proteins that can be detected, especially when comparing complex pro-
teomes, and is also time consuming when compared with gel-free methods. 
A schematic diagram of DIGE is shown in Figure 4.4.

4.8.2  �Labeled Quantification or Stable Isotope Labeling
With the development of MSs with high accuracy capable of unit mass reso-
lution across the relevant mass range, various methods of relative quantifica-
tion where proteins or peptides tagged with isotopically labeled forms have 
emerged. Relative quantification of proteins using stable isotope labeling is 
done based on MS signal intensity and is either performed in vivo or in vitro 
depending upon the objective of the study.

4.8.2.1 � In vivo Methods of Metabolic Labeling
This method is used primarily to compare relative expressions of pro-
teins in cell cultures. Cells are grown either in media with heavy or light 
isotopes for the desired time period. The label becomes attached to the 
proteins during cell growth, division and metabolism. This method of met-
abolic labeling is precise and eliminates the chances of any human error. 
The technique was first used for studying differential phosphorylation.202 
The cells to be studied were grown separately in 14N (light) and 15N (heavy) 
labeled media incorporating the two isotopes in the proteins.203 The pro-
teins from two different conditions were pooled and subjected to mass 
spectrometric analysis. The light and heavy isotope labeled peptides show 
mass shift, which is clearly resolved in the MS at the MS level. The ratio of 
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the intensities of light and heavy labeled peptide pairs for a protein is an 
indicator of the relative expression of the protein under the two conditions. 
However, in this method, as all the nitrogen atoms in a peptide are labeled, 
quantification of an unknown protein is difficult since there is no a priori 
knowledge of the initial peptide mass or the mass shift expected due to the 
heavy label.

Using culture media containing a specific labeled amino acid circumvented 
this problem. This method is known as stable isotope labeling with amino 
acids in cell culture (SILAC). Since only a specific amino acid is labeled in this 
method, the intracellular proteins will contain either light or heavy isotopes 
of the specific amino acid. Labeled Lys and Arg are usually used for this pur-
pose. The heavy isotopes of Lys and Arg may contain heavy isotopes of 2H, 
13C, or 15N as compared to light isotopes of H, 12C, and 14N. A combination of 
these isotopes can thus be used for multiplexing: 12C6

14N4–Arg, 13C6
14N4–Arg 

and 13C6
15N4–Arg introducing 0 DA, 6 Da and 10 Da change in mass, respec-

tively.204 A combination of Lys and Arg labeling can also be used such as 
Lys0–Arg0, Lys4–Arg6, and Lys8–Arg10.205 The proteins are quantitated on  
the basis of the ratios of the intensities of heavy and light isotopes.206 A major dis
advantage of this technique is its limited utility for only cells that can be grown  
in labeled media and cannot be used for tissues and body fluids. Further, the 

Figure 4.4  ��A schematic diagram of 2D-DIGE. (A) An experimental flowchart for 
Cy dye labeling. (B) A flowchart for preparative gel for spot picking and 
identification of the relevant spots obtained from the 2D-DIGE label-
ing experiment. The inset consists of the saturated labeling reaction 
where the maleimide dye labels the cysteine residues. Unlike saturated 
labeling, in minimal labeling the NHS ester reactive dye binds with the 
amine group of Lys.
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conversion of Arg to proline can happen during cell division, which compli-
cates the analysis. A schematic diagram of SILAC is shown in Figure 4.5.

4.8.2.2 � In vitro Methods: Enzymatic and Chemical Labeling
4.8.2.2.1  Enzymatic Labeling.  In this method, the C-terminal carboxyl 
groups of peptides are labeled with 18O in the presence of trypsin or another 
protease such as Lys-C, Glu-C, etc. and 18O labeled water (H2

18O).207 Protein 
digestion occurs in the presence of 18O labeled water (H2

18O) introducing a 
mass shift of 2–4 Da depending on partial or complete labeling of the car-
boxyl group, which have two oxygen moieties.208 The heavy (18O) and the 
light (16O) isotopic forms of the peptide help in comparison- and ratio-based 
quantification at the MS1 level.209–211 This is a very simple and cost effective 
method of labeling and quantification but is not preferred widely because 
of certain disadvantages. The data analysis is challenging due to incom-
plete labeling and back exchange of oxygen,212,213 which depend on the pH, 
enzyme amount and activity, digestion time, purity of the 18O labeled water 
and dilution of the 18O label after sample pooling. However, these effects can 
be minimized by processing the samples separately, the use of immobilized 
trypsin, or pre-trypsinization followed by incubation in 18O labeled water at 
low pH in the presence of immobilized trypsin210,214,215 and the use of compu-
tational algorithms that can apply correction factors.216

4.8.2.2.2  Chemical Labeling.  Chemical labeling is the most widely used 
method for relative quantification. In this peptides are tagged with reagents 
that bind to specific functional groups (like –SH or –NH2) of amino acid 

Figure 4.5  ��(A) An experimental flowchart for SILAC. (B) An experimental flowchart 
for ICAT.
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residues of a peptide. The relative quantification is achieved either at the MS1 
or at MS2 levels depending on the methodology used. In isotope-coded affin-
ity tagging (ICAT), mass-coded abundance tagging (MCAT), isotope-coded 
protein labeling (ICPL), isotope-differentiated binding energy shift tagging 
(IDBEST), and dimethyl labeling the ratio of the peak intensities at the MS1 
level is used for relative quantification while identification of the protein is 
achieved at the MS2 level. In contrast, in isobaric labeling, which includes 
isobaric tags for relative and absolute quantitation (iTRAQ), tandem mass 
tagging (TMT) and isobaric peptide termini labeling (IPTL), both relative 
quantification and identification is done at the MS2 level.

In ICAT labeling, the sulfhydryl group of cysteine residues of the peptides 
are labeled with a reagent containing a chain of eight hydrogen molecules 
in non-deuterated (1H) or deuterated (2H) form.163 This linker of hydrogen 
molecules also has a biotin tag for affinity purification of labeled peptides. 
The samples are digested, labeled, affinity purified and subjected to MS. The 
heavy and light peptide from two different samples shows a mass difference 
of 8 Da at the MS1 level. The cysteine-rich peptides are specifically enriched 
using this technique, which significantly reduces the complexity of the pep-
tide mixture, but the proteome level coverage for relative quantification is 
poor since only peptides containing cysteine residues will bind to the reagent. 
Further, the biotin tags used as a linker complicates the mass spectra analy-
sis as it provide hydrophobicity to peptides, hindering elution and creating a 
difference in retention of light and deuterated peptides due to early elution 
of heavy isotopes during RPLC.217 This drawback of retention time has been 
taken care of by the introduction of an advanced cICAT method where a 13C 
labeled version of ICAT reagents that generates a mass shift of 9 Da218 is used. 
ICAT has been used widely for biomarker discovery.219,220 Another modifica-
tion of the ICAT method is the OxICAT (oxidation state determination using 
ICAT), which helps in the determination of the oxidized form of the cysteine 
residues such as disulfide and post translational modifications such as cyste-
ine sulfenic acid or S-nitrosocysteine.221 This is known as redox proteomics 
analysis.222,223 In OxICAT, all the free cysteine residues in a peptide are first 
irreversibly labeled with a light isotope. It is then reduced in the presence of 
a strong thiol reductant such as tris(2-carboxyethyl)phosphine, glutaredoxin 
and ascorbate, and labeled with a heavy isotope (13C). This enables identifi-
cation of disulfide bonded cysteines.224

In ICPL, MCAT and dimethyl labeling techniques, the free amino groups 
are labeled. In ICPL, free amino groups of intact proteins are labeled and 
can be used for all different types of biological samples.225,226 The labeling 
is done by the derivatization of the amino group with N-hydroxysuccinimide- 
nicotinic acid ester (Nic-NHS). Using this technique up to four different sam-
ples can be analyzed by derivatization with Nic-NHS containing deuterated 
hydrogen 2H and 13C such as ICPL_0, ICPL_4 (four 2H), ICPL_6 (six 13C) and 
ICPL_10 (four 2H + six 13C) reagents, which will have a mass shift of 4 Da, 
6 Da and 10 Da, respectively.227 Since the protein labeling is done prior to 
digestion, proteins retain their physical and chemical properties, which can 
be utilized for separation technologies. The labeled samples are combined, 
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separated, digested enzymatically and subjected to MS. The ratio of the iso-
tope peaks at the MS level is an indicator of the relative peptide and hence 
protein abundance in a sample. A variant of this technique uses N-acetoxy
succinimide and 1-nicotinoyloxysuccinimide for labeling to expose free 
N-termini only. However, nicotine derivatives enhance the fragmentation in 
MS but the labeling of Lys residues reduces the efficiency of trypsin digestion 
resulting in longer and bigger peptides hindering fragmentation. A combi-
natorial digestion strategy such as trypsin/Glu-C helps in better digestion of 
the proteins.228

The MCAT technology involves the modification of the ε-amino group at 
the C-terminal Lys residues of digested proteins using O-methylisourea. The 
control sample is not usually labeled while the test sample is labeled. The 
two peptide samples are pooled, fractionated and analyzed using an LC/MS 
system. The y-ions of a labeled peptide are generated with a mass shift of  
42 Da (for singly charged). Unlike the methods described above, quantification 
is done by comparing the intensities of mass shifted y-ions of a peptide at 
the MS/MS level.229 Another labeling method is dimethyl labeling,230 which 
labels all primary amines (N-terminal amino group and ε-amino groups of 
Lys) of proteolytically digested peptides by formaldehyde, which results in 
a Schiff base intermediate reduced by cyanoborohydride. Three proteolytic 
peptide samples can be analyzed in parallel231 in a single MS run by using 
combinations of formaldehyde and cyanoborohydride (C1H2O + NaB1H3CN) 
resulting in a mass shift of 28 Da per amino group of a peptide, two deuter-
ated 2H formaldehyde + cyanoborohydride (C2H2O + NaB1H3CN) resulting in 
mass shift of 32 Da per amino group of a peptide and two deuterated 2H, one 
13C formaldehyde + 2H cyanoborohydride (13C2H2O + NaB2H3CN) resulting in 
mass shift of 36 Da per amino group of a peptide.231 However, similar to ICAT 
it results in a shift of retention time due to the deuterated label.217 This is a 
cost effective, fast method and can be used for biological samples.

The IDBEST method is capable of relative as well as absolute quantification. 
This method is based on the introduction of a mass defect. A mass defect can 
be defined as the energy equivalent liberated after the packing of nucleons 
(protons and neutrons) in a nucleus of an atom. The energy released on pack-
ing is known as the nuclear binding energy and according to the theory of 
relativity this energy is equivalent to mass error. Therefore, by convention, 
all the elements differ from their theoretical masses with some mass defect. 
12C is considered to have a zero mass defect. The commonly occurring atoms 
such as C, H, N, and O have a negligible mass defect based on the number of 
nucleons. However, atoms of 35Br (Bromine) and 63Eu (Europium) result in a 
mass defect of −0.1 amu as compared to 12C, which can be easily captured by 
high-end MSs. The IDBEST labeling uses the well-established top-down pro-
teomics approach of inverted mass ladder sequencing patented by Hall and 
Schneider.232 In this technique Cys-reactive IDBEST™ tags (IGBP) or the amino- 
reactive group of N-hydroxysuccinimidyl ester with 12C or 13C is used 
for light and heavy isotope labeling. For relative quantification the ratio 
of intensities of isotopic peaks obtained at the MS1 level are considered. 
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Absolute quantification is carried out by determining the number or concen-
tration of bromine coming from each tagged peptide captured. In addition, 
the introduction of mass tags results in the separation of signal from chem-
ical noise. One of the advantages of this method is its ability to identify low 
abundant proteins and thus has utility in biomarker identifications.233

4.8.2.2.3  Chemical Labeling by Isobaric Tagging.  This is the most widely 
used method of quantification as it enables efficient multiplexing based iso-
baric labeling. There are two isobaric labeling techniques: iTRAQ developed 
by Ross et al., in 2004 234 and TMT developed by Thompson et al., in 2003.235 
Both the techniques involve derivatization of the peptides at the ε-amino Lys 
and N-terminal amine with reagents such that the mass of a modified peptide 
from different samples remains the same. Isobaric labeling leads to elution of 
all isobaric peptides from different samples at the same time and is recorded 
as a single m/z peak in the MS1 scan. The MS/MS fragmentation of the peptides 
result in the release of the reporter ions from the peptides and the relative pep-
tide abundance in different samples is obtained from the relative intensities 
of these reporter ions. In iTRAQ labeling either four or eight samples can be 
multiplexed with the reporter ions having a mass of 114–117 Da, for 4-plex and 
113–121 Da (except 120), for 8-plex experiments. The iTRAQ reagent consists 
of three parts: reporter, balancer and an amine reactive group (NHS ester). 
The combined mass of the reporter and balancer is 145 Da (for 4-plex) and 305 
Da (for 8-plex). If a reporter ion has a mass of 114 Da, the balancer will have a 
mass of 31 Da. Thus, the mass of the reporter varies from 114–117 (4-plex) and 
113–121 Da except 120 (8-plex), while that of the balancer varies from 31 Da to 
28 Da (4-plex) and 184 Da to 192 Da (8-plex). Proteolytically digested peptides 
from different samples are tagged with the isobaric reagents. The samples 
are then pooled, fractionated using cation exchange and RPLC, followed by 
mass spectrometric analysis. The peptide masses obtained in the MS1 scan 
are further fragmented (MS/MS) to release the reporter ions for quantification. 
Thus, both quantification and identification of a peptide takes place at the 
MS/MS level. TMT is another method of isobaric labeling, which is capable of 
multiplexing two, six or ten samples based on the isobaric tags used. In prin-
ciple, the reagent is similar to iTRAQ, and also consists of three parts: TMT 
tags, a normalization group and a reactive group. The TMT tag has masses 
of 126–127 (for 2-plex) and 126–131 (for 6-plex and 10-plex) involving a rear-
rangement of 13C and 15N atoms. The most commonly used MSs for perform-
ing chemical labeling are Q-TOF, TOF/TOF, Orbitrap, ion trap and QQQ. For 
TMT experiments, a high-energy collision dissociation (HCD)236 or electron 
transfer dissociation (ETD)237 are generally used for fragmentation. However, 
CID can also be used.238 A disadvantage of this technique is the mass range 
of the reporter ion, which overlaps with other compounds. However, the use 
of HCD where MS2 helps in identification and MS3 helps in quantification of 
reporter ions239 circumvents this problem to a great extent.

Another form of chemical isobaric labeling is IPTL, which is less com-
monly used. The principle of IPTL is similar to iTRAQ and TMT. However, 
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it is different from the other two in the mode of digestion, which is usually 
performed by endopeptidase Lys-C instead of trypsin. The labeling is done 
at the C-terminal Lys by 2-methoxy-4, 5-dihydro-1H-imidazole (MDHI) or 
with deuterated form MDHI-d4 followed by tagging the N-termini of the 
peptide with deuterated succinic anhydride (SA-d4) or normal SA, respec-
tively. Thus, balancing of the deuterated form at the N- and C-termini can 
create isobaric tags. The quantification is done at the MS2 level but in this 
case all the b and y ions generated contain the signature tag, which helps 
in robust quantification of the peptides. There are also some modifications 
of this method (Figure 4.6).240–243

4.8.3  �Label-free Quantification
In contrast to quantification using various labeled techniques, label-free 
quantification is simple, cost effective, and does not involve complex labeling 
procedures. This has led to increased use of label-free techniques for relative 
or absolute quantification. There are various types of label-free approaches 
such as the protein-based spectral count method, extracted ion chromato-
gram (XIC), and a peptide-based method measuring ion intensity data inde-
pendent acquisition (DIA).

4.8.3.1 � Spectral Counting
The simplest form of label-free quantification method is peptide counting, 
which is based on the count of unique peptides obtained for a protein and 
is used as a measure of protein abundance.86 Spectrum counting,244 which is 

Figure 4.6  ��A schematic diagram of iTRAQ experimentation. The inset consists of 
the iTRAQ reagent.
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based on the sum of intensities of all peptide spectra obtained for a protein, is 
a better method than peptide counting in terms of reproducibility. This is also 
known as peptide spectral matching (PSM).245 PSM counting is based on MS/
MS intensity where the average intensities of all the MS/MS ions generated 
are taken into account for the comparison of protein abundance between two 
samples.246 Thus, spectral counting is a simple tool for quantification. Dif-
ferent normalization and statistical methods have been used for quantifica-
tion,247 which include the protein abundance index (PAI) and the exponentially 
modified PAI (emPAI), absolute protein expression (APEX), spectral counting 
(SpC), spectral abundance factor (SAF), normalized SAF (NSAF), spectral index 
(SI) or normalized SI (SIN). PAI gives the abundance of protein and is calcu-
lated on the basis of the number of observed peptides divided by the number 
of theoretically possible tryptic peptides.248 The exponentially modified form 
of PAI (emPAI)249 is calculated as 10PAI–1, which directly indicates protein con-
centration in terms of molar percentage but the disadvantage is saturation 
of emPAI calculations for high abundant proteins. A major disadvantage of 
SpC is its dependence on the physico-chemical properties of protein. This 
was taken care of in the APEX method, which takes into account the number 
of observed tryptic peptides and the probability of a peptide being detected, 
and is corrected computationally by using a machine learning algorithm. It 
introduces a correction factor (Oi) for the probability of obtaining a tryptic 
peptide.177,250 This method provides good accuracy in the measurement of 
protein abundance and is an openly available tool for analysis.250,251 Similar 
to this is the method of modified spectral count index, which is obtained by 
dividing the observed peptides by the probability of relative identification of 
protein.252 Spectral counting is considered to be influenced by the length of 
the protein. The longer the protein, the higher the number of peptides, and 
the higher their chance of becoming fragmented and detected. Thus, in SpC, 
the number of spectral counts for a protein (all MS/MS spectra per peptide) 
is normalized with the length of the protein to calculate the SAF (SpC/L).253 
Whereas in the NSAF, the SAF of a protein is divided by the sum of the SAFs 
of all the proteins. Later, it is observed that the length of the protein does not 
influence spectral counting to a great extent.247 Thus, another index was intro-
duced, which comprises all the unique peptides identified, MS/MS spectra per 
peptide, i.e. SpC, and the fragment ion intensity from MS/MS spectra taken to 
calculate the SI called SIN (N stands for normalized).254 The SI for a protein is 
divided by the SIs of all the protein for normalization. The SIN method is very 
promising. Another method of absolute and relative quantification is robust 
intensity-based averaged ratio (RIBAR). In the RIBAR method, calculation is 
done by taking the average of the log2 of peptide ratios for a protein. The pep-
tide ratio is calculated using the sum of all the MS/MS intensities obtained 
from the fragment ions of all the unique peptides, i.e. the PSMs for a pro-
tein.255 These methods are based on data-dependent shotgun proteomics and 
hence are heavily dependent on protein abundance, chromatographic sepa-
ration and peak width, ion inclusion criteria, instrument type and its speed, 
reproducibility, and false discovery rate analysis for PSMs. These parameters 
should be kept in mind when considering the method of analysis.256
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4.8.3.2 � Extracted Ion Current (XIC)
This system of quantification is based on the calculation of the peak area. 
For the purpose of comparing two samples, the area under curve (AUC) 
of all the peptides of a protein are integrated and compared. The AUC 
for a peptide correlates linearly with the concentration of peptide or pro-
tein.257,258 XIC usually measures the ion abundance or ion counts for a pep-
tide at a particular retention time (RT). The major drawback of this method 
is its dependence on sample preparation, ionization and reproducibil-
ity. Further, peak widening, which results in peptide peak overlap, or the 
occurrence of multiple peaks for the same peptide are the other drawbacks 
with this method. Other technical variations like a shift in RT, ion sup-
pression, high background noise and chemical interference also need to 
be accounted for. Currently, advanced software takes care of some of these 
issues, such as RT correction within samples, “ideal” peak picking, noise 
correction, peak normalization and alignment of RT from different sam-
ples for intensity comparison.259 Statistical analysis after proper normal-
ization, peak alignment and multiple runs from the same sample ensure 
the robustness of this technique.260 Quantification though XIC requires a 
defined cycle time for the acquisition of MS and MS/MS spectra, and hence 
the acquisition of MS/MS spectra should be commensurate with cycle time. 
The simultaneous MS and MS/MS acquisition makes it difficult to find the 
right balance, as one may interfere with the other. For instance, increasing 
the fragmentation using CID may result in a higher number of co-eluting 
peptides at the MS scan but it may not change the identification through 
MS/MS events and vice versa. To tackle this problem, accurate mass–reten-
tion time pair (AMRT) analysis is performed, where the sample is analyzed 
multiple times separately for MS and MS/MS. MS cycle acquisition in low 
collision energy helps to generate a precursor ion scan with accurate mass 
and RT. This can be used to generate a targeted list for the MS/MS cycle 
obtained in high collision energy mode for identification.261 The AMRT was 
the first data independent acquisition technique. This strategy was addi-
tionally developed for parallel MS and MS/MS acquisition using low and 
high collision energy settings alternatively, thereby fragmenting all the 
peptides (including isotopes and different charge states). This is known as 
LCMSE or the data independent acquisition mode.262,263 The cycle time is 
decided based on the chromatographic elution time such that the MS scan 
has sufficient data points for peak integration at a specific RT with accurate 
m/z and AUC. LC-MSE utilizes the full cycle time of 4 s for extensive qual-
itative and quantitative analysis. Intensity-based absolute quantitation is 
another technique that takes into account the ratio of the sum of all the 
intensities from the peptides of a protein to the theoretical number of pep-
tides for a protein.264 This method was developed in 2011,265 and was found 
to be more robust and provided better coverage of the proteome than other 
spectral counting methods.266

. 
Pu

bl
is

he
d 

on
 0

9 
N

ov
em

be
r 

20
17

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

88
01

03
99

-0
00

82
View Online

http://dx.doi.org/10.1039/9781788010399-00082


111Proteomics

4.8.3.3 � Data-independent Acquisition (DIA)
The most widely used proteomics approaches are shotgun proteomics and 
targeted proteomics. Though shotgun proteomics is well suited for identi-
fication of large number of proteins it has poor reproducibility and requires 
extensive fractionation. On the other hand, targeted proteomics approaches 
can provide quantification along with reproducibility but a large number of 
proteins cannot be quantified as only few transitions can be targeted per run. 
To tackle this situation a new method known as DIA was introduced.262,263 
DIA utilizes the advantages of DDA and SRM. This method helps in absolute 
quantification without limitations to a set of targeted transitions.267–274 In 
DIA, analysis is performed in small windows of 10–20 Da and all the MS peaks 
are allowed to fragment. This continues until the entire mass range is covered 
for a given proteome. Data analysis is usually done by searching for standard 
MS/MS spectra in databases using the average m/z value from the given range 
of the m/z window as the parent ion268,270 or by searching the pseudo recon-
structed precursor and product ion lineage from the co-eluting precursor 
ions and their potential fragment ions.263,272,275–277 As large amount of data is 
generated due to multiple windows, each fragment ion generated should be 
linked to its corresponding precursor ion for absolute quantification. Further, 
larger m/z isolation windows result in frequent acquisition but also lead to 
the co-fragmentation of many precursors making it impossible to trace the 
lineage of the fragment ion. The use of CID with a narrow isolation window 
pre-defines the precursor mass, thus eliminating the need for finding the lin-
eage of the fragment molecules.268,270 Thus the use of narrow windows can 
improve the data analysis. A modified method of DIA known as sequential 
window acquisition of all theoretical mass spectra278,279 has been developed, 
which generates a fragment ion spectra map resolved in time with 25 Da win-
dows within a mass range of 400–1200 m/z. The data analysis couples the DIA 
with the spectral library matching approach.280 This is a targeted data analy-
sis approach where the peptides are identified and quantified on the basis of 
the information present in spectral libraries generated by DDA. The spectral 
libraries contain information on the fragment ions, their comparative inten-
sities, and chromatographic correspondence, and are used to mine deeper 
into the fragment ion spectra map obtained from DIA for collecting the infor-
mation about the targeted peptide intensity and hence quantification.

4.8.4  �Absolute Quantification

4.8.4.1 � Absolute Quantification Using the Targeted Proteomics 
Method (MRM, SRM, PRM)

Absolute quantification using MRM/SRM is achieved by the use of syn-
thetic internal standards. These internal standards are isotopically labeled 
peptides, which help in the quantification of the corresponding unlabeled 
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peptide in the sample. A standard curve is plotted with the MRM response 
of known concentrations of the isotopically labeled internal standards.182,281 
The concentration of the desired peptide in the sample is then calculated 
from the MRM response of the peptide using the standard curve. MRM quan-
tification is mostly done using a triple quadrupole MS or hybrid ion trap MS 
with pre-defined precursor and product ions. Since these MSs have very high 
sensitivity, even low abundant peptides (attomoles) can be quantified using 
MRM282 with a dynamic range up to 5.283,284 To calculate the concentration 
of a protein it is important to quantify at least three or four peptides of the 
protein for better accuracy.285 MRM holds great potential in biomarker dis-
covery and validation, and has been used to quantify differentially expressed 
proteins in various diseases (Figure 4.7).284,286,287

4.8.4.2 � AQUA Signal Based Quantification
AQUA is a labeled method for absolute quantification and was introduced in 
2003 by Gerber et al.182,288 It involves the spiking of a heavy labeled internal 
standard peptide. The spiked internal standard (of known concentration) 
and the native peptide ionize with the same efficiency and elute chromato-
graphically at the same time. The standards are spiked before the digestion 
of the sample and hence are not affected by the loss during the preparation 
protocol. Quantification is then performed either by XIC or SRM to generate 
the peak ratios, which aid in getting the absolute quantity of the desired pep-
tide since the concentration of the labeled peptide is known. This technique 

Figure 4.7  ��A schematic diagram highlighting the differences between MRM and 
PRM.
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is also known as stable isotope dilution-multiple reaction monitoring-mass 
spectrometry (SID-MRM-MS)289 and has been used extensively for quantifi-
cation of post-translationally modified peptides. The synthetic peptides are 
prepared using covalent modifications such as phosphorylation, methyla-
tion, acetylation, etc. for PTM studies or by using heavy amino acids such 
as l-alanine (3 13C,15N), l-proline (5 13C,15N), l-valine (5 13C,15N), l-isoleucine  
(6 13C,15N), l-leucine (6 13C, 15N), l-lysine (6 13C, 2 15N), l-arginine (613C, 4 15N), 
and l-phenylanaline (9 13C,15N). Since, the synthesis of the labeled standards 
is very costly the method can only be used for the study of a limited number 
of proteins.

4.9  �Computational Methods of Proteomics Data 
Analysis

One of the critical steps in proteomics is the identification of the protein 
using various databases and search algorithms. The peaks obtained either in 
MS1 or MS2 are subjected to a database search for identification of peptides 
and then proteins. Initially there was no dedicated protein database and the 
information was stored as nucleic acid translated form in databases such as 
GenBank, the EMBL and the DNA Database of Japan. In 1986 SWISS-PROT 
was developed as a dedicated database for proteins, and currently contains 
over 50 000 manually curated proteins. Another database, TrEMBL, contains 
automated translations of nucleic acid sequence from the EMBL database. 
The most widely used databases are the Entrez Protein database and the Ref-
erence Sequence (RefSeq) database from the US National Center for Biotech-
nology Information (NCBI), the UniProt–Swiss-Prot database and its extended 
version TrEMBL, and the International Protein Index (IPI) database from the 
European Bioinformatics Institute (EBI). Depending on the type of MS used, 
the raw data is commonly acquired in formats such as Xcalibur/RAW, Analyst/
WIFF, MassLynx/RAW or BAF. For analysis of the raw data the spectra is con-
verted to plain formats such as mgf, dta and pkl files and the output files are 
in the formats of XML-files, mzXML, mzDATA, pepXML and protXML. The 
most important part of data analysis is the database search tool. These tools 
can be divided into categories such as database search tools, de novo sequenc-
ing tools, statistical tools for validation of peptide and proteins, protein 
quantification tools, and storage and mining tools. Some of the databases, 
which are available freely or in licensed form, have been listed in Tables 4.2 
and 4.3. The database searching tools provides the best match scores with 
some statistically significant values (E-values) to peptides/proteins by match-
ing experimental spectra with the theoretical spectra in the database. These 
scores are highly variable depending on the type of instrument and algorithm 
used. Similarly, the spectral matching method of identification is based on 
the matching of the observed spectra with the spectral libraries generated 
experimentally. Identification of the protein by de novo sequencing requires 
high quality spectra and allows the identification of peptides that are not 
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Table 4.2  ��Types of tools for proteomics data analysis.

Database search tools HTML link

SEQUEST158 http://www.thermo.com
MASCOT159 http://matrixscience.coma
OMSSA292 http://pubchem.ncbi.nlm.nih.gov/omssaa,b
MassMatrix http://www.massmatrix.net/
TANDEM293 http://www.thegpm.orga,b
SpectrumMill http://www.chem.agilent.com
Phenyx294 http://www.phenyx-ms.com
VEMS295 http://personal.cicbiogune.es/rmatthiesenb
MyriMatch296 https://svn.code.sf.net/p/proteowizard/code/trunk/

pwiz/pwiz_tools/Bumbershoot/myrimatch/doc/
index.html

MassWiz297 https://sourceforge.net/projects/masswiz/
PEAKS DB298 http://www1.bioinfor.com/peaks/features/peaksdb.

html
ProbID299 http://tools.proteomecenter.org/wiki/

index.,php?title=Software:ProbIDb
ProteinProspector300 http://prospector.ucsf.edua

De novo sequencing tools HTML link
PepNovo301 http://peptide.ucsd.edu/pepnovo.pya,b
PEAKS De Novo302 http://www1.bioinfor.com/peaks/features/denovo.html
Sequit http://www.proteomefactory.com
InSpecT303 http://proteomics.ucsd.edu/ProteoSAFe/
lutefisk304 http://www.hairyfatguy.com/lutefisk/
MSNovo305 http://msms.usc.edu/supplementary/msnovo

Statistical validation of 
peptide and proteins

HTML link

PeptideProphet306 http://www.proteomecenter.org/software.phpb
ProteinProphet307 http://www.proteomecenter.org/software.phpb
Scaffold308 http://www.proteomesoftware.com
XTandem Parser309 http://compomics.github.io/projects/xtandem-parser.

html
X!TandemPipeline X!TandemPipeline

Databases for storage and 
mining

HTML link

PeptideAtlas310 http://www.peptideatlas.org
Proteios http://www.proteios.org
ProteoWizard311 http://proteowizard.sourceforge.net/
PRIDE312 http://www.ebi.ac.uk/pride
XCMS https://metlin.scripps.edu/xcms/
TPP http://tools.proteomecenter.org/software.php
SBEAMS http://sbeams.org
Proteios http://www.proteios.org/
OpenMS http://www.openms.de/about/
CPFP313 http://cpfp.sourceforge.net/
CPAS314 https://www.labkey.org
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Table 4.3  ��Types of quantification tools for proteomics.

Approaches Method Tools HTML link

2D-DIGE MSQuant315 http://msquant.sourceforge.net
PDQuest http://www.bio-rad.com/
Progenesis http://www.nonlinear.com/
SameSpots Melanie316 http://www.genebio.com/
Progenesis LCMS msInspect317 http://www.nonlinear.com/
DeCyder MS318 http://www.gelifesciences.com

Labeled relative 
quantification

Methods Tools HTML link

Metabolic labeling 15 N MSQuant315 http://msquant.sourceforge.net
XPRESS219 http://tools.proteomecenter.org/wiki/index.

php?title=Software:XPRESS
Scaffold308 http://www.proteomesoftware.com/
MSQuant319 http://msquant.sourceforge.net/

SILAC AYUMS320 www.csml.org/ayums/
MaxQUANT321,322 www.maxquant.org
ASAP Ratio323 http://tools.proteomecenter.org/wiki/index.

php?title=Software:ASAPRatio
XPRESS219 http://tools.proteomecenter.org/wiki/index.

php?title=Software:XPRESS
Enzymatic and  
chemical labeling

ICAT,18O labeling ASAP Ratio323 http://tools.proteomecenter.org/wiki/index.
php?title=Software:ASAPRatio

Census324 http://fields.scripps.edu/census/index.php
MSQuant315 http://msquant.sourceforge.net
XPRESS219 http://tools.proteomecenter.org/wiki/index.

php?title=Software:XPRESS
ZoomQuant325 http://proteomics.mcw.edu/zoomquant.html
RAAMS http://informatics.mayo.edu/svn/trunk/mprc/raams/index.

html
QUIL326

(continued)
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Chemical labeling by 
isobaric tagging

iTRAQ i-Tracker www.cranfield.ac.uk/health/researchareas/bioinformatics/
page6801.jsp

jTraqX http://sourceforge.net/projects/protms/
QUANT https://sourceforge.net/projects/protms/
ProteinPilot327 http://www.absciex.com/
IsobariQ http://norwegian-proteomics-society.uio.no/isobariq/

TMT Multi-Q328 http://ms.iis.sinica.edu.tw/Multi-Q-Web/
IsobariQ329 http://norwegian-proteomics-society.uio.no/isobariq/

IPTL IsobariQ329 http://norwegian-proteomics-society.uio.no/isobariq/
ICPL ASAP Ratio323 http://tools.proteomecenter.org/wiki/index.

php?title=Software:ASAPRatio
Census324 http://fields.scripps.edu/census/index.php
MSQuant315 http://msquant.sourceforge.net
XPRESS219 http://tools.proteomecenter.org/wiki/index.

php?title=Software:XPRESS
ZoomQuant325 http://proteomics.mcw.edu/zoomquant.html
PepC330 http://sashimi.svn.sourceforge.net/viewvc/sashimi/trunk/

trans_proteomic_pipeline/src/Quantitation/Pepc/

Label free relative 
quantification

Methods Tools HTML link

Spectrum counting ProteoIQ http://www.bioinquire.com
Scaffold308 http://www.proteomesoftware.com/
Census324 http://fields.scripps.edu

PAI and exponen-
tially modified 
PAI

APEX251 http://pfgrc.jcvi.org/index.php/bioinformatics/apex.html

Mascot http://www.matrixscience.com/
emPAI Calc http://empai.iab.keio.ac.jp

APEX APEX251 http://pfgrc.jcvi.org/index.php/bioinformatics/apex.html
Mascot159 http://www.matrixscience.com/

Approaches Method Tools HTML link

Table 4.3  ��(continued)

. 
Pu

bl
is

he
d 

on
 0

9 
N

ov
em

be
r 

20
17

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

88
01

03
99

-0
00

82

View Online

http://dx.doi.org/10.1039/9781788010399-00082


117
Proteom

ics
Extracted ion  

chromatogram  
(XIC)

MSight331 http://www.expasy.org/Msight
TOPP
PEPPeR332 http://www.broadinstitute.org
SuperHirn333 http://prottools.ethz.ch/muellelu/web/SuperHirn.php
DeCyder MS318 http://www.gelifesciences.com
SIEVE http://www.thermo.com
ProteinLynx262 http://www.waters.com
Elucidator http://www.rosettabio.com
Expressionist http://www.genedata.com
Progenesis-LC http://www.nonlinear.com
Census324 http://fields.scripps.edu
Corra334 http://corra.sourceforge.net
MSInspect317 http://proteomics.fhcrc.org
MSQuant319,335 http://msquant.sourceforge.net
Serac317,334

SpecArray336 http://sourceforge.net/projects/sashimi/files/SpecArray
Data independent 

acquisition (DIA)
SWATH Skyline187 https://brendanx-uw1.gs.washington.edu

Absolute 
quantification

MRM,SRM, PRM MRMer337 http://proteomics.fhcrc.org/CPL/MRMer.html
Skyline187 https://brendanx-uw1.gs.washington.edu
MaxQuant321 http://maxquant.org/
ATAQS338 http://tools.proteomecenter.org/ATAQS/ATAQS.html
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available in the database, leading to the discovery of new proteins. The new 
algorithms for statistical validation of proteins and peptides uses the false 
discovery rate (FDR) where experimental peptides are matched and scored 
with a cut-off value to a targeted database and a decoy database (randomly 
shuffled and reverse sequenced for the same target database) separately. The 
FDR is then calculated as the ratio of peptides matched in the decoy database 
divided by the number of peptides matched in the target database above the 
cut-off score. The FDR helps in reducing the number of false positives in the 
data. Now, freely available data storage and mining tools are also available, 
which has improved the quality of data interpretation and analysis.

4.10  �Applications of Proteomics
Proteomics have emerged as a fascinating tool for addressing biological phe-
nomena in a more comprehensive and robust manner. It holds immense 
potential for discovering newer biomarkers for disease biology to understand 
the pathophysiology of a particular biological state at a given time-scale. The 
evolution of the next-generation MS-based approaches has enabled much 
higher resolution for investigating the proteome more comprehensively. It is 
evident that analyzing proteins in general is fraught with several challenges. 
The field of biochemistry has provided a fundamental scaffold for research-
ers to study the structure–functional aspect of several proteins with respect 
to specific biological interest. However, the application of proteomics holds 
enormous importance as it enables the study of the entire complement of 
proteins present within a specific cell, tissue or organ. Furthermore, the state 
of proteins is highly dynamic in terms of different translational modifications 
which include another layer of complexity. To dissect the complex network 
of proteome, the MS-based approaches discussed above, mainly developed  
in the last decade, have opened up a new avenue of scientific advancement 
in biological research. The power of unbiased screening across proteomes 
in several biological states through proteomics provides the handle to such 
discoveries. However, the scope of proteomics has been extended to various 
other dimensions. One of the important aspects is detection and quantifi-
cation of different PTMs in a given time and space. The combination of a 
biochemical method to enrich specific PTMs, such as phosphorylation, with 
high resolution mass spectrometric analysis for the detection and quantifi-
cation of these modified peptides actually integrates the study of compre-
hensive cellular signaling pathways and cross-talk, which are really difficult 
and challenging to probe. Quantitative phosphoproteomics-based proteom-
ics have revealed newer cellular signaling cross-talk in many diseases such 
as cancer, cardiovascular diseases, diabetes, etc.290,291 In hyperglycemic con-
ditions, the advanced glycation end products and several other site-specific 
N-linked and O-linked glycosylations have been identified, which play critical 
roles in development and disease pathogenesis. In this context, the parallel 
development of newer bioinformatics approaches to analyze MS-based data 
is the key to success. Many researchers have made significant progress in 
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analyzing this complex set of mass spectrometric data acquired with newer 
fragmentation methods such as ETD and HCD, as mentioned earlier. The 
dramatically rapid progress in resolution, accuracy, sensitivity and speed of 
high-end MSs coupled with the development of newer and better bioinfor-
matics tools have been a major breakthrough in the proteomics arena. How-
ever, even in the current scenario we believe that proteomics is still in its 
infancy, with huge potential as a more accurate, sensitive and specific analyt-
ical platform. The development of single-cell-based proteomics approaches 
exploring quantification, delineating several PTMs, and identifying signaling 
cross-talk is also on the horizon.
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5.1  �Introduction
Due to the wide range of applications in several fields, natural products 
continue to attract scientists’ efforts, mainly in medicinal chemistry for the 
discovery of new therapeutic agents. Plants, microorganisms and small ani-
mals are being used as principal sources in the discovery of novel drug can-
didates1–5 and mass spectrometry (MS) has played a central role in making 
the identification and discovery easier and faster since the 1960s.6 Initially, 
under high-voltage and high-vacuum conditions, Djerassi, Biemann, Wil-
liams and Budzikiewicz performed fragmentation studies of several natural 
products classes enabling the rapid identification of natural products from 
complex mixtures through gas chromatography (GC) MS (GC-MS) analysis.6,7 
For example, in 1967 Agurell and coworkers8 performed analysis of extracts 
from Banisteriopsis rusbyana leaves, used in the preparation of the halluci-
natory drink ayahusca from Amazonia, aiming to characterize its alkaloid 
content. The analysis revealed N,N-dimethyltryptamine as the major sub-
stance and N-methyl-tryptamine, 5-methoxy-N-N-dimethyltryptamine and 

Chapter 5

Mass Spectrometry for 
Discovering Natural Products
Paulo C. Vieira*, Ana Carolina A. Santos and  
Taynara L. Silva

Department of Chemistry, Federal University of São Carlos, Sao Carlos, SP, 
13565-905, Brazil
*E-mail: dpcv@ufscar.br

. 
Pu

bl
is

he
d 

on
 0

9 
N

ov
em

be
r 

20
17

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

88
01

03
99

-0
01

44



145Mass Spectrometry for Discovering Natural Products

5-hydroxy-N,N-dimethyltryptamine as minor substances.8 Sterol fragmen-
tation pattern and retention time were also deeply studied in an attempt to 
make their identification in complex extracts easier.9 19-norcholesterol and its 
homologs were identified in the extracts of marine animals in an attempt at 
some progress in the biosynthesis of gorgosterol.10 With the advance of many 
GC-MS libraries such as that for mass spectroscopy of recoiled ions (MSRI), the 
Automated Mass Spectral Deconvolution and Identification System (AMDIS), 
National Institute of Standards and Technology (NIST), and Wiley, GC-MS 
technique became widely used to characterize metabolites from complex 
matrixes of plants and microorganisms. GC-MS based metabolome analysis 
has many applications in biotechnological fields such as the discovery of bio-
active compounds11 and drugs candidates,12 characterization of volatile com-
pounds present in essential oils,13 understanding of ecological processes14 
and the effects of alteration on the genomics of metabolomics,15 etc.

However, high voltage, volatility, polarity and thermal stability restricted 
the applicability of the GC-MS technique to natural product identification 
as the majority of natural products consist of medium- to big-sized and very 
functionalized substances. Therefore, the development of chemical ioniza-
tion (CI), fast atom bombardment (FAB), matrix assisted-laser desorption/
ionization (MALDI) and electrospray ionization (ESI) methods was essential 
to making possible the analysis and identification of medium to highly polar 
compounds. Alkaloids, for example, were not effectively analyzed by electron 
ionization (EI) MS, probably due to the fact that these compounds are usually  
cyclic amines, often containing aromatic rings, suffering a beta-cleavage result-
ing in complete loss of the molecular ion. Due to the basicity of most alka-
loids and the consequent stability of their protonated forms, the formation 
of quasimolecular ions through chemical ionization (CI) is facilitated.16 
Milne and co-workers performed a series of studies involving different 
classes of substances using CI, showing the applicability of this CI ionization 
technique.16–18

Pioneered by Barber and his colleagues, FAB allowed analyzing com-
pounds with high polarity and molecular weights, operating in both positive 
and negative ion modes.19 The applicability of this technique was principally 
for underivatized peptide and protein analysis in the range of 6 kDa to 20 kDa 
molecular weight. A liquid sample containing peptides and proteins is intro-
duced into the MS in the condensed phase and the analytes are desorbed 
and ionized by bombardment with ions (Cs+) or atoms (Ar, Xe) with energies 
between 5 and 30 keV. The compatibility with magnetic deflect ion mass ana-
lyzers and quadrupole instruments made this technique widely used.20

The desorption ionization methods included some variants that also used 
a matrix to make the ionization process easier and prevent the direct interac-
tion of the analytes with the energy source. Among these variations, MALDI is 
the most important and is used in MS.7 MALDI allows the ionization of large 
molecules like proteins and peptides. The development of spray ionization 
and desorption methods occurred in parallel. The spray ionization methods 
arose as a solution to the interfacing of liquid chromatography (LC) with MS 
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and culminated with the highly successful ESI method. The development 
of the spray ionization methods occurred concomitantly with the develop-
ment of desorption methods. ESI allows production of ions from solutions 
and ionizing polar, non-volatile and non-thermally stable molecules. With 
the advances in both the MALDI and ESI methods and the perfect coupling 
to high-resolution mass analyzers, MALDI and ESI have been very widely 
applied as powerful tools in natural product analysis and are the ubiquitous 
ionization techniques of today.7

In parallel, the application of LC–MS in natural product analysis has grown 
dramatically over the last decade and has become essential for promoting 
the correct identification of components in complex matrices. Due to their 
vast applicability to a wide range of molecules, various methodologies using 
ESI and MALDI as an ionization source have been developed to promote fast 
analysis and identification. Dereplication and imaging MS methodologies 
were developed as a solution to this need.

5.2  �GC-MS
It is well known that volatile organic compounds (VOCs) play a major role in 
microorganisms interactions21 and are considered to be excellent infochem-
icals.22 Essential oils (EOs) are aromatic oily liquids obtained from plants 
through different extraction processes, such as steam distillation, hydrodis-
tillation, simultaneous distillation–extraction, supercritical carbon dioxide 
extraction, solvent extraction, etc.23 They are complex mixtures of volatile 
organic compounds and the major classes are monoterpenes, sesquiterpenes 
and phenolic compounds. These oils are known to possess antimicrobial 
activity,24 being applied as food additives,25 antioxidants,26 and antihelmintics,27 
and can also be used as repellents against mosquitoes.28 Historically, GC-MS 
is a key technique for the separation and identification of low molecular 
weight natural products in complex mixtures, being suitable for the char-
acterization of the chemical composition of EOs as its analyses provides 
valuable information.29 In addition, the good chromatographic separation 
and resolution, and the highly reproducible MS data provides spectral fin-
gerprinting that can be compared to different databases, as the ionization 
energy is usually 70 eV. Based on this, the technique is commonly used for 
VOC analysis.30

Various examples can be found in the literature (see Figure 5.1), such as 
the GC-MS analysis of clove leaves, Syzygium aromaticum, which led to the 
identification of 16 volatile compounds, eugenol being the major compound, 
followed by β-caryophyllene,31 and α-pinene and p-cymene being identified 
as the major compounds of the essential oil of two Eucalyptus species,  
E. robusta and E. saligna, respectively, which showed antimicrobial activity 
against three bacterial strains.32 Carvacrol is a monoterpene hydrocarbon 
present in oregano essential oil (Origanum vulgare) along with thymol.33 
Widely used in the perfumery and cosmetic industries, the essential oil 
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produced by steam distillation of Rosa damascena is composed mostly of  
citronellol, while rose absolute, produced by solvent extraction, is composed 
mostly of phenethyl alcohol.34 From leaves, the essential oil of Cinnamomum 
osmophloeum, cinnamaldehyde, was determined to be the major compound 
and after antimicrobial assay, the isolated compound showed potential to be 
used as an antibacterial additive.35

The use of GC-MS was fundamental for the analysis of complex mixtures 
of natural products, however, one of its limitations is its restriction to vola-
tile compounds. It is interesting to highlight that to circumvent problems of 
volatility the sample to be separated in the chromatograph can be injected 
into the mode “on column”. This approach was utilized in the analysis of rot-
enoids. Rotenoids are interesting compounds that display insecticidal activity,  
and are also known for their potent ichthyotoxicity. Usually this class of 
compounds is characterized by isolation either by column chromatography 
or high-performance LC (HPLC). The identification is also carried out by 
NMR and other spectroscopic data. Pereira and coworkers36 demonstrated 
the use of high-temperature high-resolution GC (HT-HRGC) and HT-HRGC 
MS in on-column injection mode to separate and identify 18 rotenoids from 
Tephrosia candida without derivatization. The separation involved the use of 
a capillary column coated with PS-090 (20% phenyl, 80% methylpolysiloxane), 
and the identification was possible through direct analysis of the mass 
spectra. This analysis allowed the identification of very minor compounds 
in the mixtures of rotenoids. The fragmentation pattern observed for known 
major compounds was used to obtain the structures of the minor ones. 
The compounds identified had very close structures to rotenone and deg-
uelin. Among the compounds identified were: α,α-rotenone; β,β-rotenone; 
rotenolone; 11-hydroxy-rotenone; 11,12a-dihydroxy-rotenone; 11,8′-dihy-
droxy-rotenone; 6a,12a-dehydro-rotenone; rotenone; deguelin; tephrosin; 
α-toxicarol; 12a-hydroxy-α-toxicarol; β-toxicarol; 6a,12a-dehydro-deguelin; 

Figure 5.1  ��Volatile organic compounds identified from essential oil analyses using 
GC-MS.
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6a,12a-dehydro-α-toxicarol, 6-hydroxy-6a,12a-dehydrodeguelin; 6a,12a-de-
hydro-β-toxicarol. Some of the structures of the rotenoids are displayed in 
Figure 5.2.

Another approach to overcoming problems of non-volatile compounds 
to be analyzed by GC-MS is to derivatize the samples before injection into 
the chromatograph. This methodology has been applied to the analysis of 
sugars, which are transformed into silicyl derivatives so that they have the 
appropriate volatility for injection. A similar approach was used for the inves-
tigation of gingko samples. Here the methyl esters of carboxylic acids were 
obtained for a better analysis of gingkolic acids. Wang and coworkers37 devel-
oped high-resolution GC-MS with a selected ion monitor method to analyze 
ginkgolic acid (GA) mixtures (Figure 5.3) in Ginkgo biloba plant materials, 
extracts, and commercial products. The method also included quantifica-
tion of each component in the mixtures. As a general procedure, samples 
were extracted, submitted to liquid–liquid partitioning and derivatized with 
trimethylsulfonium hydroxide. The separation was achieved using a polar 
HP-88 capillary GC column. The GC-MS method was also validated accord-
ing to ICH guidelines. Samples of G. biloba from different sources were ana-
lyzed according to the established procedure. Other components, such as the 
ginkcolides (terpene trilactone) and flavonol glycosides, were determined by 
further ultra-HPLC-MS (UHPLC-MS). The method was used for the analysis 
of 19 G. biloba authenticated and commercial plant samples and 21 dietary 
supplements supposed to contain ginkgo leaf extracts.

Even though GC-MS is a technique that is very useful for separating and 
identifying natural products there are a few examples where separation is 
not necessary for the identification of compounds in mixture. This can be 
illustrated in the identification of a series of γ-lactones isolated from Iryan-
thera species.38 It is proposed that these compounds can be biosynthetically 
derived from benzoyl or cinnamoyl CoA and pyruvyl CoA with the respec-
tive methylene chains of myristic, palmitic, stearic and oleic acids. The fatty 

Figure 5.2  ��Some rotenoids identified from T. candida.

Figure 5.3  ��GAs from G. biloba.
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acids differ from each other in the length of the methylene chain, which can 
have 14, 16 or 18 carbon atoms. The identification of the lactones in mixture 
was possible through the analysis of EI spectra that afforded parent ions dif-
fering from each other by 28 Da, which corresponds to exactly two methylene  
carbons. One of the lactones had a double bond in the carbon chain and its  
correct positioning could not be directly determined using EI-MS. To solve this 
problem, compound 5 was transformed into its epoxide derivative, which, 
after fragmentation in the mass spectrometer, afforded fragment ions that 
allowed assigning of the correct position of the double bond. The analysis of 
the mass spectrum indicated three series of peaks spaced 28 Da apart. In the 
fragments highlighted in Figure 5.4, compound 5 is indicative of the position 
of the epoxide and consequently the double bonds in the parent compound.

5.3  �Dereplication
Dereplication is directly connected to the process of discovering the iden-
tity of an unknown compound based on previous studies in order to avoid 
repeated and exhausting characterization procedures and reference stan-
dards.39,40 Dereplication is most often applied by using HPLC or UHPLC 
coupled to diode array detection (DAD) and high-resolution MS (HRMS), in 
combination with database comparison.40

The rapid identification of known compounds present in a mixture is 
essential to the quick discovery of novel natural products. Dereplication 
methodologies are making this process feasible through the determination 
of the molecular formulas, MS/MS, retention time and UV/vis spectra com-
parison of different compounds in a mixture, and by comparing this infor-
mation with databases.41 The quality and availability of natural product 
databases directly affects the dereplication process.42 In fact, several data-
bases are available to assist the dereplication process. Some natural-product  
comprehensive databases that can be used are the Super Natural, the 
Dictionary of Natural Products, AntiBase, the Dictionary of Marine Natural 
Products, MarinLit, AntiMarin,43,44 Metlin,45 Napralet,46 and GNPS,47 among 
others.

Figure 5.4  ��Lactones from Iryanthera species.
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The determination of molecular formula is crucial for natural product 
identification once reduced numbers of possible molecular formula are 
generated after accurate mass analysis. HRMS analyzers, such as ion trap, 
Orbitrap, time-of-flight MS (TOF-MS), quadrupole TOF, and Fourier trans-
form ion cyclotron resonance MS instruments, provide accurate measure-
ments of the m/z of the ions,48 with low values of means errors (>1 ppm) 
depending on the instrument and its calibration.49 The reliability of accurate 
masses for unknown compounds can be obtained by comparison with accu-
rate masses of known compounds with close retention times.50 Nevertheless, 
information on isotopic distribution and fragmentation patterns is neces-
sary to provide correct elemental composition. Some caution about the ele-
mental composition must be considered when ESI or Atmospheric pressure 
chemical ionization sources are being used due to the ease of adduct for-
mation. Adducts such as [M + H]+, [M + Na]+, [M + NH4]+, [M + H + CH3OH]+, 
[M + H + ACN]+, [M + K]+, etc., are frequently formed in the positive mode of 
acquisition and sometimes their assignments are not so trivial.40 Addition-
ally, adduct formation may vary from one LC-MS system to another and can 
be favored by changing the ionization parameters. It also can change during 
a sequence because of sodium extraction from solvent glass bottles. Another 
point to be considered when the molecular formula is being assigned is the 
ease with which some substances fragment and lose some neutral fragments 
like water (H2O), formic acid (HCO2H), acetic acid (CH3CO2H) and carbon 
dioxide (CO2).51 If any of these points are ignored, the molecular mass can be 
erroneously assigned.

In general, LC-MS is frequently coupled to a DAD detector to obtain infor-
mation on the UV spectra and, consequently, on chromophores, and this is 
often used as additional information in database searches to discern com-
pounds with the same elemental composition. Furthermore, many sec-
ondary metabolites contain conjugated chromophore systems and some 
information on their biosynthetic pathways can be obtained, such as non- 
reduced PKs and NRPs.40

Alali and Tawaha demonstrated the use of dereplication techniques for 
analysis of the secondary metabolite constituents of the genus Hypericum 
using LC coupled to an ESI-MS and LC photodiode with DAD. They identified 
seven compounds; hypericin, pseudo-hypericin, proto-hypericin, protopseudo- 
hypericin, hyperforin, and adhyperforin (Figure 5.5), and the flavonoid rutin, 
from the crude methanolic extracts of the aerial parts (leaves, stems and 
flowers) based on data from LC-UV/PDA (distinctive UV-spectra for different 
classes), LC-ESI-MS (total ion chromatogram (TIC), and selected ion moni-
toring (SIM) chromatogram) and chromatographic elution patterns.52

Another aspect to be considered in the dereplication process is sample 
preparation. This step plays an important role in the final results of the 
dereplication process. Considering the chemical diversification of each class 
of secondary metabolite, and the different interaction with different solvents, 
the choice of the solvent must be carefully considered during the extraction 
and sample preparation processes. When methanol and ethanol are used as 
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solvents in the extraction, large amounts of salts and other non-interesting 
very polar substances can be extracted, leading to interference in the analysis 
such as ion suppression.40

Aiming to solve this problem and make this step faster, Smedsgaard and 
Frisvad developed a methodology for the fast and efficient extraction of fun-
gal metabolites.53 This methodology consists in extracting several classes of 
microbial substances from plugs of cultured fungal on Agar by using a sol-
vent mix and ultrasound bath.54,55 During the studies, the micro-extraction 
methodology developed by Smedsgaard and Frisvad allowed the identifica-
tion of various metabolites by LC-DAD from 395 fungal cultures by using a 
mix of solvents in the following proportions (v/v): methanol : dichlorometh-
ane : ethyl acetate 3 : 2 : 1, showing the efficiency of the extraction method-
ology.53 The same methodology was widely used by Nielsen and coworkers 
showing good results.40,41,51,56 In a study performed by Nielsen and col-
leagues, 719 microbial natural products were assigned from Aspergillus 
nidulans and Aspergillus oryzae extracts using an LC-DAD-HRMS in both 
positive (ESI-(+)) and negative (ESI-(−)) modes of ionization by comparison 
with reference standards and Antibase. About 93% of the substances were 
identified using ESI-(+), showing that the positive ionization mode was more 
versatile than the negative mode. Furthermore, unambiguous assignments 
were done by using adduct patterns; 56% of substances by ESI+ alone and 
37% by ESI− alone.41 Klitgaard and colleagues51 also carried out the screen-
ing of several fungal extracts to identify known secondary metabolites and 
discover potential novel compounds based on dereplication methodologies. 
For this, a 15 min UHPLC–DAD–HRMS method combined ESI (ESI+ or ESI−), 
followed by 10–60 s of automated data analysis, was performed. This process 
allowed the identification of up to 3000 elemental compositions. Extracted 
ion chromatograms were automatically generated and overlaid with detected 

Figure 5.5  ��Metabolites of H. triquterifolium identified by dereplication process.
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compounds on the base peak chromatogram. By comparison with reference 
standards, already identified compounds and contaminants from solvents, 
media and filters, it was possible to assign the known compounds only iden-
tified initially by elemental composition and visualize all major potentially 
novel peaks. Peaks not assigned by elemental formula only were identified 
by comparison with adduct patterns, UV spectra, retention time compared 
with log D, co-identified biosynthetic related compounds, and elution order. 
In total, up to 3000 secondary metabolites could be identified by the derep-
lication methodology.

5.4  �Imaging MS
The process of producing mass spectra, aiming at profiling the chemical 
composition in a two-dimensional space from intact cells, is called imaging 
MS (IMS).57 This process consists in acquiring several mass spectra by scan-
ning small spots of the sample surface and plotting a graph in two dimen-
sion (mass charge ratio, m/z, vs. space) after the combination of the acquired 
spectra with the spatial coordinates.54,57 In general, the MS used to acquire 
this information is equipped with a MALDI or a desorption electrospray ion-
ization source (DESI)55 and a TOF mass analyzer. Obtaining the data can 
be done with the equipment set in full scan mode or MS/MS of analysis 
and many spectra are acquired in a single experiment to generate the final 
image.

IMS has been widely used in natural products to visualize the flow and 
distribution of bioactive compounds and understand interactions between 
different organisms54 and physiological process (defense process against 
pathogens, for example) in plants.55

In the ongoing infection process, pathogens, and host and other micro-
organisms can interact through physical contact or chemical response 
(secretion of microbial substances). Direct analysis of microbial co-cultures 
grown on agar media is an important tool in understanding the interactions 
between the cultivated microorganisms.

Moniliophthora roreri is considered to be a phytopathogen responsible for 
infecting cocoa trees and devastating harvests. In fact, this pest is controlled 
by a biocontrol management pest with the application of endophytic fungi, 
such as Trichoderma harzianum. T. harzianum acts by antagonizing M. roreri, 
producing antifungal agents. Studies involving the investigation of the met-
abolic exchange during the antagonistic interaction between M. roreri and  
T. harzianum were performed using DESI-IMS. After three weeks of cultivation 
of T. harzianum and M. roreri separately and co-cultured, it was possible to 
detect the production of metabolites not present when the fungi were culti-
vated alone. Thorough studies were carried out to identify and localize some 
phytopathogen-dependent secondary metabolites: T39 butenolide, harzian-
olide, and sorbicillinol. In this case, the results obtained by MALDI-IMS 
provided a better understanding of the bioactive substances involved in the 
chemical ecology of M. roreri and T. harzianum.58
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Patients affected by cystic fibrosis are very susceptible to secondary pul-
monary infection by opportunistic pathogens, such as Pseudomonas aeruginosa 
and Aspergillus fumigatus. Medical observations have revealed that when a 
patient is infected with either P. aeruginosa or A. fumigatus they had better 
pulmonary function than patients who were infected with both P. aeruginosa 
and A. fumigatus.59 This pattern of infection was reproduced in rats and 
results showed a different response of that observed in humans: rats co- 
infected with P. aeruginosa and A. fumigatus exhibited a higher survival rate 
than those infected with only A. fumigatus.60 In an attempt to get more insight 
into the interaction between A. fumigatus and P. aeruginosa the microorganisms 
were cultivated on agar culture media analyzed by MALDI-IMS and com-
pared to the controls (fungus and bacteria growth separately). The results 
showed that phenazine, a nitrogen-containing heterocyclic metabolite pro-
duced by P. aeruginosa, contributes to the P. aeruginosa colonization of the 
lungs of cystic fibrosis patients. In parallel, A. fumigatus converts phenazine 
in other substances with distinct biological activity. This fungal conversion 
consisted in the transformation of pyocyanin and phenazine-1- carboxylic 
acid into phenazine dimers and phenazine-1-carboxylic acid into 1-hydroxy-
phenazine. Additionally, A. fumigatus also converted 1-hydroxyphenazine 
into 1-methoxyphenazine and phenazine-1 sulfate.61

The infection Xylella fastidiosa, a Gram-negative bacterium, in the xylem 
of citrus plants causes diseases in several crops with high economical value. 
When X. fastidiosa infects the xylem of sweet orange, it causes a disease 
called citrus variegated chlorosis (CVC) resulting in crop loss.62 In order to 
understand and evaluate the infection/defense process of a plant against the 
pathogen, the influence of rootstock on the content of bioactive compound 
studies of biotic and abiotic stress needed to be carried out, being the inocu-
lation of the microorganism, a type of biotic stress.63

Aiming to investigate the infection of X. fastidiosa on C. sinensis and  
C. limonia, Santos and coworkers63 developed a quantification method using 
HPLC-UV to quantify hesperidin and rutin levels in leaves and stems of  
C. limonia and C. sinensis grafted onto C. limonia with and without CVC symp-
toms after X. fastidiosa infection. It was observed that rutin levels remained 
constant but hesperidin was increased in symptomatic leaves. Scanning 
electron microscopy experiments on leaves with CVC symptoms revealed 
vessel occlusion by biofilm and the presence of crystallized material. Due 
to the difficulty of isolating and identifying these crystals through conven-
tional methods, IMS was carried out. For this purpose, tissue sections were 
analyzed by MALDI-IMS to confirm the presence of hesperidin at the site of 
infection. Initially, MS/MS experiments were performed to obtain a specific 
ion as a diagnostic for hesperidin (m/z = 483) based on higher ion intensity 
for infected and healthy plants, mainly in the vessel regions. Then the images 
were constructed from MS/MS data with this specific diagnostic fragment 
ion (m/z = 483), confirming the presence of hesperidin in the infected tissues. 
These data suggest that hesperidin is directly involved in the plant–pathogen 
defense process, probably acting as a phytoanticipin (secondary metabolites 
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produced by plants with defensive roles against microorganisms). This meth-
odology was applied to C. sinensis and C. limonia seedlings, and the results 
showed that the amount of hesperidin was about 3.6 greater in the rootstock 
in the graft stem than in the stem of C. sinensis seedlings when compared 
with the graft. An increase in hesperidin content in rootstock can be related 
to induced internal defense mechanisms.63

5.5  �MS and Quality Control of Herbal Medicines
In many countries, the control of herbal medicinal products (HMPs) is almost 
non-existent. Products are launched onto the market without any control of 
quality, clearly showing that no evaluation of toxicity and safety have been 
carried out. The consumption of such products is certainly dangerous and 
may cause severe health problems. Having in mind that it is imperative to 
ensure the quality of herbal products Nguyen and Kimaru64 conducted a 
work to check for the main constituents of HMP obtained from a Somalian 
patient. The properties of this product were attributed to the Commiphora 
molmol species. Among the different techniques used for the analysis of 
the constituents of this plant, GC-MS was chosen for the identification of 
the volatile compounds that were obtained by both distillation and Soxhlet  
extraction. The extracts were injected into a chromatograph mounted with 
a 5% phenylmethylpolysiloxane capillary column and electron ionization. 
Compounds were identified by comparison of their mass spectra with a 
built-in library of the National Institute of Standards and Technology (NIST). 
The chemistry of this species is well documented and among the compounds 
identified were monoterpenoids, including α-pinene, camphene, β-pinene, 
myrcene, and limonene, and sesquiterpenoids, grouped in the main cate-
gories of: germacrane, eudesmane, guaiane, cadinane, elemane, bisabolane, 
and oplopane.

A number of sesquiterpenes related to C. molmol were identified together 
with some other compounds that are not characteristic of this species such 
as: acetonyldimethylcarbinol, isobutyl formate, secbutyl nitrite, acetic acid 
butyl ester, dimethylfulvene, isobutyl methacrylate, ethyl-3-propylacrolein, 
strophanthidol, decamethylcyclopentasiloxane, phenanthrenone, octahy-
dronaphthalenone, and 1,2,3,4,5,6,7,8-octahydroanthracene. These com-
pounds were probably found because they are contaminants formed either 
during the processing of plant resin, or degradation, and/or adulteration of 
the extracts due to storage conditions.

In a recent paper, Zhou and coworkers65 discuss the use of LC-TOF-MS for 
the analysis of herbal medicines. In this case, all the aspects of LCMS-IT-TOF, a 
new type of mass spectrometer that combines ion traps (ITs) and TOF technol-
ogies, were presented, including stationary and mobile phases for LC, accurate 
mass, fragmentation and selectivity for MS. The application of the methodol-
ogy for herbal samples describing a parallel between advantages and pitfalls of 
the approach for qualitative and quantitative analysis was also discussed. It is 
important to observe that the chemical characterization of herbal medicines is 
pivotal in establishing their safety and efficacy. For this purpose, the application 
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of LC-TOF seems to be an appropriate method to achieve the correct informa-
tion in the qualitative analysis of the chemical constituents of herbal samples.
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6.1  �Introduction
The emerging field of synthetic biology aims to make use of the principles 
of engineering to understand and re-design biological systems, rendering 
cells/organisms with predictable and novel functions.1–3 Synthetic biology 
combines advances in several areas of knowledge, including molecular and 
cell biology, engineering, computational biology, biochemistry, and systems 
biology, with the ultimate intention of turning living systems into biological 
factories. Although this opens up an avalanche of possibilities for producing 
high-value substances, such as agrochemicals (e.g. bioherbicides), drugs (e.g. 
antibiotics, immunosuppressants), polymers (e.g. hydrogels), etc, reverse 
genetic tools must be available for the organism of interest. In addition, the 
optimization of multiple steps such as promoters, ribosome binding sites, 
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gene order arrangements, and control of gene expression must be also taken 
into consideration, as well as protein–protein interactions, availability of 
cofactors and precursors, and decreased competition from alternative reac-
tions in order to achieve the synthesis of the final bio-product in a desirable 
range.4

Despite the advances in this field, we are still far from being able to engi-
neer biological systems with the same precision and speed that electronic 
circuits are engineered.5 In fact, the design and discovery of synthetic path-
ways and genes with new functions is a bottleneck that must be overcome to 
achieve this rationalization goal (see Figure 6.1). Thus, although it is import-
ant to draw together the combination of these parts to construct cell facto-
ries, it is also important to use robust techniques to characterize and explore 
the individual parts. The emergence of novel molecular profiling and analyt-
ical techniques that allow the identification and quantification of the basic 
functional components that form a biological systems are making it possi-
ble to uncover their interactions and obtain a more complete picture of how 
organisms respond to different perturbations and stimuli. In this context, 
mass spectrometry (MS) has made a huge contribution to understanding the 
dynamics of proteins and metabolites, facilitating the manipulation of living 
systems to produce a variety of bioproducts. In this chapter, we provide 
a concise overview of the progress made by the use of MS in the detection 
of target molecules, identification of metabolic engineering bottlenecks and 

Figure 6.1  ��Challenges to be overcome in building biosynthetic pathways. The 
range of compounds that can be obtained from recombinant micro
organisms include agrochemicals, drugs, polymers and fuels.
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fine-tuning of the synthetic modules to successfully enhance the production 
of desired chemicals. Examples that will be discussed are summarized in 
Table 6.1.

6.2  �MS as Emerging Tool for Synthetic Biology
6.2.1  �Prospecting for Target Molecules
Plants are exceptional chemical systems, which efficiently convert photo-
chemical energy into carbohydrates that serve as the carbon skeleton for 
several building blocks. As sessile organisms, plants have evolved the bio-
synthesis of a plethora of small molecules to survive and cope with environ-
mental cues.6 Although plants contain a cornucopia of novel chemicals, only 
15% of plant species have been explored for their chemical composition, 
suggesting that only a limited percentage of the chemicals have been inves-
tigated. Similarly, it is estimated that only 2% of the chemicals produced by 
microorganisms to cope with interspecies competition and communication 
have been discovered.

Despite the great potential of biodiversity to unravel the novel chemicals 
and biochemical pathways that could be exploited for synthetic biology, 
the discovery of those metabolites relies on the capability of the emerging 
technologies in temporal and spatial detection in complex mixtures as well 
as chemical structural elucidation from small quantities of extracted sam-
ples.6,7 MS has emerged as a viable option for sensitive mass specific detec-
tion within complex matrices. Traditionally, target molecule identification 
relied on bioactivity assays, in which extracts were screened for certain bio-
logical activity, followed by extract fractionation and structure elucidation. 
The drawback of this workflow was the rediscovering of the same natural 

Table 6.1  ��Examples discussed in this chapter.

Target molecules/phenotype Authors MS technique applied

Antibiotics Gillespie et al.9 HRFABMS (chemical structure 
elucidation)

Amorpha-4,11-diene Martin et al.18 GC-MS (metabolomics)
Isopentenol George et al.19 QTRAP LC-MS/MS (proteomics) 

and LC time-of-flight (TOF) MS 
(metabolomics)

Cell stress responses to 
accumulation of toxic 
metabolites

Rutherford et al.20 LC quadrupole TOF (proteomics)

Cell stress responses to 
accumulation of toxic 
metabolites

Hasunuma et al.21 CE/GC-MS (metabolomics)

N-acetylglucosamine Liu et al.13 UHPLC-ESI-QqQ (metabolomics)
Artemisinin Pitera et al.;27 

Fuentes et al.32
GC-TOF MS and LC-MS 

(metabolomics)
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products. An illustration of this statement is the difficulty of discovering new 
antibiotics to fight against emerging pathogens that acquire multiple resis-
tance to available drugs. Soil is the main source of most of the compounds 
with antimicrobial activity that have been so far discovered and thus new 
ones can still potentially be discovered in this environment. However, cur-
rent estimates show that less than 1% of soil microorganisms are cultivable, 
which results in the low efficiency of traditional prospecting techniques.8 As 
only few microorganisms are cultivable, most drugs are rediscovered several 
times before a new compound is found. As such, reports of compounds with 
new chemical structures that operate in the elimination of pathogens through 
mechanisms different from those already reported are rather uncommon.9

Aware of this scenario, Gillespie et al.9 reported the isolation of two new 
organic polycyclic aromatic cations (triaryl cations) from the screening of a 
metagenomic soil library containing 24 546 clones of Escherichia coli carry-
ing bacterial artificial chromosome (BAC) vectors. This work started with the 
selection of three clones inside this library that produced brown and orange 
coloured compounds in a Luria-Bertani medium. The brown material sug-
gested the production of bacterial melanins, which led the authors to further 
investigate these clones. After steps of acid precipitation, extraction using 
methanol, and chromatographic separation, two compounds, one red and 
one orange, were isolated from the supernatant culture of three clones named 
P57G4, P89C8 and P214D2. Due to the absence of information on the red and 
orange compounds, a complete set of chemical characterization techniques, 
including MS, were employed in order to determine the elemental compo-
sition of these compounds and confirm their structure. The MS platform of 
choice was high-resolution fast atom bombardment MS (HRFABMS), which 
has as its principle the bombardment of the analyzed sample with a stream 
of primary noble gas atoms, so that secondary ions are ejected from the sam-
ple and their mass determined. HRFABMS first allowed the identification of 
the molecular formula C25H18N3 and C23H17N2 for the compounds turbomy-
cin A (orange compound) and turbomycin B (red compound), respectively. 
While turbomycin A had previously been characterized from fungi but never 
reported as a bacterial metabolite, turbomycin B had not been found before. 
Both compounds were tested against several genera of Gram-positive and 
negative bacteria, exhibiting a broad spectrum of antimicrobial activity. This 
work in metagenomics is already considered to be exceptional because of the 
discovery of new compounds from a relatively small experimental universe, 
considering that other traditional techniques are comparatively much more 
laborious and limited. However, the work of Gillespie et al. also stands out for 
the way clones were sequenced and mutated using transposons, which inter-
rupt genes, eliminating their function. The authors concluded that a single 
open reading frame (ORF) present in the P57G4 clone, which belongs to a 
bacterial locus involved in the tyrosine degradation pathway, was necessary 
and sufficient to supplement the E. coli genome, leading to the production of 
the triaryl cations. The sequence identified in this study had low identity with 
those deposited in databases at the time of the work, then representing a new 
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"part" that could be useful for the creation of chimeric synthetic routes. MS 
was inserted in this context as an auxiliary yet indispensable tool for drawing 
useful conclusions from experimental observations, contributing to leading 
the authors to the genic level of the observed phenotype.

In addition to the identification of the chemical structure and molecular 
formula of a given target molecule, MS-based approaches can be used to 
develop economically viable synthetic organisms in high-throughput screen-
ings for production optimization.10 Despite the accuracy and sensitivity of 
MS for screening studies, most MS assays required a chromatographic sepa-
ration prior to MS detection to reduce sample complexity. To overcome this 
limitation, new technologies, such as Rapid Firesystem, combining solid 
phase extraction cartridges and direct infusion in a tandem MS, offer high 
throughput and robustness by processing a 96-well plate in less than 11 min,11 
opening up a new avenue for target molecule detection in metabolic engi-
neering. In addition to its high throughput, this system does not require 
chromatographic separation and benefits from its runtimes.

6.2.2  �Pathway Design and Optimization
Most of the high-value small molecules cannot be synthetized on large scales 
using the native metabolic pathway. For the efficient formation of the tar-
get metabolite, innovative strategies are required to engineer the synthetic 
pathway. The evolution of next-generation sequencing technologies has 
permitted an exponential increase in genome and metagenome sequences, 
unravelling a wealth of novel methods for exploiting biosynthetic routes12 
and querying target genes. However, in most cases, solely introducing genes 
into a host organism is insufficient to generate huge quantities of a molecule 
of interest. It can be challenging to properly match the different modules 
of the system as, usually, the target pathway encompasses several commit-
ted conversion steps involving a range of intermediates and enzymes with 
different catalytic activities. Some of these intermediates can be toxic to the 
cell and their accumulation is not desirable. Therefore, how is it possible to 
ensure the concerted action of the enzymes in a synthetic pathway in order 
to avoid intermediate accumulation and guarantee a perfect flux along the 
path?

The engineering of workhorse strains to receive new biosynthetic path-
ways goes far beyond the simple introduction of new genes. In recent years, 
the cheapness of next-generation sequencing and the invention of Cas9- 
mediated genome editing have truly revolutionized the lineage construction, 
which can now be engineered in a more precise way than ever before.13 
However, several metabolic aspects must be considered for overall path 
optimization. Usually, the first item to be verified is the efficiency of the het-
erologous expression in a given organism, that is, whether the gene is being 
transcribed into RNA. For example, currently the mRNA abundance can be 
readily verified using next-generation sequencing or reverse transcription 
polymerase chain reaction (RT-PCR). While necessary, the analysis of the 
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transcripts does not provide all the desired information, once it does not 
directly correlate with the protein levels that are actually present in a cell at 
a given moment.

The process in which mRNA is translated into proteins is regulated by fac-
tors that have not yet been fully elucidated. For example, it is known that 
each microorganism has a preference for a particular codon set.14 Thus, the 
introduction of genes coding proteins derived from different biological sys-
tems into a new host to constitute a synthetic pathway can be translated into 
different levels, leading to the accumulation of intermediates. In addition to 
the codon usage, other factors that influence the abundance of proteins in a 
given cell time are: the mRNA secondary structure, the ribosome binding site 
strength, the transcript ribosome occupancy, the half-life of the mRNA and 
of the protein produced, the promoter strength, spacing between genetic ele-
ments, and the position of genes in the operon.10–15 Therefore, development 
of methods to accurately monitor the protein expression can boost the engi-
neering to succeed. Although immunoblotting techniques are widely used 
for protein detection and quantification, assessing the expression levels of 
different proteins from the same pathway can be demanding.

A great method for targeted proteomics is the tandem-based method 
named selected-reaction monitoring MS (SRM-MS), whereby a precursor 
ion is initially isolated in a first MS stage and then a second ion product of 
its fragmentation is selected for detection in a second stage.16,17 A success-
ful example of SRM-MS application in synthetic biology was the mensura-
tion of proteins involved in the sesquiterpene amorpha-4,11-diene pathway, 
a precursor of artemisinic acid.15 Sesquiterpenes are hydrocarbons made 
up of three isoprene units that may or not be ramified. Previously, Martin  
and co-workers18 had modified the strain E. coli DH1 with nine gene 
manipulations, introducing five genes of the mevalonate biosynthesis path-
way from Saccharomyces cerevisiae, the amorpha-4,11-diene synthase gene 
from Artemisia annua and extra copies of three endogenous E. coli genes. 
In this context, SRM-MS aimed at improving the production of the amor-
pha-4,11-diene, and understanding the bottlenecks of the artificially  
constructed pathway.

From the observation of SRM transitions for proteins and the selection 
of the most abundant peptides that provide unique identification for each 
one of the nine proteins, the authors found that the bottleneck for produc-
ing amorpha-4,11-diene was a flaw in the translation of two proteins, the 
mevalonate kinase (MK) and the phosphomevalonate kinase (PMK). Such a 
flaw was not evident from the measurements of the mRNAs through RT-PCR, 
which were present for these enzymes at similar levels as for other enzymes 
belonging to the pathway. The authors then optimized the MK and PMK 
codons for expression in E. coli. They also changed the control of the expres-
sion to a strong promoter. These modifications made sesquiterpene produc-
tion increase by more than 300%.

A similar approach was used for optimizing the production of iso-
pentenol, a potential biofuel that can also be produced by including 
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modifications in the mevalonate pathway.19 A dozen different plasmids 
containing different combinations of seven enzymes leading from ace-
tyl-CoA to isopentenol along the mevalonate pathway were constructed. 
Within the plasmid modifications included the type of promoter, the 
order of ORFs in operons and the sequence of each protein, thereby chang-
ing the codon usage. The isopentenol was then produced for each strain, 
and proteins and metabolites were quantified for each experiment. From 
the measurements, the authors established correlations between levels of 
proteins and metabolites, creating a model to reveal the critical bottle-
necks of the path inserted in E. coli. Two proteins were defined as critical 
points in the isopentenol production, one responsible for an irrevers-
ible reaction that traps the carbon flux in the mevalonate pathway, the 
3-hydroxy-3-methylglutaryl-CoA synthase (HMGS), and again the MK. An 
interesting finding of this work is the fact that MK is only a critical step 
in the pathway when the HMGS is being expressed at high levels. Such 
a pattern is due to the inhibition of MK by the accumulation of its sub-
strate, the mevalonate, when HMGS directs the carbon flux towards the 
mevalonate pathway. The strain engineered in this work by balancing the 
factors that impact the model produced 1.5 g L−1 of isopentenol, reaching 
46% of the theoretical yield. Despite being minor in absolute value, this 
number is five times greater than that previously reached in a proof of 
concept, which was 8%.19

In an attempt to look beyond to protein expression, once the expression 
reaches suitable levels, what else impacts product formation? Native path-
ways have evolved to avoid the formation of toxic intermediates. Efforts to 
further optimize synthetic biological systems have taken metabolomics- 
and proteomics-based approaches to identify toxicity factors. The industrial 
production of alternative biofuels such as n-butanol using microbes has 
gained popularity even though this short chain alcohol is more toxic to cells 
than ethanol. Shotgun liquid chromatography (LC)-MS/MS-based proteom-
ics studies have enabled the characterization of the cell stress responses to 
high levels of this molecule, allowing the identification of the key proteins 
recruited to alleviate the stress response and consequently to improve the 
synthetic production of n-butanol.20

Another example of an MS application for detecting the toxic effect of 
pathway intermediates in engineered cells was the analysis of the metabo-
lome of a recombinant xylose-fermenting strain of Saccharomyces cerevisiae 
by capillary electrophoresis gas chromatography (CE-GC)-MS.21 The main 
drawback to the use of S. cerevisiae for ethanol production from lignocellu-
losic hydrolysates is the lack of metabolic enzymes that can use xylose, the 
most common pentose sugar in those fractions, as a substrate for fermen-
tation. Efforts to reconstruct an efficient xylose assimilation pathway in  
S. cerevisiae have been mainly through the introduction of key enzymes from 
other organisms such as Scheffersomyces stipitis and Piromyces. An issue to be 
considered together with xylose fermentation is that lignocellulosic hydroly-
sates have a range of toxic compounds, including acetic acid and phenolics. 
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A kinetics analysis of the metabolome of one xylose-fermenting strain of  
S. cerevisiae exposed to acetic acid treatment revealed the accumulation of 
several intermediates of the non-oxidative pentose phosphate pathway (PPP), 
such as sedoheptulose-7-phosphate and ribulose-5-phosphate, indicating a 
reduction in xylose consumption that could be overcome by targeting PPP 
enzymes.21 This example illustrates well the power of MS-based metabolomics  
in developing rational strategies to achieve stress tolerance through  
metabolic engineering.

Although the efficiency of a given synthetic pathway can usually be assessed 
by the final product titre, factors contributing to the pathway performance, 
such as consumption of metabolites by native pathways and metabolic flux, 
cannot only be evidenced by monitoring productivity. Overexpression of 
native pathways may lead to an increase in flux, promoting imbalance in 
enzymatic activity levels and higher fluctuations in metabolite concentra-
tion.5 In addition, it is necessary to highlight that intermediate metabolites 
of a newly introduced pathway in a given host can interact with its endoge-
nous pathways. In other words, the intermediate metabolite flow may suffer 
scavenging through internal pathways of the workhorse strain that hosts the 
heterologous expression. This depletion is detrimental, first because it hides 
the real bottlenecks to optimizing the route of synthesis and also because 
it also decreases the production yield. In the breakdown of the costs of the 
fermentative process, the raw material, that is, the sugars consumed by the 
microorganism, is often the element of greatest impact in the final cost. Any 
capture of intermediates by the endogenous metabolism that diverts the car-
bon flow then increases the final cost of the process. When this diversion 
occurs, the microorganism consumes the carbon source but it turns it into 
other compounds rather than into the target product.

The detection of precursors and intermediates in a single statistic point 
of the metabolism, as described in the two examples mentioned above, is 
usually not enough to elucidate the imbalance between native and heterol-
ogous pathways, since the metabolism is dynamic. Thus, an evaluation of 
the metabolic flux in a particular stage of growth or production might not 
explain the changes in microbial physiology of a native host after the intro-
duction of a synthetic pathway.22 Research groups have been working on the 
improvement of techniques of analysis to cover problems that are not solved 
by experiments conducted in metabolic steady states. For example, Liu  
et al.13 presented a dynamic metabolomics approach to improve a synthetic 
N-acetylglucosamine (GlcNAc) pathway in Bacillus subtilis. N-acetylglucos-
amine is an amino sugar that has nutraceutical applications and hence is 
a target of the pharmaceutical industry. GlcNAc and glucosamine are 
precursors of glycosaminoglycans such as hyaluronic acid and chondroitin 
sulphate.23

Production of GlcNAc in a B. subtilis strain23 was achieved by the over
expression of two enzymes, an endogenous glucosamine-6-P synthase and 
a heterologous N-glucosamine-6-P N-acetyltransferase from S. cerevisiae. 
In addition, the authors deleted enzymes of the GlcNAc catabolic pathway 
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and via a module engineering approach, performed a first improvement in 
the synthetically constructed B. subtilis strain. Nevertheless, this lineage 
did not show an adequate performance for scaling towards industrial pro-
duction because, in a minimal media, adding glucose as a carbon source 
greatly reduced production and growth. In the first investigations aimed 
at clarifying what was happening in the metabolism, Liu et al.13 modified 
the flow of substrates in the pathway by replacing the native phosphof-
ructokinase (PFK) with an Arg252Ala-mutated PFK with reduced activity 
as well as overexpressing the glutamine synthase. These experiments led 
them to discard the hypothesis that the problems regarding the pathway 
could be related to the supply of the three precursors (fructose-6-P, ace-
tyl-CoA and glutamine), which were present in adequate concentrations. 
As a next step, the metabolomics analysis of the cell at a stationary point of 
the metabolism (mid-exponential growth) revealed that the concentration 
of N-acetylglucosamine-6-P widely varied, by almost six hundred times, in 
the modified strain compared to the wild type. This notorious change sug-
gested that some metabolic disturbance in the pathways surrounding the 
N-acetylglucosamine-6-P, in which this molecule could be an intermediary, 
could be the cause of the poor performance of the mutant. The authors 
reported that it would be rather impossible to judge whether this flux 
occurred due to low enzymatic activity of a dephosphorylating enzyme or 
due to transport limitations by analysing only the metabolomics data of 
steady state.

In order to understand the dynamics of metabolites around the N-acetyl-
glucosamine-6-P, Liu et al.13 constructed models including the four linear 
metabolites of the N-acetylglucosamine production pathway and the secre-
tion step. The variations in the metabolite concentration were simulated in 
various scenarios, including withno limitations in the pathway, with feed-
back inhibition, with limitations in enzyme abundance, with a futile cycle 
inside the pathway, and with a futile cycle at the end of the pathway. In 
addition, an experiment monitored the changes in the metabolite concen-
tration of the pathway. The results led the authors to the conclusion that 
the changes in metabolite concentration over time fitted the simulation 
case in which there was a futile cycle in the pathway or a limiting reaction. 
Finally, the authors proved experimentally, using labelled glucose [U–13C], 
that a futile cycle occurred inside the pathway. Here the use of a high-reso-
lution ultra-high performance LC, electrospray ionization, triple quadrupole 
(UHPLC-ESI-QqQ) system was crucial for quantitatively detecting the mass 
isotopomers of GlcNAc. The existence of a dissipation node in the phos-
phorylation/dephosphorylation between GlcNAc6P and GlcNAc was strongly 
responsible for the low titres of GlcNAc production. Finally, the authors iden-
tified in the B. subtilis genome a putative glucokinase that had not previously 
been annotated. The deletion of this gene greatly reduced the futile cycle 
and more than doubled the GlcNAc production in the engineered strain in a 
minimal media consuming glucose as carbon source, as was the initial goal 
of the work.
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6.3  �MS Contribution to the Classic Example of 
the Semi-synthesis of the Anti-malarial Drug 
Artemisinin

One of the best examples of how MS can be powerful in prospecting novel 
biochemical pathways for drug discovery, and make use of this knowledge to 
engineer organisms to efficiently produce those high-value small molecules, 
is the case of the antimalarial drug artemisinin. The empirical formula of 
this C15 isoprenoid (sesquiterpene) was first determined by MS analysis after 
screening plant extracts used for combating the chill and fever symptoms 
of malaria.24 Although artemisinin is the main component of the only effec-
tive treatment for malaria, its only natural source of production is the sweet 
wormwood plant Artemisia annua. Attempts to produce this sesquiterpene by 
agricultural supply or chemical synthesis were very costly and/or difficult to 
obtain in large scale,25 making the manufacture of this drug unaffordable for 
use in developing countries.26 The commercial production of this drug was 
only achieved by developments in synthetic biology and metabolic engineer-
ing, which have enabled the heterologous production of an artemisinin pre-
cursor at high titres in microorganisms.25,26 The success of this technology 
was only achieved by reprogramming the chassis organism and introducing 
the genes encoding the key components of this biosynthetic pathway.

MS-based techniques were crucial in identifying the shortcomings and 
optimizing the system at several levels (Figure 6.2). To build the synthetic 
version of the artemisinic acid route, two isoprenoid biosynthetic pathways 
were used as a basis: the mevalonate and 1-deoxy-d-xylulose-5-phosphate 
pathways. Initially, E. coli was used as a chassis organism to generate high lev-
els of amorphadiene, a metabolite obtained from the conversion of farnesyl 
diphosphate by amorphadiene synthase, the first committed step of artemis-
inin biosynthesis. To this aim, one of the strategies used was to introduce 
the heterologous expression of the yeast mevalonate pathway in E. coli, along 
with a codon-optimized version of amorphadiene synthase from A. annua. 
Despite the production of amorphadiene using this strain, the imbalance of 
the three enzymes needed for the conversion of acetyl-CoA to mevalonate led 
to growth inhibition due to the accumulation of an unknown intermediate.18  
GC-MS and LC-MS analysis revealed that the toxicity was caused by an 
imbalance in carbon flux, resulting in the accumulation of the intermediate 
3-hydroxy-3-methyl-glutaryl-coenzyme A (HMG-CoA),27 which inhibits fatty 
acid biosynthesis in the host, and, therefore, triggers membrane stress.28 
This limitation could be counteracted by the addition of palmitic and oleic 
acids into the growth media, which exemplifies the contribution of MS to 
identifying bottlenecks in strain engineering.

Although the heterologous production of artemisinic acid in yeast had a 
huge impact on the large-scale production of this anti-malarial drug, large 
volumes of sterile synthetic cultures in massive capacity bioreactors are still 
very costly. To meet the growing demand for this drug and its derivatives, 
an alternative could be production using a high-biomass crop growing in 
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large territories. However, in order to integrate complete canonical pathways 
into a plant host there are a range of factors, such as codon optimization, 
genomic position effects and genetic instability, that make this process very 
challenging.29 The prokaryotic nature of the plastid genome, as well as high 
expression with the absence of multiple promoters and simple stacking of 
multiple transgenes in synthetic operon, make it amenable to building syn-
thetic pathways in plants for metabolic engineering.29–31 Regarding biosafety, 
the maternal organelle inheritance in most crops presents an additional 
advantage for the genetic manipulation of plastids. Recently, a synthetic 
approach enabled the introduction of an artemisinic acid biosynthesis path-
way into the tobacco chloroplast genome, allowing the production of over 
120 mg kg−1 fresh weight of artemisinic acid in this fast-growing crop at very 
low cost.32 In this approach, GC-MS-based metabolite profiling enabled not 
only the screening of a large population of supertransformed tobacco lines 
containing the entire biochemical pathway for artemisinic acid production, 
but also identifying constraints for the synthesis of this metabolite. A tre-
mendous challenge in establishing assays for each pathway intermediate is 
the absence of chemical standards, the presence of isomers and rapid turn-
over.10 In order to accurately target all the intermediates of the artemisinic 

Figure 6.2  ��MS contribution to optimizing the biosynthetic route for the produc-
tion of the anti-malarial drug artemisinin using recombinant microbes 
or engineered plants. MS-based techniques were crucial to identifying 
the shortcomings and optimizing the system at several levels (from 
screening of artemisinin production to identifying bottlenecks of 
engineered strains). Image of A. annua: credit to Lloyd Crothers. Cre-
ative Commons Attribution CC BY 2.0 (https://creativecommons.org/
licenses/by/2.0/).
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acid pathway, different strategies, including extraction and analytical meth-
ods were used according to the chemical nature of the metabolite.32 Volatile 
compounds such as amorpha-4,11-diene, artemisinin and its degradation 
products were isolated with the use of headspace, whereas lipophilic sapon-
ification compounds were extracted using a KOH:methanol/hexane buffer. 
Metabolites were identified based on the mass spectral intensity of specific 
and selective mass fragments based on reference substances obtained from 
genetically engineered yeast strain cultures.

The generation of the combinatorial supertransformation of transplasto-
mic recipient lines (COSTREL) was performed in multi steps in which the 
selection of best-performing lines was assessed by GC-MS. First, four homo-
plasmic transplastomic lines were transformed with the synthetic artemis-
inic acid operon constructs containing different arrangements of the four 
core enzymes (FPS, ADS, CYP and CPR). MS screening allowed not only the 
selection of the best transplastomic lines producing higher levels of artemis-
inic acid, but also the unravelling that the pale-green and attenuated growth 
delay phenotype of two of the transplastomic lines was attributed to a higher 
conversion rate of amorpha-4,11-diene to downstream metabolites. Interest-
ingly, investigation of the molecular mechanism underlying this phenotype 
revealed that the relative orientation of two operons led to a higher CYP/CPR 
ratio, resulting in a more efficient use of the redox power for artemisinic acid 
synthesis.

To maximize the artemisinic acid production, enzymes known to enhance 
the flux through the pathways (CYB5, ADH1, ALDH1, DBR2 and DXR) in  
A. annua were introduced into the best-performing transplastomic plants by 
COSTREL. Apart from the identification of a line with a 77-fold increase in 
artemisinic acid levels compared to the best performing transplastomic line, 
the MS-based method allowed the detection of the limiting steps for this 
drug production by correlating the levels of intermediates, artemisinic acid 
and the set of transgenes expressed in the nucleus. The results revealed that 
ALDH1 causes the greatest effect in enhancing the pathway flux as well as 
the efficiency of oxidation of artemisinic alcohol, which serve as a key bottle-
neck for this drug production, enabling the maximization of the metabolic 
output.

6.4  �Conclusion
There are an increasing number of studies that use MS at some stage for 
improving routes of synthesis, with widely diversified goals such as the pro-
duction of isobutyl acetate,33 advances in the production of isopentenol and 
other alcohols of five carbons,34 and the use of MS to improve polyketide 
production, the adipic acid.35 It is evident that the limits of the contribu-
tion that MS can give to synthetic biology are far from being reached. 13% 
of current world trade (US$2 trillion) is based in biology or biosciences, and 
includes forestry, food, bioenergy, biotechnology and green chemistry prod-
ucts. More than 40 countries have committed to boosting the fraction of 
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their economies that is based in bio-economy.36 In this context of the inte-
gration of omic sciences, MS presents itself as a great resource to assist the 
development of science.
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7.1  �Introduction
Enzymes are biological molecules (proteins) responsible for the catalysis of 
reactions in all living organisms. Their remarkable ability to enhance the 
rate of biological reactions by many orders of magnitude allows for select 
kinetically controlled processes to occur on biologically relevant time 
scales.1,2 Often the altered or absent activity of an enzyme is used for diag-
nostic purposes. For example, the presence of certain enzymes in the blood 
might indicate tissue-specific damage in the liver, pancreas, or cardiac 
muscles.3,4 In addition to enabling life, enzymes are of growing importance in 
the food, agricultural and pharmaceutical industries.5 Enzyme mechanisms 
can range from relatively simple two-step processes to complex multi-step 
reactions. Although great strides have been taken since the start of the 
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Chapter 7174

nineteenth century to better understand the function and mechanisms by 
which enzymes operate, limitations to the most widely used analytical methods 
must be overcome.

Enzymes are proteins, composed of amino acid chains that fold into bio-
logically functional ‘native’ three-dimensional structures.6 Enzymes can vary 
substantially in size; one of the smallest known subunits is a bacterial 4-oxalo-
crotonate tautomerase, composed of only 62 amino acid residues,7,8 while 
catalase is one of the largest and in humans is composed of four 60 kDa 
subunits.9 Some enzymes require the binding of non-protein components, 
called cofactors, in order to become active. Cofactors are small molecules 
that can range from inorganic ions to more complex organic or metallo
organic molecules. When a cofactor is tightly or covalently bound to the 
enzyme it is referred to as a prosthetic group. An active enzyme with a bound 
cofactor is termed a holoenzyme, whilst an enzyme lacking its cofactor is an 
apoenzyme.10

Typically, only a few amino acids within an enzyme are responsible for  
carrying out catalysis through direct interactions with the substrate in the active 
site. The particular structure and chemistry of the active site is what confers 
the ability to act on specific substrates in a noisy biochemical background. 
Several models have been proposed to explain this specificity. It was first 
believed that substrates would fit perfectly into the active site of an enzyme 
without having to undergo a change in structure, this is referred to as the 
‘lock and key’ model.11 However, the induced fit model proposes that confor-
mational changes occur upon binding of the substrate, which has led to the 
recognition that inherent dynamics play a critical role for substrate recogni-
tion and catalysis (Figure 7.1).11 Proteins are not static structures, and can 
populate various conformational ensembles. Conceptualizing ligand bind-
ing as affecting distal sites of the protein (and vice versa) through confor-
mational change also allows for allosteric regulation of enzymatic activity.12 
Arguably the dominant current model for substrate recognition and binding 
is the ‘conformer selection’ model, where resting and active-state dynamics 
are identical to the substrate selecting the appropriate conformer for bind-
ing. In this model, the rate limiting step of binding is the adoption by the 
enzyme of a particular ‘substrate ready’ structure within the ensemble of 
structures populated in the native state.13,14

During the first few milliseconds of an enzymatic reaction, the enzyme–
substrate complex is formed producing a significant population of inter-
mediates while product concentrations are low; this is referred to as the 
pre-steady state.15 Directly studying pre-steady state kinetics is quite chal-
lenging, as millisecond-or-better time scale detection is required. Follow-
ing binding of the substrate, the reactant molecules must have sufficient 
thermal energy to cross a dominant free energy barrier along the reaction 
coordinate. This energy barrier is referred to as the transition state and 
the fundamental role of enzymes is either to directly lower the energy of 
the transition state or to provide an alternate reaction coordinate with a 
lower barrier.16 The enzyme–substrate complex undergoes turnover to yield 
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enzyme–product complexes and, ultimately, free enzyme and product to 
complete the cycle. It is a common practice to supply an excess amount of 
substrate to the enzyme, allowing the reaction to quickly achieve a pseudo- 
equilibrium of enzyme–substrate and enzyme–product complexes. This 
is referred to as the steady state and is more easily studied because it can 
be made to persist for an indefinite period, provided the substrate is not 
significantly depleted (Figure 7.2).15

Several factors affect catalytic activity, including pH, temperature, 
enzyme concentration, substrate concentration and the presence of acti-
vators or inhibitors.17 As the names suggest, an activator increases the 
activity of an enzyme while an inhibitor decreases its activity. Many drug 
treatments involve the use of competitive inhibitors to prevent substrate 
access, for example to abolish the activity of pathogenic enzymes respon-
sible for breaking down antibiotics leading to multi-drug resistance, or for 
the adjustment of metabolic imbalances (Figure 7.3).18,19 Enzyme-targeted 
inhibitor design is a long-standing area of research in the pharmaceutical 
industry and requires a detailed understanding of how catalysis occurs at 
the enzyme’s active site.20

Figure 7.1  ��Induced fit model upon substrate binding. When substrates (black) 
adenosine triphosphate (ATP) and xylose attach to the binding sites 
(blue), the hexokinase enzyme undergoes a large induced fit motion 
that closes over the substrates. The Mg2+ cofactor (yellow) is required 
to produce the active form of ATP (PDB IDs: 2E2N, 2E2Q). Image by 
Thomas Shafee, CC BY.
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Figure 7.2  ��Changes in concentration of reaction participants of an enzyme- 
catalyzed reaction with time. (A) The pre-steady state is relatively short-
lived and occurs at the initial stages of the reaction. At equilibrium, or 
steady state conditions, there is no net change of enzyme–substrate 
[ES], free enzyme [E], substrate [S], and product [P]. (B) A closer look 
at the pre-steady state where the [ES] begins to form, and there is a sig-
nificant population of intermediates leading up to the formation of [P]. 
Adapted from ref. 15.

Figure 7.3  ��An enzyme binding site (blue), which would normally bind the sub-
strate (black) can alternatively bind a competitive inhibitor (green) to 
prevent substrate access. In this example, dihydrofolate reductase is 
inhibited by methotrexate, which prevents binding of its substrate, folic 
acid (PDB ID: 4QI9). Image by Thomas Shafee, CC BY.
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7.2  �Methods for Studying Enzyme Mechanisms
Any single technique capable of the detailed exploration of enzyme mech-
anisms must be exceptionally versatile. Firstly, the simultaneous detection 
and identification of reaction intermediates is essential for a detailed char-
acterization of reaction pathways. As mentioned earlier, characterization of 
enzymatic pre-steady states has proven challenging over the years due to their 
transient nature, which often persists for less than one second. Therefore, time- 
resolved techniques are needed to detect intermediates under pre-equilibrium 
conditions. This implies that the analysis begins within milliseconds (or 
microseconds) following the start of the reaction. The capacity to meet 
this requirement has improved over the last several decades thanks to the 
development of rapid mixing devices. Kinetic information is also useful in 
elucidating possible mechanisms for a reaction, which can be used to under-
stand a variety of disease states.21 Monitoring the structural changes that 
occur at the protein level during catalysis is also of great importance, reveal-
ing critical insights such as allosteric effects in substrate and/or inhibitor 
binding.22 Ideally, molecular snapshots of the protein converting substrate to 
product must be obtained in order to gain a full mechanistic understanding. 
We will discuss the most used analytical techniques for the study of enzy-
matic reactions and the advancements that have been made in the field of 
mass spectrometry (MS) over the past several decades, making it suitable for 
the study of various unique systems.

7.2.1  �X-Ray Crystallography
To understand how enzymes function it is important to know their three- 
dimensional ground-state structures. One of the two ‘classical’ techniques for 
high-resolution structure determination is X-ray crystallography. Briefly, this 
technique involves the diffraction of X-ray beams passing through a protein 
crystal. The diffraction pattern produced by a given protein can be interpreted 
using Bragg’s law to produce an electron density map, which is then used to 
map the most thermodynamically favoured conformation.23 This technique 
has the ability to offer atomic-level resolution of an enzyme allowing for the 
identification of active sites and binding pockets. In addition to crystalliza-
tion of the enzyme in isolation, co-crystallization of the enzyme along with 
its substrate (or more often, a competitive inhibitor) can be used to study 
the geometry of binding.24 In more recent years, the use of ‘time-resolved’ 
studies have helped elucidate the details of catalytic mechanisms and under-
stand the sequence of steps and residues involved in each step.25 It has been 
observed that some enzymes are capable of undergoing catalytic turnover in 
the crystalline state, even in conditions that sometimes consist of high pH, 
viscosity and ionic strength.26

To trap reaction intermediates for crystallography, both physical and chem-
ical techniques are used. This often involves changing the pH,27 lowering the 
temperature in order to slow down intermediate turnover,28 or the addition of 

. 
Pu

bl
is

he
d 

on
 0

9 
N

ov
em

be
r 

20
17

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

88
01

03
99

-0
01

73
View Online

http://dx.doi.org/10.1039/9781788010399-00173


Chapter 7178

an inhibitor.29 These methods have been applied to various systems includ-
ing several serine-protease acyl–enzyme complexes.30,31 High-resolution crys-
tal structures have the ability to shed light on many chemical parameters, 
including planarity of peptide bonds, bond lengths, bond angles, and torsion 
angles.32 However, there are several limitations that must be considered. First 
and foremost, high quantities of the target enzyme (milligrams) are required 
for the crystallization process to successfully occur. Secondly, incubation with 
a substrate often does not yield co-crystallization of intermediate (or even 
substrate bound) species. In the event that crystallization successfully occurs, 
the way in which X-ray diffraction data is collected and refined has a strong 
impact on resolution.32 Atomic resolution (typically <2.0 Å) is required to 
identify subtle changes occurring in the substrate. Many proteins simply do 
not diffract due to high water content, which decreases protein–protein inter-
actions and increases the overall mobility of the protein. Therefore, it is often 
extremely challenging to produce crystals of sufficient quality for substrate 
co-crystallization studies, even with extensive optimization. Once suitable 
crystals are obtained, there is no guarantee that the induced packing forces 
have not distorted the natural structure of the enzyme and/or its substrate. 
In addition, the diffraction process itself can be relatively harsh, and might 
cause low-barrier intermediates to decay, resulting in structures that are not 
biologically relevant. There is therefore a growing need to verify what data has 
been obtained from X-ray crystallography with other experimental methods.

7.2.2  �Site-directed Mutagenesis
Protein engineering comprises the modification of an enzyme’s primary 
sequence in order to study the effects on structure and function. This often 
involves site-directed mutagenesis of one or more amino acid residues and 
is most widely used in catalysis to identify the critical active site residues.33 
The premise is that exchange of a single catalytically important amino acid 
residue with another of differing chemical properties should abolish some, 
if not all, of the enzyme’s activity, whereas similar modification of a non- 
essential amino acid should have no effect. This method can be used to iden-
tify the amino acids responsible for binding of the substrate, and is often 
used to complement the knowledge obtained from X-ray crystallography, 
particularly in the (common) case where co-crystallization proves difficult or 
uninformative.34 Considerable caution must be taken in the interpretation of 
mutagenesis analyses, however, as in some cases even a single point muta-
tion outside of the active site can alter enzymatic activity through disruption 
of structure or dynamics.

7.2.3  �Optical Methods
One of the first, and still widely-used, approaches for studying enzyme 
mechanisms is UV–visible spectrophotometry, in which enzymatic activity 
can be monitored by the appearance of a chromophoric product (or the 
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disappearance of a chromophoric substrate). In rare cases, enzymatic inter-
mediates may have distinctive absorbance properties, making it possible  
to detect pre-steady state species. Fluorescence spectroscopy is also a com-
monly used method, with the advantage of greatly enhanced sensitivity, and 
even the ability to perform single-molecule measurements or distance mea-
surements using Forster resonance energy transfer.35 Of course, the major 
drawback of both of these approaches is that they require a chromophore 
(or fluorophore), which, if not endemic to the system, must be artificially 
introduced. Nonetheless, optical methods have a major advantage in terms 
of duty cycle, with individual measurements requiring microseconds or less 
of acquisition. This is of particular use in rapid time-course measurements, 
such as are required for pre-steady state studies.

Where sub-second reaction times are to be monitored, a rapid mixing 
apparatus is implemented to efficiently mix the solutions of interest, initiat-
ing the chemical reaction and mimicking the biological process that occurs 
in vivo. Rapid mixers coupled to optical detection methods can be classified 
as either stopped-flow or continuous-flow.36,37 Classically, stopped-flow mix-
ers flush the reactants at high flow rates through the mixer and observation 
cell. Once enough new volume has entered the cell, displacing the contents 
from previous experiments, the flow is stopped and observation begins.38 In 
continuous-flow mixers, the solutions are pumped at high flow rates through 
two different channels, which then coalesce and mix within a small mixing 
chamber.39–41 The stopped-flow technique is often preferred when coupled to 
spectroscopic methods such as UV–visible fluorescence absorbance.

Optical detection by UV–visible absorbance or fluorescence is suitable 
for the study of enzyme reactions thanks to its high sensitivity (though this 
depends ultimately on the chromo/fluorophore being detected). In addition, 
the high flow rates used to flush reactants between experiments allows for 
a time resolution of microseconds under ideal conditions.40 However, there 
are several limitations to this method that must be considered. Perhaps the 
biggest disadvantage is low selectivity, that is, the inability to study more 
than a few species simultaneously. Most optical studies are limited to detect-
ing one or two species with the additional assumption that chromophores 
are available for the system being analyzed. This is not ideal for unravelling 
complex, multistep reactions with a large number of reactive species. In 
addition, the attachment of a chromophore to produce artificial substrate 
analogues raises concerns, as it might alter kinetics compared to the natural 
substrate.42

7.2.4  �Isothermal Titration Calorimetry (ITC)
ITC measures the heat change over time of the binding between an enzyme 
incubated with its small molecule substrate.43,44 It can be used to measure 
kinetic parameters such as the catalytic rate constant (kcat) and the Michaelis 
constant (KM).45 The ITC instrument is a heat-flux calorimeter, and measures 
the amount of power required to keep a constant temperature difference 
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between the sample and reference cell. In the context of enzymes, it is used 
to measure enzymatic efficiency and allows for the kinetic characterization 
of enzyme inhibition.46 It is also an important tool used for drug screening as 
it reveals the thermodynamics of binding, which can help elucidate binding 
affinities.47,48 Whilst being a powerful method for the characterization of bio-
molecular interactions in the solution-phase, one of its biggest drawbacks is 
the need for large sample volumes.

7.2.5  �Two-dimensional Nuclear Magnetic Resonance  
(2D NMR) Spectroscopy

In contrast to crystallography, solution NMR spectroscopy offers the ability  
to measure high resolution protein structures at physiological ionic 
strengths and concentrations. Relatively low concentrations are needed for 
analysis on modern instruments, and thus can be used to study proteins at 
low µM concentrations. A key advantage of NMR is its versatility; there are a 
host of experiments, each covering structure and dynamics analysis, across 
a broad range of biologically relevant timescales, from seconds to hours. 2D 
NMR spreads severely overlapping spectra into two orthogonal frequency 
dimensions, allowing for easier analysis of protein samples.49 In the context 
of enzymes, 2D measurements can reveal changes in local chemical struc-
ture that accompany ligand or substrate binding, which can be used for the 
elucidation of active sites, among other applications.50 In many cases, NMR 
has sufficient sensitivity and selectivity to detect minor equilibrium species, 
allowing for the study of protein motions during catalytic turnover such as 
those related to allostery.51,52 Of particular importance are Carr–Purcell– 
Meiboom–Gill relaxation dispersion experiments, which allow for determi-
nation of the rate of interconversion between ‘ground-state’ species and 
conformations linked to the catalytic reaction coordinate.

NMR can also be combined with hydrogen–deuterium exchange (HDX), 
a solution-phase, structure-dependent labeling technique that involves the 
substitution of labile amide hydrogens on the backbone of proteins for deu-
terium from solvent. This method can be used to study enzyme structure 
and dynamics during catalytic turnover, providing a site-specific map of 
exchange rates (corresponding to the extent of secondary and tertiary struc-
ture) for individual amino acids.53 However, NMR measurements do suffer 
from a set of inherent drawbacks, not the least of which is obtaining iso-
topically labeled protein and the high cost of purchasing and maintaining 
the equipment. Acquisition times are exceptionally long, with a typical 2D 
spectrum requiring several hours of measurements (a number of methods 
exist to reduce this time considerably, but most negatively affect sensitivity  
and/or resolution).54 This can make it impossible to perform real-time 
measurements, and effectively rules out direct pre-steady state studies in 
the vast majority of enzymes. There is also a fundamental limit on analyte 
size, generally precluding complex analyses on biomolecules with masses 
>75 kDa.55
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7.2.6  �Mass Spectrometry (MS)
Over the past three decades, MS has become a powerful tool for the struc-
tural characterization of biomolecules. The use of this technique was ini-
tiated by J. J. Thomson’s work in 1897, who demonstrated the existence of 
the electron and measured the first ever charge-to-mass ratio (now usually 
expressed as the mass-to-charge ratio m/z).56 MS has the ability to precisely 
determine the m/z of an ionized analyte via manipulation with electric and/or  
magnetic fields. Over the past 100 years, improvements have been made 
to ionization techniques, allowing for the study of ever larger molecules, 
leading ultimately to the development of ‘soft’ ionization through which 
even non-covalent complexes can be transferred intact into the gas phase.57 
The two dominant soft ionization methods, electrospray ionization (ESI) and 
matrix-assisted laser desorption ionization (MALDI) have greatly expanded the 
analytical domain of MS to include direct measurements of biomacromole-
cules in action.58 MS’s greatest strength is its inherent ability to simultane-
ously distinguish (and sometimes quantify) a large number of species from 
complex mixtures.59 This is a great advantage when studying enzyme mech-
anisms as it allows for the possibility of detecting multiple intermediates in 
substrate turnover.

The ESI process occurs in two distinct steps. First, the liquid sample forms 
charged droplets as it is ejected from a narrow capillary held at high electric 
potential (typically 3–5 kV).60,61 These droplets then progressively decom-
pose via solvent evaporation (assisted by N2 nebulizing gas) and coulombic  
fission to form multiply charged ions.62 As ESI-MS measures analytes in the 
gas phase, a key concern is if it is reflective of what occurs in solution-phase, 
especially since the distribution of charges acquired by proteins during ESI, 
called the charge state distribution, is widely accepted to reflect the global 
protein structure in solution (i.e., unfolded proteins acquire more charge 
and a wider distribution of charges than folded proteins when they are 
transferred to the gas phase by ESI). For non-covalent protein complexes, 
the direct connection to solution is less clear. Solution-phase droplets shrink 
when undergoing the ESI process, thus changing the concentration of the 
analytes and possibly causing a shift in equilibrium. Of even greater concern 
is the formation of non-specific complexes when ESI droplets contain two or 
more protein molecules just prior to transfer to the gas phase. On the other 
hand, solution protein complexes might be disrupted if ESI conditions are 
harsh. Many studies have addressed this question, with the general consen-
sus being that ESI-based detection of complexes (or lack thereof) should be 
taken with a degree of caution, but that with careful controls, even accurate 
quantitation of complexes is often possible.63–65

While already regarded as a soft ionization technique, advancements have 
been made over the last several decades that have increased the probabil-
ity of preserving solution non-covalent protein complexes through ESI. One 
straightforward approach is to lower the flow rate. Typically, the ESI process 
usually requires flow rates that are in the µL min−1 range, with initial droplets 
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having diameters in the µm range.66 The development of nanoESI, essentially 
a minimized-flow ESI with flow rates in the nL min−1 range and initial drop-
lets having diameters in the nm range, allows for extremely low sample con-
sumption and a shorter ion generation process, allowing for improved intact 
analysis of non-covalent complexes.67–70 More recently, Takáts et al.71 intro-
duced electrosonic spray ionization (ESSI), a microESI source with a super-
sonic nebulizing gas at high linear velocities. Compared to ESI, the study 
found that the narrow charge state distributions observed with ESSI are more 
likely to correspond to native-like solution-phase structures, thus preserving 
protein complex structures.71 ESSI was successfully applied to study the for-
mation of enzyme–substrate and enzyme–substrate–inhibitor complexes in 
the gas phase.72 A study by Jecklin et al.73 compared the three methods of 
ESI, nanoESI and ESSI of the model system hen egg white lysozyme bind-
ing to N,N′,N″-triacetylchitotriose (NAG3) and found that all three yielded KD 
(equilibrium dissociation constant, a measure of how tightly a target binds 
its substrate or ligand) values that were in agreement with solution-phase 
literature values. Deciding which of these methods is preferable will depend 
on the system under study, as some complexes require ‘softer’ conditions 
than others.

Collectively, MS has several unique advantages for the investigation of 
enzymatic reactions. By measuring m/z, a property of any ionizable spe-
cies, the need for chromophoric labeling or immobilization of one of the 
binding partners, a common practice in other biochemical methods, can 
be bypassesed.74 Since the vast majority of enzymatic reactions involve a 
change in mass, natural substrates can be used for the independent, simul-
taneous detection of intermediates and products during catalytic turnover. 
As mentioned previously, this is of great importance as there can be signifi-
cant changes in kinetics between natural and chromophoric substrates.75 In 
addition, the large m/z range allows for the simultaneous study of changes 
occurring in both enzyme and substrate during the course of the reaction. 
The low sample consumption for mass spectrometric analysis also allows for 
the characterization of proteins or ligands available at extremely low concen-
trations. In the following sections, we will discuss the development of some 
MS-related techniques for the study of enzymes.

7.2.6.1 � Time-resolved ESI MS (TRESI-MS)
Stopped-flow and continuous-flow rapid mixing have been combined with 
the power of MS in order to obtain ‘time-resolved’ measurements of (bio)
chemical reactions. TRESI-MS allows for kinetic experiments to be carried  
out with a dead time ranging from a few milliseconds to seconds.76,77 Stopped-
flow ESI-MS was first implemented by Kolakowski et al., where the optical 
cell was replaced by a reaction capillary. However the open system caused 
considerable pressure when switching from the initial high-flow-rate phase 
to the low-flow-rate injection into the ESI source, ultimately having a nega-
tive impact on time resolution.78 This quickly shifted the focus to continuous- 
flow capillary-based devices, which allowed for decreased dead times and 
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increased time resolution. Coupling of a time-resolved continuous-flow 
capillary mixer to MS has made it possible to overcome many of the chal-
lenges commonly faced with other analytical techniques for the study of pre-
steady state enzyme kinetics.

One of the earliest continuous-flow rapid mixers consisted of a static 
mixing tee followed by a reaction capillary whose fixed internal volume 
regulated the reaction time (Figure 7.4A).79 Different time points were 
obtained by ‘switching out’ the reaction capillary to differing lengths or 
varying the flow rates, allowing one to track a reaction over time. This 
continuous-flow setup was subsequently improved with the development 

Figure 7.4  ��Schematic depictions of continuous-flow setups used for TRESI-MS. (A) 
A fixed mixing tee where the reaction time (Δt) is determined by the 
length of the reaction capillary (Δx). Arrows indicate the direction of 
flow from syringes carrying the desired reactants.79 Reprinted with per-
mission from L. Konermann, B. A. Collings and D. J. Douglas, Biochem-
istry, 1997, 36, 5554–5559. Copyright 1997 American Chemical Society. 
(B) A capillary mixer with adjustable reaction volume. Two concentric 
capillaries are injected with reactants from syringes 1 and 2. A notch is 
made 2 mm from the end of the inner capillary allowing the two solu-
tions to mix. Changing the position of the inner capillary within the 
outer capillary changes the volume between mixing and ESI detection 
allowing for the continuous tracking of a reaction over various time 
points. Reprinted with permission from D. J. Wilson and L. A. Koner-
mann, Anal. Chem., 2003, 75, 6408–6414. Copyright (2003) American 
Chemical Society.
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of an adjustable reaction chamber able to measure multiple time points 
in a single experiment (Figure 7.4B).80 In this set-up, the reactants flow 
through concentric capillaries, allowing for rapid mixing from a notch cut 
2 mm from the distal end of the inner capillary. When the inner capillary 
is lined up with the outer capillary, observable reaction times can reach 
as low as 8 ms. Later reaction times can be monitored by withdrawing the 
inner capillary within the outer capillary, increasing the volume between 
the mixing point and ESI detection. Reactions can be monitored in two 
modes: (1) spectral mode, where the reaction volume is held at specific 
points and allows for longer acquisitions at specific time points, and (2) 
continuous mode, where the reaction volume is increased at a constant 
rate.81

While many of the previously discussed analytical techniques focus on 
studying steady state parameters such as kcat and KM, they do not provide infor-
mation regarding sub-states that contribute to the mechanism. TRESI-MS is 
uniquely suited to monitoring enzyme reactions because it is able to detect 
subtle changes in substrate, intermediate, and product populations as a 
function of reaction time and m/z ratio.82 Revealing the mechanistic details 
of catalysis also depends on knowing the positions of key functional groups 
in the active site during the transition state.83 Consequently, TRESI-MS has 
been applied for the elucidation of kinetic isotope effects (KIEs). A KIE is 
the change in rate of a chemical reaction following the substitution of one 
atom in the reactant for one of its isotopes.84,85 KIEs can give insights into the 
rate-limiting steps86,87 and transition state structures16,88,89 from quantifiable 
changes in reaction rates. Differences in vibrational frequencies of the heavy 
and light bonds alter their zero point energies between the ground and tran-
sition state, with the heavy isotope having a lower energy compared to the 
light. As a result, their activation energies will be different and are reflected 
in their measured rates where transition-state bond lengths and geometry 
may be inferred. The ability of MS to distinguish multiple isotopes simulta-
neously and with high sensitivity makes it particularly suitable for the study 
of isotope effects. In addition, the study of KIEs in the pre-steady state using 
TRESI-MS can provide further mechanistic insights into catalytically active 
functional groups.85,90

7.2.6.2 � Determination of Binding Constants and Allostery in 
Multimeric Enzymes

All processes within a cell must be carefully controlled in order to carry out 
essential physiological processes. Many enzymes operate via allosteric reg-
ulation, whereby the binding of an effector molecule or ligand away from 
the active site induces conformational change allowing for regulation of 
catalytic activity by altering kcat, KM, or both.91 Cooperative binding often 
operates through an allosteric mechanism, and occurs in enzymes with 
multiple binding sites where the affinity towards a second ligand increases 
(or decreases) upon binding of the first ligand.92 Although not an enzyme, 
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hemoglobin’s oxygen binding ability was the first observed example of 
cooperativity.11,93 It was this model system that helped reinforce the under-
standing that conformational changes within proteins, especially those 
that are multimeric in nature, could be responsible for the precise regula-
tion of function.

Classically, allosteric regulation of protein–ligand complexes have been 
studied via X-ray crystallography or NMR spectroscopy.94 However, ESI-MS 
has become an increasingly utilized tool for the characterization of non- 
covalent protein–ligand interactions including the determination of dissocia-
tion constants, and will be discussed in the next chapter.74,95–99 As mentioned 
previously, these parameters are of great importance for small molecule 
drug development and the understanding of complex biochemical pathway 
regulation.

7.2.6.3 � Hydrogen–Deuterium Exchange Coupled to MS for 
Studying Catalysis-linked Dynamics

The use of HDX to study protein conformations has classically been applied 
in 2D NMR. However, coupling of this method to MS has a number of advan-
tages, in particular that its sensitivity allows for the analysis of protein at 
concentrations in the nM–µM range, and has a virtually unlimited protein 
size range.100 The HDX reaction can be acid (H3O+), base (OH−), and water 
(H2O) catalyzed, however, effects from water catalysis is minimal.101,102 The 
chemical HDX rate constant (Kch) of an amide in an unstructured peptide is 
as follows:
  

	 Kch = kint,H[H+] + kint,OH[OH−] + kint,H2O[H2O].	 (7.1)

  
At physiological pH, HDX is base-catalyzed, where abstraction of the 

amide proton by deuteroxide is followed by deuteration of the amide nitro-
gen by D2O.103 The availability of labile amide hydrogen to undergo exchange 
is determined by several factors: hydrogen bonding, solvent accessibility, pH 
and temperature. When the pH and temperature during analysis of a sample 
is kept constant, the rate of exchange is dependent on the former two fac-
tors. Stable intramolecular hydrogen bonding networks of backbone amides 
are found in secondary structural elements such as alpha helices and beta 
sheets, and these typically exhibit drastically reduced HDX rates compared 
to non-hydrogen bonded regions such as loops and disordered regions that 
engage in transient hydrogen bonds with the solvent.104 Solvent accessibility 
is also a key factor, as amide protons buried deep within hydrophobic cores 
are not available for exchange.105

As alluded to earlier, proteins are not static structures, but can populate 
a variety of different conformations in solution through transient thermal 
fluctuations, known as conformational dynamics. These motions require the 
transient breaking of backbone hydrogen bonds, making the freed amides 
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available for exchange with solvent D2O, thus HDX is effectively a measure of 
conformational dynamics.54 Exchange kinetics can be expressed as follows:
  

	        
op ch cl

cl 2 op

cl H op H op D cl D
D O

k k k

k k
  	 (7.2)

  
where cl and op refer to closed (unavailable for exchange) and open (available 
for exchange) states, with kcl and kop corresponding to their rate constants. H 
and D represent protonated and deuterated states. Proteins in solution are 
in equilibrium between closed and open states, with the rate of exchange 
affected by unfolding and re-folding events, as well as the intrinsic exchange 
rate, kch.106,107 Therefore, the HDX rate constant can be expressed as follows:
  

	 op ch
HDX

op cl ch

×
.

k k
k

k k k


 
	 (7.3)

  
Typically, under native conditions, the frequency of protein folding is 

much greater than that of unfolding, where kcl ≫ kop, reducing eqn (7.3) to:
  

	 op ch
HDX

cl ch

×
.

k k
k

k k



	 (7.4)

  
Depending on the relative timescale of the opening and closing events, two 

scenarios can arise. In the first scenario kcl ≪ kch, where protein refolding is 
much slower than the intrinsic exchange rate. In this case, a single unfolding 
event can allow for all amide hydrogens to exchange, making kHDX extremely 
dependent on kop, reducing eqn (7.4) to:
  

	 cl ch,HDX op( EX1) .k kk k  	 (7.5)
  

This mode is referred to as EX1 kinetics, where the observed rate of 
exchange is directly correlated to the rate constant of the opening reaction 
kop. In the second scenario kcl ≫ kch, where protein refolding occurs rapidly 
following transient unfolding states. In this case, exchange occurs during 
several unfolding events, reducing eqn (7.4) to:
  

	  cl ch,

op ch
HDX op ch EX2

cl

×
×

k k

k k
k K k

k
   	 (7.6)

  
where Kop is the equilibrium constant defined by Kop = kop/kcl. This mode is 
referred to as EX2 kinetics, and occurs for most proteins under physiological 
conditions.108,109

Coupling of TRESI-MS to HDX provides a measure of protein dynamics 
by monitoring the exchange reaction over time. This is primarily conducted 
using a continuous-flow device, where the protein of interest is in a native pH 
buffer (ammonium acetate) that is diluted with D2O to initiate the labeling 
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Figure 7.5  ��Coupling of HDX to MS. (A) Global HDX: mixing of the native protein with D2O occurs at various time scales. As the reaction 
time increases, backbone amide hydrogens exchange causing the mass of the protein to increase, resulting in a mass shift to 
higher m/z when monitored by ESI-MS. (B) Local HDX: following incubation with D2O, the mixture is quenched to pH ∼ 2.5 
to lock the deuterium in place. Pepsin is typically used, sometimes in combination with other acid proteases, for digestion 
into peptides. This is followed by liquid chromatography MS separation and detection of deuterated peptides. The dynamic 
regions of the protein are typically displayed on X-ray crystal structures.
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Chapter 7188

reaction (Figure 7.4B). Deuterium is often supplied in excess (greater than 
50%) in order to favour the labelling process, which is then quenched by 
lowering the pH to ∼2.5. The solution is then sprayed into the mass spec-
trometer where mass-shifts of the deuterated protein can be monitored. 
Monitoring the rate of uptake for an intact protein is referred to as global 
HDX, and can characterize global changes in the protein structure due to 
ligand binding or other events.110,111 In the context of enzymes, this method 
has been used to study small-molecule inhibition112 and catalysis-linked 
dynamics113 (Figure 7.5A). Alternatively, for spatial resolution, the labeled, 
quenched protein can be subjected to pepsin digestion and MS analysis of 
the resulting peptides (Figure 7.5B). This is referred to as local HDX using a 
‘bottom up’ workflow, which allows one to determine regions of substantial 
change, with recent developments nearing single amino acid resolution.114

7.3  �Conclusion and Future Directions
An overview of the advantages and disadvantages of the methods pre-
sented in this chapter are described in Table 7.1. Briefly, MS avoids many 
of the challenges of other structural methods such as the use of bulky 

Table 7.1  ��Comparison of analytical methods used for the study of enzymes.

Method Advantages Disadvantages

UV–visible  
fluorescence 
spectroscopy

Timescale: microseconds (µs);  
high sensitivity

Low selectivity; use of 
bulky chromophores 
(if available) that can 
alter kinetics

X-ray crystallo
graphy

Label-free analysis; can offer atomic- 
level (>1 Å) resolution (torsion angles, 
bond angles, etc.); no size limit for the 
protein of interest

Milligram (mg) quanti-
ties needed; extensive 
optimization required 
to produce highly 
quality crystals

2D NMR Label-free (no chromophoric substrate 
required); amino acid resolution

µM–mM concentrations 
needed; cannot study 
proteins ∼75 kDa or 
greater; lengthy  
acquisition times

Isothermal 
titration 
calorimetry

Label-free analysis; allows for thermo
dynamic characterization

Large sample volumes 
needed

MS Label-free (no chromophoric substrate 
required); timescale: as low as milli
seconds when coupled to TRESI; 
highly sensitive; nM–µM concentra-
tions needed; no size limit for the 
protein of interest; can detect a large 
number of species from complex mix-
tures; nearing amino acid resolution 
when coupled to H–D exchange

Solution-phase structure 
not always retained in 
the gas phase if harsh 
conditions are used
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189Studying Enzyme Mechanisms Using Mass Spectrometry, Part 1: Introduction

chromophores, the need for high protein/substrate concentrations, and no 
limitation on protein size or the number of observable species. In addition, 
coupling to rapid mixing devices allows for the analysis of many reactions 
otherwise inaccessible by classical methods, including pre-steady state 
measurements, the detection of transient reaction intermediates, and the 
characterization of rapid conformational changes during catalysis.113,115 
Recent studies that have applied MS to several enzyme-based systems will 
be summarized in the following chapter. With continuous advancements in 
both instrumentation and data processing software, it is expected that the 
use of MS-based techniques will continue to rise for the study of challeng-
ing enzymatic systems, allowing for a more detailed understanding of vital 
biological processes.
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8.1  �Introduction
Chapter 7 introduced the important role of enzymes in biological systems 
and provided a summary of analytical methods classically used for their 
study. Several key advantages in using mass spectrometry (MS) for observ-
ing structural changes at both the protein and substrate level during enzy-
matic turnover were also outlined. We will now discuss how MS has been 
successfully applied to study complex enzyme mechanisms (both steady-
state and pre-steady-state), binding constants, allosteric regulation, and 
catalysis-linked dynamics.
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8.2  �Enzyme Mechanisms
8.2.1  �Complex, Multistep Enzymatic Mechanisms
With the ability to simultaneously monitor many species, MS offers the 
unparalleled capability of unraveling complex enzymatic mechanisms. A 
prime example of this is Dovala and coworkers’ use of X-ray crystallogra-
phy and MS to characterize the structure and function of LpxM from Acine-
tobacter baumannii, a lysophospholipid acyltransferase that is responsible 
for lipid A synthesis.1 Lipid A is an immune system activator and barrier 
to xenobiotics for Gram-negative bacteria, making its biosynthetic path-
way a lucrative target for antibiotics.2 After initiating the reaction on an 
Agilent RapidFire 300 high-throughput solid-phase extraction system, the 
conversion of lauryl-ACP to holo-ACP by wild-type LpxM and two mutants 
(LpxME127A and LpxMR159A) was monitored by MS/MS of intact ACP based 
on two lipid prosthetic group product ions at 443.294 m/z (acyl-ACP) and 
261.127 m/z (holo-ACP) (Figure 8.1). Transfer of the lipid chain from lau-
ryl-ACP to lipid IVA was also monitored by liquid chromatography (LC)-MS 
(Figure 8.1). Using this unique approach, it was found that LpxM pro-
duced holo-ACP and free lauric acid in the absence of lipid IVA, providing 
evidence for novel acyl-protein thioesterase activity. Substrate inhibition 
in the presence and absence of lipid IVA was also observed at lauryl-ACP 
concentrations of 7 µM or higher, pointing to two acyl-ACP binding sites 
per LpxM. The authors proposed an ordered binding mechanism for Lipid 
IVA and two lauryl-ACPs to LpxM, as well as a reset mechanism for high 
concentrations of lauryl-ACP (Figure 8.1). This robust MS-assay, which 
is based on a novel characteristic loss of lipid moieties in ACP, can be 
extended to a diverse set of lysophospholipid acyltransferases, as well as 
enabling high-throughput inhibitor screening of potential LpxM inhibi-
tors (Table 8.1).

8.2.2  �Time-resolved Electrospray Ionization (TRESI) for the 
Detection of Enzymatic Intermediates

Another example of mechanistic insights acquired by direct MS measure-
ment comes from the Anderson group, who were among the first research-
ers to combine rapid mixing with ESI-MS analysis. Anderson and co-workers 
applied a time-resolved ESI-MS approach to studying the catalytic com-
plexes of the tetrameric 4-hydroxybenzoyl–coenzyme A (4-HBA-CoA) thio-
esterase from Arthrobacter sp. strain SU,3 which catalyzes the hydrolysis of 
4-HBA–CoA to 4-HBA and CoA.4 By mixing 4-HBA-CoA substrate (5–30 µM)  
with thioesterase for 7 ms and monitoring by MS, all non-covalent 
ligand-bound species were observed (Table 8.2). Time-resolved catalysis 
experiments were run for reaction times of 6–160 ms after mixing 40 µM 
thioesterase and 30 µM 4-HBA–CoA (10 mM ammonium acetate, pH 7.5) 
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Figure 8.1  ��Proposed mechanism for AbLpxM. (A) LpxM activity assay from the 
formation of holo-ACP with increasing lipid IVA concentration. MS/MS 
of intact lauryl-ACP yields two phosphopantetheine product ions. (B) 
LC chromatograms and MS spectra for the addition of lauryl groups 
to lipid IVA. (C) Electrostatic surface of LpxM crystal structure identi-
fying a second acyl-ACP binding site. (D) Left: substrate inhibition of 
AbLpxM in the presence (red) and absence (black) of lipid IVA. Right: 
substrate inhibition of AbLpxM with increasing lauryl-ACP concentra-
tion. Bottom: modeled kinetics for uninhibited LpxM (blue), inhibited 
LpxM (orange), and a combined inhibited/uninhibited LpxM. (E) Pro-
duction of lauric acid in the presence and absence of LpxM determined 
by LC-MS.
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(Figure 8.2). The [(E + S)] complexes, as well as several [(E + P)] complexes, 
and several [(E + S) + (E + P)] complexes were identified based on their 
unique m/z values. The time course results show that at 80 ms CoA stays 
bound to the enzyme and dissociates slowly, with a substantial amount 
remaining bound to the enzyme at 160 ms. Catalysis tends to also occur 
more rapidly with higher occupancy, with the [4(E + S)] and [(4E+3S)] spe-
cies falling to 0 intensity 80 ms into the reaction, suggesting some form 
of positive cooperativity. The authors conclude that the reaction pathway 
for the 4-HBA-CoA thioesterase follows release of product governed by the 
opening and closing of an N-terminal loop region in the hydroxybezoyl 
binding pocket. Based on the kinetic data, product release remains ordered 
where 4-HBA is released first, followed by CoA (Figure 8.2).

Table 8.1  ��Analysis of acyl-ACP acyl chain length specificity on AbLpxM thioesterase 
activity as determined by high-throughput MS.a

Acyl chain donor KM
App (µM)

Specific activity 
(min−1) Hill coefficient

Capryl-ACP 9.887 ± 0.481 0.238 ± 0.004 1.134 ± 0.041
Lauryl-ACPb 1.845 ± 0.238 1.483 ± 0.099 1.392 ± 0.134
Myristyl-ACP 10.35 ± 0.943 0.346 ± 0.013 1.328 ± 0.115
Palmityl-ACP 30.47 ± 10.3 0.057 ± 0.009 1.128 ± 0.196

a�Values were calculated from data shown in Figure 8.4A using Matlab; error shown as 95%  
confidence interval. All experiments were repeated in triplicate.

b�Parameters for lauryl-ACP were generated using data in the non-inhibited regime only.

Table 8.2  ��Experimental and theoretical masses of complexes of thioesterase with 
its substrate and/or products during catalysis.a

Complex of enzyme with its 
substrate and/or products Experimental mass (Da)b Theoretical mass (Da)

4(E + S) 69 123 ± 6 69 127.70
(3(E + S)+(E + CoA)) 68 001 ± 4 69 008.01
(2(E + S)+2(E + CoA)) 68 883 ± 5 68 887.74
((E + S)+3(E + CoA)) 68 762 ± 6 68 767.65
(4(E + CoA)) 68 641 ± 4 68 647.76
(3(E + S)+E) 68 238 ± 3 68 240.50
(2(E + S)+(E + CoA)+E) 68 116 ± 5 68 120.41
((E + S)+2(E + CoA)+E) 67 996 ± 6 68 000.32
(3(E + CoA)+E) 67 874 ± 6 67 880.23
(2(E + S)+2E) 67 347 ± 3 67 352.88
((E + S)+(E + CoA)+2E) 67 231 ± 4 67 232.79
(2(E + CoA)+2E) 67 106 ± 4 67 112.70
((E + CoA)+3E) 66 461 ± 4 66 465.26
((E + S)+3E) 66 338 ± 5 66 345.17
4E 65 572 ± 6 65 577.64

a�Note: the theoretical mass of one sub-unit E, substrate S, CoA, and 4-HBA are 16 394.38, 
887.62, 767.57 and 138.12 Da, respectively.

b�Represents the average date of three experiments.
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8.2.3  �Combination With Isotopic Labeling
MS is also particularly well suited to be combined with classical heavy iso-
tope labeling techniques for mechanism elucidation, particularly when 
ultra-high resolution instruments are available. In a work by Bandarian and 
coworkers, native high resolution MS was used to characterize the mech-
anism of toyocamycin nitrile hydratase (TNH) under single and multiple 
turnover conditions.5 The alpha sub-unit of TNH (ToyJ) was selected as it 
exhibits reduced catalytic activity compared to the full complex for the 
substrate toyocamycin (TNH: kcat = 159 ± 2 s−1, KM = 2.8 × 10−2 ± 1 × 10−3 mM,  
versus ToyJ: kcat = 0.44 ± 0.04 s−1, KM = 15 ± 2 mM). Reactions were car-
ried out for 2 h in 18O water for a range of toyocamycin concentrations  
(1 µM–10 mM) and fixed ToyJ (30 µM). Conversion from toyocamycin (S) 
to sangivamycin (P) was analysed by high-performance LC (HPLC) coupled 
to a Thermo Fisher LTQ Orbitrap XL, and ToyJ from the reaction was anal-
ysed by direct infusion into an Exactive Plus EMR MS. In multiple turnover 
conditions, a high excess of substrate (10 mM toyocamycin) to active sites 
displayed dominant formation of an [18O]-sangivamycin peak at 312.1189 m/z. 
In single turnover conditions, a high excess of active sites relative to sub-
strate (1 µM toyocamycin) produced an [16O]-sangivamycin product peak 
at 310.1146 m/z, with a small 3.5% abundance of the 18O-labeled product. 

Figure 8.2  ��The proposed kinetic mechanism of thioesterase catalysis and order of 
product release.
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Deconvoluted spectra for the 8+ charge state of ToyJ in the absence and 
presence of excess substrate shows an increase in mass from 23 517.30 Da 
to 23 519.29 Da on multiple turnovers. Experimental isotopic distributions 
for a series of 8+ ToyJ mixed with 1 µM–10 mM toyocamycin were fitted to 
theoretical distributions to determine the percentage of total enzyme con-
taining 18O. The percentage of 18O incorporation in ToyJ mirrored 18O incor-
poration into sangivamycin. From this, the authors were able to conclude 
that a protein-based nucleophilic oxygen, and not a solvent-based nucleop-
hilic oxygen, was responsible for the hydration of nitriles to product amides 
in nitrile hydratases (Figure 8.3).

8.2.4  �Pre-steady-state Kinetic Isotope Effects (KIEs) Using 
TRESI-MS

KIEs can be used to infer transition state geometries, and have historically 
played a large role in elucidating enzyme mechanisms.6,7 Liuni et al. reported 
a method for measuring KIEs in both the steady-state and pre-steady-state 
using a millisecond timescale time-resolved ESI-MS method.8

Kinetic measurements for 2 µM yeast alcohol dehydrogenase were con-
ducted using a series of equimolar ethanol and 1,1-D2 ethanol solutions 
(10–200 mM), each containing 400 µM NAD+ prepared in 10 mM ammo-
nium acetate (pH 8.4). An internal competition assay followed the release 
of cofactor NADH at 666 m/z and NADD at 667 m/z. An ‘observed’ kinetic 
isotope effect KIEobs was reported as V0(NADH)/V0(NADD) = 1.8 ± 0.4. A 
classic Michaelis–Menton style experiment for ethanol concentrations 
(10–200 mM) yielded a KIEspec of 2.19 ± 0.05 (R2 NADH = 0.82, R2 NADD = 0.88,  
Figure 8.4), which was in line with values reported by Mahler and Douglas 
(2.00)9 and by Park et al. (2.9 ± 0.6).10 The authors remark that the dif-
ferences between KIEobs and KIEspec suggests a substantial shift in one 
or more microscopic equilibria upon isotopic substitution, but due to 
the complexity of the ADH mechanism, they were unable to pinpoint the 
exact chemical step(s) involved.

For chymotrypsin, a 25 µM chymotrypsin solution (pH 8.4) was mixed with 
40% methanol containing both 2.5 mM 12C–p-nitrophenyl acetate (NPA) and 
2.5 mM 13C–p-NPA (pH 7.0). A 10% methanol 6 mM HCl makeup solvent was 
added to quench the reaction and enhance the electrospray. Spectra acquired 
for a total of 30 min (n = 5) showed free enzymes at 25 446 ± 2 Da, and both 
acyl-enzyme at 25 488 ± 3 Da for the unlabeled substrate and 25 489 ± 3 Da 
for the labeled substrate (Figure 8.5). Extracted ion currents on each side of 
the 10+ acyl-enzyme peak give average KIE (n = 5) for acylation of 1.09 ± 0.02. 
Previous work by Hess and co-workers11 report a steady state 13(V/K) KIE of 
1.030 ± 0.002, however, the measurement represents a convolution of pri-
mary KIEs for acylation and deacylation. The authors were ultimately able to 
conclude that the reaction proceeds through a late transition state for loss 
of paranitrophenolate from the tetrahedral acyl-enzyme complex, consistent 
with strong stabilization of the oxyanion.
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Figure 8.3  ��Mass spectrum of the 8+ and 9+ charge states of ToyJ acquired on 
the Exactive Plus EMR. The isotopic envelope of the 8+ charge state 
increases in m/z with increasing addition of toyocamycin substrate. 
Deconvolution of the native ToyJ mass spectrum at 0 µM substrate 
gives a nominal mass of 23 517.30 Da. At 10 mM, the nominal mass 
increases with the addition of an 18O to 23 519.29 Da. High resolution 
LC-MS of the sangivamycin product acquired on the LTQ Orbitrap XL 
shows changes in the isotopic distribution from (A) unlabelled product, 
(B) product after multiple turnovers from 10 mM toyocamycin in 18O 
labeled water, and (C) product under single turnover conditions with  
1 µM toyocamycin in 18O labeled water. A plot of the percentage contain-
ing single 18O from fitting theoretical and experimental isotopic enve-
lopes of ToyJ, and from intensities of the 18O peak for sangivamycin, is 
given. Fits to the data are determined from the schemes and produced 
in KinTek Explorer software. The proposed mechanism of amide hydra-
tion (green) and the formation of 18O-ToyJ from sangivamycin under 
multiple turnover conditions are also given.
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8.3  �Steady-state Kinetics
8.3.1  �Steady-state Kinetics for Drug Development Assays
The development of new drugs to combat resistant strains of tuberculosis 
has focused on the shikimate pathway, which is not present in mammals 
and is unique to fungi, higher plants, and bacteria.12 Simithy and cowork-
ers developed an LC-ESI-MS method for monitoring the conversion of ATP 
and shikimate to ADP and shikimate-3-phosphate in shikimate kinase from 
Micobacterium tuberculosis (MtSk).13 In this method, reactions are initiated 
with a 0.2 µM addition of MtSk to saturating conditions of ATP (1.2 mM) 
and shikimate (5 mM), incubated for 30 s and then quenched by the addi-
tion of 98% formic acid. For determining KM and kcat, initial velocities were 
measured across a range of concentrations (ATP: 56–1120 µM, shikimate: 
325–4875 µM) corresponding to 0.5–10 times KM (Figure 8.6). The apparent 
KM for ATP and shikimate were 0.20 mM and 0.53 mM, respectively, with 
good agreement with previously reported values.14 The kcat values for ATP 
(68 s−1) and shikimate (65 s−1) were also in good agreement with values 
obtained from spectrophotometric methods.14,15 To validate their method, 
the authors also conducted classical UV-coupled spectrophotometric assays, 
yielding similar values to those found by LC-MS. Inhibition constants were 
also generated for a well–studied inhibitor, which was also used to validate 
the current LC-MS assay (Table 8.3). Overall, the authors demonstrated a 
robust and methodical technique for steady-state kinetic characterization of 
enzymatic reactions by LC-MS/MS, showcasing MS as a reliable alternative to 
spectrophotometric assays when no chromophore is present.

Figure 8.4  ��Steady-state analysis of YADH catalyzed oxidation of ethanol. Initial 
velocities of NADH production (black squares), and NADD production 
(red circles) are shown. After fitting to the Michaelis–Menten equation, 
the data yield a KIEspec of 2.19 ± 0.05. Error bars are from 5 replicates.
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8.3.2  �Quantitative Assays on Challenging Analytes
Lysine acetyltransferases catalyze histone acetylation through transfer of 
an acetyl-group to a lysine residue from acetyl-CoA. Andrews and cowork-
ers developed a label-free quantitative MS method for site-specific identi-
fication and steady-state analysis of acetylation events on histones H3 and 
H4 by Gcn5.17 Steady-state kinetic assays were initiated by titrating histone 
concentrations (0.15–10.3 µM) against fixed concentrations of acetyl-CoA 
(200 µM) and Gcn5 (180 nM). Sample times and Gcn5 concentration were 

Figure 8.5  ��(A) Matched pair of deconvoluted mass distributions for unlabeled 
(12C) and labeled (13C) acyl-chymotrypsin. The peak at 25 446 Da corres
ponds to free δ′-chymotrypsin, 25 488 Da corresponds to the unlabeled 
acyl-enzyme, and 25 489 Da corresponds to the labeled acyl-enzyme. (B) 
A model of the 10+ m/z peak for a 50/50 mixture of unlabeled (12C, black) 
and labeled (13C, grey) acyl-chymotrypsin. The smaller peaks appearing 
above and below the m/z axis are difference peaks (12C–13C). Coloured 
bars correspond to the ion current extraction window for 12C acyl- 
enzyme (left) and 13C acyl-enzyme (right), resulting in a 60% contribution 
from the desired species. (C) Intensity-time profile drawn from acyl- 
chymotrypsin and (D) chymotrypsin ion currents. Filled squares  
represent intensities taken from the right-hand side of the peak, and 
red triangles represent intensities taken from the left-hand side. (C) 
Typical 12C/13C profile for KIE measurements. (D) A 12C/12C negative 
control to ensure that KIE measurements are not an artifact of time- 
dependent changes in the peak shape.
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adjusted in order to obtain initial acetylation rates for individual modi-
fied lysines. Reactions were quenched, and free lysines on histones were 
modified with propionic anhydride to prevent over-digestion by trypsin. 
47 tryptic peptides were separated by ultra-HPLC (UHPLC, Waters Acquity 
H-class) and analysed by selected-reaction monitoring on a Thermo TSQ 
Quantum Access triple quadrupole MS. Peptide fractions were quantitated 
by eqn (1) from integrated peak areas of all possible acetylated and propi-
onylated states for an individual peptide, and validated for any ionization 
efficiency biases (Figure 8.7).
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Figure 8.6  ��Michaelis–Menten kinetic plots for MtSk with respect to ATP and shi-
kimate concentration. The blue lines are fits to initial velocity data 
obtained from LC-MS with a 0.2 µM fixed MtSK concentration, and red 
lines are UV-coupled assays for 20 nM MtSK. Concentrations for sub-
strates were 5 mM shikimate, and 1.2 mM ATP. Table 8.3 summarizes 
inhibitory constants obtained from similar experiments conducted 
and associated literature values,16 with a well-studied inhibitor (bottom 
right).

Table 8.3  ��Inhibition constants for compound 1 against MtSK established from 
LC-MS and a UV-coupled assay.

LC-MS assay UV-assay Literature UV-assay

Ki (µM) 10.90 9.87 9.84
αKiATP (µM) 6.94 7.82 7.18
αKiShikimate (µM) 10.09 8.07 10.67
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As an example, the appearance of 18KpQLATKaAAR26 prior to 18KaQLATKp
AAR26 was quantitated in a time-dependant manner by summing the frac-
tions of all peptides containing the modification over the reaction time 
(Figure 8.7). Steady-state kinetic parameters were determined by fitting 
fractional percentage acetylation as a function of time using the Michaelis–
Menton equation,
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where v is the initial rate, S is the concentration of histone or acetyl-CoA 
(depending on titration), E is the concentration of Gcn5, and nH is the Hill 
coefficient. The Hill coefficient is applied to peptides exhibiting sigmoidal 

Figure 8.7  ��Experimental workflow of the multiplexed MS-based assay. Compar-
ison of the detected percentage of KaSTGGKaAPR versus the expected 
percentage of KaSTGGKaAPR in the presence of propionylated peptides 
(R2 = 0.998) shows no significant differences in ionization efficiency. A 
UHPLC chromatogram of the time-dependent acetylation kinetics for 
all species of peptide 18KQLATKAAR26 is shown, as are the percentages 
of each state calculated for each state as a function of time. The steady-
state kinetic parameters were determined from fits to the Michaelis–
Menten equation for acetylation of Gcn5 on histone H3.
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kinetics in histone acetylation, suggesting that a single acetylation acceler-
ates subsequent acetylation in histones. This combination of an accurate, 
quantitative label-free MS method for steady-state analysis of histone acetyl-
ation kinetics is highly applicable to broad-based in vitro studies of histone 
post-translational modifications.

8.4  �Pre-steady-state Kinetics
Clarke and coworkers developed an online quench-flow reactor interfaced 
to a Fourier transform ion cyclotron resonance (FTICR) MS for high mass 
resolution and high temporal resolution enzyme kinetic experiments.18 
The hydrolysis of p-NPA by α-chymotrypsin was chosen as a model system 
because of its well-characterized pre-steady-state kinetics in the literature.19 
Enzyme reactions were initiated by pumping 55 µM α-chymotrypsin with a 
series of p-NPA concentration (1–15 mM) through a nanomixer and into a 
fused-silica reaction capillary (50 µm i.d., 375 µm o.d, length 25 mm, 75 mm) 
(Figure 8.8). A 99 : 1 methanol/formic acid solution was used to quench the 
reaction immediately prior to ESI. Flow rates of 3–200 µL min−1 produced 
reactions times of 50–5000 ms, and were monitored on an Apex Ultra Qh 
FTICR MS equipped with a 12 T superconducting magnet and an electro-
spray ion source. The unfolded mass spectrum for the δ′-form of the enzyme 
was observed and calculated from isotopic fits to the [M + 20H]20+ ion (Figure 
8.8). Build-up of the acyl-enzyme intermediate was monitored over time for 
four different concentration of p-NPA and fit to eqn (3):
  

	 [ES]′(t) = C{1 − exp(−kobst)}.	 (8.3)

  
The values obtained for Kd, k2, and k3 were 1.6 ± 0.3 mM, 2.8 ± 0.2 s−1, and 

0.0 ± 0.2 s−1, respectively. Because the enzyme intermediate could be isolated 
by m/z, it was possible to subject it to top-down electron capture dissociation 
(ECD) fragmentation, generating a total of 177 fragments (Figure 8.8). Based 
on these fragments, the covalently bound acyl-group of the enzyme interme-
diate was isolated to a five amino acid region, which included the catalytic 
Ser195 residue. This robust semi-automated workflow makes high-resolu-
tion FTICR broadly applicable for monitoring pre-steady-state enzyme kinet-
ics, as well as making it uniquely suited for characterizing enzyme bound 
intermediates by ECD fragmentation.

8.5  �Binding Constants
MS has enormous potential as a tool for direct, facile measurements of pro-
tein complexes, particularly with respect to stoichiometry and KD. However, 
caution must be taken with the interpretation ESI-MS spectra of protein 
complexes in particular, since both false positives and false negatives are 
possible. Cubrilovic et al. reported a nanoESI MS method for determining 
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protein–ligand binding constants and cooperativity in the 146.8 kDa tetram-
eric enzyme fructose 1,6,bisphophotase (FBPase).20a A series of five sulfo-
nylurea-class inhibitors that bind to an allosteric AMP binding site were 
incubated at varying concentrations (0.5–15 µM) with 2.8 µM FBPase, and 
free and bound FBPase complexes were differentiated using MS (Figure 8.9). 
Dissociation constants were reported by taking the ratio of the peak intensity 
between free and bound FBPase complexes at fixed concentrations of ligand 
and protein (5 µM and 2.8 µM, respectively) using eqn (4).
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Figure 8.8  ��A schematic diagram of the quench-flow micro-reactor used for time- 
resolved ESI-FTICR MS studies. Pumping and acquisition were com-
puter controlled, allowing for automated enzyme kinetic workflows. 
Also shown is an unfolded δ′-chymotrypsin mass spectrum with a 
charge state distribution ranging from 12+ to 24+: the orange windows 
surrounding the 17+ to 21+ ions of the electrospray ion species were 
subjected to ECD fragmentation; ECD cleavage maps for the A-chain 
(green), B-chain (blue), and C-chain (red) of δ′-chymotrypsin. High- 
resolution FTICR MS spectra for the 20+ ion depicts acylation of chymo-
trypsin at 0 ms, 600 ms, and 2500 ms. Pre-steady-state kinetics for the 
appearance of the electrospray ion species for 2.5 mM(●), 0.75 mM(○), 
2 mM(▲), and 5 mM(□) p-NPA. The values of kobs as a function of  
substrate concentration provide values for Kd, k2, and k3.
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Figure 8.9  ��(A) FBPase–ligand 2 complex tetramer spectrum. Free FBPase (open 
circles) decreases while the FBPase–ligand 2 complex increases with 
increasing ligand 2 concentration. (B) Titration curve for the FBPase–
ligand 2 complex. Dissociation constants (Table 8.4) were determined 
from the fits to the inset equation.
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Ligands 2, 3, and 4 gave ratios of 0.74, 1.38, and 0.39 respectively, where a 
higher ratio denotes higher affinity. The binding affinity order determined 
by MS matched the order determined by IC50 measurements. The measured 
Hill coefficients (n) in eqn (2) range from 3.10 to 5.59, suggesting positive 
cooperativity (Table 8.4). Direct visualization of individual ligation states 
and the associated conformational changes that occur on binding can be 
quickly extracted from a mass spectrum, highlighting MS’s unique capa-
bility of studying the cooperative mechanisms of ligand binding. This fast, 
label-free approach enables MSs to become even more valuable, especially 
for drug development, providing a framework for future studies on protein 
drug targets.

8.6  �Allosteric Regulation
MS combined with biophysical techniques such as covalent labeling,21 chem-
ical crosslinking,22 oxidative labeling,23 and hydrogen/deuterium exchange24 
(HDX) provides a method for studying the structure of functioning enzyme 
systems.25 Recent work by Sowole et al. investigated the degree of allosteric 
control in the 136 kDa enzyme dihydrodipicolinate synthase (DHDPS) by 
hydrogen deuterium exchange MS.26

HDX was initiated with a 9 : 1 dilution of D2O and sample solutions. The 
final concentrations for allosteric inhibitors, Lys and bisLys, were 2.4 mM 
and 30 µM, respectively, in 2 µM protein. The reaction was quenched (HCl, 
pH 2.4) at various times (1–120 min) followed by online digestion with pep-
sin and peptide separation, achieved using a nanoAquity UHPLC connected 
to a Synapt G2 for mass analysis. Sequence coverage for 27 peptides totaled 
96% of DHDPS. Global HDX on the intact protein level for DHDPS–Lys and 
DHDPS–bisLys showed significant reduction in deuterium incorporation 
when compared to DHDPS, which suggests a stabilization of conformational 
dynamics on inhibitor binding. Spatially resolved HDX difference maps, 
where deuterated DHDPS peptides at 60 mins are subtracted from DHDPS–
Lys and DHDPS–bisLys peptides, revealed several regions of the protein that 

Table 8.4  ��Dissociation constants (KD) and Hill coefficients (n) for five inhibitor- 
FBPase complexes determined by the nanoESI-MS titration method.

Inhibitor IC50 (µM)a KD (µM)b,d nHb,d KD (µM) Nc,d

1 0.33 3.55 ± 0.38 3.82 ± 1.65 6.66 ± 1.35 2.28 ± 1.0
2 0.14 1.47 ± 0.14 3.10 ± 1.02 6.0 ± 0.85 2.1 ± 0.6
3 0.05 0.60 ± 0.03 5.59 ± 1.60 3.75 ± 0.56 2.35 ± 0.93
4 1.66 4.49 ± 2.29 4.14 ± 1.37 8.38 ± 1.05 2.5 ± 1.0
5 0.53 4.24 ± 0.37 3.79 ± 1.50 7.6 ± 0.98 2.28 ± 0.78

a�IC50 values determined in solution.20b

b�Data for extracted L.
c�Data for assumption L = L0.
d�The error is given as the standard deviation calculated from three different measurements and 
is based on a 95% confidence interval.
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exhibit significantly lower deuterium exchange, specifically, peptides 249–
260, and 270–288, which line the pyruvate substrate access channel but are 
distant from the allosteric binding site (Figure 8.10). The authors concluded 
that DHDPS allosteric regulation by Lys and bisLys occurs through restricted 
conformational dynamics of the substrate access channel, preventing access 
of the substrate to the active site. This finding shows that significant dynamic 
changes owing to allosteric regulation may not be captured by X-ray crystal 
structures, confirming the necessary role of HDX-MS as a valuable tool for 
revealing the conformational dynamic of proteins.

8.7  �Catalysis-linked Dynamics
Recent work by Vahidi and co-workers provides a comprehensive look into 
the conformational dynamics associated with the 525 kDa catalytically active 
F0F1 ATP synthase complex.27 The F0F1 ATP synthase is a membrane bound 
“rotor” enzyme that is responsible for both synthesis and hydrolysis of ATP. 
A large proton motive force (PMF) is responsible for driving ATP synthesis, 
while a small PMF is responsible for driving ATP hydrolysis.28

An Escherichia coli membrane mimic was used to embed ATPase and an 
ATP regeneration system using pyruvate kinase and phosphoenol pyru-
vate29 with a sustained kcat = 11 ± 1 s−1 for F0F1 ATP synthase. HDX exper-
iments were conducted on a nanoAquity UHPLC and a Waters Synapt G2. 
Three catalytic conditions were studied: (1) an ADP-bound inhibited state, 
IADP. (2) A working, or catalytically active, state where the inner-membrane 
PMF is high, WPMF. (3) A working state where carbonyl cyanide-4-(trifluoro-
methoxy) phenylhydrazone (FCCP) is used to prevent proton build-up in the 
membrane, WFCCP (Figure 8.11). Deuterium incubation times ranging from 
10 s to 45 min resulted in ∼30 000 catalytic events per enzyme during the 
45 min HDX time window. Three γ sub-unit peptides (Figure 8.12) for IADP 
and WFCCP states exhibit similar deuteration kinetics across all incubation 
times, indicating similar dynamic behavior. The C-terminal helix peptide 
γ 260LQLVYNKARQASITQEL276 in the WPMF state, however, undergoes time- 
dependant destabilization during catalytic turnover. The authors concluded 
that the γ sub-unit exerts mechanical stress on the α3β3 sub-unit, and when 
under a PMF load, the C-terminal portion of the γ sub-unit over-twists, caus-
ing hydrogen bonds to destabilize. Vahidi and co-workers provide an excel-
lent mathematical explanation for this in their supporting information.27

8.8  �Conclusions and Future Directions (MS: 
Is It One-size Fits All for Studying Enzyme 
Mechanisms?)

Across all biological systems, measurements of enzyme turnover rates show 
that for the most part, catalysis occurs on the millisecond timescale.30 Char-
acterizing the subset of reactions that occur much faster requires greater 
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time resolution than current rapid mixing devices have to offer.31,32 Ultrafast 
mixing on the microsecond timescale coupled to MS for monitoring protein 
folding was recently achieved by Mortensen and Williams using theta-glass 
emitters.33 Microsecond mixing was also achieved using a fused droplet 
ESI-MS method monitoring hydrogen/deuterium exchange for the peptide 
bradykinin.34 Advancements in rapid mixing will not only open the door to 

Figure 8.10  ��Global HDX: deuterium exchange on intact DHDPS with (A) an 
increasing concentration of Lys, and (B) an increasing concentration 
of bisLys. Red lines indicate the concentrations suitable for spatially 
resolved HDX measurements. (C) A plot of global hydrogen deute-
rium exchange as a function of incubation time for DHDPS, DHDPS–
Lys and DHDPS–bisLys. Spatially resolved HDX: difference in HDX 
mapped onto the DHDPS crystal structures for (A) Lys and (C) bisLys. 
Space-filling structures for (B) Lys and (D) bisLys viewed from the cen-
tral cavity of sub-unit C. The catalytic K166 is indicated in pink, while 
peptides surrounding the substrate cavity are also labeled. Proposed 
mechanism of allosteric inhibition: left: thermally active structural 
fluctuations in a small pore in DHDPS allowing access of the sub-
strate to the active site and substrate turnover. Right: binding of Lys 
or bisLys to the allosteric site restricts conformational fluctuations, 
preventing the substrate from entering the access channel, inhibiting 
substrate turnover.
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a greater understanding of enzyme mechanisms, it can also, in combination 
with structural MS techniques such as HDX, potentially shed light on catalyt-
ically coupled conformational dynamics, a technique recently applied using 
MS,35 but previously limited to Carr–Purcell–Meiboom–Gill nuclear mag-
netic resonance (CPMG NMR) spectroscopy.36

Microfluidic systems are an attractive and inexpensive total-analysis solu-
tion for studying enzyme mechanisms using MS.37,38 Recently, a microfluidic 
platform was able to monitor low microsecond to millisecond timescale reac-
tion kinetics for the oxidative labeling of lysozyme.31 A digital microfluidic 
system was used to monitor the pre-steady-state kinetics of protein tyrosine 
phosphatase by matrix-assisted laser desorption ionization time-of flight 
MS.39 The Wilson group has developed a number of microfluidic system 
coupled to ESI-MS for protein folding,40 hydrogen/deuterium exchange,41 

Figure 8.11  ��Sub-unit architecture of F0F1 ATP synthase from E. coli. (A) A model 
assembled from PDB codes 3OAA, 3J0J, 1C17, 2XOK, and 2WSS. (B) 
Schematic diagram of a membrane vesicle-bound F0F1 under different 
experimental conditions: an ADP-bound inhibited state (IADP), a work-
ing or catalytically active state where the inner-membrane PMF is high 
(WPMF), and a working state where carbonyl FCCP is used to prevent 
proton build-up in the membrane (WFCCP).
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Figure 8.12  ��Deuterium uptake of selected peptides within the γ sub-unit. (A) X-ray structure of γ coloured by deuterium uptake percent-
ages (blue 0–20%, green 20–40%, yellow 40–60%, orange 60–80%, red 80–100%). The three peptides highlighted as space-
fill representations are 279IVSGAAAV286, 260LQLVYNKARQASITQEL276, and 149IGPVKVML156. (B)–(D) HDX kinetics of these 
peptides under WPMF, WFCCP, and IADP conditions, fit to single-exponential expressions. (E) Zoomed-in view of γ/α3β3 contacts 
(PDB ID code 3OAA). Surface roughness in the apical bearing causes FR during γ rotation. (F) Interplay between FR and Fβ 
induces torsional stress in the γ C-terminal helix during each power stroke. It is proposed that this torsional stress destabi-
lizes H-bonds and accelerates HDX in this region.
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and pulsed-labeling HDX.42 The versatility of fully integrated microfluidic 
total-analysis platforms has recently been demonstrated for automated mil-
lisecond protein-ligand interactions43 and capillary electrophoresis ESI for 
hydrogen/deuterium exchange.44

Multi-enzyme reaction monitoring in both cell-based and cell-free sce-
narios is becoming increasingly feasible with modern MSs and automated 
pumping equipment. Cell-free systems offer the advantage of using non- 
natural substrates, diminished mass transfer effects with an absent cell mem-
brane, and improved control over reaction kinetics.45 This was demonstrated 
recently by Hold et al. through a ten-enzyme cascade reaction for monosac-
charide synthesis, where 17 compounds were monitored simultaneously as 
a function of time using a novel experimental apparatus coupled to a 4000 
QTRAP MS.46 In total, 11 mechanistic enzyme rate laws were derived with 
60 parameters, such as affinities and Hill coefficients, as well as the kinetic 
characterization of the intermediate dihydroxyacetone phosphate. Shlomi  
et al. described a 13C metabolic flux assay monitoring methionine metabolism 
in human fibrosarcoma cells by LC-MS.47 Metabolic levels were quantified by 
measuring the ratio of endogenous metabolite to an internal standard, and 
then to the ratio of unlabelled standards. Real-time monitoring of the meta-
bolic flux has also been achieved for E. coli, where over 300 compounds were 
tracked over several hours.48

Ultimately, MS offers enormous, and still largely untapped, potential for 
studying all aspects of enzyme function. The distinguishing feature of MS 
as an analytical tool remains its extreme selectivity, which, in the context 
of enzymes translates into the capacity to independently monitor multiple 
co-existing (unlabeled) species. This is ideal for investigating complex enzyme 
mechanisms, particularly when coupled to rapid mixing for the detection of 
transient intermediates. When combined with structurally sensitive tech-
niques such as oxidative labeling, HDX or ion-mobility spectrometry, the 
opportunities for new insights into enzyme structure, dynamics and function 
expand still further. The transformation of MS into a multifaceted bioanalyti-
cal tool has been underway for over thirty years, and there is still much room 
for growth. MS is still at the early stages of development as a tool for studying 
enzyme mechanisms, but its trajectory is clearly to become one of the most 
powerful and commonly used tools in the enzymologist’s toolbox.
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9.1  �Introduction
The pursuit of true knowledge is one of humanity's earliest desires. The 
tripartite theory found in Plato's dialogues asserted that knowledge was 
based on three principles: a truth, a belief and its justification.1 Other 
philosophers have also described various ways of obtaining true knowledge, 
but even today there is no consensus as to what constitutes true knowledge 
in itself.

Throughout history, science has served as a lighthouse in the fog of igno-
rance and has revealed to us that the senses and consciousness are part of 
what we know as reality.2,3 In this sense, knowledge can be understood as 
a result of the interaction between our minds and everything around us.2–5 
In quantum mechanics, this situation is quite common; for example, the 
paradox of the Schrödinger's cat experiment. When we open the box, that 
is, when we consciously look at the cat, is when the "magic happens", the 
collapse of the wave function occurs, the superposition of the cat's states 
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disappears, and finally we realize if the poor cat is dead or alive. Apart from 
the probabilistic issues broadly discussed in the Copenhagen interpretation 
of this hypothetical experiment, the most intriguing question to answer is 
how our consciousness can affect wave collapse and how it works in our daily 
lives, and, ultimately, in the way we build our knowledge.

Eastern culture has described life and true knowledge in terms of non-
linear complementary dynamic cycles, just like quantum mechanics has 
demonstrated concepts through elementary questions such as the wave–
particle duality or Heisenberg’s uncertainty principle.3,6,7 If the under-
standing of the complementary functioning of individual atoms reunified 
concepts of matter and consciousness under a single domain and led to a 
complete transformation in physics, imagine when we apply this comple-
mentary approach to more complex problems, such as what is life and how 
does it work, or how the self-affirming and integrative parts are related in 
organisms and, in turn, how they establish our planetary ecosystem.

In life sciences the pace of these transitions between the reductionist 
and holistic viewpoints has been slower, and a longer time will be required 
to integrate complementary concepts such as "lock and key" and aspects 
of cell self-regulation. According to Capra,6 knowledge of the cellular and 
molecular aspects of biological structures has led to remarkable advances 
in science. It is crucial, however, to have a full understanding of life, con-
sidering organisms as systems, and replacing the unilateral viewpoint in 
which organisms work through a set of gears by a concept that emphasizes a 
stratified organization, including simultaneous interactions and the mutual 
interdependence of its parts. It is important to note that these concepts 
are not mutually exclusive and, in fact, are the two sides of the same coin. 
Reductionism and holism represent the analysis and synthesis of the func-
tioning of all things.

As occurred in physics, when several classical theories were abandoned, 
the application of a systemic approach in other areas required significant 
efforts to extract relevant information from older models, or even create new 
theories. Although this is difficult, chemistry and biology communities are 
well aware of this necessity, and efforts have been made to integrate their 
contents based on bioinformatics.8 The idea is to establish a language among 
the distinct biological organization levels, including substances (metabo-
lism), organisms (morphology), biomes (biogeography) and functionalities 
(bioactivities).

In this sense, chemical biology has emerged as a transdiscipline9 that uses 
chemistry methods for advances in biology, which in turn favours chemistry 
with its advances.10 Although this statement seems to be associated with an 
avant garde approach, its conception goes back to the science practiced in 
the 19th century. The urea synthesis developed by Wöhler helped biology to 
overcome some misconceptions, such as the beliefs about vital force theory 
and concepts about organic substances. Joseph Priestly, in turn, using rat 
behaviour as a response to chemical reaction, was able to discover more than 
ten different gases, including oxygen and nitrous oxide.11
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In fact, the great difference between the chemical biology performed in 
the 19th century and the one we know today is in the technological advances 
that have occurred over the last 50 years in analytical tools, especially in mass 
spectrometry (MS) and chromatography, as well as in the use of bioinformat-
ics, the application of high throughput analysis and increased computa-
tional processing power.8,12–14 These advances have allowed the development 
of disciplines such as synthetic biology, proteomics, chemical genetics, met-
abolic engineering and metabolomics.

During these 50 years, the low-resolution spectra obtained in the first mag-
netic-field deflection spectrometers became better and more complex. Ion 
trap systems, collision cells, time-of-flight (TOF) analysers and signal ampli-
fiers have also dramatically increased spectral quality in terms of resolution, 
accuracy and sensitivity.12 High-throughput approaches initially developed 
for pharmaceuticals were disseminated to several areas of chemistry and 
biology such as genomics, proteomics and natural product areas.

These unprecedented amounts of data, as well as their complexity, have 
led us back to the first question on how to obtain true knowledge. Are the 
human senses and minds capable of interpreting large amounts of data in 
a viable way? Maybe so, but it can take years of hard work and still bring us 
flaws and bias.

Within this scenario, databases have emerged as tools for collecting, 
storing and processing large amounts of data.15–17 Technologies such as 
the Internet, database system management, increased secondary memory 
storage capacity, information systems, and especially the awareness of data 
sharing and standardization have accelerated the proliferation of hundreds 
of such databases in all scientific areas.

Since 1971, scientists have deposited Cartesian coordinates of proteins 
and enzymes in spreadsheet format in one of the oldest biological databases, 
the Protein Data Bank (PDB).18 Initially, PDB-like databases had a function to 
share and provide free access to the experimental results in an easy way and 
thus ensure long-term availability of data.

Currently, these data repositories have been gradually transformed into 
"knowledge discovery in databases" (KDDs) or data mining databases. Unlike 
former repositories, these databases are characterized by distinct layers of 
non-trivial, interactive and iterative multistep processes to identify under-
standable, reliable and potentially useful patterns from large amounts of 
data. Websites such as PubChem, AlzGene, genome browsers and the BLAST 
sequence-search services are examples of KDDs that have played a key role 
in the development of chemical biology areas. However, the complete inte-
gration of metabolic, proteomic and genomic data is still far from being 
achieved, and much effort is needed before comprehensive studies involving 
a systems biology approach can be done.

In this chapter we will discuss how the KDD databases have helped the 
development of chemical biology in the areas of proteomics, metabolomics 
and natural products, and we also point out how database architecture has 
prevented efficient data integration.
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9.2  �General Biological Databases
In this section we will discuss the function and utility of databases. Different 
types of databases will be described, and their actual and potential uses will 
be highlighted. One of the main objectives of building a database is to com-
pile a large volume of systematized information that can be easily understood 
and accessed, and that is searchable. A useful database facilitates access from 
different disciplines to a broad amount of information for different usages. 
In the case of the Basic Local Alignment Search Tool19 (BLAST), for instance, 
the same outcome (percentage of identity between a sample sequence and a 
sequence listed in the database) can be useful either to locate a gene in a spe-
cific organism’s genome or to identify gene orthologues in different species. 
This tool uses the information compiled in the nucleotide and protein data-
bases from the National Center for Biotechnological Information (NCBI).

With the development of genome sequencing techniques, complete 
genomes are now available for a larger number of organisms. With genetic 
information more accessible, the desire to know more about the function of 
the proteins that these genes encode has also increased. The ability to com-
bine different “omics” techniques can fill this gap. Joining efforts to under-
stand the functions of the proteins encoded by the newly discovered genes 
will lead researchers to greater knowledge of metabolic pathways and to the 
identification of the metabolites that are the result of these pathways.20 The 
outcome of this will be a more holistic understanding of organisms, where 
they are considered as a whole, not only as the sum of their parts.

The biological response of an organism to a determined environmental 
condition is important for adaptation to different and constantly changing 
environments; this is determined by the organism’s genetic background. In 
order to obtain a complete understanding of the biological behaviour of a 
complex organism, three levels of expression must be considered: RNAs, pro-
teins and metabolites. It is important to understand the links between the 
functions of different molecules and to construct models to quantify these 
interactions in order to describe the dynamics of biological processes.21 This 
is where functional genomics databases can be important for understanding 
the interactions between different genes that take part in the same physi-
ological process, and later to link this knowledge to the proteins, and ulti-
mately to the involved metabolic processes.

The bottleneck for a holistic analysis of complex organisms’ metabolic 
pathways resides in the techniques available to acquire samples for further 
analysis. It is possible and simple to sample complete organisms or even dif-
ferent tissues of one organism. However, when one tries to acquire informa-
tion at the cellular level, the methodological process becomes more complex. 
The current efforts to put information together and build metadata banks 
can be used in the future to better understand the metabolic processes at a 
cellular or intracellular level, when phenotyping techniques can be improved.

Biological databases can be arranged in many different ways, i.e., as 
previously mentioned, sorted by the organism target of the study. For this 
method, the HUGO Gene Nomenclature Committee (http://www.genenames.
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org/useful/genome-databases-and-browsers) has done a good job of listing 
genome databases and browsers in three groups: (1) human, (2) other verte-
brates and (3) non-vertebrates.

The NCBI, on the other hand, has chosen to present its database classifi-
cation based on scope and level of curation following the workflow shown in 
Figure 9.1.

All these approaches are listed in the databases issue that the journal 
Nucleic Acids Research publishes annually. According to this publication, bio-
logical databases can be organized according to the type of structure that is 
analysed. This way, four main groups of databases can be recognized.
  
	 (1)	�N ucleic acids databases: focused on DNA, RNA and gene expression.
	 (2)	�A mino acid/protein databases: protein sequence, protein structure and 

protein–protein interaction databases.

Figure 9.1  ��Types of molecular biology database presented by NCBI. (A) Types of 
databases based on their scope. (B) Types of database based on the level 
of curation of their data. The databases listed in the figure are only rep-
resentative examples. Data from the NCBI web page: https://www.ncbi.
nlm.nih.gov.
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	 (3)	� Meta databases: this type collects relevant information about data. One 
example of this group is Enzyme Portal (http://www.ebi.ac.uk/enzyme-
portal/), where information about the biology of enzymes and other 
proteins with enzymatic activity can be found. It integrates publicly 
available information about enzymes from different individual data-
bases such as UniProt Knowledgebase, Rhea, ChEBI and CheMBL.

	 (4)	�A dditional databases: mathematical models, PCR primers, taxonomic, 
metabolic pathway and signal transduction databases.

  
It is not the objective of this chapter to list all the available databases, 

but to provide the reader with some useful tools to help narrow down the 
list of databases that can be of interest, depending on the objective of the 
research. In the case of biological databases, and especially those focused on 
molecular biology, updated and complete information can be found in the 
24th annual Nucleic Acids Research database issue from 2017.22 The issue is a 
compilation of 152 papers describing 54 new databases and updating 98 others.  
The databases cover a broad variety of molecular biology subjects, com-
prising genome structure, gene expression and regulation, proteins, protein 
domains and protein interactions. The description of the new and updated 
databases is done using visualization tools, with tables that contain the data-
base name, its URL and a brief description. The authors of the issue present 
a list of databases that have succeeded and have been widely accessed over 
time. They also propose some rules to follow in order to make a database 
successful, for example, the selection of a good name that well represents the 
subject of the database or the provision of thorough data curation.22 In order 
for a database to be effective, it is crucial that it is well maintained over time 
and validated with reliable references, as well to display a user-friendly inter-
face. That is the case of GenBank and UniProt, for instance, which have been 
developed since the late 1980s and early 1990s. UniProt has multiple and  
frequent updates, and many citations for this database can be found in PubMed 
for the year 2017, which can be seen as a measure of success for a database.

In the next sections of this chapter, specific databases for proteomics,  
metabolomics, drug discovery and natural product studies will be 
highlighted.

9.3  �Databases in Proteomics
Proteomics is the study of the entire diversity of proteins that a single organ-
elle, cell or tissue can display at a given moment.23 Such diversity includes 
gene-encoded proteins and products of post-translational modifications. In 
contrast to genomic analyses, proteome assessment can be used to exam-
ine the responses of living organisms to environmental biotic and abiotic 
stresses. In fact, a single genome, when facing different environmental 
conditions, can express several proteomes. For this reason, proteomics 
can be thought of as the primary basis of living organisms’ phenotypical 
comparison.24
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Traditionally, the identification of proteomes was based on two different 
approaches: (1) gel-based techniques and (2) shotgun analysis (see Chapter 4 
for more information).

Gel-based techniques include several polyacrylamide gel electrophoreses, 
both mono- and bi-dimensional. The most important one is 2D polyacryl-
amide gel electrophoresis (PAGE).25 For immunoblotting, which is gel-based 
separation followed by specific antibody detection, only known sequences 
of amino acids, of which proteins are made, or domains of the proteins, are 
suitable for examination. Alternative separations of complex mixtures of 
proteins include ion exchange chromatography and reversed-phase chroma-
tography. Gel-based techniques are the most common protocols for targeted 
proteomics (i.e., the search for a specific protein).

As mentioned above, the sequences of the amino acids that make up the 
proteins might be known, and so they are available in databases. However, 
these sequences might also be unknown. Gel-based techniques are a recom-
mended, but not mandatory, separation step prior to MS data acquisition. 
For unknown sequences, this step is highly recommended.

The final raw data acquired after MS analysis, which will be explored later 
in this section, is useful for determining the sequences of amino acids that 
make up the primary structure of protein. Protein annotation refers to deter-
mination of the known sequences by the use of integrative online tools such 
as Kyoto Encyclopedia of Genes and Genomes (KEGG) and BLAStoGO (B2G). 
This task requires a reference sequence to determine the final sequence 
by comparison of experimental data and reported data. Whenever this ref-
erence is missing, due to lack of interest in the target or lack of studies of 
the species, the de novo sequencing taking place is a quite challenging task. 
Unknown proteins or unknown sequences of amino acids require de novo 
proteomics protocols in which pieces of sequences might be superposed. 
Methods using a diverse array of scripts can determine how the fragmented 
pieces of information can connect to each other without knowing the final 
sequence. In this case, a previous separation step, such as gel-based or 1D 
and/or liquid chromatography (LC), are recommended as a step to decrease 
the complexity of the mixture.26

Every proteomics protocol, whether gel-based or gel-free, will rely on MS 
analysis of peptides from proteolytic digestion of proteins or even integral 
proteins. Each and every gel-free protocol has the harder task of assembling 
peptides as pieces of a whole protein once they have no previous separation 
of proteins.

Gel-free techniques are divided into two types: (1) bottom-up proteomics, 
which includes the shotgun technique and has a proteolytic step prior to MS 
injection; and (2) top-down proteomics, in which intact proteins are charged 
either by matrix-assisted laser desorption/ionization (MALDI) or electrospray 
ionization (ESI) and then injected into the analyser (see Chapter 4 for more 
information).27

Bottom-up techniques have been successful in achieving de novo pro-
teomics sequencing. Shotgun, which is the most widely spread bottom-up 
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approach, emerged as a promising time-saving methodology for proteom-
ics in the early 2000s. Lysis of the proteins occurs while these proteins are 
inside complex mixtures. As it flows, proteins are allowed to directly react 
with chemo trypsin. A pool of peptides is expressed with no need for previous 
separation either by LC or PAGE. The strategy relies on the ability of 1D or 
2D high-performance LC (HPLC) separation of peptides after the lysis and 
prior to MS injection. Afterwards, it can be performed as a new separation 
step in high resolution MS (HR-MS). HR-MS is a troubleshooting technique 
for unresolved mixtures because it allows the operator to select ions in the 
analyser stage.28 Examples of HR-MS are vastly reported using MALDI-TOF, as 
well as MALDI-TOF/TOF.28 Nonetheless, Orbitrap is being used as a powerful 
analyser stage in proteomics nowadays.29

Bottom-up approaches are more often used in protein identification, as 
well as for identification of post-translational modifications when the pro-
tein of reference is available.27 At the end of the experiment, a set of raw MS 
data is yielded and must be subjected to data processing in order to generate 
database alignment of peptides and protein sequencing assembly.30 Another 
upside of the shotgun approach is that all data generated is compatible with 
the majority of data available online such as in Protein Information Resource 
(http://pir.georgetown.edu/).

On the other hand, there is the top-down analysis. The most challenging 
part of top-down analysis is to generate fragments by using dissociation reac-
tions inside the instrument instead of using a prior proteolysis step before 
injection.31 Subsequently, the alignment of the peptides will afford a protein 
ladder that can be the subject of data searching using online tools. The lim-
itation of top-down data processing is the lack of data resources devoted to 
it. Peptides afforded by dissociation into the spectrometer are different than 
the peptides yielded by proteolysis previous to injection on the spectrometer. 
Hence a new set of databanks is required for top-down experiments due to 
this difference. The Consortium for Top Down Proteomics (http://repository.
topdownproteomics.org/) is currently leading efforts to provide public repos-
itories regarding these new frontiers.

A few quantitative proteomics strategies have been proposed in the litera-
ture and are commercially available. Tagging the peptides within a complex 
mixture is the mechanism that allows quantification. The mechanisms were 
first proposed in the late 1990s and early 2000s with isotope-coded affinity 
tags and stable isotope labelling of amino acids in culture. However, the 
isobaric tag for relative and absolute quantitation (iTRAQ) is nowadays still  
the first choice for quantitative proteomics and widely applied in health 
sciences. Proteomics gave birth to new fields of study such as sub-proteomes 
and interactomes.

Since a proteome will cover the entire diversity of proteins of a living 
organism or cell, this is time consuming. In order to be more straightforward 
whenever a study addresses a specific set of proteins, the sub-proteomic or 
organellar proteomic emerged in the 2000s.32
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Interactome comprises all interactions of molecules related to cellular 
physiology from nucleic acid digestive proteins, such as RNAse and DNAse, 
to ubiquitination enzyme action. Protein-to-protein interaction is a theme 
within the interactome subject and is explored nowadays as a source of evo-
lutionary insight.33 The interactomes of model organisms such as Arabidop-
sis thaliana have already been reported.34 We believe that semiochemicals are 
suitable to be studied with the knowledge of interactomes, based on exam-
ples such as Helicobacter pylori colonization of the gut35 and more transient 
complex interactions.36

The final step of a proteomics or sub-proteomics protocol is the MS-data 
processing. Once the spectra are acquired, the software can generate the 
sequences of amino acids represented in each spectrum. This information 
can then go to the alignment step where the pieces of protein represented by 
each peptide can be properly tagged. An aligned sequence can be paired with 
the sequences available in the databanks for the ultimate information of per-
centage of similarity. Highly similar matches can be obtained in the pathway 
database KEGG and the Gene Ontology Consortium (http://www.geneontol-
ogy.org/) to generate protein annotations on the context of metabolism or in 
general functional classes.

One of the most important databases in proteomics is PRoteomics IDEn-
tifications (PRIDE). It is proposed as a “centralized, standards-compliant, 
public data repository for proteomics data”. It is part of an effort to make all 
data standardized and available for research communities (https://www.ebi.
ac.uk/pride/archive/).

MassIVE (http://massive.ucsd.edu/ProteoSAFe/static/massive.jsp) is also 
worthy of note as a platform for exchanging MS-based proteomics data. 
Developed by NIH as repository and as a community resource for inter
active, and analysis of, peptide information. It can offer solutions to end-to-end 
sequencing once datasets are not only shared but also joined together. Addi-
tional proteomics databases are available in Table 9.1.

9.3.1  �Integrating the Omics Cascade from Transcripts to 
Proteins: A Successful Case in Plant Science

The combined use of proteomics and transcriptomics has been changing the 
experimental model of unravelling biosynthetic pathways.37 As an example, 
in the field of plant science the whole workflow used to address metabolic 
questions was changed in the last 30 years by means of combining omics 
techniques.

The first choice for studying the enzymes behind the synthesis of  
terpenes, flavonoids and alkaloids used to be the evaluation of radioisotopic 
decay of marked precursors for tracking reaction steps of juvenile plants 
in ex situ conditions of culture.38 Recently, the functional characterization 
of monoterpene, sesquiterpene and diterpene synthases, as well as oxide 
squalene synthase, was achieved in order to determine the biosynthetic 
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Table 9.1  ��Representative examples of databases used in proteomics.

Database Data available Uses (site description) Link

Blast Nucleotides and amino acid 
sequencing

“BLAST finds regions of similarity between biological 
sequences”

https://blast.ncbi.nlm.nih.gov/
Blast.cgi

Mascot Amino acid sequencing “Peptide Mass fingerprint, sequence query and MS/MS 
ions search”

http://www.matrixscience.com/
search_form_select.html

Uniprot Amino acid sequencing “Comprehensive, high-quality and freely accessi-
ble resource of protein sequence and functional 
information”

http://www.uniprot.org/

Pride – EMBL Proteomics (protein and 
peptides)

“Public data repository for proteomics data, including 
protein and peptide identifications, post-translational 
modifications and supporting spectral evidence”

https://www.ebi.ac.uk/pride/
archive/

wwPDB Crystallographic data of 
macromolecules

“Protein Data Bank archive (PDB) has served as the  
single repository of information about the 3D 
structures of proteins, nucleic acids, and complex 
assemblies”

https://www.wwpdb.org/

PeptideAtlas Proteomics “PeptideAtlas is a multi-organism, publicly accessible 
compendium of peptides identified in a large set of  
tandem mass spectrometry proteomics experiments”

http://www.peptideatlas.org/

MassIVE Proteomics “MassIVE is a community resource developed by the  
NIH-funded center for computational mass  
spectrometry to promote the global, free exchange of 
mass spectrometry data”

http://massive.ucsd.edu/Proteo-
SAFe/static/massive.jsp

Jpost MS proteomics editing and 
integration

“Researchers can now upload their proteome datasets 
to the jPOST repository where the raw MS data is 
re-processed using the jPOST standard protocol to 
automatically generate high-quality databases for data 
comparison and integration”

http://jpostdb.org/about/
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pathway steps responsible for chemical diversity in the terpene group. A few 
bisabolene synthases can be cited as an example, such as the ones from 
Abies grandis39 steam, Arabidopsis thaliana (Brassicaceae)40 roots and Picea 
abies (Pinaceae)41 plantulae. Cadinane synthase from Eleutherococcus trifo-
liatus42 and cotton (Gossypium sp.),43 caryophilene synthases and germac-
rene synthases, respectively from corn (Zea mays)44 and lettuce (Lactuca 
sativa (Asteraceae))45 are other examples of successful cloning as a func-
tional characterization of encoding genes of semiochemicals involved in 
plant–insect direct and indirect signalling. Integrative omics research has 
also been reported to be successful in unravelling the dynamics of conifer 
forest networks.46,47 By using iTRAQ, a quantitative level of proteome anal-
ysis combined with comparative transcriptomics has shown how sophisti-
cated the signalling is of elicitor-induced Norway spruce (Picea abies) in the 
early conifer defence response.48

Databases that work in the intersection of hierarchical levels of cellular 
information are already available. NCBI makes available tools such as “blastx” 
to determine amino acid sequences from translated nucleotide sequences, 
while “tblastn” allows the opposite. KEGG can generate metabolic pathways 
by means of integrating proteomics and genomics data (http://www.genome.
jp/kegg/). B2G (http://www.blast2go.com/) intends to provide an “all in one 
bioinformatics solutions for functional annotation of (novel) sequences and 
the analysis of annotation data” using both proteomics and genomics data. 
Representative proteomics databases are showed in Table 9.1.

9.4  �Databases in Metabolomics
Understanding the cellular function, tissues and consequently the full 
functioning of living organisms requires an integrated view of the stratified 
network that involves the different affirming parts of self-regulation and 
self-organization.6–8 Gene expression, transcripts, proteins and the whole 
set of metabolites integrate all these codified and post-translational events 
that modulate the complex web of interactions between the biological 
systems and the surrounding environment and, consequently, define the 
phenote.49

Metabolomics is one of these branches that compose the integrative 
approach of the systems biology and aims to analyse and quantify the multi
parametric responses of endogenous and exogenous metabolites in living 
organisms when submitted to particular stimuli (see chapter 3 for more infor-
mation).50–52 Like other omics, the metabolomics pursuit through the molec-
ular dynamics of sample sets to characterize biological events associated 
with diseases,53–55 discovery of biomarkers,51,56 ecological associations,57,58 
environmental disturbances,59–61 crop improvement, drug discovery,62–64 
genetic manipulation and discovery of natural products.57,65

Comprehensive metabolite analysis in organisms is a major challenge 
for metabolomics. The lack of universal, sensitive and automated methods 
able to analyse the wide range of concentration, and structural and chemical 
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diversity of the metabolites has required the combined use of modern analyt-
ical techniques such as chromatography, nuclear magnetic resonance (NMR) 
and MS.66–68 LC and gas chromatography (GC) are commonly used in metab-
olomics because of their separation efficiency, flexibility, compatibility with 
different types of samples (blood, urine, tissues, plants, microorganisms) 
and analytical platforms (NMR and MS).69,70 NMR spectroscopy offers unique 
attributes such as non-destructive analysis and greater richness of structural, 
spatial and correlational information of metabolites. However, compared to 
MS-based techniques such as LC-MS and GC-MS, it has a huge disadvantage 
with respect to compromise between selectivity and sensitivity.56,71

A metabolomics experiment usually consists of a sequence of steps, start-
ing with the preparation of the sample, including sample collection and 
processing, followed by an extraction process that can be performed for a 
specific class, target metabolite or the broadest possible profile of polar or 
non-polar metabolites.72–74 Once the samples have been processed, the ana-
lytical tools must be configured to acquire all the information of hundreds 
of metabolites under a multitude of structures and a wide range of concen-
trations. Then all datasets are statistically processed to reduce complexity 
and eliminate unwanted variations, such as matrix effects and other undesir-
able effects, to finally obtain a set of information that answers a hypothetical 
question.

Analysing data from metabolomics experiments is as difficult as acquir-
ing them. Depending on the properties of the sample and the type of study 
employed, specific settings are necessary. While this may initially seem 
beneficial for the expansion of metabolomics in many scientific fields, this 
versatility means a critical challenge for uniformity and data exchange. To 
support the integration of data from different formats, units and scales, 
metabolomics communities have recommended the use of standard proto-
cols that include sharing experimental designs, instrument configurations 
and analysis conditions in a format easily interpreted by other research 
groups. Initiatives such as Metabolomics Workbench,75 ArMet76 (Architec-
ture for Metabolomics) and MSI77 (Metabolomics Standard Initiative) rep-
resent such efforts from scientific communities and funding agencies to 
develop public repositories for analysis, monitoring and dissemination of 
large volumes of data.

In this sense, public databases have played a key role in the organization, 
management and distribution of a vast amount of datasets generated from 
metabolomics experiments.78,79 The purpose of a public database is to extract 
relevant information for the end user in easy-to-use platforms with extensive 
query possibilities that allow data entry, analysis, retrieval and visualization.

Metabolomics databases are commonly developed in relational format 
using Oracle, MySQL, SQLserver, MongoDB and other architectures that 
include programming languages such as Express/Note, Ruby, Perl, Python, 
PHP, Matlab and JavaScript.80 Typically, such databases support spectral-, 
text- and structure-based searches, retrieving the results through graphs and 
tables. Advances in chemometrics, bioinformatics and computational tools 
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have benefited the implementation of sophisticated statistical tools such as 
clustering, classification and correlation.81–84

According to Go80 and collaborators, metabolomics databases can be 
classified into four categories. (1) spectral reference databases commonly 
used to identify and classify metabolites. NIST, GMD, MassBank, GNPS and 
MetLin are some examples of this group. (2) Compounds, species and data-
bases of the metabolite profile of specific compounds are responsible for the 
correlation of metabolites with target biological activities or associations of 
drug discovery. In this category, we can mention PubChem, Human Metab-
olome DataBase (HMDB), Dictionary of Natural Products and DrugBank. (3) 
Databases of metabolic pathways that are directly associated with regulatory 
pathways, including proteins and genetic interactions. The databases in this 
group are KEGG, WikiPathways, BioCyc, HumanCyc and Reactome. Finally, 
(4) LIMS (Laboratory Information Management System) metabolic databases 
consisting of experimental project repositories, raw data, sample details, lab-
oratory and spectral information. SetupX, LIMS Sesame, Metabo LIMS and 
MeMo, Metabolomics Workbench, GNPS, XCMS online and MetaboLights 
are some examples of this category. In the following sections, we will provide 
an overview of the state-of-the-art in databases that are commonly used in 
metabolomics for all categories previously described. Mass-based reposito-
ries are so far the most widely used and therefore will be the main focus in 
this chapter.

9.4.1  �Spectral Reference Databases
The spectral reference databases are the most used repositories for metab-
olomics. The GC-MS system was the first mass-based technique that imple-
mented standard electronic ionization conditions (70 eV), allowing storage 
and comparison of mass spectra. Since then, the comparison of reproduc-
ible datasets has become the main methodology for spectroscopists in the 
difficult task of molecular identification. Since the 1990s, a step forward 
was achieved as a result of the increase in computational processing power, 
allowing the spectral combination between the target and standard spectra 
to be performed in an automated way, converting the spectral profiles into 
scalar vectors.85 This has simplified the detection and annotation mode of 
known compounds, called dereplication, and has opened a window for large-
scale analysis of thousands of metabolites in mammals, plants and micro
organisms.86–88 Currently, this is the main methodology for data analysis 
and interpretation of most metabolomic databases.

Throughout the evolution of metabolomics, numerous spectral databases 
have emerged based on MS techniques, including different ionization modes 
such as electronic impact (EI), ESI and laser desorption/ionization (MALDI) 
distributed over several chromatography settings such as liquid, gas and cap-
illary electrophoresis.89,90 The number of NMR spectral databases has also 
increased in the last decade. Traditionally, NMR metabolomics databases are 
based on 2D experiments because of the high degree of signal overlapping 
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in 1D NMR experiments. However, technological advances in deconvolution 
tools have supported the mono-dimensional spectral matching of 1H and 13C 
in NMR databases.91

Among the most widely used spectral databases are MassBank,92 Metlin,93 
MMCD,94 NIST, GOLM95 and SDBS for MS. For NMR, we can cite BioMAgRes-
Bank,96 NMRshifdb,97 NMR ChemSpider,98 the ACD/Labs NMR database and 
the Sigma-Aldrich NMR database. While most of these databases address life 
sciences issues, there are many other metabolomics platforms associated 
with pharmaceutical research, toxicology, forensic investigations, environ-
mental analyses, food control and industrial applications. In Table 9.2, a set 
of spectral references databases is summarized.

The NIST Mass Spectral Library was initially developed based on EI-MS 
and quickly became one of the most popular MS spectral databases. In the 
first versions, NIST was composed mainly of four subunits: (1) main, (2) rep-
licate, (3) salt and (4) MS/MS libraries; in addition to the linear retention 
index (RI) and Kovats RI to more than 44 000 compounds. Since the NIST14 
version, the library has dramatically increased and expanded the number of 
volatile compounds and lipids, and added new sets of small molecules and 
peptides. NIST14 also introduced ESI, and atmospheric pressure chemical 
ionization (APCI) techniques in analysers of the Q-ToF type, triple quad and 
ion trap. The latest version (NIST17) contains 652 475 MS/MS spectra per-
formed by collision cells or ion trap systems of more than 15 000 different 
compounds including 1436 biologically relevant peptides.89

The NIST17 MS/MS spectral database was acquired using various analyti-
cal platforms such as Thermo Scientific, Agilent, Jeol, Waters, Bruker, Sciex, 
Varian, Applied Biosystems and Fisons in single or combined analysers such 
as Orbitrap, LTQ, Q-TOF, QqQ, Fourier transform ion cyclotron resonance 
(FT-ICR), and magnetic and electronic sectors in the fast atom bombard-
ment, ESI, APCI, chemical ionization (CI), liquid secondary ion MS and EI 
ionization modes. The NIST17 package also includes a series of services: 
(i) MS Search Software (version 2.3), a free platform for searching for com-
pounds and their corresponding spectra; (ii) the automated mass spectral 
deconvolution and identification system (AMDIS), an easy-to-use software 
interface that aims to aid in the discovery and identification of compounds 
by spectral matching; and (iii) Lib2NIST, a converter that allows the user to 
add and convert in-house MS spectra into the NIST database. The main dis-
advantage of NIST17 compared to other spectral databases is that it requires 
a commercial license.80

MassBank is a MS spectral data website formed by a consortium of several 
mass communities containing free access to more than 17 515 MS and 29 464 
MSn spectral data analysed in positive and negative modes using ionization 
sources ESI, EI, CI and APCI and more than 15 112 metabolites. As of June 
2017, 67.3% of all acquired spectra were associated with the LC-ESI system, 
followed by 27.1% for the EI mode, 1.4% for CI and 1.3% for APCI. Each sub-
stance is described with a set of ontological data and physicochemical prop-
erties, including chromatographic methods, retention time, precursor ions,  
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atabases
Table 9.2  ��Metabolomic databases involving mass spectra, compounds, metabolic pathways and experimental design.

Database Content URL (website)

Mass spectral reference databases
AtMetExpress LC-MS and MS/MS from Arabidopsis thaliana http://prime.psc.riken.jp/lcms/AtMetExpress/
BinBase A database system for automated metabolite 

annotation
http://eros.fiehnlab.ucdavis.edu:8080/

binbase-compound/
Bio-MassBank LC-MS spectra from biological samples http://bio.massbank.jp/
FiehnLib GC-MS spectra and RI library http://fiehnlab.ucdavis.edu/projects/FiehnLib/

index_html
GMD@CSB.DB (GOLM 

Database)
GC-MS spectra, retention time, experimental 

methods and protocols
http://gmd.mpimp-golm.mpg.de

GNPS LC-MS and MS/MS from natural products and 
peptides

https://gnps.ucsd.edu/ProteoSAFe/static/ 
gnps-splash.jsp

LipidBank LC-MS using orbitrap technology from  
natural lipids

http://lipidbank.jp/

LipidMaps LC-MS using orbitrap technology from lipid 
species

http://www.lipidmaps.org

MaConda LC-MS of contaminants http://www.maconda.bham.ac.uk/search.php
MassBank CE-MS, LC-MS, GC-MS, MALDI-MS including  

MS/MS spectra from biological samples
http://www.massbank.jp

MassBase LC-MS, GC-MS and CE-MS for biological samples http://webs2.kazusa.or.jp/massbase/index.php
METLIN LC-MS and MS/MS (FT-MS spectra) for  

biological samples
https://metlin.scripps.edu/landing_page.

php?pgcontent=mainPage
MoNA CE-MS, LC-MS, GC-MS including MS/MS  

spectra from biological samples
http://mona.fiehnlab.ucdavis.edu/spectra/search

MoToDB LC-MS from tomato fruit http://www.ab.wur.nl/moto/
MS/MS Fragmet viewer LC-FT/ICR-MS and FT-MS/MS from natural 

products
http://webs2.kazusa.or.jp/msmsfragmentviewer/

MS2T LC-ESI-QTOF/MS from A. thaliana, rice, wheat, 
and soybean

http://prime.psc.riken.jp/lcms/ms2tview/ 
ms2tview.html

(continued)
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MzCloud ESI-MS, and APCI-MS and MS/MS spectra for 
organic and inorganic compounds

https://www.mzcloud.org/home

NIST GC-MS and MS/MS libraries; GC methods/reten-
tion time database for most diverse scientific 
areas

http://nistmassspeclibrary.com

PMR GC and LC-MS data for plants, eukaryotic and 
microorganism

http://metnetweb.gdcb.iastate.edu/PMR/

ReSpect Q-TOF-MS and QqQ-MS spectra for 
phytochemicals

http://spectra.psc.riken.jp/menta.cgi/respect/
search/spectrum

SDBS EI-MS spectra from organic compounds http://sdbs.db.aist.go.jp/sdbs/cgi-bin/direct_
frame_top.cgi

SoyMet DB GC and LC-MS from soybean http://soymetdb.org
The MetabolomeExpress GC-MS for metabolomics https://www.metabolome-express.org/
Wiley 10th EI-MS spectra from compounds -

Compound-centric databases
CAS Database for chemical information gathered from 

the literature
http://www.cas.org/

ChemBank Repository for small molecules including  
biological and medical information

http://chembank.broadinstitute.org

ChEMBL Database manually curated containing chemical 
bioactive information about molecules with 
drug-like properties

https://www.ebi.ac.uk/chembl/

Chemical entities of biological 
interest (ChEBI)

Comprehensive database for organic molecules 
with biological interest

http://www.ebi.ac.uk/chebi/

Chemspider Comprehensive database for chemical structure; 
physicochemical and biological properties

http://www.chemspider.com

DrugBank A database that combines detailed drug (i.e. 
chemical, pharmacological and pharmaceuti-
cal) data with comprehensive drug target (i.e. 
sequence, structure, and pathway) information

https://www.drugbank.ca

Table 9.2  (continued)

Database Content URL (website)
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Flavonoid viewer One of the largest database for known flavonoids http://webs2.kazusa.or.jp/mfsearcher/

flavonoidviewer/
FooDB Comprehensive resource on food constituents 

such as macronutrients and micronutrients 
including features that give foods their  
flavour, colour, taste, texture and aroma

http://foodb.ca

EssOilDB Database containing more than 123 000  
essential oil reports with data from 92  
plant taxonomic families

http://nipgr.res.in/Essoildb/

Human Metabolome Database 
(HMDB)

A database from human small molecules http://www.hmdb.ca

KNApSack A database containing a comprehensive  
metabolite-species data correlation

http://kanaya.naist.jp/KNApSAcK/

LMSD A consortium database for natural lipids and  
lipid species

http://www.lipidmaps.org/data/structure/

Manchester Metabolome data-
base (MMD)

A database for endogenous and exogenous used 
in metabolomic studies

http://dbkgroup.org/MMD/

MetRxn It is a collection of metabolite and reaction  
entities. More than 44 000 metabolites and 
35 473 reactions

http://ec2-54-213-167-41.us-west-2.compute.ama-
zonaws.com

NuBBEDB A natural product database from Brazilian 
biodiversity

http://nubbe.iq.unesp.br/portal/nubbedb.html

Plant Metabolome Database 
(PMDB)

Annotated database for metabolites in plants http://www.sastra.edu/scbt/pmdb/

PubChem Comprehensive database for small molecules http://pubchem.ncbi.nlm.nih.gov
In vivo/In silico Metabolite  

Database (IIMDB)
The database includes known biochemical com-

pounds collected from existing biochemical 
databases plus computationally generated 
human phase I and phase II metabolites of 
these known compounds

http://metabolomics.pharm.uconn.edu:2480

Yeast Metabolome Database 
(YMDB)

A manually curated database of small molecule 
metabolites found in or produced by  
Saccharomyces cerevisae

http://www.ymdb.ca

(continued)
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Databases of metabolic pathways
AraCyc A metabolic pathway database from A. thaliana http://arabidopsis.org/biocyc/
BioCyc A compendium of pathway databases for several 

organisms
http://biocyc.org/

EcoCyc A database that describes the genome, metabolic 
pathways, and regulatory network of Esche-
richia coli

https://ecocyc.org

HumanCyc Database of human metabolic pathways, 
enzymes, metabolites, and reactions

https://humancyc.org

IPAD A pathway analysis database http://bioinfo.hsc.unt.edu/ipad/
iPath A tool for biological pathway visualization http://pathways.embl.de
KaPPA-View4 A database for analysis of omics pathway data http://kpv.kazusa.or.jp/en/
KEGG pathway A database that describes pathway maps 

for metabolism, genetic, environmental 
information

http://www.genome.jp/kegg/pathway.html

MapMan A web package for analysing omics data http://mapman.gabipd.org/
MetaCrop A database for crops pathway analysis http://metacrop.ipk-gatersleben.de
MetaCyc Metabolic database that contains pathways, 

enzymes, metabolites, and reactions from all 
domains of life

http://metacyc.org/

Pathos Facility that correlates metabolites identified by 
MS in the metabolic pathways

http://motif.gla.ac.uk/Pathos/

Pathvisio A tool for visualizing biological pathways http://www.pathvisio.org
PlantCyc A database that contain plant metabolic pathways http://www.plantcyc.org/
Reactome A free, open-source, curated and peer reviewed 

pathway database for the visualization, inter-
pretation and analysis of pathways

http://reactome.org

UniPathway Manually curated resource for the representation 
and annotation of metabolic pathways

http://www.unipathway.org/

Wikipathway A database of biological pathways maintained by 
and for the scientific community

http://www.wikipathways.org/index.php/
WikiPathways

Table 9.2  (continued)

Database Content URL (website)
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Metabolomics LIMS databases

COordination of Standards In 
MetabOlomicS (COSMOS)

A database for metabolomic standards, data-
bases, data exchange and dissemination of 
metabolomics experiments

http://www.cosmos-fp7.eu

MASTR-MS A web-based tool for experimental design,  
sample metadata configuration, and sample 
data acquisition

https://muccg.github.io/mastr-ms/

Metabolomics Workbench NIH initiative that contains an inventory and 
availability of high quality reference standards 
for data sharing and collaboration

http://www.metabolomicsworkbench.org/about/
index.php

MetaDB A web interface used to store and disseminate 
metadata and protocols

https://metadb.lafayette.edu

MetaboLIMS A web-based, portable, robust, and scalable LIMS 
designed to meet the production and clinical 
needs in metabolomics research

http://www.hmdb.ca/labm/

MetaboLights MetaboLights is a database for metabolomics 
experiments and derived information

http://www.ebi.ac.uk/metabolights/

QTreds Platform to manage to manage and monitor 
genomic and metabolomic research providing 
the location of each sample, experimental  
protocols and reagent inventory

http://qtreds.crs4.it/home.html

Sesame LIMS A database that contains experimental protocols, 
data, sample details and laboratory resources

www.sesame.wisc.edu/

SetupX A web-based interface that provides experimental 
design to data reporting and raw data

http://fiehnlab.ucdavis.edu/projects/
binbase-setup
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high resolution MS data and links to other databases. The MassBank 
platform enables quick searches using text-based entries or batch-loading 
data. The user can compare data between the target and the standard spectra 
using a 3D visualization tool available on the site.89,92

One of the advantages of using MassBank is the ability to evaluate a target 
spectrum in a set of combined spectra obtained from different instrumental 
configurations (merged spectra) of the same metabolite. This spectral sum 
increases the chances of spectral matching between the target and standard 
spectra, reducing the intrinsic instrumental variability of each MS experi-
ment. Another advantage is that all content is downloadable or accessed by 
an API and the code and supporting information is displayed in GitHub.

On the other hand, MassBank has the disadvantage that not all records 
are correctly curated, and some entries present data pre-treatment problems. 
Efforts have been made to develop standard protocols that can help load, 
process and annotate metabolites and spectra in MassBank.

Spectral mass banks are also found in Europe, such as European Mass-
Bank (http://massbank.eu/MassBank/), and the United States of America, 
such as Massbank of North America (http://mona.fiehnlab.ucdavis.edu/).

Another spectral database, Metlin, has an arsenal of endogenous and exo
genous (>240 000) metabolites of plants, microorganisms and humans, as well 
as drug metabolites, synthetic organic compounds and peptides with three 
or four amino acid units. Metlin provides LC-MS profiles including all physi-
cal-chemical characteristics, structural details, and tandem experiments per-
formed in positive and negative modes on ESI-Q-ToF (Agilent Technologies) 
using different collision energies (10, 20 and 40 eV).80,99

The Metlin web interface offers search tools and spectral matching features 
in single, batch, fragment, neutral loss and MS/MS modes. The user can per-
form queries using m/z text format data, including different types of adducts, 
chemical formulas and CAS numbers. Metlin also offers MS information 
linked to identifiers of metabolic path databases, such as KEGG identifiers. 
All the contents searched can be downloaded in CVS format, including mass 
error (in ppm), ontological characteristics, names and MS/MS spectra.99

Since 2014, the Scripps Research Institute has expanded its content by 
incorporating isotopically labelled metabolites into a new database called 
isoMetlin.93 This database allows the user to search all isotopologues derived 
from Metlin or by isotopes of interest, such as 13C and 15N. IsoMetlin is 
designed to support metabolism and biosynthesis studies that use labelling 
approaches to correctly assign the structure of metabolites.

Perhaps the main common disadvantage of Metlin and IsoMetlin is that 
MS data is not available for download through these sites; this hampers 
technological advances in the field, especially by preventing data exchange 
between different MS databases.

Among MS spectral reference databases, Mzcloud89 and GNPS100 are proba-
bly the latest and represent the next generation of MS/MS spectrum informa-
tion extraction tools. MzCloud provides MS/MS and MSn spectra of over 3000 
authentic chemical patterns performed in orbitrap technology and displayed 
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in a web-based interface using a hierarchical architecture to store and search 
for spectral data called spectra of spectral trees. In this system, the MS/MS 
spectra obtained from different instruments, experimental conditions, sam-
ple preparations and collision energies are stored in nodes based on pre-
cursor ions. Thus, a hierarchical network is formed from the subsequent 
fragmentation of generated ions of the same precursor ion.101

If a node has more than two spectra, the interface automatically calculates 
the average and composite spectra. The spectral tree strategy increases the 
chances of annotation of compounds by reducing interference such as noise 
and instrumental intervariability in the process of spectral matching. Addi-
tionally, MzCloud displays chromatographic information and data sources, 
along with experimental parameters and compound identifiers.101

The main drawbacks of this database are related to the shrinking number 
of natural metabolites, content not available for download and a batch ser-
vice not being offered. In addition, MzCloud exhibits compatibility problems 
with several web browsers in Mac and Linux systems.

The GNPS database, in turn, constitutes a natural product library (which 
also includes other metabolites and molecules) with more than 221 000 MS/
MS spectra and 18 000 unique compounds obtained from collaborations 
with other databases such as MassBank, ReSpect and NIST, as well as con-
tributions from metabolomics and NP communities. Unlike the other data-
bases, GNPS represents a crowd-sourced initiative with continuous growth 
and re-analysis of all sets of data. GNPS establishes new data correlation 
patterns monthly by reprocessing all data entries (MS/MS spectra) using 
molecular networking and dereplication tools.100

9.4.2  �Compound-centric Databases (Metabolic Class-, 
Species- and Tissue-specific)

Compound-centric databases are fundamental to linking the presence or 
concentration of chemical entities to upstream information, such as the dis-
covery of biomarkers/drug development, metabolic pathways and biological 
functions. Also, it provides chemical-biological information that can assist 
in several steps that involves the structural identification. Traditionally, these 
databases provide a variety of information associated with physico-chemical 
properties, including polarity, molecular formula and monoisotopic mass, 
as well as biological characteristics of metabolites present in biofluids, tis-
sues or organs obtained from experimental data or well-curated literature. 
These databases exert an important role in connecting the spectral data-
bases, for instance, mass databases, to other features associated with a given 
metabolite. It is important to note that this category is centred on chemical 
structure and corresponding ontological descriptors, rather than scientific 
names or identifiers.80

Among the most comprehensive databases are CAS (Chemical Abstracts 
Service databases) and Dictionary of Natural Products, fee-based services 
that compile published literature data, as well as public databases such 
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as Chemspider, HMDB,102 DrugBank,103 PubChem,104 Chemical Entities of 
Biological Interest (ChEBI),105 ChEMBL,106 KNApSAck,107 LMSD,108 Plant 
Metabolome DataBase (PMDB),109 Yeast Metabolome Database (YMDB),110 
Manchester Metabolome Database (MMD),90 Flavonoid viewer111 and other 
important databases described in Table 9.2. A brief discussion of the most 
comprehensive databases is presented below.

Chemspider and PubChem are public databases and provide, respectively, 
>59 million and >91 million chemical structures of small molecules. Both 
databases support text- and structure-based queries, and all of their content 
is available for download in single or batch mode. Among the available infor-
mation in both websites are 2D and 3D structures and conformers; biolog-
ical descriptors, including metabolite class; scientific and common names 
as well as different identifiers; intrinsic chemical and physical properties; 
information on medicines, pharmacology, biochemistry and toxicology; lit-
erature references and patents; biomolecular interactions and pathways; and 
links to many other databases of chemical biology such as PDB, HMDB and 
KEGG.80

The database intersection has allowed the construction of universal knowl-
edge environments aggregating spectral, compound, pathway and method-
ological information in a single platform. PubChem and ChemSpider have 
already started paving this road, including a set of web services involving 
all types of biological and chemical information. PubChem BioAssay tools, 
for instance, provide reports about biological high-throughput screening 
results, compounds and proteins bioactivity, structure–activity analysis and 
bioactivity clustering, in addition to spectral visualization tools for MS and 
MS/MS spectra using links from HMDB and NIST. One of the few limitations 
of PubChem and Chemspider, is that there is a lack of curation of publicly 
deposited data from contributors in many studies.80

HMDB (version 3.6) is the most comprehensive online human metabolite 
database, providing detailed information on more than 74 000 small mole-
cules. All HMDB information is classified into three categories: (1) chemi-
cal data including physicochemical data, names, synonyms, description of 
metabolites and chemical structures; (2) clinical data associated with dis-
ease biomarkers; and (3) molecular biology/biochemistry data that correlate 
information with genes/SNP/mutation/enzymatic data and metabolic path-
ways.102 Each HMDB metabolite is organized into a set of drop-down menus 
called “MetaboCard” containing more than 110 fields with clinical, chem-
ical, spectral, biochemical and enzymatic data that can be downloaded in 
XML format and easily imported into other relational databases. Many data 
fields have hyperlinks to other databases, such as KEGG, PubChem, Meta-
Cyc,112 ChEBI, PDB,18 UniProt113 and GenBank,114 as well as offering a variety 
of structure and pathway views.

The HMDB database allows query searches based on structure, text, 
sequence and chemical structure. HMDB also provides search and spec-
tral matching services for more than 15 000 compounds distributed in 1D 
NMR and 2D NMR (3824 spectra), MS (111 164 spectra) and MS/MS (17 765 
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spectra) data.102 The most recent version provides an MS/MS spectrum visu-
alization tool that allows peak or fragment assignments, such as is found in 
the METLIN database. HMDB also stores and manages sample information, 
experimental protocols and laboratory resources using the LIMS (Metabo-
LIMS) system.

The LIPID MAPS Structure Database (LMSD) is a consortium database 
composed of an association between LIPID MAPS, LIPID Bank, LIPIDAT, 
Lipid Library Cyberlipids, ChEBI and other public sources, and covers 
biologically relevant chemical structures and annotations of lipids. As of 
January 2017, the LMSD is the most comprehensive lipid database accounting 
for more than 40 000 unique structures classified according to the design 
rules proposed by LIPID MAPS and named following the IUPAC and IUBMB 
scheme.108

The LMSD supports text- and structure-based search queries by combin-
ing the following data fields: LIPID MAPS ID, scientific or common name, 
molecular mass and formula, and main class and subclass data fields. LMSD 
also provides tools to facilitate the representation of different classes of lipid 
structures and visualization tools that support GIF, JMol, ChemDraw and Mar-
vinView applets. Recovery results are fully annotated and are linked to exter-
nal databases. They provide users with a variety of online analytics tools that 
include lipid rating, experimental protocols, paths and discussion forums.

9.4.3  �Databases of Metabolic Pathways
Metabolic pathway databases are data repositories that are intended to 
describe biosynthetic pathways, cell function, organisms and ecosystems 
from cross-information on genes, proteins/enzymes and metabolites. These 
databases are freely accessible and represent the biosynthetic pathways of 
biological systems (e.g. human body, plant and microorganisms) through 
the molecular building blocks of genes and proteins and chemical infor-
mation using interaction diagrams, reaction networks and relations (wiring 
diagrams).80 Many databases also provide information on diseases and med-
ications (health information), such as disorders of the biological system. In 
MS, these databases aim to organize and facilitate the understanding of how 
different layers of information obtained from metabolites, amino acids and 
nucleotide sequences can be interpreted and integrated.

Among the most used metabolic pathway databases are KEGG, BioCyc,112 
MetaCyc, HumanCyc,115 AraCyc,116 MetaCrop,117 UniPathway,118 Wikipa-
thway,119 Reactome,120 ARMeC,121 EcoCyc,122 KOMICS,123 and many others 
described in Table 9.2.

During research queries in this type of database, it is important to keep 
in mind that many biosynthetic pathways are incomplete and that changes 
usually occur due to the discovery of new intermediates and mechanisms 
governing the biosynthetic pathways. One of the disadvantages of these data-
bases is that many of them are unable to annotate metabolites using MS or 
NMR spectra. In addition, a prior step of identification is needed to use all 
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the available resources of those platforms. A brief discussion about the most 
used pathway databases is presented below.

The KEGG database was launched in 1995 by Kanehisa Laboratories and 
designed to promote understanding on how transcripts, proteins and mol-
ecules regulate biosynthetic pathways/metabolism, and ultimately how bio-
logical systems interact with the environment. With a set of 16 databases, 
KEGG is an integrated platform that provides reference knowledge for inte-
gration and interpretation of large-scale molecular datasets generated by 
genome sequencing and other high-throughput techniques.

The complete set of databases that make up the KEGG platform can be sub-
divided into four categories: (1) system information (KEGG PATHWAY, KEGG 
BRITE and KEGG MODULE); (2) genomic information (KEGG ORTHOLOGY, 
KEGG GENOME, KEGG GENES and KEGG SSDB); (3) compound information 
(KEGG LIGAND); and (4) health information (KEGG DRUG, KEGG DGROUP, 
KEGG ENVIRON).

Among the subgroups widely used for metabolomics is the KEGG PATH-
WAY database, which consists of a collection of manually drawn path maps 
on specific molecular interactions and networks of protein–protein interac-
tions, genetic information, environmental issues, cellular processes, orga-
nizational systems and human diseases. KEGG BRITE, a platform for the 
storage of htext (htext) files containing functional hierarchies and binary 
relations of many different types of associations between biological aspects 
and KEGG LIGANDS, which can be divided into four subsets (KEGG COM-
POUND, GLYCAN, REACTION AND ENZYME) and was designed to bridge the 
gap between genomic and chemical information.

As of June 2017, KEGG has more than 511 000 paths (514 path maps) in 
PATHWAY, more than 185 000 hierarchies in BRITE, approximately 50 000 
entries related to chemical compounds, glycans, reactions and drugs, and 
more than 7500 reactions in LIGAND.

Another metabolic pathway database is BioCyc, a family of over 9300 path-
way/genomic databases (PGDBs), including the species Escherichia coli (Eco-
Cyc), Homo sapiens (HumanCyc), Bacillus subtilis (BsubCyc) and 2844 other 
organisms available in the MetaCyc. These PGDBs are structured in three 
levels according to the amount of manual update they have received. From 
level 1 to level 3, manual overhauls are progressively replaced by computa-
tional exploration.

BioCyc also provides a number of packages and tools for visualizing and 
navigating metabolic pathways, including complete metabolic maps of 
organisms; a browser of genome sequences; a service for data analysis, which 
includes statistical analysis of gene expression, proteomic or metabolomic 
data using viewers; a tool called smart tables, which aims to assist biologists 
and chemists in the analysis of genes and metabolites; a metabolic pathway 
browser that links specific metabolites in metabolic networks; and a com-
parative analysis, a tool used for comparing pathways, metabolites, trans-
porters and regulatory networks.

BioCyc releases three new versions every year. All content is downloadable 
and includes SRI's Pathways Tools software that is faster and more powerful 
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than BioCyc's rendering on the site. This software is available for license for 
academic and commercial groups. BioCyc also offers a wide range of user 
guides such as the BioCyc database collection, help pages, online guided 
tour and downloadable webinars.

The third metabolic pathway database that we want to mention is 
MetaCrop, a public database that contains manually curated information of 
more than 60 metabolic pathways found in cultures of agronomically import-
ant monocotyledonous and dicotyledonous species. Among these crops are 
barley (Hordeum vulgare), wheat (Triticum aestivum), rice (Oryza sativa), maize 
(Zea mays), potato (Solanum tuberosum), rapeseed (Brassica napus), beetroot 
(Beta vulgaris), and two model plants, thale cress (Arabidopsis thaliana) and 
barrel medic (Medicago truncatula).

The MetaCrop platform supports text-based searches on metabolic routes, 
including localization information (species, organs, tissue, compartment 
and stage of development), transport processes and reaction kinetics. The 
MetaCrop website provides an easy-to-navigate interface allowing explora-
tion from overview path information to single reactions through visualiza-
tion tools. It is also possible to look for substances, and the corresponding 
pathways and associated reactions. The elements available on its website 
can be exported as SBML files, allowing the user to create specific metabolic 
models. These models can also be introduced into other software for simula-
tion or data analysis.

9.4.4  �Metabolomics Laboratory Information Management 
System (LIMS) Databases

The LIMS databases emerged in the late 1990s and are based on a computer 
system (electronic lab notebook) to manage and track laboratory informa-
tion such as samples, users, protocols, experimental, instrumentation, raw 
data, data processing, and experimental results.80

Like other omics techniques, standardization is a key aspect for the devel-
opment of the LIMS metabolomics databases, especially for their conversion 
and integration of data with other information platforms such as genomics, 
transcriptomics and proteomics. The LIMS databases are fundamental for 
MS, since the data obtained from them depend on a series of characteristics 
ranging from the preparation of the sample to the type of ionizers and analy-
sers, as well as software used for the interpretation of data.

If the metabolomics LIMS databases require high levels of standardiza-
tion, the dynamics of metabolomics, on the other hand, require constant 
changes and the introduction of new elements into its architecture. This 
duality has played a key role in the evolution of the metabolomics field, but 
has also brought major challenges in building and implementing efficient 
protocols and forms that use a minimal amount of information.

Conscious of the need for data standardization, several LIMS databases 
have been developed to support metabolomics research. These include 
Metabolomics Workbench,75 COSMOS,124 SetupX,125 Sesame LIMS Meta-
bolic Modeling,80 MetaDB, MetaboLIMS, QTreds, MASTR-MS, and others 
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databases, as shown in Table 9.2. A brief discussion of the most commonly 
used LIMS databases is presented below.126

SetupX is a LIMS metabolism platform developed at Fiehn Laboratories 
(UC Davis University) and designed to store and extract useful information 
from biological metadata and MS experiments, including methodologies, 
processing, and reporting. This relational database is integrated into an MS 
database called BinBase and provides spectral matching and metabolic anno-
tation services as well as a complete set of sample information in a workflow 
layout called Biosources.80

All treatment of samples involving different ontogenic and metabolic 
stages are recorded in the object SetupX Treatments. The information is 
managed and stored in these objects following a standard data representa-
tion based on an ArMet structure. Any biological system and methodologies 
are accepted on this platform.

The Metabolomics Workbench is a public knowledge environment con-
taining experimental data and metadata from species, analytical tools, 
chemical structures, tutorials, and other educational and training resources. 
The Metabolomics Workbench aims to integrate and analyse large volumes 
of heterogeneous data from a variety of metabolomics studies. These studies 
include more than 20 different species, covering humans and other mam-
mals, plants, insects, invertebrates, and microorganisms. Mass and NMR 
spectrometry data as well as experimental protocols for a range of metabo-
lite classes and various types of sample preparation are also present on this 
platform.

Collaborations with Metabolights127 and other databases have facilitated 
the development of an integration platform in conjunction with the Metab-
olomeXchange initiative. The goal is to allow the user to compare data in 
different studies of metabolomics in a single platform.

The COordination of Standards in MetabOlomicS (COSMOS) is an ongoing 
initiative of the EU Framework Program 7 to implement strategies for stor-
ing, exchanging, comparing and reusing metabolomics data.

The available COSMOS content in the website is divided into seven work 
packages (WPs) that include: WP1 Management, which ensures the efficient 
organization and functioning of COSMOS by means of communication 
in forums and group mailings; WP2 Standards Development is related to 
exchange formats and terminological artefacts used to query metabolom-
ics data and experimental metadata; WP3 Database Management Systems 
is intended to seek metadata and to create upload facilities to a centralized 
repository; WP4 Data Deposition develops a harmonized and compatible 
strategy for data deposition and annotation of metabolites considering all 
diversity of partners’ data; WP5 Dissemination Pipelines is a tool to assist 
metabolomics researchers in becoming aware of new releases of datasets 
that may be useful for their research; WP6 Coordination With BioMedBridges 
and Biomedical ESFRI Infrastructures aims to foster the interaction between 
COSMOS content and these two projects; and WP7 Outreach and Training 
is a channel that employs dissemination of COSMOS standards, including 
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scientific publications, workshops, presentations at conferences and stake-
holder meetings to reach the wider metabolomics community.124

All content of COSMOS follows the recommendations of the metabolom-
ics standards initiative and operate according to two criteria: (i) it uses the 
ISA-Tab format for experimental information (general-purpose Investigation/
Study/Assay tabular format) and (ii) adapts the XML-based formats for the 
instrument-derived “raw” data types using the proteomics standards initia-
tive (PSI), for example, MzML.

9.5  �Databases for Drug Discovery and Natural 
Products

Publications of studies on modern chemistry date back to the 18th century 
and their number have risen dramatically since the First World War. With the 
enormous number of studies, the volume and highly complex nature, efforts 
have been made to organize them and improve their accessibility over the 
last 25 years.128,129

The Internet has helped to promote a new process of data/information 
transmission but it has only existed for the past two decades. If a simple Inter-
net search does not provide an answer, new discussion forums often provide 
answers that previously would have taken days or even weeks of searching. 
In spite of this, some information can only be obtained in an indirect and 
relatively time-consuming way; consequently, bank architecture techniques, 
chemical data, consultation and visualization have constantly developed.129

Chemical databases have progressed from being a mere repository of 
the compounds synthesized or isolated from a biological source to recently 
becoming powerful research tools for discovering new lead compounds or 
used for chemotaxonomics purposes.128,130 The new technologies enable 
rapid synthesis and high-throughput screening of large libraries of com-
pounds, and have been adopted in almost all major pharmaceutical and 
biotech companies. New methodologies and advances in spectroscopy have 
produced hyphenated techniques that combine chromatographic and spec-
tral methods to exploit the advantages of both. In all cases, the databases 
are becoming so huge and complex that new tools need to be developed to 
manage these databases. The Internet has made web tools possible, mainly 
to perform queries that access remote databanks in order to extract infor-
mation in a simple and rapid way.131 Queries encapsulate several ideas that 
can be correlated, and the structure of the compounds and their biological 
activities are a starting point to understanding the relation of the biological 
activities and structural requirements; in other words, the physicochemical 
properties responsible for a determined biological response.

Even though there are several types of chemical database, regarding 
medicinal chemistry and natural product databases, the chemical structure 
is essential and useful for medicinal chemistry. There are several ways to 
record a chemical structure in a databank. Using a string, a linear notation is 
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interesting and useful due to its small size. The SMILES (Simplified Molec-
ular Input Line System) is widely used. Other types of codification are based 
on the connectivity since two-dimensional structure representation is a 
graph; therefore the atoms are considered as nodes and the bonds as edges. 
A useful file format that can encode the structure in both a 2D or 3D fashion 
was developed by MDL (Molecular Design Limited) called .mol files, and it 
is possible to combine it with a multiple structure records designated SDF 
(Structures Data File), which is another file format developed by Molecu-
lar Design Limited (MDL). They are text files that adhere to a strict format 
for representing multiple chemical structure records and associated data 
fields.129,130

9.5.1  �Databases for Drug Discovery
Nowadays, there are several databases of compounds that are suitable for 
drug discovery purposes. Databanks with thousands and even millions of 
compounds that can be used in the drug design process are available online. 
Although compounds in available databanks are known worldwide and 
therefore cannot be patented, these compounds are useful for providing 
information on designing other compounds with desired activity.130 Molec-
ular databases are easily found. There are several databases available that 
differ not only in size but also in nature. Some of these databases are related 
to molecular pathways; others are large collections of crystal structures, 
experimental results from biological binding experiments, side effects, 
drug targets, and others. Databases of small molecules are widely used, and 
many of them are public, such as the Zinc database,132 ChemSpider,98 Pub-
Chem,104 ChEMBL106 and KEGG DRUG133 (some of these have been previously 
described). These databases are useful in drug design, since they can be used 
to predict possible activities or even targets, or designing new compounds. 
The available databases are continuously increasing not only in number but 
also in size and complexity.134

The available databases for small molecules differ significantly by their 
purpose. Some are them are very generic; others report specific information 
regarding several measures of biological activity in vivo and in vitro against 
diverse microorganisms or even a specific target (enzyme). The databases are 
used to perform several computational approaches such as QSAR (quanti-
tative structure–activity relationship), and ligand-based and structure-based 
virtual screening. The evolution of web tools makes it possible to perform 
simple queries to find a determined structure or download a batch compris-
ing hundreds or even thousands of compounds that can be filtered.135

The data regarding the structure of the compounds is added in an easy 
way to a database, encoding each molecule in a simple file format, which 
must be unique for the standardization (canonicalization) algorithm. This 
file format can be converted to others using an algorithm in order to repre-
sent the structure in 2D or 3D. For several databases, it is possible to down-
load the structures of the compounds in .mol (MDL) format. The generation 
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of 3D representation of a structure involves algorithms that combine a spe-
cialized system algorithm with rapid methods of conformational analysis to 
avoid non-bonded interactions. Several software packages that can perform 
these tasks very quickly using free or proprietary algorithms are available, 
such as CORINA,136 Open Babel,137 RDKit,138 ChemAxon139 and Balloon.140,141

Performing a substructure search in a small molecules database is not triv-
ial because the structures must be encoded as fingerprints. Fingerprints are 
bitmaps that represent the connections of a compound between one and a 
defined number of atoms. A hash function is used to set a determined num-
ber of bits; therefore, a bit can encode more than one structural pattern in a 
compound. These fingerprints can be used to find all compounds that have 
the same subgraph isomorphism of a specified query.142–144

For drug design databases, the biological activities of the compounds 
are very valuable data. With this information, it is possible to investigate 
several other analyses such as structure-activity relationships or QSAR, 
propose a mechanism of action (targets or pathways), new applications for 
known drugs, and ADMET (absorption, distribution, metabolism, excre-
tion and toxicity) studies.145 For these purposes, PubChem Bioassay146 and 
Chembank147 are very large and useful databases providing information on 
millions of screening results. Some databases are specialized to include 
the affinity data of ligand–protein complexes such as ChemProt,135,148 
PDBind,149 Biding Moad150 and AffinDB.151 DrugBank is a suitable database 
for investigating several properties and the mechanism of action of known 
drugs and can be used for repurposing these compounds for the treatment 
of others diseases.103 However, there are several data and functionalities 
that can also be included. For drug design, not only the biological activity 
and some chemical properties are necessary, but also connecting this 
information with the selectivity index, ADMET properties, efficacy in func-
tional assays, and/or potential multi-target action is also necessary. Some 
databases are constantly expanding the data available and including more 
tools to extract all necessary information. ChEMBL106 and the PubChem 
database146 are huge databases that contain data to perform the first steps 
of drug design.

For both of these database systems, the interface is clear and user-friendly; 
for example, it is possible to search by drawing the structure and then search-
ing by substructure or similarity. ChEMBL uses a Marvin JS plugin that uses 
JavaScript technology but does not need Java installed in the local computer; 
it therefore works on browsers that do not support Java plugins such as 
Chrome. Some other kinds of data can be used to find a ligand using Marvin 
JS, for instance: name, SMILES, .mol (MDL) or InChI (IUPAC International 
Chemical Identifier).

The resulting list provides several properties that can be used as filters. 
After selecting a compound, a list of calculated properties and biological 
activities is displayed. Selecting a specified kind of activity, a list of all values 
of selected activity is shown. It is possible to perform queries using target 
name, assay name, document identification (of ChEMBL) or cell tissues. 
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All lists of activities, even thousands of records, can be downloaded in xls or 
tab-limited format that includes important information regarding the struc-
ture, activities, properties, and bibliography source.106

For drug design databases, it is essential that the web tools allow the user 
to perform easy and fast searches regarding not only the structure, activities 
and/or properties of compounds, but also how to connect the data previously 
selected to minimize the processes necessary for screening compounds with 
potential activity. The visualization tools and some simple algorithms are 
being implemented in these web tools, including the possibility of connect-
ing with other databases and extracting data; and the upgrade and flexibility 
of these data management systems are crucial for the success of cheminfor-
matics tools for drug design databases.106

9.5.2  �Natural Product Databases
The traditional work of a natural product researcher can be summarized as 
the collection of biota samples, the preparation of extracts with the objec-
tive of evaluating them in a variety of biological tests to prioritize them, 
based on these assays or some other criteria, obtaining compounds that 
can be bioactive, and/or a new structure.152 In order to minimize time and 
costs, the dereplication step, a process known as the rapid characterization 
of known compounds, has become a strategically important area for natu-
ral product research involved in screening programs in several commercial 
and non-commercial databases.87,153 These databases can be searched with 
minimal information, such as chemical structure and biological data from 
compounds; however, the stage of dereplication requires more information, 
such as biogeographical and taxonomic information, and the presence of 
this compound (new or not) in other individuals of the same species, genus, 
subfamily and family. This information can also help to reduce the number 
of failures of structural identification by dereplication.

There are large structure-based data collections, such as ChemSpider, Pub-
Chem and ChEMBL that can be used for this purpose.86,98,105,154,155 However, 
the search for chemical structures in these databases is costly because sev-
eral false targets among compounds of natural and synthetic origin can be 
generated.

For this reason, a number of specialized natural product databases were 
developed that are commercially or freely available and can be searched with 
only minimal information, for example, the Dictionary of Natural Products 
(DNP),156 NAPRALERT,157 Marinlit for marine natural products, and Antibase 
for microorganisms and higher fungi materials. However, none of these pro-
vide structural collections in a format that can be rapidly integrated into a 
software package such as ACD/Structure Elucidator.86

Natural product databases exhibit a huge range of structural complexity, 
and due to this property are expected to contribute to the ability of such data-
bases to provide hits.62,158 These structures are also available in regional data-
bases, for example, NuBBEDB,159 SANCDB,160 TM-CM,161 TCM-Database@
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Taiwan162 and TCMID,163 and many of these have been used in virtual screen-
ing research. In addition, the database information described above includes 
2D structures, and several databases have selected methods and tools for 
generating 3D structures of small organic molecules often being used in 
structure-based drug design.

In addition to the databases of natural products with a focus on metab-
olomics studies with relation, species-metabolite, KNApSAcK Family,107 
TIPdb-3D,164 and, AsterDB are examples of databases where it is possible to 
search for chemical structure by species and other associated information. 
Nevertheless, some data is lacking for exact dereplication since information 
such as exact mass and geographic data have been shown to be very import-
ant for this type of study.165–167

It is not sufficient to simply focus on the information included in the data-
base; a clean interface, a fast search, a user-friendly format and consistencies 
across the diversity of operational systems (Microsoft Windows, Mac and 
Linux) are also necessary. Recently, two systems, SistematX168 and AsterDB,169 
were created as databases, and they can be used for chemosystematics stud-
ies, dereplication and botanical correlation.

SistematX and AsterDB were developed in Java programming language 
version 8 or higher, and also use JSP technology version 2.1 or higher, using 
the MySQL database version 5.5.46–0 for Linux to maintain the system data. 
The system uses JSP to create the pages with specific information to each 
molecule and dynamic page changes by clicking on certain buttons. Inter-
mediary pages are used to recover information from the database and insert 
it into the JSP.

Several APIs are used in the SistematX implementation. MarvinJS version 
15.7.20, from ChemAxon,139 is the drawing API, and it is integrated into 
ChemAxon JChem Web Services, an external online service that transforms 
the drawn structure into SMILES code, then a JChem API function turns it 
into a binary fingerprint. This fingerprint is used to search molecules in the 
database through the molecules structure drawing. The drawn molecule con-
verted to the fingerprint is used as a fragment in the search comparing it to 
the database's molecule fingerprints if it exists in the database as a fragment. 
SistematX displays information with respect to general nomenclature as a 
common name, SMILES, IUPAC name, InChI, InChIKey, and CAS registry 
number, and some properties such as oxidation number, exact mass, and 
relative mass.

Additionally, Google Maps, from Google Inc., is an API used to draw maps 
and locations, and it is used in the system to show on a world map the regis-
tered metabolite’s localization of origin. The API draws the map and receives 
locations from the database, two variables of type are used to represent lati-
tude and longitude. A registered molecule may have multiple locations and 
species attached to it. Using a JavaScript function, it graphically places the 
locations on the map. When registering, by clicking on the map, it sets a 
marker at the mouse location and adds a line in the coordinates list below 
the map for each marker on the map, allowing it to automatically change 
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the position when the values of the latitude or longitude boxes are changed. 
The coordinates are also transformed into an approximate address, using 
Reverse Geocoder, a function from the Google Maps API. Therefore all com-
bined data could be very useful for structural elucidation since it is possible 
to relate species, compounds, exact mass and location of the species, and 
consequently the compounds, that were extracted.

The SistematX homepage is shown in Figure 9.2. Once the user enters the 
website (http://sistematx.ufpb.br) a structure search option is observed using 
the MarvinJS API at the top of the screen (Figure 9.2A). Another three search 
options are exhibited in the interface. The initial screen of the system with 
the SMILES (Figure 9.2B), name compound (Figure 9.2C) and species search 
modes (Figure 9.2D) is also visible.

In the first option, the user can perform the search using a complete drawn 
structure or molecule skeleton, fragment or substructure, which is import-
ant in the cases when the user only remembers some structural characteris-
tics of the molecule, such as functional groups, as well as when the studies 
require structural similarity, the molecules’ groups, or compound families. 
In addition, it is possible to search using the SMILES code, a chemical nota-
tion system capable of representing organic compounds, even the most com-
plex compounds, with simple grammar, a common name or IUPAC name 
(or part of one of these), and a species search. In this last option, it is neces-
sary to first input the name of the genus (which presents an autocompleting 

Figure 9.2  ��SistematX homepage with the different search options: (A) by structure; 
(B) by SMILES; (C) by compound name; (D) by species.
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option) and, after being selected, the system presents all of the species reg-
istered for the genus, and the user then selects a species and performs the 
search.

When performing a search, the mechanism generates a search results 
page (six results per page) with the common name; if the compound does 
not have a common name, IUPAC names are displayed instead. When one of 
the results is selected, the user has access to the data of that molecule, which 
is classified into six different groups.

The first group of results that appears is related to the structural represen-
tation of the searched molecule. The 2D structure is observed on the inter-
face; on top of this appears the amplify option; by clicking it, the system 
displays the visualization of the molecule in 2D and 3D (ChemDoodle) and 
an additional option to save the 2D or 3D structure in an MDL Molfile. The 
second type of result exhibited by the system is associated with the com-
pound identification. The common name, SMILES code, IUPAC name, InChI 
code, InChIKey cod and CAS number are all provided. Except for the  
common name, which is optional and is registered by the administrator, all 
others parameters are provided by the JChem API.

Compound data results include important characteristics for natural 
product chemistry. The class of metabolite of the searched molecule and its 
skeleton provide information about its biosynthetic pathway and aids in che-
mosystematic and chemotaxonomic studies. The oxidation number (NOX), 
which is calculated based on Hendrickson rules, is fundamental in chemotax-
onomy since Gottlieb related the oxidation grade of molecules with species 
evolution.170 Molecular mass is calculated using the most abundant isotope 
of each element (exact mass) and the average atomic mass of each element 
(relative mass); these data are important for users that work on the purifica-
tion process and structural elucidation of molecules, due to the information 
this provides regarding to the purity of secondary metabolites.

In botanical data, the user can find specific information on the taxonomic 
rank (from family to species) of the plant from which the molecule struc-
ture was isolated and a bibliographic reference that includes journal name, 
volume, page and year. Because many different species can synthesize the 
same molecule, there is a register for each species. Meanwhile, biological 
data obtained in studies related to the biological activity of the searched mol-
ecule, type of activity, system, units, activity value and bibliographic refer-
ences are available in this section.

Plant species have revealed clear genetic signals of local adaptation,171 and 
one species can synthesize secondary metabolite or not depending on its 
location. Variations in the compound concentration in different sites have 
also been observed. Because geographical data is an important parameter 
in natural product research, SistematX shows geographical coordinates (lat-
itude and longitude) for each searched molecule and an approximate loca-
tion of the species from which the metabolite was isolated. In the same way, 
through the Google Maps API, the user can observe the species’ location on 
the World map.
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The databases of natural products available and searchable show some 
identical data such as chemical structure and botanical occurrence; some of 
them are used in virtual screening approaches that are useful for optimizing 
the steps of drug design. However, there are several different kinds of data 
available in the natural product databases that could be connected, success-
fully improving the use of information for various applications such as struc-
tural elucidation, metabolomics, drug design, etc.

9.6  �Conclusions
Recent advances in MS data acquisition highlight the technique as a key 
feature for any metabolism-related research. Each feature of MS, from reli-
able data acquisition in EI-MS to high-resolution analysers such as Orbitrap, 
makes the technique central to many analytical issues. Most recently, the 
advances in user-friendly databases, as well as integrative and dynamic pipe-
lines of data processing, have become pivotal in chemical biology studies.

The chemical biology field of knowledge is heading towards a frontier in 
which all metabolic processes occurring for living organisms will be track-
able at any level. Such a huge challenge has been chased in recent years by 
many advances, including integrative omics data use. Currently, many efforts 
to integrate sequencing data from both genomics and transcriptomics to 
MS-based proteomics and metabolomics are being carried out. Omics DI, for 
example, intends to be used as an open source tool available for whole-omics 
integration.

Certainly, several data generation steps must be first standardized in order 
to have a network of data available to be used by each and every researcher. 
Next Generation Sequencing and FASTA formats are widespread for nucleic 
acid data. However, MS-based amino acid sequencing still stands as a chal-
lenge in standardization considering the limitations, such as lack of end-
to-end sequence data, and misuse, such as the diversity of peptide genesis 
methods. MS-based metabolomics is also an ongoing issue. The early devel-
opment of a mass spectra library in EI-MS should be used as an inspiration 
to shed light onto this field of research.
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10.1  �Introduction
Chemical biology has rapidly emerged in the last twenty years, mainly due to 
the development of many techniques such as confocal microscopy, genetic 
engineering, mass spectrometry (MS) and robotic screening procedures, 
along with many others. MS has a crucial role to play in a range of areas 
within chemical biology. These have been discussed previously in this book. 
This technique has been used in studies of animal tissue sections, natural 
products, enzyme technologies, biological fluids, behavioral ecology and 
others, allowing the identification of a range of molecules that could be 
signatures or markers of diseases or, in fact, potential targets for new drug 
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development. The increasing interest in MS applications in chemical biology 
is clearly demonstrated in Figure 10.1.

In this book, we have presented some potential applications of MS in chem-
ical biology, discussing advances in sample preparation procedures, and also 
in MS ionization sources and mass analyzers, alongside the increase in spatial 
resolution and the development of bioinformatics tools for data treatment. All of  
these advances have led to exponential growth in the field of chemical 
biology, resulting in the investigation of biological processes through the 
study of chemical compounds and their interactions.

In addition to the many successes of MS-based approaches in chemical 
biology, many challenges still remain for the future. For instance, MS has 
been widely applied to evaluate the mode of action of drugs and their inter-
actions with proteins; however, new strategies are still needed to perform 
these investigations more closely to their natural or physiological environ-
ment. Many techniques and miniaturized devices have been developed and 
improved upon to allow more specific investigation, especially at the molec-
ular level, in biological systems. The broad range of applications of MS to 
chemical biology, highlighted throughout this book and this brief introduc-
tion, illustrate the challenges for future advances in the field. For this final 
chapter, we have selected some of the potential and emerging fields of chem-
ical biology in which MS has demonstrated a crucial role, including imaging, 
ion mobility, microfluidics, single-cell analysis, synthetic ecology and the 
role of real-time MS in surgical procedures. This chapter will discuss how 
their improvement could impact in many fields of biology, such as health 
and environment sciences.

Figure 10.1  ��Graph showing number of publications vs. year (1996–2017) obtained 
from the Web of Science (March 2017) by crossing referencing the 
terms “mass spectrometry” and “chemical biology”.
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10.2  �MS Imaging (MSI)
MSI is an excellent example of an emerging approach that is increasingly 
arousing the interest of many researchers around the world (see Chapter 6  
for a brief discussion). This technique allows two- or three-dimensional 
visualization of the spatial distribution of different types of molecules, from 
small organic compounds to large proteins in a biological sample, which has 
already seen an important impact in the field of chemical biology. MSI was 
developed as a tool for identifying biomarkers (proteins and/or peptides)  
in situ in biological tissues, with high sensitivity and specificity. It has been 
applied to scan samples of organs,1 tissues,2 gels,3 or other surfaces where 
imaging is required. This broad range of applicability highlights the impor-
tance of this technique for many fields of science.

The MSI concept was introduced in 1962 by Castaing and Slodzian apply-
ing MS to secondary ions (SIMS).4 However, MSI was largely applied only 
after the mid-90s with soft ionization development;5–7 more specifically in 
1997, when Caprioli and co-workers8 started to apply matrix-assisted laser 
desorption/ionization (MALDI) to imaging biomolecules, such as peptides 
and proteins, in biological samples. MALDI and desorption electrospray ion-
ization (DESI) are the most-used and well-established ionization techniques 
currently used for MSI. Laser desorption/ionization MS9 and time-of-flight 
secondary ion MS (TOF-SIMS)10 are other techniques that also have been 
applied to medical imaging.

Spatial resolution is a key point to obtain the most useful images that 
are closest to reality—the higher the spatial resolution, the more specific 
the resulting investigation becomes. Some of the most recently developed 
MALDI sources have laser beam diameters allowing up to 5 µm of spatial 
resolution to be recorded; this is smaller than a eukaryotic cell (approxi-
mately 10–50 µm). However, we believe that this would need to be reduced 
to femtometer scale to answer the demands for increasingly specific analyses.  
Another important point that needs to be considered for MALDI-MSI is the 
method of deposition of the matrix onto the sample surface. The matrix 
needs to be delivered as fine droplets onto the surface in order to form a 
thin homogeneous layer of crystals. This procedure can be done manually; 
however, automated matrix deposition methods can lead to the formation of 
a very homogeneous matrix crystal layer.

MSI has presented a significant breakthrough to various areas of science, 
especially for providing spatial information on the location of chemical 
compounds. The technique has allowed for the chemical and molecular dia-
logues of the interactions of microorganism to be studied, contributing to 
an increased understanding of microbial mechanisms for survival in highly 
competitive environments such as soils and the rhizosphere.11 Furthermore, 
this valuable tool has contributed greatly to studies of the biological function 
of small molecules in complex systems, which lead to a better understanding 
of ecological behavior.12,13 These examples show the importance of MSI in a 
range of scientific fields.
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Although MALDI is the preferred ionization source for imaging samples, 
this technique needs many (potentially complex) sample preparation steps, 
which could make DESI a more attractive ionization source for imaging in 
some cases. This technique has grown considerably in recent years, mainly 
due to it being an ambient ionization source, making it very easy to operate 
with limited sample preparation. The applications of DESI-MS will be  
discussed in more detail later in this chapter.

10.3  �Ion Mobility
The development of the ion mobility spectrometry (IMS) technique began 
when Bradbury made the first measurement of ion mobility in the gas-phase 
in 1931.14 Initially called plasma chromatography or ion chromatography, 
IMS is a technique for the separation of ions in the gas-phase. The tech-
nique works by subjecting ions to collisions with a countercurrent inert gas 
under the influence of an electric field. The ions are separated based on their 
molecular weight, charge and collision cross section (which depends on the 
size, geometry and spatial configuration of the ions). The separation in IMS 
occurs rapidly, in the order of milliseconds, and coupled to MS (IMS-MS) 
constitutes an emerging analytical tool for analytical chemical biology. Ini-
tially, IMS was only able to analyze volatile compounds. More recently, the 
development of soft ionization techniques, such as electrospray ionization 
(ESI), has extended the range of compound types that the IMS technique can 
be applied to, including non-volatile, thermally unstable and high molecular 
weight molecules, such as amino acids, peptides, proteins, DNA, polysaccha-
rides and various drug complexes.

Usually, MS techniques are limited to the analysis of the primary protein 
structure. The coupling of MS with IMS allows the study of more complex 
structures. The fundamental concepts of ion mobility are governed by  
eqn (10.1).15
  

	
1 2

B

D

2π3 1
16

k Tz
K

p 
 

  
  Ω

	 (10.1)

  
where z = ion charge; P = gas pressure; µ = reduced mass; kB = Boltzman’s 
constant; T = gas temperature; Ω = collision cross section (CCS).

IMS-MS is able to provide valuable information on the secondary, tertiary 
and even quaternary structure of proteins.16 Data obtained from IMS-MS, 
when supplemented with other classical biophysical methods, has increased 
the knowledge obtainable from the study of biomolecules and their related 
complexes. As can be observed in the equation, there are many factors that 
influence the ion mobility process. The mobility has a dependence on electric 
field (EF),17 and for this reason there are a range of commercial instruments 
available that exploit this in different ways, such as DTIMS (gradient EF), 
FAIMS (oscillating EF) or TWIMS (adding radio frequency). Better resolution 
of analytes can be achieved by changing the drift gas properties, which must 
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also be considered, such as the gas itself (helium, nitrogen, argon, carbon 
dioxide, a mixture, or even chiral modifiers as S-(+)-2-butanol, to improve the 
separation of chiral compounds), and also the molecular weight, radius and 
polarizability of the gas,18–20 as well as the pressure and temperature of the 
drift chamber.

Another very important factor is the physical properties of the analyte ion, 
for example molecular weight, charge and CCS. Ions with a higher CCS will 
collide with a larger number of drift gas molecules, and therefore will remain 
for a longer time within the drift chamber.21 Several studies have explored 
the use of the CCS obtained by IMS-MS, for structural characterization of (for 
example) heteromeric protein assemblages, showing good correlation with 
their respective native structures. Protein-binding interactions have also 
been successfully investigated.22–24

10.4  �Microfluidics
The requirement for increasingly sensitive tools and methodologies for 
molecular amplification has led to the development of miniaturized bio
analytical platforms. Microfluidic methods involving biomolecular microanal-
ysis have been attracting increasing interest in the chemical biology field, 
including metabolomic profiling, environmental monitoring and studies of 
drug interactions. The small dimension of microfluidics ensures some key 
advantages such as high speed, low sample and reagent consumption, and 
the possibility for automation and integration with other techniques for 
high throughput analysis. Microfluidic technologies have also demonstrated 
promising applications in single-cell analysis owing to their dimensions 
being consistent with that of cells. The sensitivity of microfluidics analy-
sis allows the dynamic monitoring of slight cellular and also extracellular 
secretions.25

The growing interest in microfluidic technologies has led to the develop-
ment of miniaturized systems as well as their integration with other tech-
niques. Microfluidic chips are multi-function miniaturized devices used for 
sample preparation and detection.26 The first microfluidic chip was reported 
in 1979;27 a miniature silicon wafer based on gas chromatography. Since 
then, the technology for microfluidic devices has been advancing and other 
materials have been developed, including micro-electromechanical systems, 
followed by silicon, inorganic and glass materials.

However, the physical and chemical properties of the new materials still 
present some limitations for biological applications. With the goal of over-
coming this challenge, compatible biological materials, such as polymers 
(plastics and elastomers) and hydrogels, with facile surface modification, 
have been developed and are gradually replacing the more traditional mate-
rials used.25 It is important to keep in mind that advances in the field of 
nanomaterials have made a great contribution to the development of more 
specific and specialized chips, which could overcome some of the challenges 
for chemical biology analysis.28
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A good example of the development of more efficient microfluidic chips 
is the achievement of Hattori and co-workers in 2016.29 They developed a 
microfluidic shredding chip with high-pressure resistance to extract the RNA 
from the harder microtissues of skeletal muscle samples. For this purpose, 
the chip had to be manufactured with a hard material, thus polydimethylsi-
loxane was used with SU-8 photoresist (epoxy resin), on a flat glass plate. To 
make the chip permeable, they used a micropillar array combined with phys-
ical forces and chemical reagents. The working principle consists of a micro-
channel with low resistance, which allows the high flow of a suspension of 
microtissue. The collision between the cells causes the dissolution of the 
cellular membrane, mainly due to the presence of micropillars and the buffer, 
leading to the leakage of cell nuclei. The efficiency of this methodology 
could make it applicable to achieving extraction of any biological molecules 
from other hard tissues.

Many researchers have endeavored to improve the surface hydrophilicity  
of microfluidic devices with chemical modifications, allowing protein 
adsorption, for example. Such approaches could lead to efficient cell isola-
tion and the subsequent unleashing of a whole new set of studies, including 
single-cell analysis. Several papers have recently been published showing the 
successful application of microfluidic chips for single-cell analysis (see 
discussion in the next section).30–32

Coupling microfluidic devices with MS can improve and expand the ana-
lytical performance for biological applications. Nevertheless, it is a major 
challenge for microfluidic analysis. It is difficult to get stable and effective 
interfaces between the chips and the instrumentation.33 Nevertheless, since 
the first coupling of microfluidic chips to MS nearly two decades ago this is 
changing. The development of different chip materials and MS technologies 
has made this coupling easier. The successful online coupling of microfluid-
ics to MS has enabled the analysis of valuable and complex biological sam-
ples. Moreover, MS offers an endless number of approaches for detection 
beyond electrochemical and spectroscopic techniques.

Many ionization sources have already been coupled with microfluidics 
chip, such as ESI,34 DESI,35 MALDI36 and paper spray.37 All of them have their 
own advantages and disadvantages, and the choice should be made accord-
ing to the properties of the sample to be analyzed and the type of result one 
wants to achieve. ESI is the most common ionization technique considered 
for coupling microfluidic devices to MS due to its simplicity of interfacing. 
The progress in technology for microfabrication has also led to the develop-
ment of multifunctional microfluidic chips for interfacing ESI to MS instru-
mentation. These advances have enabled the application to high-throughput 
and automated analysis.26

An example of a microfluidic chip performing flow separation by a micro-
solid phase extraction (SPE) channel for the separation of complex samples 
by ESI-MS is shown Figure 10.2a. The chip receptors labeled “auxiliary” 
in the figure allow for the change of pH and/or the addition of matrices, 
enabling application to high-throughout and automated analysis.26,38 Similar to  
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the coupling to ESI, microfluidic devices have been developed for MALDI 
(see Figure 10.2b). This demonstrates an orthogonal extraction device with 
reverse phase separation for MALDI imaging. The device exemplifies and 
demonstrates the principle of using microfluidic chips as a tool to separate 
and analyze a small amount of sample with a small amount of eluting fluid 
using a modified surface to allow a multi-step flow system.36

A very good example of a multifunction chip for application to ESI-MS 
analysis is the on-chip digestion approach developed by Wang and co-workers 
in 2010 39 for cytochrome C analysis. The researchers improved the sensi-
tivity by integrating trypsin digestion, SPE concentration, separation by 
electrophoresis and MS analysis. The on-chip digestion uses immobilized 
trypsin, which totally consumes the protein in 3 min, substantially faster 
than the traditional digestion methods, which typically take 2 h or more.  

Figure 10.2  ��Schematic figures of (a) a microfluidic chip for separation of complex 
samples and automated ESI-MS detection, and (b) a microfluidic liquid 
chromatography (LC) device for interfacing to MALDI-MS (based on 
Lazar and Kabulski36).
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Additionally, the integrated system demonstrated higher sequence coverage 
and potential for automation and high-throughput protein digestion.

The technological advancements of microfluidic analysis have allowed the 
development of many pioneering works described recently. In 2016, Wang 
and co-workers40 observed significant changes in N-glycan profiling in leuke-
mia cells treated with acridone, a potential antitumor compound. Due to the 
low amount of sample used, it was applied to a porous graphitized carbon 
microfluidic chip ESI-MS platform. This approach provided the separation 
of the glycans with high sensitivity. The authors also suggested that oligo-
saccharyltransferase sub-units were a potential biomarker for monitoring 
toxicity and antitumor activity.

Microfluidic chips have showed a great number of advantages as sep-
aration devices with high sensitivity and the possibility of integration to 
MS and automation. This is especially the case when applied in bioassays. 
Owing to the microchannel scale of the devices and the increasing advances 
in microvalve techniques, it is an excellent approach to investigating cellu-
lar dynamic events, monitoring key signaling biomolecules. A miniaturized 
version of capillary electrophoresis, also called microchip electrophoresis, 
has been shown to be a promising technique for separation for microflu-
idic analysis. As a result of so many advantages this technique appears ideal 
for monitoring neurotransmitters in neuronal cells. The dynamic changes 
in neurochemical release was investigated by Ly and co-workers in 2016,41 
using a chip-based ESI-MS approach. The microchip electrophoresis was 
manufactured to simultaneously analyze the neurotransmitters: dopamine, 
serotonine, aspartic acid and glutamic acid. The authors observed that all of 
the neurotransmitters were stimulated in the presence of KCl or ethanol. The 
dynamic release observed was distinct, which led the authors to suggest that 
dopamine and serotonin are packaged into different vesicle pools.

In 2009, Sen et al. presented the microfabrication and testing of a microflu-
idic nebulization chip for DESI-MS for proteomic analysis.35 The microfluidic 
chip was fabricated using cyclic olefin copolymer substrates. The nebulizer 
chip was used to perform DESI-MS analyses of peptides (BSA and bradykinin) 
and reserpine on the surface of nanoporous alumina. The DESI-MS performance 
of the microfluidic nebulizer chip had a higher analytical quality (lower limits 
of detection) when compared to the results obtained using a conventional 
DESI nebulizer.35

In 2013, Lazar and Kabulski published another example of the use of micro-
chips in association with MALDI-MS.36 They developed a device composed of 
a matrix of functional elements capable of performing chromatographic sepa-
rations with the integration of microchip-MS. Essentially, the device provides 
a MALDI-MS snapshot of the contents of the channel separation present on 
the chip. They presented the detection of proteins with the potential as bio-
markers in MCF10A breast epithelial cells with detection limits in the low fmol 
range. In addition, the design of the new LC-MALDI-MS chip attracts the pro-
motion of a new concept for performing sample separations within the lim-
ited timeframe that accompanies the dead volume of a separation channel.36
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In 2014, Zhang and co-workers37 presented a paper spray method for ana-
lyzing microdroplets produced in a gravity driven microchip. Use of paper as 
a device gives many advantages such as easy adaptation, low-cost and easily 
disposable sample cartridges. Paper spray ionization MS was then performed 
to analyze the droplet content. This interface was assembled and controlled 
manually, presenting a simple and easy method of implementation. Addi-
tionally, paper spray ionization MS is promising in the direct analysis of 
actual samples of micro-biological/chemical reactions due to its tolerance 
to complex matrices. As a proof of concept, the hydrolysis of acetylcholine 
drops was performed to demonstrate the validation of the method for the 
direct analysis of micro-chemical/biological reactions. The work demon-
strated that the combination of a microdroplet chip with paper spray ion-
ization MS is a useful platform for monitoring and analyzing such reactions.

The growing interest in microfluidics has led to rapid advances in the 
associated technologies resulting in analysis techniques with high sensi-
tivity and specificity, with even greater miniaturization. Microfluidic chips 
coupled with MS have clearly demonstrated a crucial role in studies of cel-
lular behavior, making it possible to perform real-time monitoring of cellu-
lar reactions and events. When considered all together, these advances in 
technology, including the development of more compatible biomaterials, the 
specific chip approaches, and the coupling to MS to enhance sensitivity, we 
can conclude that microfluidics coupled with MS has the potential to greatly 
improve the field of analytical chemical biology.

Therefore, it is clear to see that microfluidics, when coupled with MS, 
offers a range of innovative technological opportunities to obtain new knowl-
edge and understanding of biological systems. The power of these methods 
can only be fully exploited with a synergistic effort for accurate chip analysis. 
In addition to the many advances and advantages, as discussed above, there 
is still room to improve this technology. The technique is highly dependent 
on the matrix, and there are few options commercially available. Most of the 
microfluidic chips cited in this chapter were manufactured according to the 
sample characteristics. Therefore, the greatest challenge to the progress of 
this technique relies on the development of either a universal matrix or the 
supply of many commercially available ones. Unfortunately this could bring 
with it issues with regards to chip-to-chip reliability and reproducibility, 
which will have to be addressed by the commercial suppliers to maintain 
confidence with the users.

10.5  �Single-cell Metabolomics
Cells, the smallest unit of all living organisms, were discovered by Robert 
Hooke in 1665. Since then, researchers have been working on trying to com-
prehend the complexity of cell systems, correlating their functions with dif-
ferent factors such as size, shape and composition. Despite being observed 
for the first time in 1869 by Frederich Miescher, the role of deoxyribo
nucleic acid (DNA) in genetic inheritance was not discovered until much later.  

. 
Pu

bl
is

he
d 

on
 0

9 
N

ov
em

be
r 

20
17

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

88
01

03
99

-0
02

64
View Online

http://dx.doi.org/10.1039/9781788010399-00264


273Perspectives for the Future

In 1943, Oswald Avery suggested that DNA is accountable for specific and 
apparently inheritable transformations in bacteria. It was only in 1953, that 
James Watson, Francis Crick, Maurice Wilkins and Rosalind Franklin pro-
posed the structure of DNA from X-ray crystallography, which in-turn was 
due to improvements in this technique. This important work led to Watson, 
Crick and Wilkins being awarded the 1962 Nobel Prize for Medicine for their 
work on understanding the structure of DNA and its significance in informa-
tion transfer between living organisms.42 However, other molecules inside 
cells, such as proteins, lipids, carbohydrates, and small molecules, all have 
specific functions that are no less important than the role of DNA, and in 
many cases, their exact role is still unclear.

The metabolome, as defined and discussed in Chapter 3, is the sum of all 
the small organic molecules (<1500 Da) produced by a cell, tissue, organ or 
an organism in a given time and space. It represents the products of all met-
abolic process, including all enzymatic reactions and the outcome of gene 
expression.43 Advances in MS approaches and data analysis have revolution-
ized the field of metabolomics. State-of-the-art metabolomics studies can 
provide a functional overview of how environmental factors (such as medica-
tion and/or nutrition) could affect an organism.

To evaluate molecules in cells, it is common to study multi-cellular sys-
tems such as tissues or cell cultures, which will provide an average value as 
a response. However, such measurements of an average fail to provide con-
clusive evidence for molecular behavior inside an individual cell. The study 
of biological molecules in a single cell is a challenge for chemical biology. 
A recent study has revealed the heterogeneity of single-cell populations. It 
showed that cells are even different to each other on the same culture plate. 
Phenotype development will differ even in cloned cells due to their sensitivity  
to environmental influences such as culture media, light exposure, extra-
cellular osmotic stress, and other factors.44 As a result, you could question: 
“what is the advantage or benefit of single-cell studies, as opposed to studies 
of the average?”.

Many research groups are using single-cell approaches to help comprehend 
how cancer cells evolve, progress, metastasize and respond to treatment—for 
example a single tumor cell can lead to the death of an entire body (about 37 
billion cells).45 Metastasis is the processes of the migration of cells from the 
initial invading tumor to other distant sites. This process is responsible for 
about 90% of cancer mortality; however, its mechanism remains unknown.46 
Single-cell analysis, however, enables the identification and classification of 
different cell populations as normal, tumorous or metastasis cells.47

Neurons are another good example. They are a type of cell that connect 
to each other using synapses, allowing a rapid transmission of chemical or 
electrical signals. There is an extensive body of literature describing the hetero-
geneity present in neuronal cells at the genomic level.48–50 Neurons are 
very sensitive, and are responsible for many functions; a single chemical 
or electric signal received or given out by a single neuron could change the 
entire life of a human being. Thus, increasing our understanding of this type 
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of cell and how they work could help neuroscientists explain neurological 
issues, such as the small daily problems afflicting many people, or more seri-
ous brain diseases. Several neuropsychiatric diseases have been attributed 
to changes in the genomic content of single cells, such as schizophrenia and 
Alzheimer’s disease.

The ability to study the interactions between pathogens and host cells is 
another advantage of single-cell analysis. There is evidence that pathogens 
benefit (for example through increased resistance) from the processes that 
also lead to the host cell’s death,51 and that the vacuoles may be an important 
organelle involved in this process.52 The determination of how the growth 
of pathogens relate to the viability of the host cells will help in understand-
ing the lifestyle of pathogens and how cellular events lead to host cell death 
during a disease.53 The knowledge of the sequence of cytological events lead-
ing to cell death will guide the development of more effective drugs and ther-
apies or to control pathogenic attack.

Studies published by Zenobi and co-workers have developed different 
approaches to make single-cell analysis possible. His group developed a 
microarray for MS (MAMS), a type of chip used for single-cell studies.54,55 
Cells can be easily distributed in parallel and automated in the MAMS device 
by pulling a droplet of cell suspension onto the surface of the microarray 
with a glass slide or a piece of plastic. The design and chemical composition 
of MAMS allows this deposition with hydrophilic reservoirs with an omni-
phobic surface and pores of 50–100 µm. Several compositions have been 
tested in the manufacture of MAMS. Urban et al.54 successfully used a metal 
support with indium tin oxide glass slides coated with polysilaze. Figure 10.3  

Figure 10.3  ��Schematic representation of MAMS and a simplified view of cell 
deposition on a checkerboard pattern.
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shows a schematic diagram of a sample deposited in reservoirs after 
application of a matrix (typically 9-aminoacridine) for MALDI-TOF analysis, 
resulting in a single spectrum per cell. MAMS was initially developed 
for MS analysis, but it can also be used in fluorescence analysis or Ramam 
spectroscopy.

Using their invention for innovative research, Urban et al. monitored the 
metabolism of Saccharomyces cerevisiae at the single-cell level, and reported 
a measure of cellular energy charge (ATP/ADP ratio), along with a correlation 
between some metabolites from the glycolytic pathway.30 In other work with 
single-cell approaches, the group distinguished two Chlamydomonas rein-
hardtii strains with different phenotypes using MS based on the presence or 
absence of chlorophyll. These reports demonstrate the type of scientifically 
valuable findings from single-cell metabolomic studies that would not have 
been possible with population-level analysis.

We could present an infinite list of examples, advantages and questions 
about single-cell analysis. “What is the metabolic profile of each type of cell?” 
It is incredible to think of the possibilities that comprehension of all the met-
abolic processes inside a unique cell might bring, especially the understand-
ing of “why do cells acquire different phenotypes during embryogenesis?”, 
“how do cells communicate with each other?” or even “how do microbial 
biosynthetic pathways react to threat?”. Not to mention the possibilities of 
understanding the whole process of aging; that would be wonderful! Nev-
ertheless, to make all this possible, it is necessary to develop more specific 
techniques and software that will enable the increasingly detailed study of 
single cells.

Increasingly, specific techniques have been employed to observe and ana-
lyze cellular function. For example, fluorescence microscopy is considered 
to represent great progress in cellular structure studies. More specifically, 
confocal fluorescence microscopy has become a key tool that allows the 
observation of molecular dynamics in living cells.53 In addition, the numer-
ous applications, biological molecules must be fluorescently stained. As a 
result, cells need to be treated with detergents in order to allow the dye to 
permeate the cell membrane, which can lead to the creation of artifacts.56 
Other techniques, such as optical spectroscopy57 and capillary electrophoresis,58  
have also contributed to advances in single-cell analysis. As discussed pre-
viously, there are many well-established techniques for the measurement of 
DNA, RNA and proteins, however, most of them have failed to detect small 
molecules. MS is a technique well known for allowing the study of small 
organic molecules without isolation in complex systems, such as biological 
matrices.59 The uses of MS in single-cell metabolomics remains relatively 
unexplored,60,61 however, owing to its high sensitivity for the detection of 
many different metabolites and its flexibility enabling coupling to other 
techniques, many MS-based approaches have been developed and adapted. 
Capillary electrophoresis ESI-MS and laser desorption–ionization MS are 
amongst other MS-based techniques that have demonstrated some success 
in this field.
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MALDI is the technique most often applied to single-cell metabolomic 
experiments, mainly owing to recent improvements in the spatial resolution 
of the laser beam, to less than the size of a single eukaryotic cell. If you con-
sider that single-cell analysis needs highly sensitive methodologies, lower 
spatial resolution would result in loss of essential information. ESI is an 
alternative technique that can be used in single-cell analysis. In a study in 
2015, Onjiko et al.62 used capillary electrophoresis ESI-MS to demonstrate 
that the metabolome can affect the cell phenotype in embryonic cells of the 
South African clawed frog (Xenopus laevis). In 2014, Gong and co-workers63 
related the significant metabolite diversity in epidermal cells from an Allium 
cepa bulb using a tungsten probe inserted into live cells to enrich metabo-
lites and then desorbed/ionized for ESI-MS detection. They noted that the 
outer epidermal cells had more lipids while the inner epidermal cells pre-
sented more fructans.

SIMS is an MS technique widely applied for single-cell proteomic analysis, 
mainly for superficial studies because of its high spatial resolution and sen-
sitivity. Another advantage is that SIMS does not need a matrix, thus avoiding 
issues with sample preparation and matrix use of MALDI-MS. Advances in 
ion probe technologies have also led to an expansion in the range of analytes 
detectable, making it possible to detect and localize metabolites in a two- or 
three-dimensional cellular sample.64 In 2016, Huang and co-workers65 devel-
oped facile single-cell patterning integrated with SIMS, which was able to 
distinguish drug-induced phenotypic alterations at the single-cell level.

MS of a single-cell would be extremely difficult to interpret, due to the many 
contaminants and high noise level as well as the presence of isomers. In 
addition, the differences between the single-cells would lead to spectra with 
considerable variations in peaks. In an attempt to alleviate these problems, 
Krismer et al.32 proposed that tandem MS (MS/MS) could be used to directly 
identify the biological molecules in a single-cell. The authors presented the 
first MS/MS approach applied to the analysis of single cells of Chlamydomo-
nas reinhardtii. This study demonstrated the successful assignment of the 
majority of peaks detected in the spectra.

Despite all the advantages of single-cell metabolomics, this technique 
still has some challenges to overcome. Some of them have already been dis-
cussed, along with some ideas for their potential solution. Another challenge 
that needs to be kept in mind is the isolation of the cells without damaging 
them, and in a way that allows for the metabolomic analysis to be performed. 
One way to isolate cells is by manually using a microscope; however, it is dif-
ficult and time consuming. There are some high throughput methodologies 
that allow cell isolation, as discussed earlier. MAMS (the MALDI-based chip 
technology) was developed specifically for this purpose, and has been suc-
cessfully applied.30–32 However, the most commonly used technique is mass 
cytometry. Flow cytometry is a technique used to analyze the properties of 
single cells in a fluid using antibodies to label cellular components of interest. 
Mass cytometry is an adaptation of flow cytometry coupled to MS, to allow 
for direct single-cell analysis.
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The development of new platforms and methodologies for the analysis of 
single cells increases the prospects for understanding the interactions of bio-
molecular structures and how such information is exploited in the preven-
tion and treatment of diseases. The extraction of intracellular molecules is 
an extremely important experimental step, since the reliability of the results 
also depends on the efficiency of the extraction process as well as the ana-
lytical methodology. The strategy used for the extraction of biometabolites 
depends on the cell type being analyzed, and the approaches can be divided 
into invasive and non-invasive.66

Non-invasive methods are able to maintain the cellular structure intact. 
Raman,67 infrared and nuclear magnetic resonance68 are some examples of 
techniques that could be applied in the monitoring of biomolecules inside 
the cell without destroying it. On the other hand, invasive methods are those 
that destroy the cellular structure for extraction of the metabolites. Among 
these methods, we can mention that lysis of the cellular membrane with the 
use of chemical agents, the uses of a needle for withdrawing the microfluidic, 
or the insertion of microchips into the cell for biomolecules adsorption.

MS approaches applied to single-cell metabolomics have attracted even 
greater interest in recent years. It is a field that has the potential to remodel 
analytical chemical biology and contribute to the development of phar-
maceutical and medicinal companies. Although there are still many chal-
lenges to be overcome, there is continuous research innovation in the area 
and many proposals for its advancement. Single-cell analysis will allow the 
gaining of knowledge of the true chemical signature of a single cell, and of 
the heterogeneity of the cellular populations. In the near future, MS, when 
applied to single-cell metabolomics, will almost certainly allow for correla-
tions between genomics and proteomics to be made with metabolomics. It 
is a highly promising research area, which is destined to enrich, direct and 
inform the field of chemical biology.

10.6  �Mass Spectrometry in Surgery
The diagnosis of a large number of diseases is mainly due to their manifes-
tation in tissues, and by detection of morphological changes in different tis-
sue types. In tumor-removal surgery, the surgeon needs to know the surgical 
dissection margins. Being able to spare the normal (non-tumorous) marginal 
tissue may have significant benefits to the patient's life, particularly in the 
case of brain surgery where any functional damage could lead to epilepsy 
or memory loss, amongst other potentially life changing problems. Tradi-
tional histopathological techniques could be applied during the surgical 
procedure; however, due to a wide error range, the surgeons usually resort 
to postoperative histopathological examination, and so get the results only 
after the surgery is completed. This setting highlights the urgency of devel-
oping new technologies and methodologies for the identification of diseased 
tissues more quickly and efficiently with the aim of improving the treatment 
of cancer and other diseases.69
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The application of MS-based methods for tissue identification in surgery is 
surely amongst the greatest achievements for analytical sciences, and chem-
ical biological in particular. The development of MS approaches has allowed 
the direct analysis of living human tissue. The investigation of the molecular 
profile and morphology of tissues is of great importance to generating knowl-
edge about the fundamental nature of a biological system. Furthermore, the 
in-depth molecular profile that comprises biological tissues could lead to the 
identification of specific targets for normal and unhealthy tissues. Cells from 
different tissues have specific chemical profiles, as discussed earlier in this 
chapter. Although this approach is focused on improvements in the medical 
field, it has also stimulated further research on the comprehension of the 
distribution of metabolites and their function in human tissues, bringing 
with it important information for the chemical biology field as a whole.70

MS has been demonstrated to have high specificity and sensitivity and is a 
powerful tool for the characterization of the biomolecular profile of biologi-
cal tissues. Although this major breakthrough has been recently presented, 
there is still great deal of work needed to overcome difficulties in implemen-
tation of this technique as a standard tool in clinics. MS was used in operating 
rooms in the 1980s, but with another objective entirely—namely to evaluate 
faulty techniques and equipment, and for monitoring the gases emitted by 
anesthetized patients.71 The application of MS in surgery, as an analytical 
tool to guide treatments and therapies, has only become possible due to the 
advancement on MS itself. This is mainly due to the development of compact 
ambient ionization sources, such as DESI, which allowed for the direct anal-
ysis of samples outside of the vacuum system. The ionization mechanism 
of DESI is similar to ESI, however, the charged solvent droplets are sprayed 
directly onto the surface of the tissue sample to be analyzed. The impact of 
the focused solvent desorbs ions from the surface into the MS instrument for 
analysis in the usual way.72

Since it was first described by Cook’s group in 2004,72 DESI has rapidly 
become a powerful technique widely applied to evaluate biological samples. 
DESI-MS offers some advantages over traditional techniques, such as the 
ability to analyze a wide range of molecules under ambient conditions with 
minimal sample treatment or preparation. Additionally, DESI is a relatively 
soft technique that allows for the analyte ions to be measured intact without 
thermal degradation or fragmentation, which in turn greatly aids identifica-
tion and characterization. This ease of molecular assignment has made DESI 
a suitable and powerful tool for rapid in situ analysis.73–75 Moreover, imaging 
by DESI-MS has become an interesting and promising approach in histopa-
thology evaluation to support surgical decision making, owing to its ability 
to provide the spatial distribution of molecules in a biological tissue surface, 
and may be achieved at a pixel size of 20–100 µm.69

A good example of imaging by DESI-MS is its use in brain cancer surgery, 
published recently by the Cook group.73 In order to apply this tool intraop-
eratively for tumor margin evaluation, the authors demonstrated the molec-
ular analysis of a human brain tumor during surgery. The analyses were 
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performed under ambient conditions in the negative ionization mode, moni-
toring the profile of lipids and other small molecules of glioma samples. The 
approach used yielded diagnostic results in just a few minutes. This paper 
was the first published study to use MS within an operating room for the 
profiling of the metabolome of tumorous tissue, to inform and to improve 
cancer therapies.

MALDI is another technique widely applied to imaging biological tissue 
surfaces. For many years this technique was employed for the identification 
and characterization of proteins and peptides, but more recently it has seen 
increasingly application in the analysis of small molecules (as discussed ear-
lier in this chapter). Due to the wide mass range that MALDI-MSI can ana-
lyze, it is able to provide a more thorough investigation of biological tissue.76 
The disadvantage of MALDI-MSI is that this technique requires the matrix 
to be deposited over the tissue sample and the time for crystal formation to 
occur. Recently, the development of glass slides pre-coated with matrix has 
made MALDI-MSI more applicable for performing rapid clinical analysis.77 
Despite this, MALDI is not compatible with the operating room workflow 
due to its requirements for sample preparation. However, the technique is 
still considered a promising approach to supporting decision making by sur-
geons in the future.

For the effective and realistic use of MALDI-MSI in real time during sur-
gery, a number of drawbacks need to be overcome. Several published studies 
demonstrate the technique's potential and efficiency in profiling the metab-
olome of biological tissues. In 2014, Mirnezami and co-workers78 applied 
MALDI-MSI to compare the chemical profile of fresh frozen sections of col-
orectal cancer (CRC) against healthy tissue. They reported a characteristic 
phospholipidic signature for the CRC tissue as well as observing biochemical 
differences between the CRC microenvironments.

Several MS methods have been demonstrated to support surgical thera-
pies. Another approach is to apply mechanical disintegration of the tissue 
followed by ultrasonic aspiration to disintegrate the cellular components. 
This technique avoids excessive tissue damage, which is an extremely import-
ant factor, especially in the case of brain surgery. In contrast to the discussed 
off-line approaches, Schäfer et al.79 developed an online coupling technique 
by introducing the effluent of a cavitron ultrasonic surgical aspiration device 
directly into the Venturi easy ambient sonic-spray ionization source. This 
allowed for in situ analysis in quasi real-time. The authors reported the detec-
tion of predominantly complex lipid constituents and also multiply charged 
peptides in the following tissues: meningeomas, astrocytomas, and meta-
static and healthy brain.

The increasing development of MS technologies, in particular regarding 
ambient ionization techniques, has revolutionized the science, allowing for 
chemical and molecular information to be extracted from living human tis-
sue samples. These comprehensive approaches have broadly aroused the 
interest of many researchers around the world in attempts to define disease 
biomarkers directly by MSI application. Obviously, these techniques are still 
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in their infancy and it is not possible to make major demands from them 
yet. However, what is presented here is a discussion of the hugely signifi-
cant advances and achievements, and obvious potential of the application of 
real-time MS-based methods in operating rooms. These achievements pres-
ent an opportunity for learning the mechanism of development of numer-
ous diseases. Now chemists and biologists need to be creative in using this 
new knowledge and to applying these technological advances to enable new 
discoveries that will result in a better understanding of the metabolome and 
thus the function of molecules in living biological systems.

10.7  �Synthetic Ecology
This term was introduced in 2007 by Dunham,80 and first mentioning in a 
study by Shou et al.81 Synthetic ecology uses the concepts developed in syn-
thetic biology, but aims them at the study of ecology. This new area of study 
is not only to evaluate the building blocks of a population structure, but to 
mix different populations of cells in order to construct a simple ecological 
system of obligatory cooperation, and to use it as a robust model for estab-
lishing limits and parameters for such systems.

The study of ecology is a way of understanding how microbiota can influ-
ence human life. The emergence of synthetic ecology has provided an attrac-
tive alternative for the study of species against several parameters of the 
system in which they are included, enabling the discovery of the main eco-
logical characteristics of microbial communities, for the design of synthetic 
consortia, and for biotechnology and biomedical applications. There are 
several examples of promising small synthetic ecosystems that demonstrate 
the feasibility of this approach, such as those described by Shou et al.81 and 
Grosskopf and Soyer.82 The most exciting opportunities in synthetic ecology 
are to enable a more systematic approach to the study of the complexity of 
microbial systems with a hierarchy of nested networks, metabolic and exter-
nal factors.82

A good example of this approach is the use of DESI-MS for the analysis of 
the surface of the red macroalgae Callophycus serratus. This analysis sought 
to understand the signaling sites of the organisms to attract allies and defend 
against enemies. In 2009, Lane et al.83 evaluated the algae surface seeking 
an understanding of the relationship to microbes. The reported defenses 
revealed that bromophycolides (diterpene-benzoate macrolides) were found 
exclusively in association with distinct surface patches at adequate concen-
trations for fungal inhibition (a marine fungal pathogen Lidra thalassiae). 
DESI-MS also indicated the presence of bromophycolides within the internal 
alimentary tissue. This is one of the earliest examples of product imaging on 
biological surfaces, suggesting the importance of secondary metabolites in 
localized ecological interactions and illustrating the potential of DESI-MS in 
understanding chemically mediated biological processes.

In 2012, Watrous and co-workers84 demonstrated a methodology for pro-
filing live microbial colonies by nano-DESI-MS without any further sample 
preparation. This technique provides a highly sensitive tool for the study of 
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bacterial interactions directly from living microbial communities. This work 
revolutionized synthetic ecology and allows for the analysis of a wide variety 
of metabolites from living systems along with correlation with the phenotype.

In 2014, Shou et al.81 suggested that their methodology could be useful 
for studying “cheaters”, i.e. cells that eat nutrients without contributing 
themselves. Cheaters pose a special challenge to the stability of cooperative 
systems and have arisen with interesting consequences in experimental evo-
lutions of Pseudomonas fluorescens. In 2015, Song and co-workers11 demon-
strated that the composition of a microbial community can be significantly 
affected by protozoan predation. The authors observed communication 
between Pseudomonas fluorescens and the protist Naegleria americana at the 
molecular and chemical level by combining genome transcriptome analy-
ses, MSI and live colony nano-DESI-MS. This study provides new insights at 
the interface of Pseudomonas–protozoa interactions relating the metabolic 
response to bacterial survival in competitive environments.

10.8  �Final Considerations
Chemists and biologists must think more about the whole systems, not just 
single biomolecules. Overall, scientists are used to evaluating the function 
of the components of cells, such as DNA and proteins, as isolated molecules, 
in an environment completely different from how they occur natively. Bio-
molecules function with infinite interactions inside a biological system. We 
urgently need the development of new approaches to study living systems in 
real-time. The authors feel, and have tried to demonstrate in this chapter, that 
MS has already played, is playing and can play an important role in this area.

The field of chemical biology uses the power of chemistry to achieve a deep 
knowledge and understanding of biological functions, applying it to pharma-
cology, biotechnology and medical sciences with the aim of improving the 
quality of life and generally advancing scientific knowledge. In the future, it 
is possible that single-cell analysis will play a significant role in increasing 
the understanding of all human cells and tissues, and even their behavior in 
an ever deeper and more detailed way. The application of MS in surgery will 
bring essential molecular information to inform surgeons during real-time 
interventions and even help diagnose disease or correct a misdiagnosis. The 
application and development of new MS-based technologies, methodologies 
and software, along with parallel advances in computing and bioinformatics, 
will most likely make possible time and space resolved real-time analysis in 
the future. This, in turn, will lead to a revolution in the field of chemical 
biology, from surgical to ecological applications.
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binding energy shift tagging 
(IDBEST)

IEF. See isoelectric focusing (IEF)
imaging mass spectrometry (IMS), 

48, 152–154
immobilized pH gradient gel (IPG) 

strips, 88–89
IM-MS. See ion mobility mass  

spectrometry (IM-MS)
immunoblotting, 227
IMS-MS. See ion mobility  

spectrometry mass  
spectrometry (IMS-MS)

IMS technique. See ion mobility 
spectrometry (IMS) technique

infrared multiphoton dissociation 
(IRMPD), 43

in-solution isoelectric focusing, 92
integrating multiple data analysis 

tools, 72
intensity-based absolute  

quantitation, 110
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91–92, 97
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proteomics
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matrix-assisted laser  

desorption/ionization, 
93–94

ionization methods
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chemical ionization, 28
chemical ionization, 25–26
electron ionization, 24–25
electrospray ionization, 26–28

matrix-assisted laser  
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ion mobility spectrometry mass 
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ion mobility spectrometry (IMS) 
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IPTL. See isobaric peptide termini 

labeling (IPTL)
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dissociation (IRMPD)
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isotope-coded affinity tagging 

(ICAT), 105
isotope-coded protein labeling 

(ICPL), 105
isotope-differentiated binding 

energy shift tagging (IDBEST), 
105, 106
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ITC. See isothermal titration  
calorimetry (ITC)

iTRAQ. See isobaric tags for  
relative and absolute quantitation 
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labeling, in vitro methods, 
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methods of, 102–104

label-free quantification
data-independent acquisition, 
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mass spectrometry (MS), 17–19.  

See also enzyme mechanisms
biomolecules analysed by, 
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detectors
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Fourier transform, 38
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for discovering natural 
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metabolomics laboratory 
information  
management system, 
245–247

spectral reference  
databases, 233–241
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data processing, 70–75
experimental design, 59–63
sample preparation, 63–66

metabolomics laboratory  
information management system 
(LIMS) databases, 245–247

Metabolomics Workbench, 246
MetaCrop, public database, 245
Metlin, spectral database, 240
mevalonate biosynthesis pathway, 

165
microarray for mass spectrometry 

(MAMS), 247–275
microchannel plates (MCPs), 37
microfluidics, 268–272
microfluidic systems, 214–216
minimal labeling dye, 101
monolithic column, 67
MRM modes. See multiple reaction 

monitoring (MRM) modes
MSI. See mass spectrometry imaging 

(MSI)
MS/MS. See tandem mass  

spectrometry (MS/MS)
MudPIT. See multidimensional  

protein identification technology 
(MudPIT)

multidimensional protein  
identification technology  
(MudPIT), 92–93

multimeric enzymes, determination  
of binding constants and 
allostery in, 184–185

multiple reaction monitoring 
(MRM) modes, 40

multistep enzymatic mechanisms, 
198

mutual Coulombic repulsion, 94

nano liquid chromatography mass 
spectrometry, 45

native proteins, electrophoretic  
separation of, 89

natural product databases, 250–254
non-polar solvents, 64
normalized spectral abundance  

factor (NSAF), 109

normal-phase liquid chromatography 
(NPLC), 20–21

NPLC. See normal-phase liquid  
chromatography (NPLC)

NSAF. See normalized spectral  
abundance factor (NSAF)

2D NMR spectroscopy. See two- 
dimensional nuclear magnetic  
resonance (2D NMR) 
spectroscopy

two-dimensional nuclear magnetic 
resonance (2D NMR) spectroscopy, 
180

oaTOF. See orthogonal acceleration 
time-of-flight (oaTOF)

offgel fractionation, 92
oligonucleotides, analysis of, 44–45
online analytical platforms, 72
open reading frame (ORF), 162
optical methods, studying enzyme 

mechanisms, 178–179
Orbitrap, 35

based hybrid analysers, 41–42
Orbitrap Fusion®, 42
Orbitrap high resolution mass  

spectrometry, 30–31
ORF. See open reading frame (ORF)
orthogonal acceleration  

time-of-flight (oaTOF), 33
oXICAT. See oxidation isotope-coded 

affinity tagging (oXICAT)
oxidation isotope-coded affinity  

tagging (oXICAT), 105

PAI. See protein abundance index 
(PAI)

parallel reaction monitoring (PRM), 
100

PD. See photodissociation (PD)
peptide spectral matching (PSM), 

109
photodissociation (PD), 43–44
pilot experiments, 61, 63
plant metabolic fingerprinting  

protocol, 69
plasma chromatography, 267
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PLOT column. See porous layer open 
tubular (PLOT) column

polar solvents, 64
porous layer open tubular (PLOT) 

column, 22
post-translational modifications 

(PTMs), 43
preprocessing analysis, in  

metabolomics data processing, 
71–72

pre-steady-state kinetics, 208
PRIDE. See PRoteomics  

IDEntifications (PRIDE)
PRM. See parallel reaction  

monitoring (PRM)
protein abundance index (PAI), 109
protein expression profiling, 84
protein glycosylation, 47
protein separation, approaches for

gel-based proteomics 
approaches, 87–89

gel-free proteomics 
approaches, 89–92

proteolysis, 85–87
proteomics, 45–46

applications of, 118–119
approaches in

bottom-up proteomics 
approach, 98

directed proteomics 
approach, 99–100

targeted proteomics 
approach, 100

top-down proteomics 
approach, 95–97

data analysis, computational 
methods of, 113–118

mass spectrometry for
ionization, 93–94
mass analyzers, 94–95

multidimensional protein 
identification technology, 
92–93

protein separation, approaches 
for

gel-based proteomics 
approaches, 87–89

gel-free proteomics 
approaches, 89–92

quantitative
2D difference gel  

electrophoresis, 
101–102

absolute quantification, 
111–113

labeled quantification or 
stable isotope labeling, 
102–108

label-free quantification, 
108–111

sample preparation for, 85–87
tandem mass spectrometry, 95

proteomics, databases in, 226–231
PRoteomics IDEntifications 

(PRIDE), 229
proteotypic peptides (PTPs), 99
PSM. See peptide spectral matching 

(PSM)
PTMs. See post-translational  

modifications (PTMs)
PTPs. See proteotypic peptides 

(PTPs)
PubChem, public databases, 242

Q. See quadrupole (Q)
QLIT-FTICR, hybrid mass analysers, 

42
QqIT. See quadrupole ion trap 

(QqIT)
QqQ. See triple quadrupole (QqQ)
QqTOF analyser. See quadrupole 

time-of-flight (QqTOF) analyser
QTRAP®, 41
quadrupole (Q), 34
quadrupole ion trap (QqIT), 41
quadrupole time-of-flight (QqTOF) 

analyser, 40–41
quantitative phosphoproteomics- 

based proteomics, 118
quantitative proteomics

. 
Pu

bl
is

he
d 

on
 0

9 
N

ov
em

be
r 

20
17

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/9

78
17

88
01

03
99

-0
02

88
View Online

http://dx.doi.org/10.1039/9781788010399-00288


Subject Index 297

2D difference gel  
electrophoresis, 101–102

absolute quantification, 
111–113

labeled quantification or stable 
isotope labeling, 102–108

label-free quantification, 
108–111

redox proteomics analysis, 105
reflectron time-of-flight (ReTOF), 33
ReTOF. See reflectron time-of-flight 

(ReTOF)
reverse phase liquid chromatography 

(RPLC), 21, 90–91
RIBAR. See robust intensity-based 

averaged ratio (RIBAR)
robust intensity-based averaged 

ratio (RIBAR), 109
rotenoids, 147
RPLC. See reverse phase liquid  

chromatography (RPLC)

SAF. See spectral abundance factor 
(SAF)

saturation labeling dye, 101
scintillator detectors, 37
SCX chromatography. See 

strong cation exchange (SCX) 
chromatography

secondary ion mass spectrometry 
(SIMS), 276

selected-reaction monitoring mass 
spectrometry (SRM-MS), 164

sequential window acquisition for 
all of the theoretical fragment ion 
spectra (SWATH) strategy, 38–39

shotgun proteomics, 98
SID-MRM-MS. See stable isotope 

dilution-multiple reaction 
monitoring-mass spectrometry 
(SID-MRM-MS)

SILAC. See stable isotope labeling 
with amino acids in cell culture 
(SILAC)

SIMS. See secondary ion mass  
spectrometry (SIMS)

single-cell metabolomics,  
272–277

single reaction monitoring (SRM) 
assays, 99, 100

site-directed mutagenesis, 178
solid phase protein enrichments 

techniques, 86
spatial resolution, 266
SpC. See spectral counting (SpC)
spectral abundance factor  

(SAF), 109
spectral counting (SpC), 108–109
spray ionization methods, 145–146
SRM assays. See single reaction 

monitoring (SRM) assays
SRM-MS. See selected-reaction 

monitoring mass spectrometry 
(SRM-MS)

stable isotope dilution-multiple 
reaction monitoring-mass  
spectrometry (SID-MRM-MS), 113

stable isotope labeling with amino 
acids in cell culture (SILAC), 97, 
99, 103–104. See also labeled 
quantification

standard data-dependent  
acquisition, 99

statistical design of experiments, 
61–62

steady-state kinetics
for drug development assays, 

204–205
quantitative assays on  

challenging analytes, 
205–208

strong cation exchange (SCX)  
chromatography, 92

subcellular metabolomics, 65
sub-proteomics protocol, 229
SWATH strategy. See sequential 

window acquisition for all of the 
theoretical fragment ion spectra 
(SWATH) strategy
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synthetic biology
mass spectrometry as  

emerging tool for
pathway design and  

optimization, 163–167
target molecules,  

prospecting for, 
161–163

synthetic ecology, 280–281
systematic data analysis, 70

tandem data acquisition, 98
tandem in-space mass spectrometry, 

38
tandem in-time mass spectrometry, 

38
tandem mass spectrometry  

(MS/MS), 95
fragmentation devices, 42–44
hybrid instruments, 39–42

tandem mass tagging (TMT), 105, 
107

tandem time-of-flight (TOF–TOF), 41
targeted proteomics approach, 100
time-of-flight mass analysers, 31–33
time-resolved electrospray  

ionization (TRESI)
for detection of enzymatic 

intermediates, 198–201
time-resolved electrospray  

ionization mass spectrometry 
(TRESI-MS), 182–184

pre-steady-state kinetic  
isotope effects (KIEs) using, 
202–204

TMT. See tandem mass tagging 
(TMT)

TOF-TOF. See tandem time-of-flight 
(TOF-TOF)

top-down proteomics approach, 
95–97, 228

TRESI-MS. See time-resolved  
electrospray ionization mass 
spectrometry (TRESI-MS)

triple quadrupole (QqQ), 40
triple quadrupole instrument,  

100

ultra-violet photodissociation 
(UVPD), 43–44

UVPD. See ultra-violet  
photodissociation (UVPD)

VOCs. See volatile organic  
compounds (VOCs)

volatile organic compounds (VOCs), 
146

wall-coated open tubular (WCOT) 
column, 22

WCOT column. See wall-coated open 
tubular (WCOT) column

X-ray crystallography, 177–178
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