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Preface 

Increasingly, as a result of accelerating environmental changes all over the globe 
and, in part, thanks to enormous advances in computing power in recent years, 
predictions made with mathematical models are used as a basis for the develop-
ment of environmental policies, remedial actions and measures to prevent possible 
conflicts. Whether it be in relation to global warming, the contamination of soils 
and sediments, the prediction of catastrophic events (hurricanes, floods) or the 
pollution of shared groundwater resources, mathematical modelling has become 
an essential tool to try to foresee some of what lies ahead. On the basis of possible 
scenarios illustrated via simulation, policy makers now routinely attempt to take 
preventive measures. 

This reliance on computer model predictions would not be an issue in itself if 
everyone, from the scientists to the policy makers and the public at large, had  
a clear understanding of the limitations of models, of the inherent uncertainties 
associated with their predictions, and of the approach most suitable to deal with 
these uncertainties in the development of environmental policies and regulations. 
Unfortunately, we are very far from that ideal at this point. Mathematical modelling 
is still not a required course at many of the engineering schools around the world, 
nor is it a regular part of most curricula in environmental sciences. As a result, 
many scientists and engineers, even when a large portion of their work revolves 
around developing computer models, have at best a fragmentary understanding of 
the multiple sources of uncertainty associated with the different phases of any 
modelling project. These uncertainties tend to be poorly reported in the scientific 
literature, and are only succinctly alluded to in reports on modelling predictions 

accounts of scientific predictions that are published in the media, for example in 
relation to global climate change or possible massive emigrations from Africa result-
ing from desertification, consistently omit any mention, let alone discussion, of the 
oftentimes huge uncertainties afflicting these prognoses. 

In this general context, a major, and urgent, effort is needed to educate every-
one, from members of the scientific community upward to policy makers and the 
public at large, about the uncertainties associated with environmental models. 
There are undoubtedly several different venues to approach this education or com-
munication task. Among them, NATO Advanced Study Institutes have the specific 
feature that they allow a bridge between Western and Eastern countries, which 
does not exist to any significant extent at this point. Computer modelling, to this 
date, has not been a very common activity among scientists in the former Eastern 
block countries, probably in part because of the lack of appropriate computer 
resources. All of this is rapidly changing, and researchers in those countries now 
have access to, and use increasingly, the same types of computers that are avail-
able in the west. In this context, in the Fall of 2006, a group of researchers came 

communicated to government and supranational agencies (e.g., the UN). Most 
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up with the idea that, in parallel with other endeavours and to explicitly try to give 
a chance to scientists and policy makers in Eastern European countries to be part 
of the debate, it would be useful to propose a NATO Advanced Study Institute on 
the topic of “Uncertainties in environmental modelling and consequences for 
policy making”. 

This NATO ASI was successfully held in Croatia in early October 2007. The 
present book is a direct outcome of this ASI. The various chapters contained in it 
have been peer-reviewed, revised and updated after the ASI, but their organisation 
follows closely the organisation of the ASI itself. 

To structure the various talks during the ASI, use was made of a schematic 
diagram (Fig. 1) originally developed to clarify some of the terminology used to 
refer to various stages of the modelling process. While every environmental scientist 

their celebrated article “Groundwater models cannot be validated”, that one should 
stay away from terms like “validation” of models, a consensus on a consistent ter-
minology has yet to emerge. Practitioners routinely use terms like “confirmation” 
or “verification” of models in very different ways, and with conflicting meanings. 
Therefore, it seemed worthwhile, in preparation of the ASI, to come up with a 
nomenclature that would be unambiguous and sound. This gave rise to the schematic 
diagram of Fig. 1. But this diagram also provides a very nice way to organize 
discussions, and to identify sources of uncertainty in the modelling process, which 
are not always mentioned explicitly. 

Fig. 1. Schematic illustration of the various steps involved in the modelling process. 
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and engineer recognizes now, some 17 years after Konikow and Bredehoeft wrote 
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Starting from the top, one finds the “reality” that is the focus of the modelling 
process. In most cases, and certainly in the overwhelming majority of situations 
related to the environment, this “reality” cannot be apprehended directly. It is 
only through the measurement process that this “reality” becomes quantifiable. 
Unfortunately, this measurement process is not unique. Different observers, if 

reality. Perhaps the simplest example of this is the fact that images of a given 
object at different resolutions make the object appear differently. From these dif-
ferent perceived realities, different conceptual models can be developed, encom-
passing various levels of details of the reality to be described. Each of these 
conceptual models, in turn, can be translated using one of a number of different 
mathematical formalisms. For example, it used to be the case that the simple con-
cept that water in soils moved in response to a gradient in matric potential led 
automatically to a partial differential equation (known as the Richards equation). 
However, in recent years, several researchers showed that a different type of 
mathematics (fractional calculus) could be used to represent the process mathe-
matically, leading to a different form of partial differential equation, while other 
researchers demonstrated that very reliable simulations of the same process could 
be obtained without invoking partial differential equations at all, but by using 
another type of mathematics, related to Cellular Automata. These variety of ways 
by which a given perceived reality can be expressed mathematically is illustrated 
in this book by the 3 chapters under Theme I: “Model conceptualization”. 

Once a model is conceptualized and formulated mathematically, it must be 
transformed into a numerical algorithm, which again can be done in a number of 
ways, and it must be ultimately implemented into a computer code, in one of a 
number of available higher-level languages and using one of a number of com-
puting techniques (e.g., object-oriented programming). Computer scientists have 
known for a long time that significant errors can creep in at this stage, making the 
outcome of running the computer code unlike anything that it should have pro-
duced. The culprit there is the inexact arithmetic performed by computers, and 
round-off errors that ensue. Fortunately, there is a number of techniques 
(described under Theme II in this book) that allow programmers to monitor the 
propagation of round-off errors, and suggest ways to re-write the code to avoid the 
most blatant computational errors. At this point, none of these techniques is 
commonly used by environmental scientists and engineers. One of the motivations 
for including detailed coverage of these techniques in a book like this one was 
precisely to show the environmental community that it is straightforward to make 
sure that computers really do what we think we ask them to do, and that the tradi-
tional comparison of computer code outputs with exact solutions of mathematical 
equations (a process known as benchmarking) is not the only option… 

The next step in the modelling process, once a computer code has been pro-
duced and verified, is to attempt to determine how sensitive it is to input parameter 
values and to calibrate it, i.e., obtain values for its parameters using available data. 
This calibration step is often referred to as “history matching” in some quarters 

they use different measuring devices, may end up with different perceptions of 
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(petroleum engineering). Again, this can be done in a number of ways, leading to 
further uncertainty. The 3 chapters under Theme III (“Calibration and sensitivity 
analysis”) address some of the issues, and in particular, some of the subjectivity 
involved at this stage. 

The next step is probably the one about which most of the writing on the 
modelling process has focussed. Some modellers have promoted for years the idea 
that if a calibrated model is able to “perform well” with one or more new sets of 
data, then the model (really the computer code one tests) should be considered 
“validated”, somehow. When the term “validation” became the object of heated 
debate, in the late 90s, some replaced it with the term “verification”, appropriating 
in the process a term used by computer scientists for something entirely different 
(see above). A term that seems better, in the sense that it does not claim more than 
what is actually attempted, is that of “suitability assessment”. All one does at this 
point is to determine if a computer code, produced for a specific purpose, within a 
sometimes narrow range of constraints, appears suitable for the task. That does not 
mean that the code, one of many that could have been developed to describe the 
given situation, is a true depiction of reality.  

If a computer code is considered “suitable”, then one might perhaps consider 
using it to see what might happen in the future, if some sets of conditions are 
modified slightly from their current state, or if current trends continue unchanged. 
Issues involved in determining the overall predictive uncertainty one might expect 
under these conditions were dealt with in Theme IV during the ASI. 

At this stage, the modelling process per se is completed, but some of the most 
significant problems remain. It is one thing for scientists and engineers to be 
aware of uncertainties that creep in the modelling process at various stages, but for 
this knowledge to be useful for those who use model predictions, it is crucial that 
these uncertainties be explained, and their extent described in detail. The problem 
there, in many cases, is that scientists shot themselves in the foot by claiming for 
centuries that science is about certainty and produces “truth” with a capital “T”. 
Now that scientists are dealing with horrendously complicated systems (environ-
mental systems are undoubtedly among the most complicated that scientists have 
ever tried to describe), some back-pedalling is in order, and a new language about 
science needs to be invented, to provide the public and policy-makers with reli-
able information. The two chapters under Theme V (“Communicating modelling 
results and uncertainties”) deal with this occasionally very difficult process. 

Environmental policy-making has traditionally relied on model predictions but 
the idea of taking modelling uncertainties into account still is in its infancy, in 
many contexts. This vital area, about which researchers and modellers should be 
far more knowledgeable than they generally tend to be, is addressed in the chapter 
under Theme VI (Decision making on the basis of model prediction).  

Finally, three different sections, at the end of the book contain “Case study” 
chapters that were meant to illustrate some of the concepts and techniques 
described in earlier chapters. These case studies deal with the fate and dynamics 
of carbon in soils (Case study I), about which there are significant uncertainties in 



 PREFACE xv 

 

models at this point, global climate change (Case study II), and the natural 
attenuation of contaminants and risk assessment (Case study III). 

It is our hope that the material contained in this book will, like the NATO ASI 
from which it originates, serve a useful purpose of stimulating debate on a very 
important aspect of the use of models in support of environmental policy making. 
There are clear signs that this long-overdue debate is taking shape, that scientists 
are spending more time than in the past reflecting about the various steps involved 
in their modelling efforts, about the subjectivity they unavoidably introduce here 
and there, and about the uncertainties that result. At the same time, the users of 
model predictions are also becoming more keenly aware of the nature and limi-
tations of the information they are getting. Undoubtedly, much more discussion 
will need to take place in the next few years in this area. We will be immensely 
pleased if, as a result of our efforts in editing this book, some of the material 
presented in the following pages is found helpful, and fosters further reflection. 

 
 

The editors: 
Philippe C. Baveye 

Jaroslav Mysiak 
Magdeline Laba 
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Abstract 

This paper analyses the major features of spatially explicit and lumped hydro-
logical models based on two case studies. For two different catchments in West 
Africa and Germany model intercomparison studies were performed to reveal the 
model structure and spatial resolution dependent advantages and disadvantages of 
the different model types. It can be shown that different model types (lumped ver-
sus distributed models and conceptual versus physically based models) have bene-
fits and drawbacks. But all model predictions of different type models contain 
some valuable information when used for the simulation of catchment water 
fluxes. Using local scale data from intense field experiments, the sophisticated and 
spatially explicit models simulate stream flow of a West African catchment with 
the same performance obtained by lumped models that can be calibrated more 
efficiently. In addition, the spatially explicit models generate plausible spatial 
patterns of state variables and processes which can be validated by additional 
observations. Using regional scale available data to predict stream flow of a German 
catchment, the simpler models tend to perform better in both calibration and vali-
dation periods. But while all models tend to show improved performance during 
the less extreme validation period, this improvement is greatest for some of the 
more complex models. Applying the same models (of different model types) to 
three land use change scenarios, there is broad agreement among the models on 
the expected hydrological change. This suggests that we can predict with some 
confidence the direction and magnitude of stream flow changes associated with  
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land use change, especially by combining the predictions of different model types. 
As a short outlook, it is shown that a simple multi-model application offers a 
sound basis for multi-model ensembles that are based on a technique currently
applied successfully in many atmospheric forecast and scenario studies. 

Keywords: spatially explicit models, lumped models, model comparison, land use scenarios, 
scale, multi-model ensemble. 

1. Introduction 

Evaluating the impact of changing environmental conditions on water flows is an 
ongoing topic in hydrological research. For example climate and land use changes 
affect the water fluxes at the land surface. Hydrological modelling studies of such 
changes have been conducted since the 1970s (e.g., Binley et al., 1991; Calder 
et al., 1995; Onstad and Jamieson, 1970). One of the challenges in hydrological 
modelling is to account for environmental changes by altering at least some of the 
model parameters. Therefore, it is often assumed that spatially explicit and process 
based models are best suited to predict the effects of changing environmental con-
ditions (Beven and Binley, 1992). As in many cases changes occur only in parts of 
a catchment, it is further argued that spatially explicit models depict these changes 
more precisely as compared to lumped model approaches (Beven, 2001). Follow-
ing these assumptions, many complex models have been developed that are as-
sumed to be capable of simulating environmental change. However, these spatially 
explicit and physically based model approaches are often criticised because the 
necessary a priori estimation of model parameters is difficult (Beven, 2001; Ewen 
and Parkin, 1996).  

As an alternative, physically based, semi-distributed models with less complex 
spatial representation have been proposed. This group of models simulates all 
hydrological process within spatially non-explicit Hydrological Response Units 
(HRU). Results for each HRU can be lumped within subcatchments and routed 
downstream. HRUs can be defined based on soil units, land use or a combination 
of both. Although the impact of environmental change is not simulated with the 
same spatial resolution as in the spatially explicit approach, these semi-distributed 
models still require a considerable amount of parameters that might be difficult to 
obtain. A further simplification is achieved if hydrological fluxes are simulated 
with the subcatchment scale as the smallest spatial unit. Conceptual models such 
as HBV (Bergström, 1995) follow this concept. Depending on the size of these 
subcatchments, the spatial resolution of the simulations is rather coarse. At the 
lower end of complexity, fully lumped and mostly conceptual models can be 
found. These models are characterized by a simple model structure and a small 
number of conceptual model parameters. General catchment attributes, such as 
land use area and catchment area, can be used to regionalize model parameters.  
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It is argued that data limitations in many catchments limit the application of spa-
tially explicit and physically based models, and that lumped or semi-distributed 
models provide a more appropriate alternative (Croke et al., 2004). 

Regardless of the model type chosen (conceptual versus physically based and 
lumped versus spatially explicit), extrapolations to future conditions are difficult 
to carry out (Refsgaard et al., 2006). Despite increasing knowledge, a high degree 
of uncertainty remains in all model approaches. The origin of this uncertainty can 
be caused by measurement errors of model input and output data, determination of 
model parameters, and spatial as well as temporal heterogeneity. These different 
origins of uncertainty can be related to different model types, which is one issue to 
reveal in this paper. Furthermore, from two case studies presented, the general fea-
tures of spatially explicit and lumped models will be discussed and shown to be 
closely related to hydrological process representation, scale and different sources 
of uncertainties. 

2. General features of lumped and spatially explicit 
hydrological models 

The citations mentioned in the introduction of this paper reveal that different 
modelling philosophies exist to represent the catchment water flows within catch-
ments. A lot of modelling systems based on different model structures have been 
developed to analyse hydrological systems as well as changes in hydrological sys-
tems. And almost all of them have been proven successful in mimicing the behav-
iour of hydrological catchments. The authors of these models explain very well 
the advantages of the specific model type and justify why their model should be 
favoured in a specific case. However, it is evident that different concepts stand 
vis-à-vis, all of them featuring advantages as well as disadvantages. Therefore 
some of the general properties of lumped and spatially explicit (= spatially distri-
buted) models will be mentioned in this section, partly derived from the literature 
mentioned in the introduction, partly based on modelling experience of the authors. 
A complete overview of the general features of the models is provided in Table 1.  

From their definition, lumped models do not represent spatial structures, while 
spatially explicit models do. Therefore the effort to set up such models is rela-
tively small for lumped models and considerably higher for spatially explicit ones. 
This context is enhanced by the fact that most lumped catchment models are con-
ceptual (e.g., storage based) while spatially explicit models can be conceptual or 
physically based. From the model structure it can be deduced that lumped models 
generate an integral response for the model space only. That limits the calibration 
against integral measurements but otherwise makes it very efficient. However, it 
also limits model validation in contrast to spatially explicit models, which can be 
parameterised and validated to spatially distributed observations (limited by the 
constraints of the scale triplet: scaling, support and extent; Blöschl, 1996). Thus,  
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Table 1. General features of different hydrological model types. 

summarizing from this short discussion, it can be assumed that the main uncer-
tainty source of lumped models is the simple model concept itself and the missing 
consideration of spatial structures. The latter is a concern if the particular applica-
tion demands spatially explicit predictions or if non-linear interactions between 
different catchment characteristics can be assumed. On the other hand spatially 
explicit models take care of spatial structures and often describe the hydrological 
processes in a physical way although important processes can also be missed. But 
they are, as mentioned, more difficult to parameterise, as parameters (at least 
partly) have to be determined a priori. An efficient calibration of the models there-
fore is difficult due to the spatially distributed nature of those models. Due to the 
physical interpretability of parameters (in case of physically based models) and 
the consideration of spatial structures, most model users favour spatially explicit 
models for use in land use change scenario studies. 

3. Case study I: The upper Ouémé catchment (Bénin) 

Bénin is among the poorest countries worldwide. The majority of the population 
lives from rain-fed agriculture, performing self-supply or selling products on local 
markets. A few cash-crops are cultivated such as cotton and cashews, but the 
profit is limited due to low standard of techniques and the absence of fertilizers. 
Due to these boundary conditions the agricultural system is very vulnerable to 
changing environmental conditions such as climate change and land degradation. 

The Upper Ouémé catchment (Figure 1) is located in the tropical, subhumid 
Guinea-zone which is characterized by a unimodal rainy season from May to 
October. The mean annual precipitation of the region is about 1100 mm. Most parts 
of the catchment are covered by degraded Savannah vegetation except agricultural 
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Model  
Features 

Lumped 
Models 

Spatially-Explicit 
Models 

Effort for model setup Low High 
Spatial structures No Yes 
Model results Integral 

response 
Distributed water fluxes and integral  
response 

Model 
parameterisation 

Manual or 
automatical 
calibration 

Mainly a priori estimation of parameters; 
calibration difficult (conceptual) or almost 
impossible (physically based) 

Model validation Only integral 
response 

Integral response, distributed water flows 
and state variables 

Main source of  
uncertainty 

Concept, 
lumped 

Input data, parameters (dependent on 
scale) 

Suitability for 
scenarios 

Limited Yes 
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areas. Due to rapid increases in population, the area of agricultural land is increas-
ing relatively fast, inducing a further degradation of the natural vegetation. The 
conversion of Savannah into agricultural fields also leads to severe soil degra-
dation, because of the soil being compacted and less protected by vegetation when 
the rainy season starts. As most of the precipitation comes from squall lines caus-
ing short but highly intense rainfall events, soil erosion and therefore soil 
degradation are important issues. 

Fig. 1. Upper Ouémé (14,000 km²) and Aguima (30 km²) catchments in Bénin, West. Africa. 

Another important issue is the climate change in that region. During the 1970s 
and 1980s, the Guinea-zone – like the Sahel – was affected by many dry years 
with severe consequences for rain-fed agriculture and drinking water supply. 
Future regional climate scenarios predict decreasing rainfall amounts and/or a 
shorter rainy season which could have severe effects (Bormann, 2005a). Agricul-
ture as well as drinking water supply systems could need to be reorganised to be 
able to account for the changing water availability. Based on these boundary con-
ditions, modelling of the hydrological processes can help to understand and 

Ouémé 
catchment

Aguima
catchment

Térou
river

Ouémé 
catchment

Aguima
catchment

Térou
river
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predict the effects of the changing environment in the upper Ouémé catchment on 
the hydrological processes. The results presented in this section were obtained in 
the framework of the IMPETUS project of the Universities of Cologne and Bonn 
(Germany) which is an interdisciplinary project focusing on an efficient manage-
ment of water and soil in the subhumid tropics of Bénin (Impetus, 2008). At the 
local scale Aguima catchment (30 km²), intensive field investigations were per-
formed to understand the hydrological processes and to drive local scale hydro-
logical models. On the regional scale, modelling activities are based on available 
maps and operational data bases. 

3.1.  Hydrological catchment models 

Three hydrological models were applied at different scales in the Ouémé catch-
ment: The fully distributed and spatially explicit TOPLATS model (Peters-Lidard 
et al., 1997), the semi-distributed hillslope version of the physically based 
SIMULAT model (Diekkrüger and Arning, 1995), and the spatially lumped and 
conceptual UHP model (Bormann and Diekkrüger, 2004).  

TOPLATS (TOPMODEL based land atmosphere transfer scheme; Peters-Lidard 
et al., 1997) is a spatially explicit, grid based, time continuous and multi-scale 
model. It combines soil-atmosphere-transfer-scheme, calculating the local scale 
vertical water fluxes, with the TOPMODEL approach which laterally redistributes 
the water in the catchment. While the processes within the lower atmosphere are 
described in a physically based way, the soil water flow is simulated using an 
approximation of the Richards’ equation for a limited number of soil layers. Inter-
flow as well as a routing routine is not integrated into the model. Baseflow is 

SIMULAT-H (Giertz et al., 2006) is the hillslope version of the 1-dimensional 
SVAT-scheme SIMULAT. SIMULAT is physically based, calculating the soil 
water fluxes using the Richards’ equation and evapotranspiration is based on the 
Penman-Monteith approach. Spatial variability of soil properties is accounted for 
by assuming for each soil a log-normal distributed saturated hydraulic conductivity 
and running ten different infiltration simulations. Parameter sampling is done based 
on the Latin Hypercube method and the average of the ten  infiltration simulations 
finally infiltrates. In the hillslope version each slope is divided into a number of 
subunits. The surface runoff simulated upslope is considered as additional input 
into the downslope subunit. Baseflow is simulated using the conceptual, linear 
reservoir approach. Stream flow is simulated as simple superposition of the single 
runoff components of the riverine subunits. 

The UHP model (Bormann and Diekkrüger, 2004) is a lumped and conceptual 
HBV type (Bergström, 1995) model. The model consists of four linear storages for 
interception, root zone, unsaturated zone and groundwater. Instead of the wetness-
index of the HBV model the SCS curve number approach of the USGS is used 
(SCS, 1972). Percolation occurs if the soil water status exceeds field capacity. 
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Calculation of baseflow is based on a linear storage if the groundwater level 
exceeds a certain threshold. A summary of the main features of the models is pro-
vided in Table 2.  

Table 2. Models applied to the Aguima and upper Ouémé catchments: spatial resolution, model 
type and description of the main hydrological processes. 

3.2.  Model application and comparison at the local scale 

For the parameterisation of the physically based model components, a comprehen-
sive field survey was performed within the IMPETUS project. The following spa-
tial data sets and time series were available for model application on the local 
scale (Aguima catchment): a digital elevation model, derived from topographic maps; 
a soil map (Junge, 2004); a vegetation classification based on Landsat data; data of 
three local climate stations and five stream gauges. Model parameters were based 
on field studies concerning soil hydrology (Giertz, 2004), vegetation (Orthmann, 
2005) and agriculture (Mulindabigwi, 2005). Stream flow data of the years 2001–
2003 were available to calibrate and to validate the models. 

Therefore most model parameters of the TOPLATS and SIMULAT-H models 
were defined a priori. Only the groundwater components of those two models 
were calibrated. In contrast, all of the parameters of the UHP model had to be 
calibrated. The following model performance criteria were used: The coefficient 
of determination r², the coefficient of model efficiency (me; equation 1; Nash and 
Sutcliffe, 1970) and the bias in annual stream flow which is defined as the relative 
difference between simulated (Qsim) and observed (Qobs) stream flow (equation 2): 

 2
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Model 
Characteristics 

TOPLATS SIMULAT-H UHP  

Model type Distributed 
process based 

Quasi distributed 
physically based 

Lumped 
conceptual 

Simulation units Grid cells Slopes Catchments 
Evapotranspiration Penman-Monteith Penman-Monteith Priestley-

Taylor 
Surface runoff Infiltration excess Richards equation SCS curve 

number 

Soil moisture Richards 
approximation 

Richards equation Bucket 
approach 

Interflow Not included Darcy Non-lin. 
storage 

Base flow TOPMODEL Lin. storage Lin. storage 

and saturation
excess 
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The TOPLATS model was manually calibrated for the year 2001 for the upper 
Aguima catchment (3.2 km²). Only base flow parameters were adjusted, all other 
parameters were determined a priori. Total annual stream flow is simulated with 
high accuracy (Bormann et al., 2005a). The comparison of simulated and observed 
stream flow hydrographs reveals that the model partly underestimates base flow 
(Figure 2). Peak flows are well simulated, except that the highest peak is simu-
lated with 1-day delay as no routing is integrated in the model. Compared to the 
calibration period the validation of the model for the years 2002 and 2003 yields 
less satisfactory results. Stream flow is underestimated in the beginning of the 
rainy season and overestimated in the high rainy season and in the end of the rainy 
season. Model efficiency decreases significantly, and the bias in stream flow for 
single years is more than 100%. Furthermore, a recalibration of TOPLATS did not 
result in satisfactory simulation results (Giertz and Diekkrüger, 2006). Neverthe-
less, soil moisture patterns predicted by TOPLATS were plausible and in good 
agreement with observed soil moisture patterns in the field (Giertz, 2004).  

Fig. 2.  Streamflow of the upper Aguima catchment (3.2 km²), simulated by the TOPLATS model 
(calibration). 

The SIMULAT-H model was calibrated manually for 2002 against stream 
flow. Only parameters of the baseflow and the lateral saturated hydraulic conduc-
tivity were calibrated. Calibration resulted in high model efficiencies and accept-
able simulation of the water balance (Giertz et al., 2006). Observed and simulated  
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hydrographs show a good correlation (Figure 3). In addition, the split sample test 
(validation for the remaining years) as well as the proxy basin test (application of 
SIMULAT-H to the lower Aguima catchment for the remaining years 2001 and 
2003) yielded satisfactory simulation results (Figure 4) and a model efficiency  
 

Fig. 3. Streamflow of the upper Aguima catchment (3.2 km²), simulated by Simulat-H and UHP 
models (calibration). 

Fig. 4. Streamflow of the Aguima catchment (16 km²), simulated by the Simulat-H mode (vali-
dation). 
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which for some years was even higher than for the calibration period. Further-
more, simulated soil moisture of two selected slopes could be compared to observed 
soil moisture at two soil moisture stations (Figure 5). Observed and simulated soil 
moistures revealed a good agreement in particular in the dynamics at the event 
scale as well as for the whole rainy season (Bormann et al., 2005a).  

The UHP model was calibrated for the year 2002. The performance of the 
lumped conceptual models was satisfactory (Figure 3). Stream flow dynamics as 
well as the peaks were well simulated. Annual stream flow was slightly overesti-
mated. A validation for the upper Aguima for the years 2001 and 2003 revealed 
results with a decreasing but still satisfactory quality. A few stream flow events 
are highly overestimated. Nevertheless, the UHP model obtains satisfactory simu-
lation results for all years (r² and model efficiency larger than 0.6). The model 
generally captures the stream flow dynamics well, overestimating the stream flow 
in the beginning of the rainy season and the declining discharge at the end of the 
rainy season (Giertz and Diekkrüger, 2006).  

Comparing deviations between observed and simulated stream flow, a similar 
trend between SIMULAT-H and UHP models can be observed (Giertz and 
Diekkrüger, 2006). The lumped UHP model shows larger differences to observed 
values compared to the quasi-distributed SIMULAT-H model. The spatially expli-
cit TOPLATS model shows different stream flow dynamics with respect to over-
estimation of specific events. This behaviour as well as the different quality of 
model results (performance criteria, see Table 3) can be explained by the model 
related uncertainties in the rainfall-runoff modelling process.  

Fig. 5. Comparison of observed and simulated (Simulat-H) soil moisture at one soil moisture 
station in the upper Aguima catchment.  
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Table 3. Quality measures of different models applied at different scales within the upper Ouémé 
basin, Bénin (calibration). Time steps: days on local scale, weeks on regional scale. 

The UHP model cannot represent the spatial distribution of properties and 
processes due to its lumped character. However, lumped models, and conceptual 
models in general, can well represent the rainfall runoff process, as calibration is 
mostly very efficient. In addition, the SCS curve number approach (SCS, 1972) 
implemented in the UHP model partly considers the variability of land surface 
characteristics based on its statistical character. Thus, the good results for the rep-
resentation of the rainfall-runoff process could be expected. 

In contrast, the SIMULAT-H model is a physically based model and it is 
claimed that such models have less structural uncertainties with respect to process 
representation. As a very detailed data based is available, such a model concept 
can be successfully applied on the small scale. However, physically based models 
often have poor representations of macropore flow, for example. And even if they 
have, a sound parameterisation on the catchment scale is rather difficult. Another 
drawback of the model is the absence of a routing routine. Nevertheless, on the 
daily time scale where model results and observations were compared, the impact 
of this uncertainty can be expected to be small in a catchment of this size with a 
response time of 1–2 h. Compared to the fully distributed TOPLATS model, one 
disadvantage of SIMULAT-H is the limitation of spatial distribution of properties 
and processes to selected hillslopes. Only if a sufficient number of hillslopes are 
used to describe the catchment, and only if those hillslopes are representative, can 
SIMULAT-H be successfully applied to describe the catchment wide rainfall-
runoff process. 

Finally, the TOPLATS model is the only fully spatially explicit model. From 
this point of view it should be suited best to describe spatially distributed hydro-
logical processes. But one important limitation of TOPLATS is the assumption 
that the concept of the topographic index (taken from TOPMODEL) is valid in the 
flat terrain of West Africa which is not the case as this study showed. In addition, 

13

Scale – Basin TOPLATS SIMULAT-H UHP 
Local – Upper Aguima 
(3.2 km2) 

r2 = 0.51, 
 me = 0.62 

Bias = 7.4% 

r2 = 0.78, 
me = 0.82 

Bias = 7.3% 

r2 = 0.70,  
me = 0.69  

Bias = 11.5% 
Local – Aguima  
(16 km2) 

r2 = 0.56,  
me = 0.38 

Bias = –3.5% 

r2 = 0.87, 
me = 0.86  

Bias = –5.1% 

r2 = 0.62,  
me = 0.61 

Bias = 6.6% 
Regional – Térou 
(3,133 km2) 

r2 =0.77,  
me = 0.50 

Bias = –13.9% 

Not applicable r2 = 0.81, 
me = 0.76 

Bias = 0.1% 
Regional – Upper 
Ouémé (14,000 km2) 

Not applicable Not applicable r2 = 0.76,  
me = 0.74 

Bias = 5.3% 
r2 = coefficient of determination; me = model efficiency; Bias: see equation (1). 
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the lateral interaction between grid cells is limited to the redistribution of ground-
water tables. Much more important would be the representation of the lateral 
interaction of fast flow processes on hillslopes as observed in the field (Giertz, 
2004; Junge, 2004). These processes are not sufficiently represented by the 
TOPLATS model. Similarly, the representation of soil hydrological processes is 
limited, as TOPLATS considers only two different soil layers. Thus, vertical soil 
structures cannot be described in detail. Consequently, despite having the best spa-
tial resolution and the most spatially explicit model structure, model results are 
significantly worse compared to the semi-distributed SIMULAT-H model and the 
lumped UHP model. 

3.3.  Model application and comparison at the regional scale 

At the regional scale the applicability of the UHP and TOPLATS models was 
tested. The physically based SIMULAT-H model was not applied at the regional 
scale (upper Ouémé catchment) due to the high data requirements. The data avail-
ability of the upper Ouémé catchment was good compared to other West African 
countries but not sufficient for physically based hydrological model applications. 
Available maps have a scale of 1:200,000: a soil map and a topographic map from 
which a digital elevation model was derived. In addition, a Landsat based land use 
classification was available. However, data content of the maps was not compar-
able to the information provided by maps of the same scale in central Europe. For 
example, the soil maps did not contain the information on the soil physical proper-
ties (soil texture, porosity, thickness) required by the simulation models, as the 
soil maps originally were derived from geological maps. The time series available 
concerning rainfall and weather often included gaps of some weeks, months or 
even years. Thus it was difficult to compose a data set of homogenous quality.  

TOPLATS was applied to a 3133 km² sized subcatchment of the Ouémé 
catchment, the Térou catchment (Bormann and Diekkrüger, 2003). Applying the 
TOPLATS model to the operationally available data base described above results 
in an unsatisfactory simulation of the discharge of the Térou river. Although 
the seasonality of the runoff was modelled in an acceptable way, the stream flow 
variability during the rainy season could only be poorly reproduced. The model 
efficiency (Nash–Sutcliffe-coefficient) during calibration for an individual rainy 
season (1996) reaches a value of only 0.46 for weekly stream flow, with a coeffi-
cient of determination r² of 0.77. It can be assumed that the main reasons for the 
poor correlation are the coarse spatial and temporal resolution of rainfall data, 
the unavailability of sufficient information on soil hydrological parameters and the 
impossibility of parameterising a spatially distributed and process based hydro-
logical model in a reasonable way und the given conditions. 

Applying the lumped and conceptual UHP model to the Térou basin, a consider-
ably better correlation between observed and simulated discharge is achieved for 
the calibration period. In this case, the model efficiency reached a value of 0.91 
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for weekly stream flow and a coefficient of determination (r²) of 0.95 for indi-
vidual years (Bormann and Diekkrüger, 2003). For a seven-year time period 
(1993–1999), model efficiency and r² still reached values of 0.8 (Bormann et al., 
2005b) although the quality of rainfall data of individual years was poor. Due to 
the limited number of model parameters (altogether twelve parameters for storage 
volumes, constants and the SCS curve numbers) and the spatially lumped model 
type, an efficient calibration of the model was feasible. In this study a manual 
calibration was performed. The UHP model could also be successfully validated to 
additional data from the Térou catchment (year 2000) as well as to other sub-
catchments of the upper Ouémé (Bormann, 2005b). For most of the catchments 
the model performance was comparable to the results of the Térou catchment with-
out any further calibration. A model application to the entire upper Ouémé yielded 
a model efficiency of 0.75 for the years 1997–2000 (Figure 6). While in the early 
rainy season stream flow is underestimated, peak flows are slightly overestimated 
by the UHP model. The recession curve in the late rainy season is well reproduced 
as well as the annual water budget. 

Fig. 6. Streamflow of the upper Ouémé catchment (14,000 km²), simulated by the UHP model 
(validation). 

From the results presented for the regional scale catchments in Bénin it can be 
concluded that the applicability of process based models is very limited if only a 
poor standard data base is available. In particular in African countries, information 
content, resolution and completeness of data sets is very limited and mostly not 
sufficient to drive process based and spatially distributed models. Even if those 
models contain a more realistic process description, the uncertainty in the model 
parameters and input data is very high. We therefore tend to apply conceptual 
(storage based) models in regions that are characterised by poor databases. How-
ever, spatial patterns can (and mostly will) be very important also in those regions. 
Giertz et al. (2006) therefore suggest the application of spatially distributed ver-
sions of conceptual models to combine the advantages of simplification of process 
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descriptions and robustness with information on the spatial distribution of proper-
ties and processes. 

4. 

The Dill catchment in central Germany is a peripheral region dominated by for-
estry and extensive agriculture. Due to the traditional heritage system in the past, 
land was split between all children. Therefore, the pattern of land use across the 
catchment is highly fragmented, with an average field size of about 0.7 ha. Social, 
political and economic pressures are slowly transforming the land use. On the 
long-term, pasturalism and silviculture will likely increase because agriculture is 
not profitable anymore. In the framework of the Collaboratice Research Center 
SFB 299 of the University of Gießen (Germany), strategies were investigated 
on how to make agriculture more profitable. One option was to think about a 
rearrangement of acreage by land reallocation. Based on a socioeconomic model, 
spatially explicit land use scenarios were developed. In the LUCHEM project, ini-
tiated by the working group on Resources Management of the University of 
Gießen, the effects of these land use scenarios on catchment hydrology were 
assessed by applying ten different hydrological catchment models to the Dill 
catchment.  

The Dill river in central Germany is a tributary of the Lahn River, which ulti-
mately flows into the Rhine River. The Dill River at Asslar has a catchment area 
of 693 km² (Figure 7). The topography of the catchment is characterised by low 
mountains and has an altitude range of 155–674 m. The mean annual precipitation 
 

 
Fig. 7. Location of the Dill catchment, Germany. 
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of the Dill catchment varies from 700 mm in the south to more than 1100 mm in 
the higher elevation areas in the north. Just over half of the catchment is forested 
(with nearly even proportions of deciduous and coniferous species), while 21% is 
pasture, 9% is fallow, 6% is cropped (winter rape, winter barley, oats). The  
remaining 10% is almost entirely urban with a minor share of surface waters.  

4.1.  Hydrological catchment models 

As mentioned above, ten models with the capability of predicting the impacts of 
land use change were applied to the Dill catchment. In approximately decreasing 
order of complexity (see Table 4), they were: DHSVM (Wigmosta et al., 1994), 
MIKE-SHE (Refsgaard and Storm, 1995), TOPLATS (Peters-Lidard et al., 
1997), WASIM-ETH (Niehoff et al., 2002), SWAT (Arnold et al., 1998), PRMS 
(Leavesley and Stannard, 1995), SLURP (Kite, 1978), HBV (Bergström, 1995), 
LASCAM (Sivapalan et al., 1996) and IHACRES (Jakeman et al., 1990). In terms 
of their spatial resolution and the overall number of model parameters, the models 
represented a broad cross-section of complexity (Breuer et al., 2009) ranging 
from fully distributed, physically-based models with explicit groundwater schemes 
(DHSVM, MIKE-SHE) to fully lumped, conceptual models (e.g.,  IHACRES). 
Spatial computational areas were equivalent to pixels of the distributed models, 
Hydrological Response Units in the case of the semi-distributed models, and sub-
catchments with respect to the more conceptual or even lumped models. The fully 
distributed models formed the group of the most complex models while the fully 
lumped models were most simple. 
Table 4. Models applied to the Dill catchment, classified according to model parameters and 
computational units. 

17

Model Available 
Model 
Parameters 

Number of 
Calibrated 
Parameters 

Number of 

Distributed   Pixels 
DHSVM >100 3 70.000 
MIKE-SHE >100 7 17.500 
TOPLATS >100 4 70.000 
WASIM >100 30 17.500 

 HRU 
SWAT >100 6 795 
PRMS 50 5 312 
SLURP 36 8 252 

HBV 10–20 10 100 
LASCAM 24 24 29 sub 

catchments 

IHACRES 6 5 1 

Semi-Distributed  

Lumped   Simulation Units 
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In the LUCHEM project no common calibration procedure was applied as it 
was argued that the type and amount of model calibration is part of the model phi-
losophy. The process based fully distributed models were generally calibrated 
manually while most of the more conceptual models were automatically calibrated 
using objective functions based on squared residual (e.g., root mean squared error 
or model efficiency after Nash and Sutcliffe, 1970). All models were calibrated 
using observed stream flow data for the period 1983–1989 and model predictions 
were developed for the validation period 1990–1998. A maximum of three years 
of additional weather data (1980–1982) was available for model spin-up (Breuer 
et al., 2009).  

In order to reduce the impact of model specific input data processing, a homo-
genous method for precipitation interpolation, a constant temperature lapse rate 
and common plant parameter sets were used. Such a homogenization of model 
input data improves the comparability of model structures and reduces the differ-
ences in model results due to data processing. 

4.2.  Model application and comparison 

The models provided good predictions of the observed stream flow in terms of 
timing and magnitude of events (Figure 8). The envelope defined by the range of 
model predictions encompasses the observed stream flow on 96% of days, with 
little difference between calibration and validation periods. Model efficiency var-
ied between 0.65 and 0.92 for the calibration period and between 0.61 and 0.92 for 
the validation period, with highest values simulated by the more conceptual and 
lumped to semi-distributed models such as LASCAM or HBV (Table 5). 

Fig. 8. Simulated stream flow of the Dill (gauge Asslar) for an exemplary year, using ten differ-
ent catchment models. 
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Table 5. Model results of ten different models applied to the Dill catchment (calibration: 1983–
1989; validation: 1990–1998). 

Model Calibration Period Validation Period 
 RMSE  Absolute bias 

(%) 
ME RMSE  Absolute bias 

(%) 
ME 

SWAT 0.994  5.62 0.72 0.845  9.66 0.73 
DHSVM 0.922  14.36 0.76 0.629  21.29 0.85 
MIKE-SHE 1.118  3.21 0.65 0.839  13.86 0.73 
HBV 0.540  0.18 0.92 0.444  5.96 0.92 
TOPLATS 1.105  0.87 0.66 1.011  2.71 0.61 
SLURP 1.106  3.11 0.65 0.876  15.67 0.71 
IHACRES 0.806  1.04 0.82 0.595  5.65 0.87 
LASCAM 0.606  3.67 0.90 0.538  4.52 0.89 
PRMS 0.742  1.02 0.84 0.561  2.60 0.88 
WASIM 1.026  1.60 0.70 0.821  2.53 0.74 

 
Simulations under dry conditions scatter more as compared to under wet condi-

tions. Some models overestimate discharge substantially as can be depicted in the 
bias for the entire simulation period for some models. Comparing observed and 
predicted peaks for the ten models, the fully distributed models such as TOPLATS, 
MIKE-SHE and WASIM tend to scatter more than the less complex models such 
as HBV or LASCAM. The better fit of peaks for the group of conceptual models 
can be partly explained by the fact that they were more effectively calibrated using 
automatic calibration techniques whereas the distributed physically based models 
were manually calibrated. It is obvious that most models that perform reasonably 
well in the calibration period also show acceptable model performance for the 
validation period. Scatter plots for two of the performance statistics (daily model 
efficiency and absolute bias) for each of the models are shown in Figure 9. Statis-
tically, the best models are those with efficiencies approaching 1.0 and biases 
near 0%. For the calibration period, all but two of the models underpredict and  
 

HBV LASCAM
PRSM
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DHSVMSWATWASIM-
ETH

TOPLATS
SLURPMIKE-
SHE
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LASCAM

PRSM IHACRES
DHSVM
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ETH

SLURP

MIKE-SHE
SWAT
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Fig. 9. Comparison of the model performance ten different hydrological catchment models 
applied to the Dill catchment: calibration versus validation. 
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have negative biases. However, no model has an absolute bias as high as 10%. The 
calibration efficiencies range from about 0.6–0.9, with the less complex models 
tending to have higher values. When the predictions in the validation period are 
assessed (Figure 9), the relative positions of the models remain largely unchanged. 
However, almost all models have increased biases, to the extent that they are all 
now overpredicting (Viney et al., 2005). Most of the models also have increased 
efficiencies in the validation period despite increased biases.  

The calibration statistics indicate that the semi-lumped conceptual models 
(especially HBV and LASCAM) tend to provide the best fits to the calibration 
period. This is possibly related to the generally larger numbers of optimisable 
parameters in this type of model as compared to the physically based models, 
which tend to have many parameters that must be prescribed a priori, but few 
optimisable parameters. The use of manual calibration for many of the physically 
based and spatially explicit models may also compromise their calibration effi-
ciencies. However, in the validation period, the prediction efficiencies of some of 
the physically based and spatially explicit models (most notably DHSVM) tend 
to increase more than those of the semi-distributed conceptual models (Figure 9; 
Viney et al., 2005), partly because they have greater scope for improvement. But, 
one of the physically based and distributed models also showed the largest  
decrease in efficiency.  

4.3.  Land use change scenarios 

Physically based distributed models are based on universal physical principles. 
Since they cannot be easily calibrated, they are less able to mimic lumped obser-
vations. Even though it is widely assumed that these models are more suited to 
future predictions of environmental change, despite the problem of a priori para-
meterisation (Beven and Binley, 1992). On the other hand, lumped conceptual 
models mimic observations well, but are often assumed to being less able to pre-
dict the future behaviour of catchments because they are not based on physical 
principles (Beven, 2001). So although they mimic the past very well, most model-
lers are less confident about future predictions. Likewise, physically based distri-
buted models are capable of incorporating readily available surface characteristic, 
whereas lumped conceptual models estimate these by calibration. Using transfer 
functions, distributed conceptual models can also incorporate readily available 
surface characteristics, without estimating them by calibration. For environmental 
change applications, the ability to use specific changing landscape characteristics 
is crucial. Particularly with regard to this requirement spatially explicit models 
have an advantage, whereas calibrated lumped models can mimic the past but 
modifying model parameters for future changes is based mainly on transfer func-
tions or even on modelling experience (Breuer et al., 2009).  
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Three spatially distributed scenarios of land use change were considered which 
were based on land use simulations of the ProLand model (Weinmann et al., 
2006) involving different field sizes. The three scenarios reflected predicted land 
uses associated with target field sizes of 0.5 ha, 1.5 ha and 5.0 ha. In general, 
increasing field sizes were associated with intensified land use because the effi-
ciency of the use of large machinery increases. Therefore areas of forested land 
decrease and areas of cropland increase. The impacts of land use change on stream 
flow are assessed by running all models which were calibrated for current land 
uses with the changed land use scenarios (Huisman et al., 2009). Weather input 
from the period 1983–1998 and data sets on soils and topography are used.  
The resulting annual discharge predictions for the Dill catchment are presented in 
Figure 10. The slopes of the thin grey lines representing the ten individual models 
are quite similar. This indicates that all models predict a similar relative increase 
in stream flow if field size increases. However, three of the ten models show simu-
lated discharges that are substantially offset either above or below the majority of 
models. Admittedly, two of these three outliers are spatially explicit models with 
the lowest efficiencies and therefore possibly the least reliable ones. It can be con-
cluded that different well calibrated models which are applied by experienced 
modellers predict the same effects of land use change on stream flow regardless of 
the model type. 

Fig. 10. Model specific effect of land use scenarios on simulated stream flow in the Dill catch-
ment (1983–1998), compared to the current land use. 

4.4.  Reduction of structural uncertainty by multi-model ensembles 

The results presented have shown that different model types have assets and 
drawbacks and contain substantial different major uncertainty sources when ap-
plied to simulate stream flow of example catchments. As a result, the different 
model types calculated different parts of the stream flow hydrographs better or 
worse than other models did. Therefore it can also be assumed that combining dis-
tributed (and physically based) models with lumped (and conceptual) models in an 
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ensemble approach can compensate for each other’s weaknesses, and any predic-
tions for future scenarios might benefit from this (Viney et al., 2009). Ensemble 
predictions may be derived in a number of ways. Two simple ensembles are the 
arithmetic mean and the median of the every day’s model predictions.  

The prediction capabilities of the introduced simple ensembles compared to 
those of the single models are shown in Figure 11. For both, calibration and vali-
dation periods, the simple ensembles performed as well as or even better than the 
best single model. In the validation period, in particular, the median ensemble per-
formed at least as well as ensembles composed by selected the best performing 
single models. Various additional ensembles were analysed by Viney et al. (2009) 
in detail. It can be concluded that the median ensemble is robust against outliers. 
The errors of the single models seem to be approximately equally distributed 
around the observations (e.g., Figure 8). This indicates that statistically the median 
of the simulations is at least as good as the best performing model. Ensembles 
composed by a limited number of selected best models do not show an advantage 
compared to the arithmetic mean of all models in the validation period. This indi-
cates that large ensembles are more robust than small ensembles even if the small 
ensembles consist of the better performing models. These results are confirmed by 
application of two further quality measures (Figure 11; see also Bormann et al., 
2007). 

Fig. 11. Comparison of the performance of simple multi-model ensembles compared to ten dif-
ferent individual catchment models applied to the Dill catchment (1983–1998). 

This experiment showed that statistically simple ensembles such as the median 
of daily simulated stream flow outperformed the best single models in terms of 
different objective functions. In the ensemble, the deficiencies in one model may 
be masked by the strengths in others or even by a compensating weakness in 
another model. We assume that predictive uncertainty is reduced by sampling 
models with a range of structural uncertainties, and plausibility of the model pre-
dictions is increased by ensemble calculation (Viney et al., 2005). 
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5. Conclusions 

Different models and different model types have been applied to two catchments 
in different environments and on different scales to predict (at least) stream flow 
within two case studies. The general model performance of most models based on 
different model concepts and spatial catchment discretisations was satisfactory 
during both calibration and validation periods.  

At the regional scale, with standard data sets available, the lumped and semi-
distributed models performed better compared to spatially explicit ones during 
calibration and validation periods, but did not improve their fits during the valida-
tion period as much as some of the spatially explicit models did that do not require 
as much calibration. At the local scale, assuming high data quality and resolution, 
both model types predicted stream flow similarly well while the spatially explicit 
models were able to additionally predict spatially distributed variables and hydro-
logical fluxes. This enables the modeller to better validate this type of model 
against spatially explicit observations of hydrological state variables (e.g., soil 
moisture) or fluxes (e.g., evapotranspiration). If a model can be validated suffi-
ciently to a suite of observations, then the probability that a model predicts the 
right water fluxes for the right reason can be considerably increased. However, it 
has been demonstrated that model structure is often correlated to the spatial discre-
tisation of the models. Therefore, not only spatial discretisation determines the 
quality of the simulation results but also the model structure in terms of process 
representation. 

The general capabilities of lumped and spatially explicit models derived from 
literature statements and modelling experience could be proven by the two case 
studies which were carried out, while some of the features as shown by the case 
studies discussed in this paper were dependent on scale and data availability. In 
summary, both model types, spatially explicit and lumped models, doubtlessly are 
suitable tools for the simulation of catchment processes as they show advantages 
for different applications depending on data availability, scale and boundary con-
ditions. And to a large extent, the choice of model is dictated by the modelling 
purpose. Where only flow at the catchment outlet is required, perhaps a lumped 
model is the best choice. But where spatially explicit predictions or land use 
change predictions are required a (semi-)distributed model would be more appro-
priate. Finally it could be shown that bringing together the results of different 
models to a combined approach (multi-model ensemble) reduces the uncertainty in 
the predictions and improves the performance of the simulations, providing a 
promising approach for future model applications. 
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Abstract 

Flow and transport processes in unsaturated soil are analyzed through a simulation 
environment based on cellular automata (CA). The modeling proposed in this 
chapter represents an extension of the original computational paradigm of cellular 
automata, because it uses a macroscopic CA approach where local laws with a 
clear physical meaning govern interactions among automata. This CA structure, 
aimed at simulating a large-scale system, is based on functionalities capable of 
increasing its computational capacity, both in terms of working environment and 

taken from benchmarks in literature, showing a good agreement even in the cases 
where non-linearity is very marked. Furthermore, some analyses have been carried 
out considering quantization techniques aimed at transforming the CA model into 
an asynchronous structure. The use of these techniques in a three-dimensional 
benchmark allowed a considerable reduction in the number of local interactions 
among adjacent automata without changing the efficiency of the model, especially 
when simulations are characterized by scarce mass exchanges. 

Keywords: flow and transport model, macroscopic cellular automata, parallel simulation, 
discrete approach, quantization techniques, model validation, environment. 

1. Introduction 

The capability of understanding and modeling hydrological processes at different 
spatial scales together with the need for a more detailed knowledge of mechanisms 
regulating soil interaction between surface and subsurface, has led experts to 
investigate and develop different forms of modeling. 
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in terms of the optimal number of processors available for parallel computing. 
Specifically, the performance of a three-dimensional unsaturated flow model has
been verified comparing the results with reference multidimensional solutions 

P.C. Baveye et al. (eds.), Uncertainties in Environmental Modelling  
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In many cases, the models using fully-coupled system equations to describe the 
hydrological cycle of a basin completely have shown computational limitations, 
mainly due to both the reduced dimension of sampling-grids (or mesh), involving 
a narrow space domain, and smaller time steps which are essential to prevent 
eventual numerical instability. 

These problems become even more evident during the simulation of soil  
dynamics because of the fast responses of this zone to atmospheric forcing, which 
limit us to a modeling characterized by very reduced space-time steps (Orlandini, 
1999). 

It becomes increasingly necessary to find alternative numerical solutions that, 
always under the aegis of describing physical phenomena, allow us to increase the 
spatial and temporal domain of simulations with acceptable computational  
requirements. 

Modeling based on cellular automata (CA) represents a valid alternative to 
analytical-deductive methods based on the analysis of physical equations describ-
ing a particular phenomenon and their subsequent resolution carried out through 
numerical methods (Toffoli and Margolus, 1987; von Neumann, 1966; Wolfram, 
1986, 1994). In complex physical phenomena, this modeling allows us to capture 
the fundamental characteristics of systems whose global behavior is derived from 
the collective effect of numerous simple components interacting locally. Many 
CA applications in fluid-dynamics exist, most of these based on microscopic app-
roaches: lattice gas automata models were introduced to describe the motion and 
collision of particles interacting according to appropriate laws on a lattice space 
(Frisch et al., 1987).  These models can simulate the dynamic properties of fluids 
(Di Pietro et al., 1994; Pot et al., 1996) and their continuum limit leads to the 
Navier-Stokes equations (Rothman and Zaleski, 1997). Lattice gas models, due to 
the simplicity of both fluid particles and their interactions allow simulations of a 
large number of particles, but do not allow to express the velocity in explicit form, 
because an amount of fluid moves from one cell to another one in a CA step, 
which is defined as a constant time, involving a constant “velocity” in the CA con-
text of discrete space-time. However, velocities can be achieved through the 
analysis of the global behavior of the system: in the space by considering clusters 
of cells; and in time by taking into account the average velocity of the advancing 
flow front in a sequence of CA steps.  

Surface and subsurface flow modeling represent complex macroscopic fluid 
dynamical phenomena. Subsurface solute transport has been traditionally des-
cribed by a deterministic advection-dispersion equation based on analogy to Fick’s 
laws of diffusion. According to this analogy, the spread of a nonreactive contami-
nant in a hydrogeologic environment is controlled by a constant directional 
medium property called dispersivity which, when multiplied by absolute velocity, 
yields a directional dispersion coefficient. Flow and transport modeling seem dif-
ficult to model in these CA frames, because they occur on a large space scale and 
need, practically, a macroscopic level of description that involves the management 
of a large amount of data.  
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Lattice gas models are only capable of reproducing the birth of macroscopic 
flow patterns. The drawbacks of the lattice gas models have been overcome by the 
Lattice Boltzmann Method (LBM), where the state variables can take continuous 
values (instead of integer variables), as they are supposed to represent the density 
of fluid particles endowed with certain properties located in each cell (McNamara 
and Zanetti, 1988; Succi et al., 1991; Chopard and Luthi, 1999). In the LBM space 
and time are discrete and they represent a very powerful approach which combines 
numerical efficiency with the advantage of having a model whose microscopic 
components are intuitive. Also for the Boltzmann models the equivalence with the 
Navier-Stokes equations for incompressible fluids has been demonstrated (Higuera 
and Jimenez, 1989; Qian et al., 1992; Chen et al., 1992; He and Luo, 1997). 

LBM has been used to model flow in porous media, but the applications so far 
developed usually take a more microscopic approach and aim at describing phe-
nomena which take place at the pore level (Martis and Chen, 1996; Zhang et al., 
2000; Knutson et al., 2001; Zhang et al., 2005). Some extensions to porous media 
and scaling up have been also proposed (Soll et al., 1993; Soll and Birdsell, 1998; 
Sukop and Or, 2004; Chau et al., 2005), as well as LBM has been used for macro-
scopic plots modeling (Deng et al., 2001; Zhang et al., 2002a,b; Ginzburg, 2005), 
but quantities such as density, velocity and concentration are obtained by taking 
the moments of the distribution function (Deng et al., 2001). 

Empirical CA methods were developed on the macroscopic scale in order to 
directly deal with the macroscopic variables associated to the representative ele-
mentary volume of the physical system under consideration (Di Gregorio and 
Serra, 1999; Di Gregorio et al., 1999). In these methods an almost unlimited number 
of states are allowed and, each state is described by a Cartesian product of sub-
states, each one describing a specific feature of the space portion related to its own 
cell. Furthermore, the transition function is split in different parts, each correspond-
ing to an elementary process of the macroscopic phenomenon. When an amount of 
fluid is computed to pass from one cell to another, this particular characteristic of 
the transition function allows fluid to be added to the cell and, at the same step, to 
change all the sub-states involved, specifying the evolution of the main quantities 
of the macroscopic system such as velocity explicitly (Avolio et al., 2003). 

But, these empirical CA methods make use of some local laws where automata 
interactions are based on parameters whose physical meaning is not clear and, as a 
consequence, heavy calibration phases are necessary to estimate suitable values of 
the same parameters. The computational effort which results is partially justified 
by the possibility of making cellular automata directly compatible with parallel 
programming (Toffoli and Margolus, 1987; Crutchfield et al., 2002). 

In this chapter the same extended notion for macroscopic cellular automata has 
been considered to develop a three-dimensional model which simulates water flux 
in unsaturated soils, but the local laws governing the automata interactions are 
based on physically-based rules. 

The model, developed in a problem solving CA environment called CAMELOT 
(Dattilo and Spezzano, 2003) has been used for different multidimensional schemes 
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and provides results similar to those of other approaches described in Paniconi et al. 
(1991), Paniconi and Putti (1994) and Huyakorn et al. (1986).  

Moreover, in the second part of the chapter a particular aspect regarding the use 
of theory of quantized systems (Ziegler, 1998) applied to the proposed CA model 
has been investigated. This concerns the computational benefits derived from the 
application of some quantization techniques aimed at decreasing the number of 
local interactions by neglecting scarce mass exchanges occurring between neigh-
boring automata. Through these techniques CA act as an asynchronous system, 
where according to a common quantum size rule a given automaton evolves or is 
kept at rest depending on its state and on those of the adjacent cells. 

2. Discrete formulation of flow in unsaturated soil 

All existing numerical methods for the solution of field equations have a differen-
tial formulation as their starting point. A discrete formulation is then obtained by 
means of one of the many discretization methods, such as Finite Difference 
Method (FDM), Finite Element Method (FEM) or, in general, a weighted residual 
or weak solution method. Even Boundary Element Method (BEM) and Finite 
Volume Method (FVM), which use an integral formulation, have a differential 
formulation as their substratum (Tonti, 2001). The formation of densities and rates 
and then the passage to the limit to form the field functions, that is typical of field 
and continuum theories, deprive physical variables of their geometrical content 
(for this reason any discretization process restored from the differential formula-
tion is not based on geometrical but only on numerical considerations).  

So, it follows that to obtain a discrete formulation of the fundamental equation 
of a physical theory, it is not necessary to go down to the differential form and 
then go up again to the discrete form. It is enough to apply the elementary physical 
laws to small regions where the uniformity of the field is attained to a sufficient 
degree, this being linked to the degree of accuracy of data input and to the obser-
vation scale of the physical phenomenon. In this way, we obtain a direct discrete 
formulation of the field equation. 

If we consider a discrete cell system, in which the cells have smaller dimensions 
where the departure from uniformity is larger, we may use the same constitutive 
law used in the differential context, as an approximation. 

In this section our aim is to obtain a direct discrete formulation of the unsatu-
rated flow, the equation that we use in CA model. This equation, whose solution  
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Following this approach, starting from the technique suggested by Muzy et al. 
(2002), dynamic quantization which makes CA structure both asynchronous and 
non-uniform is developed. In particular, the quantum size rule conditioning the tran-
sition function is varied locally according to the sub-state describing the degree 
of saturation of the soil, and this produces a considerable reduction in the local 
transitions without adversely affecting the performance of the model. 
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provides the variables configuring the phenomenon, is the final result of the 
composition of the mass-balance equation and the constitutive equation (Darcy’s 
law). The discrete mass-balance equation is the following (Straface et al., 2006): 

 α
cΦ

α
∑ +

1
ρc

Δmc

Δt
= Sc  (1) 

 K ci =
Vc + Vi

Vc

Kcα
+

Vi

Kiα

 (3) 

where Vc and Vi [L3] are the volumes of the cells, while Kcα and Kiα are the ele-
ments on the diagonal of the hydraulic conductivity tensor corresponding to the 
direction α in the cells c and i, assuming that the xyz Cartesian system is colinear 
with the principal anisotropy directions. 

The remaining terms of equation (2) are the total heads hc and hα [L], the cell 
dimension lα [L], the hydraulic gradient gα [–] and the surface area Aα [L2] where 
the flux α

cΦ  passes through (Figure 1b). Equation (2) is a particular form of a 
more general direct discrete formulation of the unsaturated flow equation. For 
more details see Appendix A. 
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where c is the cell where the water mass balance is performed, α is the generic 
direction obtained linking the center of the mass of cell c with that adjacent (see 
Figure 1a, for a two-dimensional case), α

cΦ  is the mass flux [L3T–1], ρc  is the 
fluid density  [ML–3], cm is the mass inside the single cell c [M], Δt is the time step 

[T], Δmc
Δt

 [MT–1] is the mass-time variation in the cell, and Sc  is the mass source 

term [L3T–1].  Equation (1) is valid both for internal nodes of the discrete domain 
and for boundary nodes, avoiding the typical differential approach where differen-
tial equations and boundary conditions are separated. The mass flux is given by 
Darcy’s equation, which in discrete terms for a cubic regular mesh becomes: 

 α
cΦ = −K cα

hα − hc
lα

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ Aα = −K cαgα Aα  (2) 

where αcK  is the hydraulic conductivity averaged between cell c and that adja-
cent along the direction α (e.g., cell i in Figure 1), obtained assuming the energy 
dissipated between two adjacent cells equivalent to the energy dissipated in a ficti-
tious cell containing them (Indelman and Dagan, 1993). Then, if we consider the 
hydraulic conductivity averaged between cell c and i (Figure 1b), we assume: 
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Fig. 1. (a) Scheme of a squared two-dimensional cells complex; (b) Representation of the flux 
through the face of two adjacent cells. 

The time variation of mass content changes according to the flow type consid-
ered. For unsaturated flow, assuming the fluid is incompressible and density-
independent, the mass time-variation becomes: 

 Δmc

Δt
= Vcρc

Δθ c

Δt
 (4) 

If the ratio between capillary pressure pc [ML–1T–2] and specific weight of 
liquid γw [ML–2T–2] represents the pressure head ψc [L] and the specific retention 
capacity Cc(ψ) [L–1] is considered (Bear, 1972), then applying the chain rule to 
equation (4) the following equation is achieved:  

 Δθ c

Δt
=

Δθ c

Δhc

Δhc

Δt
= Cc

Δhc

Δt
 (5) 

from which the complete form of the unsaturated soil flux equation is obtained: 

 Σ
α

− K
___

cα
hα − hc

lα

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ Aα + VcCc

Δhc

Δt
= Sc  (6) 

For the solution of unsaturated flow it is necessary to specify the non-linear 
dependencies among the assumed independent variable, total head hc, and terms 
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The discrete unsaturated flow equation (6) is applied to each cell of the domain, 
with hc the only unknown term to be estimated. The gravitational effects are 
taken into account considering that is h = ψ  + z, and consequently =− chhα  ( )cc zz −+− αα ψψ . 
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characterizing the hydraulic properties of soil represented by water content θc, 
specific retention capacity Cc and hydraulic conductivity Kc = K(ψc). Such rela-
tionships can be expressed in tabular form or more usually through empirical 
equations fitting experimental data using theoretical models (Mualem, 1974, van 
Genuchten and Nielsen, 1985). 

In the discrete formulation that we present the hydraulic head is assumed to be 
continuous and need not to be differentiable. Each cell may have different consti-
tutive properties: this allows composite porous or fractured media to be dealt with. 
The boundary conditions are of two kinds: on some parts of the boundary the 
hydraulic head hc can be assigned, while on the remaining parts, the flow rate α

cΦ  
can be assigned. The sources can be continuous (drainage trench or superficial re-
charge) and also may be concentrated (wells or sinks), by means of the mass 
source term Sc of equation (1). Our purpose is to find the hydraulic head of all cell 
nodes (barycenters) where it is not assigned: these can be internal as well as 
boundary nodes.  Equation (6) is valid for interior or boundary cells: in this way, 
we can avoid the unnatural separation of the differential equations and the bound-
ary conditions, which is typical of a differential formulation.  

The discrete formulation of physical phenomena gives several computational 
advantages, such as discussed in Appendix A. This approach proves to be particu-
larly suitable to the use of a macroscopic cellular automata environment and to be 
developed in a parallel computing system. 

3. Discrete formulation of solute transport 

The discrete form of the mass solute equation may be written as follows (Straface, 
1998): 

 Φ s
c +

c∈I (h )
∑

1
ρs

c
Δms

c

Δt
= 0 (7) 

where Φ s
c  is the solute mass flux and Δms

c
 is the cell mass change. This equation 

indicates that, the amount produced in the volume during a time interval is equal 
to the sum of the outgoing solute flow of the same quantity across the boundary of 
the volume during the time interval, and of the quantity stored inside the volume 
in the same interval. The equation is valid either for the internal nodes or for the 
lateral nodes. The mass time-variation becomes: 

 Δms
c

Δt
= nc ⋅V c ⋅

ΔC c

Δt
  (8) 

where Cc is the solute mass concentration in cell c. 
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The mass transport phenomenon in an aquifer is subdivided into three separated 
mechanisms: (1) convection, (2) molecular diffusion and (3) cinematic dispersion. 

Convection is the phenomenon where dissolved substances are carried along by 
the movement of fluid displacement. In this case we assume: 

 Φ s
conv = Φ s

c ⋅C c ⋅
1

ρs
c  (9) 

Molecular diffusion is a physical phenomenon linked to the molecular agita-
tion. In a fluid at rest the Brownian motion projects particles in all directions of 
space. If the concentration of the solution is not uniform in space the point with 
the highest concentration sends out, on the average, more particles in all directions 
than the point with a lower concentration. The result of this molecular agitation is 
then that particles are transferred from zones of high concentration to those of low 
concentration (de Marsily, 1986).  

Fick has found that the mass flux of particles in a fluid at rest is proportionate 
to the concentration gradient: 

 Φs
diff = −Ac ⋅

1
ρs

c ⋅ nc ⋅ d0 ⋅ gc  (10) 

The coefficient d0, knows as the molecular diffusion coefficient, is isotropic 
and can be expressed by the following equation: 

 d0 =
RT
N

1
6πμr

 

where R is the constant of perfect gases, N the Avogrado’s number, T absolute 
temperature, μ  fluid viscosity and r the mean radius of diffusing molecular aggre-
gates. 

In fine, kinematic dispersion is a mixing phenomenon linked mainly to the het-
erogeneity of the microscopic velocities inside the porous medium on whatever 
scale they are observed: 

• Inside a pore the velocities in mobile fraction are not uniformly distributed. 
• The differences of aperture and travel distance from one pore to another create 

a difference in mean velocities. 
• A stratification or any features of large scale heterogeneity.  

The suggested mathematical formula adopts a transport law through dispersion 
similar to the Fick’s law which accounts for the phenomena of mixing applied to 
the whole section of the medium, like the Darcy velocity, but with a dispersion 
coefficient D: 

34 



 CELLULAR AUTOMATA MODELING OF ENVIRONMENTAL SYSTEMS 

 Φsh

disp = −Ac ⋅
1

ρs
c D ⋅ gc  (11) 

Here, in explicit form, the balance equation becomes: 

 
1

ρs
c Φs

c ⋅C c − nc ⋅ d0 + Dc( )⋅ Acgc[ ]=
c∈I (h)
∑ 1

ρs
c

Δms
c

Δt
 (12) 

The function gc is the concentration gradient, whose formulation depends on type 
of the used interpolation. Employing a linear interpolation it can be expressed by: 

 C (x, y,z) = a + gx x + gy y + gzz  

According to the analysis showed in Appendix A for the head gradient, we can 
write  

 gc =
1

3V c AcC c  

x'

y'

z'

f1f 3

f 2 x

y

z

e1

e3

e2 α
β

 
If we use a cubic cell, the reference system XYZ is co-linear with cubic faces 

and so the dispersion tensor Dcassumes the form: 

 Dc =
DL 0 0
0 DT 0
0 0 DT

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
 

Because of more general flow directions, we have to express dispersion tensor 
on a new reference system X′Y′Z′, where X′ is the flow direction, Y′ and Z′ his 
orthogonal. The change of the basis must be effected: 
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 D f
c = T −1Dc  

where f indicates the new reference basis, where  tensor will assume  the form: 

 D f
c =

Dx'x' Dx'y' Dx'z'

Dy'x' Dy'y' Dy'z'

Dz'x' Dz'y' Dz'z'

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
 

4. Macroscopic cellular automata model 

Cellular automata (CA) are a dynamic system where space, time and states are 
hypothesized as being discrete. They are based on a division of space in regular 
cells, each one having an identical computational device embedded in it: the finite 
automaton (fa). The physical quantities (or fa state) take only a finite set of values. 
The fa input is given by the states of the neighboring cells, including the cell 
which contains the fa. 

The fa states vary according to a local rule (transition function); i.e., in a given 
time step a fa state depends on its state and on those of neighboring cells at the 
previous time step. Finite automata have identical transition functions, which are 
simultaneously applied to each cell (synchronous CA). At the beginning all the fa 
are in arbitrary states representing the initial conditions of the system. Then the 
CA evolve by changing the state of all fa simultaneously at discrete time steps 
according to the fa transition function. Finally, the global evolution of the CA sys-
tem is derived from the evolution of all the cells. 

Since every cell has the same neighborhood structure, even the cell at the 
boundary of a physical domain has neighboring cells that are outside the domain. 
Conventionally, border cells are assumed to be connected to the cells on the oppo-
site boundary like neighbors forming a closed domain. For example, for a two-
dimensional rectangular domain, a site on the left border has the site in the same 
row on the right border as its left neighbor. With the same update rule applied to 
all the cells, this yields what is called a periodic boundary condition which is rep-
resentative of an infinite system. Certainly, the type of the boundary condition to 
be used in a simulation depends on the physical application under consideration. 
Other types of boundary conditions may be modeled using preset values of the cell 
for the boundary nodes or writing suitable update rules for the cells at the boundary. 

The previous definition is not sufficient for modeling spatially extended natural 
macroscopic phenomena such as soil infiltration. More detailed conditions need to 
permit a correspondence between the system with its evolution in the physical 
space-time and the model with the simulations in the cellular space-time. Thus, for 
many cases the complexity of macroscopic natural phenomena requires an exten-
sion of the original CA computational paradigm. 
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Firstly, the dimension of the cell and the time correspondence to a CA step 
must be fixed. These are defined as global parameters, as their values are equal 
for all the cellular space. They represent the set P together with other global para-
meters, which are frequently necessary for the simulation of complex phenomena 
involving time and/or space heterogeneity. 

The state of the cell must account for all the characteristics (referring to the 
amount of space represented by the same cell), which are assumed to be relevant 
to the evolution of the system. Each characteristic corresponds to a sub-state, 
where the permitted values for a sub-state have to form a finite set. The set Q of 
possible states of a cell is given by the Cartesian product of the sets of the values 
of sub-states: Q = Q1 × Q2 × … × Qn. When a characteristic representing a physi-
cal quantity is expressed in terms of a continuous variable referring to a space 
point, then the cell size chosen must be small enough so that the approximation of 
considering a single value for the whole cell extension may be adequate to the fea-
tures of the phenomenon. Actually, the continuity of the variable is not a problem 
because a finite, but adequate, number of significant digits are utilized, so that the 
set of values allowed is extremely large but finite. Furthermore, the cell size must 
be large enough to describe a macroscopic approach, even though it must be capable 
of catching the smallest variations in the sub-states, so that they can be hypothe-
sized as constant within each cell.  

As well as the state of the cell that can be partitioned in sub-states, the transi-
tion function σ may also be split into p elementary processes, defined by the func-
tions σ1, σ2, … σp. Elementary processes are applied sequentially according to a 
defined order compatible with the phenomenon under consideration. Different 
elementary processes may involve diverse neighborhoods, each one given by the 
union of all the neighborhoods associated to each process. If the neighborhood of 
an elementary process is limited to a single cell, such a process is defined as an 
internal transformation. 

Specifically, according to the empirical approach suggested by Di Gregorio and 
Serra (1999), an elementary process is given by σ : Qn

m  Qc, where Qn and Qc 
are Cartesian products of the elements of sub-sets of Q, m is the number of cells of 
the neighborhood, involved in the elementary process, Qn describes the sub-states 
in the neighborhood that effect the change in the sub-state value and Qc identifies 
the cell sub-states that change their value. 

5. Subsurface flow modeling through CA 

Using the same extended notion for macroscopic CA, the three-dimensional model 
simulating water flux in unsaturated soils consists of a three-dimensional domain, 
regularly subdivided into cubic cells described by the following functional struc-
ture (Mendicino et al., 2006): 
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 A = Ed ,  X,  Q,P,  σ( ) (13) 

where Ed =  x, y,z( ) | x, y,z ∈ N ,  0 ≤ x ≤ 1x ,  0 ≤ y ≤ 1y ,  0 ≤ z ≤ 1z{ } is the set of 
cells identified by points with integer co-ordinates in the finite region, where the 
phenomenon evolves; N is the set of natural numbers; lx, ly and lz represent the limits 
of the region;  

 X =  0,0,0( ),  −1,0,0( ),  0,1,0( ),  0,0,−1( ),  0,0,1( ),  0,−1,0( ),  1,0,0( ) { } 

identifies the von Neumann neighborhood, which influences the change in the 
state of the central cell; Q is the finite set of the fa states, given by the Cartesian 
product of the following sub-states: 

 Q = Qh × Qψ × Qθ × Qk × QΔ  

where Qh is the sub-state describing the total head of the cell, Qψ is the sub-state 
describing the pressure head, Qθ is the sub-state describing the water content 
(therefore, it may indicate the value of moisture content in volume θ or, according 
to the characteristic equation adopted, the water saturation Sw or the effective satu-
ration Se), QK describes the hydraulic conductivity sub-state (if the medium is ani-
sotropic, this sub-state is further subdivided according to the principal anisotropic 
directions) and, for transient condition analyses QΔ indicates the sub-state cor-
responding to a parameter value necessary to guarantee the convergence of the 
system;   

P is the finite set of CA global parameters which affects the transition function 
and is made up of some parameters associated with the characteristic equations, 
the saturated hydraulic conductivity, the automaton dimension and, the time step. 
Specifically, we have the residual water content θr, the saturation water content θs, 
the capillary air entry pressure ψa, the pore-dimension distribution index n, a con-
tinuity parameter for pressure head ψ0, the specific storage Ss, the saturated  
hydraulic conductivity Ks, the cell dimension lα and the time step Δt. 

σ: Qn
7 → Qc is the deterministic transition function. Once the initial conditions 

(total head, pressure head, conductivity and water content values) and the bound-
ary conditions are fixed, it is based on two elementary steps, σ1 and σ2: 

1. The elementary process σ1 consists in the update of the hydraulic characteris-
tics of the soil (i.e., the hydraulic conductivity Kc, the water content θc and the 
specific retention capacity Cc), depending on the pressure head through the 
characteristic equations. Many theoretical models for the constitutive equations 
θ = θ(ψ) and Kr = Kr(ψ) are available in literature. Those suggested by van 
Genuchten and Nielsen (1985) are commonly expressed as follows: 
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θ ψ( )= θ r + θ s −θ r( ) 1+ β[ ]−m ψ < 0
θ ψ( )= θ s ψ ≥ 0

 (14) 

 Kr ψ( )= 1+ β( )−5m / 2  1+ β( )m − β m[ ]2
ψ < 0

Kr ψ( )= 1 ψ ≥ 0
 (15) 

where β = (ψ/ψa) n, m is a parameter given by m = 1 – 1/n, and Kr(ψ)[–] is the 
relative hydraulic conductivity (so that K(ψ)=Ks Kr(ψ), with Ks [LT–1] saturated 
conductivity);  

2. The elementary process σ2 is the application of the unsaturated soil flux equa-
tion (6), to update the values of the total head hc and the pressure head ψc of the 
cell. 

Starting the simulation, the sub-states condition depend on the initial values 
assigned to the total head hc, while the boundary conditions can be assigned either 
in terms of mass flow coming in (infiltration) or out (exfiltration) from the system 
(Neumann conditions), or fixing the total or pressure head values on some cells of 
the system (Dirichlet conditions). 

6. Cellular automata quantization 

Different conditions affect the nature of the CA. Among these the one based on 
quantized systems theory (Ziegler, 1998) was applied to the proposed model in 
order to reduce the state update transmission process. Such a process, called quan-
tization, starting from the discretization of the states of a continuous process, fixes 
their evolution only through multiples of a specific value, called quantum size. 
Specifically, in a CA system the local interactions within the neighborhood, car-
ried out through the transition function, involve each fa in temporal changes of the 
state: if during a time step the application of the transition function does not allow 
the cell to evolve from state D at least to state D ±1 (where the difference bet-
ween two states is given by the quantum size), it maintains its current state, and 
does not exchange information with the neighborhood. The quantization makes 
cellular automata asynchronous, because for each iteration every fa decides, with 
respect to the value of its state and those of adjacent cells, whether to be updated 
or to remain frozen in its state during the previous time step. 

For the proposed model the quantization procedure has been applied in a dif-
ferent way to the original approach. In Ziegler (1998) the cell evolves through 
fixed values from state D to states D ±1, D ± 2 , D ± 3, etc. (like a step function). 
Instead we assume that the automaton state evolution, depending on a set of local 
interactions of the transition function, is only admitted if a fixed threshold is 
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exceeded. The local interactions of the transition function are conditioned by the 
difference between the values of a chosen sub-state of the cell (the driving sub-
state) before and after a single time step; if this difference is greater than a fixed 
threshold value then interactions are allowed and the automaton state can assume 
any numerical value in the field of real numbers. Obviously, when all local inter-
actions are not significant (all the differences are smaller than the fixed threshold) 
then the automaton is assumed to be at rest. 

In the unsaturated flow problems, the mass exchanges among the cells are due 
to the differences (in the space) among the total heads. Mass exchanges can be 
considered as not significant when they lead to a total head variation (in time) in 
the analyzed cell lower than a fixed threshold. Exceeding the threshold has to be 
checked for every neighbor with the aim of allowing the interaction along the 
generic α direction. Therefore rewriting equation (6) it should be verified that 
(Mendicino et al., 2006):  

 Δhαc =
Δt

VcCc
Sc + K cα

hα − hc

lα

⎛ 

⎝ 
⎜ 

⎞ 

⎠ 
⎟ Aα

⎡ 

⎣ 
⎢ 

⎤ 

⎦ 
⎥ > quantumh (16)

where the term quantumh is the threshold, representing the minimum admissible 
total head variation in the time step Δt. This quantumh determines a constant 
threshold within the CA domain. 

On the CA domain a different threshold can also be hypothesized based on 
variations in time of water content, defined as quantumθ. This quantumθ, accord-
ing to equation (16) has different effects on each cell of the automata, depending 
on the water content value of the same cell at the beginning of the time step and 
on the characteristic equation ψ(θ) adopted. 

Specifically, given the water content θc for the cell analyzed at the beginning of 
the time step, it is: 

 
quantumh = ψ θ c( )−ψ θ c − quantumθ( ) exfiltration
quantumh = ψ θ c + quantumθ( )−ψ θ c( ) infiltration

 (17) 

In this way, the CA system becomes both asynchronous and non-uniform: the 
transition function changes in each fa, because in each automaton the threshold 
depends on a local factor represented by the degree of saturation at the beginning 
of the time step. 

For both thresholds depending on total head and water content, increasing 
values produce two opposite effects: on the one hand the number of interactions 
decreases and on the other the model is less accurate. Then, a suitable compromise 
has to be reached, such as that shown in the next section. 
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7. CA high-performance environment 

The three-dimensional unsaturated flow model has been developed using a high-
performance environment called CAMELOT, specifically developed for macro-
scopic cellular automata simulations (Dattilo and Spezzano, 2003; Folino et al., 
2006). In CAMELOT each transition function uses the same local rule, even 
though it is possible to define some cells characterized by different transient func-
tions (heterogeneous CA). In contrast to the classical cellular approaches which 
make reference to the basic model, where the state of each fa is defined as a single 
bit or a set of bits, in this case the fa state is defined like a set of typed sub-states. 
This increases the range of applications which can be simulated through cellular 
algorithms. Furthermore, in CAMELOT a logical neighborhood representing a 
wide range of different neighborhoods within the same radius, which can also be 
time dependent, has been introduced. 

The CAMELOT components also include load balancing procedures based on 
a scatter-type decomposition technique which allows the computation to be equally 
distributed among processors of the parallel computing system. This is carried 
out using the standard Message Passing Interface (MPI) library, which allows 
CAMELOT to run on different hardware platforms for all communications. More 
specifically, the working environment is capable of determining the best number 
of nodes to be used in parallel grid computing for a given CA system, making the 
overheads due to the remote communications among the single processors very 
small. Such a process, which identifies the computational scalability of the CA 
system, becomes more efficient as the spatial dimension of the problem to be ana-
lyzed increases. Therefore, the up-scaling from micro to meso-scale occurs with-
out changing the local rule of the CA and, at the same time, the computational 
efficiency is improved by the working environment. 

8. Results 

The CA model was validated considering a wide range of benchmarks proposed in 
literature. Regarding the flow model, results were compared with numerical simu-
lations of one-dimensional cases (benchmarks 1D1 and 1D2), a two-dimensional 
case (benchmarks 2D) and a three-dimensional case (benchmark 3D), while for 
the transport model a contaminant transport problem has been solved, starting from 
field data based on a real site where experimental measurements were available. 

8.1.  One-dimensional benchmarks 

Two one-dimensional benchmarks were considered along two different soil col-
umns (Paniconi et al., 1991): the former refers to an infiltration problem and the 
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latter to an evaporation one. Both the cases are based on the unmodified Richards’ 
equation which does not allow general closed form exact solutions. Then, for the 
estimate of errors produced by the CA model some reference numerical solutions 
were considered, assuming a very dense grid and small time step (Mendicino et al., 
2006). 

The characteristic equations taken into account for these simulations are the 
(14) and (15), with a modified retention curve θ(ψ) in a form like this (Paniconi 
et al., 1991): 

 
θ ψ( )= θ r + θ s −θ r( ) 1+ β[ ]−m ψ < ψ0

θ ψ( )= θ r + θ s −θ r( ) 1+ β0[ ]−m + Ss ψ −ψ0( ) ψ ≥ ψ0
  (18) 

where β0 = β(ψ0) = ( ψ0/ψa)n, ψ0 being a continuity parameter and Ss the specific 
storage. The general storage term of the Richards’ equation in this case is given by 
η(ψ)=dθ/dψ. The variation in the original equations is necessary to avoid numeri-
cal problems, such as those indicated by Paniconi et al. (1991). The accuracy of 
the CA model was estimated by using both a first and a second order norm error: 

 ε1(t)=
ˆ ψ (zi , t) −ψref (zi , t)

ni=1

n
∑  (19) 

 ε2(t)=
ˆ ψ (zi , t) −ψref (zi , t)[ ]

2

ni=1

n
∑  (20) 

where ψ̂  and ψref are the simulated and reference pressure head at time t respec-
tively, for the i=1..n soil profile points at level zi. 

Benchmark 1D1 consists of an infiltration and redistribution simulation into a 
soil column initially at hydrostatic equilibrium. The boundary condition at the sur-
face is a time-varying specified Darcy flux q which increases linearly with time, 
while the boundary at the base is maintained at a fixed pressure head value of ψ = 
0, allowing drainage of moisture through the water table. The space grid and time 
step have been chosen to guarantee the convergence of the system, following a cri-
terion described in Appendix B (the same criterion has been applied for all simula-
tions considered). 

Figure 2 shows the comparison between CA simulations and reference numeri-
cal solutions: the differences are very small for all the times analyzed. 

Benchmark 1D2 simulates evaporation from an initially wet soil with a fixed 
water table boundary condition at the base of the column. The boundary condition 
at the surface is a specified and constant Darcy flux, until the pressure head at the 
surface reaches its air dry value ψmin, after which the surface becomes a fixed 
head boundary. The comparison between simulations and numerical reference 
solutions is shown in Figure 3. 
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Fig. 2. Comparison between CA simulation (solid lines) and reference numerical solutions 
(points) for the bench-mark 1D1. 
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Fig. 3. Comparison between CA simulations (solid lines) and reference numerical solutions 
(points) for bench-mark 1D2. 



S. STRAFACE AND G. MENDICINO 

The CA model shows a good agreement with the reference solutions, although 
small differences in pressure head at the soil surface were observed. This is mainly 
due to the constitutive equations in the conversion of surface boundary condition, 
which is expressed in terms of water content θ in the reference solution and in 
terms of total head h in the CA model. 

8.2.  Two-dimensional benchmarks  

The 2D benchmark is partly based on textural, structural and hydraulic properties 
of Jornada Test Site soil at Las Cruces (New Mexico) which are described by 

in a very-arid heterogeneous soil. 
The test area consists of three soil layers with different characteristic proper-

ties. Within the bottom-layer, there is a very permeable small zone. The domain 
extends about 8.00 m horizontally and 6.50 m vertically. The experiment was car-
ried out again numerically by Magnuson et al. (1990), utilizing FLASH (FEM) 
and PORFLOW (FDM) calculus codes, therefore the results (supplied by such 
codes) were assumed as standard numerical solutions for the comparison with the 
proposed AC model. Regarding the initial conditions, the soil piezometric head is 
uniform and equal to –7.34 m, corresponding to a saturation degree variable from 
0.31 into the top-layer to 0.37 into the bottom-one. The boundary conditions are 
given by an infiltration zone of 0.02 m d–1 which extends on the area of 2.25 m 
starting from the left side of the domain. The remaining boundary is characterized 
by no flow conditions. Finally, soil properties are based on van Genuchten (1978) 
relationship according to the Mualem (1974) model. 

The AC model which simulates soil moisture evolution consists of square cells 
with a 0.05 m side. The simulation time-step goes from a maximum value of 100 s 
to a minimum ones of about 28 s, according to the limits established by the fol-
lowing criterion of convergence (Mendicino et al., 2006): 

 Δt ≤
l 2Cc

4Kc
 (21) 

As shown in Figure 4 the saturation degree distribution along the analyzed plot 
is obtained through AC model after 30 days from the starting of the simulation, 
and compared with the results obtained by means of FLASH and PORFLOW 
codes (Figure 5). Thirty days step is enough to reach the conditions comparable 
with the steady ones. The effect of the high-saturation zone is clearly visible, because 
the curve indicating the saturation degree is strongly influenced by it. In particular, 
the AC model results shown a good agreement with PORFLOW ones, while the 
output of the FLASH code shows some differences (a greater horizontal extension 
of the curve at 0.4 saturation degree, and a less face along the vertical). 
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Fig. 4. Saturation degree change respect to the initial condition after 30 days. The saturation 
degree shown is greater than 0.0001. 

 

 
Fig. 5. Comparison between CA simulations and reference numerical solutions (PORFLOW and 
FLASH) for benchmark 2D after 30 days from the simulation start. 
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8.3.  Three-dimensional benchmark 

The benchmark 3D is taken from Huyakorn et al. (1986) and analyses a transient 
flow in a rectangular soil column of dimensions 0.50 × 0.50 × 2.00 m subjected to 
infiltration and subsequent evaporation. The bottom and the top faces of this column 
correspond to the water table and the soil surface respectively. The initial pressure 

and then subjected to evaporation for another 10 days; for both phenomena the 
maximum flux rate was assumed as equal to 0.05 m d–1. The minimum allowable 
pressure head at the top of soil column is –0.90 m, saturated hydraulic conductivity 
Ks is equal to 0.1 m d–1, porosity φ is 0.45, residual water saturation Swr is 0.333 
and air entry value ψa is equal to 0.0 m. The constitutive equations are given by 
the equation: 

 ψ −ψα( ) −100 −ψα( )= 1− Sw( ) 1− Swr( ) (22) 

 Kr = Sw − Swr( ) 1− Swr( ) (23) 

Simulations did not show particular convergence or stability problems because 
of the linearity of equations (22) and (23). The time step used for simulations was 
fixed as equal to 60 s while the automaton dimension was assumed as equal to 
0.05 m. The results obtained with the CA model are compared with reference 
solutions in Figures 6a (infiltration) and 6b (evaporation). 

Fig. 6. Comparison between CA simulations (solid lines) and reference numerical solutions 
(points) for benchmark 3D, for infiltration (a) and evaporation (b). 
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– 0.97 m elsewhere. The soil column was first subjected to infiltration for 10 days 
head was assumed to be zero at the water table, –0.90 m at the soil surface, and
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8.4.  Transport benchmark 

In this section we report an example of a validation process using a two dimen-
sional contaminant transport problem (Troisi et al., 2000). The two PS sets have 
been defined starting from field data based on a real site where experimental 
measurements were available.  The study area (Figure 7) is located near the town 
of Montalto Uffugo in Calabria, Southern Italy. It is a valley at the confluence of 
the Settimo River on the south, the Mavigliano River on the north and the Crati 
River on the east. The geology is formed by three layers: sand (0–7 m), clay (7–11 
m), and silt (11 to about 40 m) (Troisi, 1995). A basal clay underlies the silty sand. 
A local perched water table is in the alluvium above the clay layer, and the silty 
sand layer constitutes a confined aquifer above the basal clay. Measurements of 
the hydraulic conductivity and its distribution have been made over the past few  

Fig. 7. Location of the study area used for the transport benchmark. The boundary of the numerical 
model is shown as a dotted line. 
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years using a kriging approach with external drift methodology applied to electrical-

application is defined as the area enclosed by the surface water system as shown in 
Figure 7. In the flow model a heterogeneous isotropic porous medium is assumed. 
Dirichlet boundary conditions are according to the water levels in the surface water 
system. Two permeability zones are assumed in the flow fields, and are indicated 
in Figure 7. Zone 1 is characterized by K11 = K22 = 10–5, Ss = 10–2m while in zone 
2, K11 = K22 = 10–6, Ss = 10–3m. One extracting well, located at coordinates X = 1640 
and Y = 2525 and pumping at a rate of qout = 0.003 m, is coupled with an injecting 
well, located at X = 114 and Y = 225, where the head is kept constant at 138 m. In 
the transport test case we simulate a contaminant injection from the Mavigliano 
River, just east of Highway A3, where a contaminant source of 100 m of length is 
kept at constant concentration. A second contaminant point source is located at X 
= 146 and Y = 241. The parameters used in the simulations are: n = 0.2, αL = 5, 
and αT = 1.  

The benchmark code for this test case has been run on a number of successively 
refined computational grids so that a reliable solution is obtained. The results for 
the test case at time t = 2.3 days are shown in Figure 8. The solutions obtained 
with the TRAN2D (Gambolati et al., 1993) and CA models are not significantly 
different so that the CA model can be considered verified for this benchmark. How-
ever, more meaningful and objective comparison procedures need to be devised, 
as the contour plots give only a qualitative picture. Appropriate simulation quanti-
ties useful for these purposes could be, for example, mass balance measures (both 
local and global), stability measures (e.g., negative concentrations in transport pro-
blems, existence of negative transmissivities in stiffness matrices), accuracy measures 
(e.g., outgoing fluxes from zero Neumann boundaries), and so on. 

 
 

 
 

48 

resistivity data (Troisi et al., 2000). The domain for the flow and transport model 

Fig. 8. Results of the transport problem at t = 2.3 days: benchmark solution (left), CA model
solution (right). 
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9. Cellular automata quantization effects 

The quantization effects considering both total head and water content thresholds 
were investigated using the benchmark 1D1 in a three-dimensional configuration. 
Figures 9a, 9b, 10a, 10b, 11a and 11b show the reduction in the number of auto-
mata interactions along a column of cells together with the corresponding norm error 
ε1 values (assuming as reference values ψref those obtained from the simulations 
without quantization), when the values of thresholds depending on total head 
(quantumh) and water content (quantumθ) are changed, respectively at times of 4, 
10 and 32 h. Obviously, messages exchanged for quantumh = quantumθ = 0 are the 
same. For the particular structure of the 3D problem, it is clear that considering the 
whole automata instead of only a column leads to a number of exchanges equal to 
the values shown in the figures multiplied by the number of automata columns, 
not varying the ε1 error values. 

Fig. 9. Reduction in exchanged messages in a column of cells and variation of error norm ε1 values 
at a time of 4 hours, varying (a) quantumh and (b) quantumθ threshold values. Points drawn with 
two concentric circles represent the number of exchanged messages with quantumh = quantumθ = 0. 

 
Fig. 10. Reduction in exchanged messages in a column of cells and variation of error norm ε1 
values at a time of 10 hours, varying (a) quantumh and (b) quantumθ threshold values. Points 
drawn with two concentric circles represent the number of exchanged messages with quantumh = 
quantumθ = 0. 

 

49 

N
u

m
b

er
o

fm
es

sa
g

es
(m

ill
io

ns
)

10-7 10-6 10-5 10-4 10-3 10-2 10-10 10-9 10-8 10-7 10-6 10-5

0
3

6
9

12
15

N
u

m
b

er
o

fm
es

sa
g

es
(m

ill
io

ns
)

0
3

6
9

12
15

0
0.

00
5

0.
01

0
0.

00
5

0.
01

Number of messages
ε1

ε1
(m

)

ε1
(m

)

quantum
h
=0

quantum
h
(m) quantum q (-)

Number of messages

ε1

θquantum = 0

(a) (b)

(a)

quantum
h
 (m)

N
u

m
b

er
 o

f 
m

es
sa

g
es

 (
m

ill
io

n
s)

ε1
(m

)

10-7 10-6 10-5 10-4 10-3 10-2

(a)

quantumq (-)

10-7 10-6 10-5 10-4 10-3 10-2

0
10

20
30

40

N
u

m
b

er
 o

f 
m

es
sa

g
es

 (
m

ill
io

n
s)

0
10

20
30

40

0
0.

00
5

0.
01

ε1
(m

)
0

0.
00

5
0.

01

Number of messages
ε1

quantum
h 

= 0
quantumθ = 0

Number of messages
ε1



S. STRAFACE AND G. MENDICINO 

 
Fig. 11. Reduction in exchanged messages in a column of cells and variation of error norm ε1 
values at a time of 32 hours, varying (a) quantumh and (b) quantumθ threshold values. Points 
drawn with two concentric circles represent the number of exchanged messages with quantumh = 
quantumθ = 0. 

For all the times analyzed, starting from a very small threshold value (quantumh 
equal to 10–7 m and quantumθ equal to 10–10), an appreciable reduction in the 
number of automata interactions is obtained. This however appears less significant 
for increasing simulation times.  

Once a certain threshold value is exceeded, for both kinds of thresholds the 
increase in the norm error is not tolerable, even if the reduction in exchanges still 
continues. Considering quantumh the critical threshold value seems to be between 
10–5 and 10–4 m.  

For quantumh equal to 10–5 m reductions in exchanged messages of 82.3% 
(with ε1 = 9.1 × 10–4 m), 42.7% (with ε1 = 2.3 × 10–4 m) and 13.3% (with ε1 = 1.0 × 
10–3 m) were obtained at times of 4, 10 and 32 hours respectively. Instead, for 
quantumh equal to 10–4 m reductions in exchanged messages of 87.3% (with ε1 = 
9.1 × 10–3 m), 51.8% (with ε1 = 5.2 × 10–4 m) and 16.1% (with ε1 = 1.0 × 10–3 m) 
were obtained at the same times respectively. For increasing simulation times it 
was observed that higher threshold values still provided acceptable results. 

No essential differences were observed using quantumθ threshold, even though 
for high values some numerical divergence problems occurred, especially for 
increasing simulation times. 

For the same infiltration case 1D1, characterized by retention curves (18), the 
relationship between quantumh and quantumθ is given by the following equation 
(Mendicino et al., 2006): 

 

quantumh = ψ θ + quantumθ( )−ψ θ( )=

ψa
θ + quantumθ −θ r

θ s −θ r

⎛ 
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−1
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Critical quantumθ  threshold values seem to vary between 10–7 and 10–6. For 
quantumθ equal to 10–7 reductions in exchanged messages of 82.0% (with ε1 = 4.8 × 
10–4 m), 39.8% (with ε1 = 7.0 × 10–6 m) and 12.4% (with ε1 = 1.0 × 10–6 m) were 
obtained at times of 4, 10 and 32 h respectively. Instead, for quantumθ equal to 
10–6 m reductions in exchanged messages of 87.0% (with ε1 = 5.6 × 10–3 m), 
47.9% (with ε1 = 1.5 × 10–3 m) and 15.2% (with ε1 = 1.2 × 10–3 m) were obtained 
at the same times respectively. 

The reduction in exchanges varying the thresholds as well as specific effects 
produced by static (quantumh) and dynamic (quantumθ) approaches should not be 
thought of as general results, but are associated with the problem analyzed. In fact, 
considering benchmark 1D1 we start from a top-perturbed initial condition and, 
consequently, the gradients between cells are initially very low and so even a small 
threshold significantly affects the behavior of the system. 

10. Conclusions 

Three-dimensional unsaturated flow and transport modeling has been developed 
by means of an extended notion for macroscopic cellular automata where local 
laws governing the automata interaction are based on physically-based rules. The 
modeling uses a CA structure based on functionalities capable of increasing its 
computational capacity, both in terms of working environment and in terms of the 
optimal number of processors available for parallel computing. 

In terms of performance, the model has been verified considering multidimen-
sional reference solutions taken from benchmarks in literature. The simulations 
carried out on one-, two- and three-dimensional benchmarks have shown results 
similar to the reference solutions, with first and second order norm error values 
never greater, respectively, than 0.028 m and 0.5 m2. The AC characteristic equations 
are subjected to parameters which amplify the non-linearity of the phenomenon. 
Even if not explicitly shown in this chapter, the effects of non-linearity can be 
reduced using smaller dimension automata, which evolve with lower mass flow 
values, which better approximate the non-linearity condition. 

Furthermore, in the three-dimensional configuration of the benchmark 1D1 the 
benefits of the use of quantization techniques to reduce the number of interactions 
occurring locally among adjacent automata have been observed. The CA structure 
working in an asynchronous and non-uniform manner, allowed a considerable 
reduction in the local transitions, which becomes very significant in the first steps 
of simulations characterized by scarce mass exchanges. In this case, in the first 
four hours of simulation a reduction greater than 80% in the messages exchanged 
among automata was achieved with negligible error values by considering both 
thresholds depending on total head and water content. 

Therefore, at the end of this analysis, the modeling proposed appears to be: (1) 
innovative with respect to other macroscopic CA models, because its physically-
based structure differs from the others commonly based on empirical methods 
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where local laws show some parameters whose physical meaning is not clear and, 
as a consequence, heavy calibration phases are necessary to estimate suitable values 
of the same parameters; (2) innovative with respect to other unsaturated flow 
models, because it solves the problem through a direct discrete approach; (3) reli-
able for all the simulations carried out with one-, two- and three-dimensional 
benchmarks; (4) faster than some other numerical approaches not based on quanti-
zation techniques aimed at reducing the local interactions among the elements of 
the discrete system. 

The proposed discrete approach, coupled to the CA environment implementa-
tion, allows us to deal with heterogeneous and anisotropic soils and composite 
porous or fractured media, and with different (continuous or concentrated) sources 
in a quite simple way, by just varying the parameters of specific regions of the CA 
and not changing the transition function. 

Finally, from a computational point of view the higher efficiency values shown 
by the model running on parallel machines increase the capability of the CA sys-
tem also with respect to the fully-coupled modeling of complex macroscopic 
phenomena such as those represented in this chapter. 

Appendix A. Direct discrete formulation of the Darcy equation 

The aim of this appendix is to show that the direct discrete formulation of the 
unsaturated flow equation on three-dimensional cubic cells is a particular form of 
a more general direct discrete formulation of the Darcy equation. 

Figure A1a shows the tetrahedral element c with a volume Vc whose vertices 
correspond to the barycenters of four tetrahedral cells belonging to a more com-
plex cell system. Referring to this figure, we hypothesize that the variable H (total 
head) is given by the following equation: 

Fig. A1: (a) The elementary tetrahedron of a generic cell system; (b) The elementary cube of a 
three-dimensional cubic cell system. 
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 H (x, y,z) = a + gx x + gy y + gzz  (A.1) 

where the coefficients gx, gy and gz are the hydraulic gradient vector components, 
and a is a constant. Given h, i, j and k the tetrahedron vertices, with Li, Lj and Lk 
the three sides starting from the vertex h, we can write: 

 
Hi − Hh = gx xi − xh( )+ gy yi − yh( )+ gz zi − zh( )

H j − Hh = gx x j − xh( )+ gy y j − yh( )+ gz z j − zh( )
Hk − Hh = gx xk − xh( )+ gy yk − yh( )+ gz zk − zh( )

⎧ 

⎨ 
⎪ 

⎩ 
⎪ 

 (A.2) 

or in matrix form: 

 
Lix Liy Liz

L jx L jy L jz

Lkx Lky Lkz

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 

c

gx

gy

gz

⎧ 

⎨ 
⎪ 

⎩ 
⎪ 

⎫ 

⎬ 
⎪ 

⎭ 
⎪ 

c

=
H i − H h

H j − H h

H k − H h

⎧ 

⎨ 
⎪ 

⎩ ⎪ 

⎫ 

⎬ 
⎪ 

⎭ ⎪ 
c

 (A.3) 

where the matrix of L terms contains the projections of the sides Li, Lj and Lk on 
the x, y, z axes. The solution of the system, obtained by Cramer’s rule, is the fol-
lowing: 

 
gx

gy

gz

⎧ 

⎨ 
⎪ 

⎩ 
⎪ 

⎫ 

⎬ 
⎪ 

⎭ 
⎪ 

c

=
1

3Vc

Ahx Aix A jx Akx

Ahy Aiy A jy Aky

Ahz Aiz A jz Akz

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 

c

H h

H i

H j

H k

⎧ 

⎨ 
⎪ ⎪ 

⎩ 
⎪ 
⎪ 

⎫ 

⎬ 
⎪ ⎪ 

⎭ 
⎪ 
⎪ 

c

 (A.4)  

where the matrix of A terms contains the projections of the oriented areas Ah, Ai, 
Aj and Ak of the tetrahedron on the x, y, z axes. System (A.4) can also be written 
in the following way: 

 g{ }c =
1

3Vc
A[ ]c H{ }c  (A.5) 

The Darcy equation links the mass flux Φ to the hydraulic gradient g through 
the following system: 

 
Φx (x, y,z)
Φy (x, y,z)
Φ z (x, y,z)

⎧ 

⎨ 
⎪ 

⎩ 
⎪ 

⎫ 

⎬ 
⎪ 

⎭ 
⎪ 

c

= −
kxx kxy kxz

kyx kyy kyz

kzx kzy kzz

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 

c

gx (x, y,z)
gy (x, y,z)
gz (x, y,z)

⎧ 

⎨ 
⎪ 

⎩ 
⎪ 

⎫ 

⎬ 
⎪ 

⎭ 
⎪ 

c

 (A.6) 
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that is:  

 Φ{ }c = − k[ ]c g{ }c  (A.7) 

If a cubic cell is considered (Figure A1b), the off-diagonal terms of the system 
(A.2) are null. In matrix form results: 

 
Lhi 0 0
0 Lhj 0
0 0 Lhk

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 

c

gx

gy

gz

⎧ 

⎨ 
⎪ 

⎩ 
⎪ 

⎫ 

⎬ 
⎪ 

⎭ 
⎪ 

c

=
Hi − Hh

H j − Hh

Hk − Hh

⎧ 

⎨ 
⎪ 

⎩ ⎪ 

⎫ 

⎬ 
⎪ 

⎭ ⎪ 
c

 (A.8) 

and the solution of the system is given by: 

 
gx = Hi − Hh( ) Lhi

gy = H j − Hh( ) Lhj

gz = Hk − Hh( ) Lhk

⎧ 

⎨ 
⎪ 

⎩ 
⎪ 

 (A.9) 

then, assuming that the xyz Cartesian system is colinear with the principal aniso-
tropy directions, the Darcy equation becomes: 

 
Φ x = −kx H i − H h( ) Lhi

Φ y = −ky H j − H h( ) Lhj

Φ z = −kz H k − H h( ) Lhk

⎧ 

⎨ 
⎪ 

⎩ 
⎪ 

 (A.10) 

The equations of the system (A.10) are equivalent to equation (2), showing that 
the direct discrete formulation of the unsaturated flow equation on three-dimensional 
cubic cells is a particular form of a more general direct discrete formulation of the 
Darcy equation. 

The three-dimensional cubic cell system is a particular case of a Delaunay 
tessellation. With this kind of tessellation the discrete governing equation system 
is similar to the one achieved using Finite Difference or Finite Volume Method 
schemes (Mattiussi, 1997, Manzini and Ferraris, 2004).  If we do not use a Delaunay 
tessellation (as in the case of an irregular mesh), we obtain a discrete governing 
equation system by means of an interpolation of the hydraulic head on the cells. It 
has been shown that, for linear interpolation the discrete governing equation sys-
tem coincides with the one of the Finite Element Method (Tonti, 2001). However, 
for quadratic interpolation the discrete equation system, which is asymmetric, dif-
fers from the FEM scheme, achieving a convergence of the fourth order, greater 
than the one obtained with FEM using the same interpolation (Tonti, 2001). 
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When we use a method with a differential or integral formulation, the choice of 
the cell or the tessellation type depends on the method selected (FEM, FDM, 
FVM…). In contrast, if we use a direct discrete formulation, the cell or the tessel-
lation type and the time interval can be chosen considering the physical laws gov-
erning the problem, the spatial and temporal scale of the phenomenon and, if the 
cells are considered as finite automata of a CA, the macroscopic CA environment 
can be chosen, with the opportunity, for example, of using different shapes (e.g., 
squares and hexagons) for the single elements. 

Appendix B. Convergence of discrete unsaturated flow equation 

The problem of convergence, in a finite difference method, consists of finding the 
conditions under which the difference U(i,j,k,t) − u(i,j,k,t) between the theoretical 
solutions of the differential (U) and difference (u) equations at a fixed point 
(i,j,k,t) tends to zero uniformly, as the net is refined in such a way that 
Δx,Δy,Δz,Δt → 0, and m1,m2,m3,n → ∞, with m1Δx ( = i), m2Δy ( = j), m3Δz ( = k) 
and nΔt ( = t) remains fixed, and m1,m2,m3,n being integers, with m1 = m2 = 
m3 = n = 0 the origin. 

The fixed point (i,j,k,t) is anywhere within the region under consideration, and 
it is sometimes necessary in the convergence analysis to assume that Δx,Δy,Δz,Δt 
do not tend to zero independently but according to some relationship (Mitchell and 
Griffiths, 1980). 

If we consider a discrete cell system directly, of course we can assume that a 
difference exists between the ‘exact’ infinitesimal (differential) solution and the 
discrete solution. Since the independent variable in the unsaturated soil flux equa-
tion (6) is the total head h, we can introduce the error e: 

 i, j,k
te = i, j ,k

tH − i, j,k
th  (B.1) 

that is the difference between the exact solution H and the discrete solution h at 
the grid point i,j,k,t. 

Rearranging equation (6) considering Δx = Δy = Δz = l, we obtain: 

 Δhc

Δt
=

1
Ccl 3 Sc +

1
Ccl 2 Kcα

_____
hα − hc( )

α
∑   (B.2) 

Expanding the terms and considering the introduced error term, we have with 
respect to the grid point i,j,k,t (i.e., the cell c becomes the grid point i,j,k,t): 

55 



S. STRAFACE AND G. MENDICINO 

Hi, j,k
t +Δt − ei, j,k

t +Δt − Hi, j,k
t + ei, j,k

t

Δt
=

1
Ci, j,k

t l 3 Sc +
1

Ci, j,k
t l 2 [Ki−1, j,k

t H i−1, j,k
t − ei−1, j,k

t( )+ Ki+1, j,k
t H i+1, j,k

t − ei+1, j,k
t( )+

+Ki, j−1,k
t H i, j−1,k

t − ei, j−1,k
t( )+ Ki, j +1,k

t H i, j +1,k
t − ei, j +1,k

t( )+

+Ki, j,k−1
t H i, j,k−1

t − ei−1, j,k
t( )+ Ki, j,k +1

t H i, j,k +1
t − ei, j,k +1

t( )− Ki±1, j ±1,k ±1
t H i, j,k

t − ei, j,k
t( )]

 

  (B.3) 

where Ki±1, j ±1,k±1
t = Ki−1, j,k

t + Ki+1, j,k
t + Ki, j−1,k

t + Ki, j +1,k
t + Ki, j,k−1

t + Ki, j,k+1
t  is the 

sum of the hydraulic conductivities averaged between the grid point i,j,k,t and the 
adjacent points i ± 1,j ± 1,k ± 1,t, obtained considering in equation (3) the ele-
ments on the diagonal of the hydraulic conductivity tensor corresponding to the 
linking directions.  

Isolating the error term in the time step t + Δt, we get 

 

ei, j,k
t +Δt = 1− Ki±1, j ±1,k±1

t Δt
l 2Ci, j,k

t

⎡ 

⎣ 
⎢ 
⎢ 

⎤ 

⎦ 
⎥ 
⎥ 
ei, j,k

t +

+
Δt

l 2Ci, j,k
t (Ki−1, j,k

t ei−1, j,k
t + Ki+1, j,k

t ei+1, j,k
t + Ki, j−1,k

t ei, j−1,k
t + Ki, j +1,k

t ei, j +1,k
t +

+Ki, j,k−1
t ei, j,k−1

t + Ki, j,k+1
t ei, j,k+1

t ) −
Δt

Ci, j,k
t l 3 Sc + f (H ,K)

 (B.4) 

where f (H,K) is a function of permeability K and of the exact solution H: 

 

f (H ,K) =

H i, j,k
t +Δt − 1− Ki±1, j ±1,k ±1

t Δt
l 2Ci, j,k

t

⎡ 

⎣ 
⎢ 
⎢ 

⎤ 

⎦ 
⎥ 
⎥ 
H i, j,k

t +

−
Δt

l 2Ci, j,k
t (Ki−1, j,k

t H i−1, j,k
t + Ki+1, j,k

t H i+1, j,k
t + Ki, j−1,k

t H i, j−1,k
t

+Ki, j +1,k
t H i, j +1,k

t + Ki, j,k−1
t H i, j,k−1

t + Ki, j,k +1
t H i, j,k +1

t )

 (B.5) 

From now on, for the sake of simplicity, we will not consider the source term Sc. 
Let , ,

t
i j kE denote the maximum value of ei, j,k

t  at time t and M the maximum 

modulus of f (H,K) for all i,j,k,t. When the term in the square brackets in equation 
(B.4) is equal or greater than zero, all the coefficients of e in the equation are posi-
tive or zero. The term in the square brackets is equal to or greater than zero when: 
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 Δt ≤
l 2Ci, j,k

t

Ki±1, j ±1,k ±1
t

 (B.6) 

and, working on equation (B.4), we have: 

 ei, j,k
t +Δt ≤ Ei, j,k

t + M  

As this is true for all values of i,j,k it is true for max
i, j,k

ei, j,k
t +Δt ≤ Ei, j,k

t +Δt + M . Hence: 

 Ei, j,k
t +Δt ≤ Ei, j,k

t + M ≤ Ei, j,k
t−Δt + M( )+ M = Ei, j,k

t−Δt + 2M  

etc., from which it follows that: 

dθ
dH

∂H
∂t

−
∂Kx ψ( )

∂x
∂H
∂x

− Kx ψ( )∂2H
∂x 2 −

∂Ky ψ( )
∂y

∂H
∂y

− Ky ψ( )∂2H
∂y 2 −

∂Kz ψ( )
∂z

∂H
∂z

− Kz ψ( )∂2H
∂z 2

⎛ 

⎝ 

⎜ 
⎜ 
⎜ 
⎜ 

⎞ 

⎠ 

⎟ 
⎟ 
⎟ 
⎟ 

i, j,k

t

 

As H i, j,k
t − hi, j,k

t ≤ Ei, j,k
t , this proves that h converges to the exact solution H 

and that H is the solution of the Richards’ equation, as Δx,Δy,Δz → 0, when the 
condition expressed in equation (B.6) is respected and t is finite. 
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Abstract 

This chapter discusses some of the principles behind multi-agent modeling and 
shows through the examples from land-use change how they can be applied to deal 
with socio-economic aspects of environmental issues. An underlying theme is the 
divide between qualitative and quantitative approaches in the social sciences, though 
the chapter is also aimed at presenting agent-based modeling to those accustomed to 
mathematical modeling approaches. 

Keywords: agent-based modeling, qualitative-quantitative debate, land-use change. 

1. Introduction 

Traditionally, there have been two options for describing and analyzing phenomena 
of interest. If sufficient measured data are available, then various mathematical tech-
niques may be employed, essentially fitting a function (or functions) to the data 
describing the trajectory of the system. The resulting equations, and subsequent 
analysis conducted with them, particularly in a policy context, amount to a process 
of developing a narrative of the phenomena concerned. That is, the equations are 
not an end in themselves but a tool used as part of a supposedly rigorous process. 
The analytical techniques used to develop and assess the equations have ultimately 
derived from physics. It is a testament to their utility that such techniques have 
been applied beyond physics into other sciences, including ecology and the social 
sciences. In the social sciences (and arguably in ecology), however, the techniques 
may become somewhat strained and unwieldy in their application. The phenomena 
are, furthermore, so intricately interrelated, and individuals so varied, that doing 
justice to the complexity is often not possible with the language of mathematics. 
The only other language available has been natural language. 
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For hardened quantitative scientists, qualitative social science often poses 
something of a challenge. It seems difficult to accept that the elegant mathematics 
that has served so well in other scientific endeavors should prove so limited for 
studying societies. More difficult still to accept is the critique of the objectivity of 
science. Whilst there has been a tendency to overgeneralise, it should be acknow-
ledged that when studying societies, it is difficult to honestly claim impartiality of 
observation, since modes of thought, norms of analysis and standards of practice 
are culturally and linguistically determined. Arguing for the superiority of one 
such set of modes, norms and standards over another can have awkward political 
connotations. Ultimately, however unpalatable these ideas may be to those familiar 
with the kinds of scientific certainties that allow us to land probes on Titan, at 
some level it must be accepted that at least some practitioners of social science, no 
less keen than natural scientists to rigorously study their domain of interest, have 
found that they cannot, in all integrity, pretend to the precision and objectivity that 
quantitative approaches seem to offer. Since societies are embedded within eco-
systems, these issues may then extend into environmental studies. Political eco-
logy is a discipline acknowledging that environmental issues are political issues: 
scientific evidence alone, however ‘right’ or ‘true’, is not sufficient to cause people 
to change those aspects of their lifestyles found to be harmful to the environment 
(Zimmerer and Bassett, 2003). 

The choice of language is, however, not restricted to natural language or calculus. 
The modern computer is seen by some simply as a tool for performing calcula-
tions and derivations of numerical models that are impossible to undertake by 
hand. Yet programming languages, particularly object-oriented languages, can do 
much more than implement algorithms to crunch numbers. They offer a means to 
represent phenomena descriptively, not necessarily numerically, and yet still for-
mally. Such representations can be more easily related to natural language than 
equations, and yet are founded in logics, offering greater precision than natural 
language. Though there are those on the qualitative side who would reject all for-
mality, and those on the quantitative side who could not stand the loss of mathe-
matical elegance and rigor, computer simulations offer those without such extreme 
views a third way to develop narratives of the phenomena they are interested in. 

Agent-based modeling, closely related to ideas of individual-based modeling in 
ecology and sometimes referred to as social simulation or multi-agent simulation, 
forms a significant part of the effort to study social systems using representative 
forms derived from computer programming languages. This chapter provides some 
background on agent-based modeling and the issues it faces, and then offers some 
illustration of its use in the area of land-use change. 

2. Various motivations for agent-based modeling 

Agent-based modeling is an inherently multi- if not inter-disciplinary area, bring-
ing together social scientists, computer scientists, and in some cases, the artificial 
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intelligence community. Some agent-based models are spatially explicit, bringing 
in geographers and, where environmental processes are also modeled, ecologists 
and the biophysical sciences become involved. There are deeper links with what is 
termed ‘individual-based modeling’ in ecology, the chief difference largely per-
taining to what the individuals or agents in the models represent. Agents in agent-
based models typically represent humans or human organizations, though they 
may also represent more abstract things such as human settlements or even areas 
of land. In individual-based models, agents may be non-human animals or plants. 

Why the concern with representing individuals? If there is one principle under-
lying agent-based modeling, it is that agent heterogeneity matters. This is often held 
in contrast to neoclassical economics, where, for the sake of mathematical tracta-
bility, people are assumed to be the same (or at least, either sufficiently similar 
that their differences do not matter, or if not, then significant differences ‘cancel 
out’ (Weisskopf, 1955)). 

It is not only the sameness of agents that is critiqued. Neoclassical economic 
analyses are portrayed as requiring ‘heroic assumptions’ (Johnson, 1998) about 
human cognitive capabilities that tend not to be supported by experimental evidence. 
Specifically, economists endow humans with unlimited information-processing 
powers, and knowledge of alternatives. The difference between this and observed 
patterns of human behavior has, at least in part, led to the term ‘Homo economicus’ 
being coined to denote the mythical species that neoclassical economists study 
(Persky, 1995). 

In fact, in many agent-based models, the agents themselves do not differ other 
than in their location in time and space or connectedness in a social network (that 
is, their algorithms for decision-making are the same, but may produce different 
responses given different geographies, histories, and/or social embeddedness). 
This, however, is another area where more traditional mathematical modeling tech-
niques struggle to represent phenomena, or can only do so in highly stylized ways 
(Chattoe, 1996). Some agent-based models may thus still use utility maximizing 
agents despite objections to them in other areas of the literature, the heterogeneity 
modeled pertaining to the context of the agent rather than their individual cogni-
tive capabilities. 

To read some of the agent-based modeling literature is to see neoclassical eco-
nomics almost as a religion, ignoring empirical evidence found contrary to doctrine, 
obsessed with the Nirvana-like state of equilibrium and evangelizing a utilitarian 
morality of self-interest. Moss (1999), in his inaugural lecture at Manchester 
Metropolitan University, is blunt: 

“Economics, as developed over the last half century and more, is not useful for the 
analysis and support of formal policy; it should simply be ignored by serious social 
scientists.” 

The relationship between neoclassical economics and agent-based modeling 
need not, however, be so acrimonious. Whilst many in agent-based modeling 
reject neoclassical economics, others are less confrontational, and see ways in 
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which the two can be complementary. Axtell (2000) lists a number of cases where 
agent-based modeling could assist mathematical modeling in economics. Never-
theless, it is fair to say that most practitioners in agent-based modeling would see 
their work as distinct from neoclassical economics in emphasizing boundedly 
rational, heuristic, or cognitively plausible decision-making algorithms, and attaching 
rather less significance to the concept of equilibrium. To be fair to the economists, 
however, there are, at least in the former case, similar trends in the literature (e.g., 
Rabin, 2002). 

The question of economic rationality in land-use decision-making is illustrated 
by a recent story in the Guardian newspaper pertaining to dairy farms (Lawrence, 
2007). One farmer from the Cotswolds interviewed in the article was getting 19 p 
per liter of milk produced, whilst watering his cows from a spring that he could 
have bottled and sold for 80 p per liter. His response is revealing: 

“We’re giving [the spring water] to cows and devaluing it by turning it into milk. Like all 
dairy farmers we could pack up tomorrow and do something better with our capital, but 
we do it because we have an emotional investment in the land and the animals.” 

Whilst the dairy market in the UK has a complex history that is partly respon-
sible for the tenuous situation dairy farmers found themselves in at the time the 
article was written, qualitative studies of British farmers by authors such as Burton 
(2004) highlight the importance of this emotional investment farmers have in their 
farm and their work. Further, Evans et al. (2006) have results from laboratory 
experiments comparing resource allocations of human subjects with those of utility-
maximizing agents in an agent-based model. They conclude that these results 
“demonstrate the value of using non-maximizing agents in agent-based models of 
land-cover change” (p. 1034). Their results also highlight the need for represent-
ing agent heterogeneity (ibid.). 

This debate can be seen as part of a much wider debate in science about formal 
versus narrative representations of reality – which in the social sciences manifests 
itself in the divide between qualitative and quantitative research. Agent-based 
modeling has been promulgated as a possible ‘third way’: both formal and des-
criptive in its representation of reality (Moss, 1999; Moss and Edmonds, 2005), 
addressing the lack of richness in mathematical representations used by quantita-
tive researchers, and the perceived lack of rigor of qualitative approaches. Bridging 
this rift would be a significant contribution of agent-based modeling but there are 
no guarantees that this can be achieved. Depending on how entrenched the posi-
tions are (and how successful agent-based modeling is), agent-based modeling 
approaches could equally be rejected by both communities, perceived by the quan-
titative camp as lacking mathematical rigor, and by the qualitative camp as too 
formal. Even within the agent-based modeling community, there is something of a 
rift about the richness of representation that is appropriate in agent-based models 
that mirrors somewhat the wider debate over quantitative and qualitative descrip-
tions. Various researchers (e.g., Johnson, 1998; Axtell, 2000) advocate the ‘KISS’ 
principle (Keep It Simple, Stupid), whilst others (e.g., Clarke, 2004; Edmonds and 
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Moss, 2005) question this ideology, Edmonds and Moss (2005) advocating ‘KIDS’ 
(Keep It Descriptive, Stupid) in its place. However, at least the debate is now 
couched in terms that can be more easily related to one another through the 
medium of the computer programs that implement the models. Further, the issue 
may simply derive from differences in the purposes for which the models are built. 
KISS tends to apply where theoretical issues are being explored, whilst KIDS is 
more often associated with policy-related work. 

Why should agent heterogeneity matter? It may be argued that such hetero-
geneity can easily be captured in a distribution. Behavior can then be modeled at 
an aggregate level using this distribution as a basis. Even if it is accepted that 
behavior can be captured in a distribution, modeling at an aggregate level, how-
ever, would fail to capture the significance of interactions among the heterogene-
ous agents. Interactions among heterogeneous agents may produce unexpected 
behavior. Agent interactions, then, are a second significant underpinning to agent-
based modeling practice. 

If heterogeneity and interactions are key underpinnings of agent-based model-
ing, then it should come as little surprise that it draws on ‘complex adaptive systems’ 
literature. Though the term is widely used (Google Scholar returns over one million 
hits on it), its conceptualization is somewhat vague. It is linked to literature on 
complexity (itself a vague term), Manson (2001) describing complex systems as 
having ‘aggregative complexity’. Holland and Miller (1991, p. 365) define a com-
plex system as a network of interacting agents that collectively manifest a dy-
namic emergent aggregate behavior, which can be described without a detailed 
knowledge of the individual behavior of the agents. They then say that such a sys-
tem is adaptive if the agents’ actions take place in an environment that feeds back 
a value (e.g., fitness, payoff, utility), which the agents increase over time. Arthur 
et al. (1997) also draw on the work of John Holland, listing six properties of 
economic systems presenting difficulties for traditional mathematical modeling 
techniques that are also properties of ‘adaptive nonlinear networks’: dispersed 
interaction of possibly heterogeneous agents, no global controller mediating the 
interactions, multiple levels of partially interacting structure, continual system 
adaptation, perpetual novelty, and out-of-equilibrium dynamics. Manson (2001) 
lists similar properties. 

Of more interest may be the statistical signatures from observations of complex 
adaptive systems. Moss (2002), for example, finds leptokurtosis in distributions of 
weekly sales of shampoo, tea, shaving preparations and biscuits. Extreme events 
in such systems are thus more likely than in normally distributed phenomena, a 
point of possible interest to policy-makers (as well as vendors of domestic prod-
ucts and their shareholders). A further property that such systems may be found to 
have is heteroskedasticity (non-constant variance in samples). Both conditions 
would be observed in phenomena with power-law distributions (having power > 1), 
all of which have infinite variance, skew and kurtosis (i.e., the sample statistic 
in question increases with sample size), and some of which have infinite mean. 
Power-law distributions are particularly interesting as they are scale-free. For critics 
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of complex systems (some of whom regard it as little more than a fad (Manson, 
2001)), and specifically those in geography who regard complexity as a scale issue 
(essentially, something that will disappear with coarser grain), the existence of 
power-law distributed phenomena would thus pose a difficulty. Though there is 
some comfort for them in the fact that the finite planet bounds the extent to which 
phenomena can follow power-law distributions, such comfort would prove cold if 
the grain at which the complexity disappears were too coarse for meaningful 
analysis. 

These statistical signatures pose a challenge to traditional mathematical model-
ing techniques. Though ARCH (Engle, 1982) and related techniques have been 
developed in the field of econometrics for analyzing heteroskedastic time series, 
such as those involving interspersed periods of rapid change and relative calm, 
Moss (2002, p. 7268) claims that for power law distributions with infinite mean, 
“No laws or theorems of classical statistics or econometrics are applicable.” 

Agent-based modeling need not necessarily rely on complex adaptive systems 
theory (if theory it is). Axtell (2000) notes that simulation can be used to illustrate 
analytically derived results. Further, Gotts et al. (2003), covering the debate bet-
ween Axelrod and Binmore on simulation versus mathematical theory in the study 
of the prisoner’s dilemma, point out that Binmore’s and subsequent analytical 
results were given impetus by Axelrod’s simulation studies. Chattoe (1996) high-
lights that simulations offer richer, more comprehensible, descriptions of systems 
than mathematical modeling, potentially making a model accessible even to non-
specialists. Agent-based models may be preferred simply because they are more 
descriptively representative of the target phenomena than the equivalent (tractable) 
mathematical model. Parameters in agent-based models are more likely to relate 
directly to observed phenomena, as opposed to those in mathematical models, 
which serve only to make the functions contort to the shape that minimizes cali-
bration error. 

Furthermore, there is reason to question the value of mathematical modeling of 
aggregate phenomena emergent from interactions of heterogeneous adaptive indi-
viduals. It is all very well to fit a mathematical function to the time-series of the 
aggregate phenomenon, but this may provide little reliable indication of the future 
of that phenomenon, particularly beyond the short-term. The mathematical func-
tion does not descriptively capture the properties of the system it is modelling nor 
say anything interesting about its dynamics. Chattoe (1996, p. 101), contrasts the 
rewarding exercise of analyzing outputs from simulations with mathematical models 
thus: “the simplicity of mathematical systems reduces secondary analysis to the 

tute of International Forecasters whether there had been a single correct economet-
ric forecast of an extreme event (e.g., a stock market crash), he found that, “No 
one was able to point to a correct forecast in real time”. It would not be unreason-
able to pose the same question of agent-based modelers. Although the work of 
LeBaron et al. (1999) demonstrated that their agent-based model of a stock market 
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captured phenomena difficult to model mathematically such as weak forecastabi-
lity and volatility persistence, one would in general find a more cautious commu-
nity when it comes to prediction. An awareness of the complexity of the systems 
they are modeling yields a more circumspect attitude to prediction and, as a result, 
multiple possible trajectories would be expected from numbers of simulation runs. 
On the other hand, there are notable cases where agent-based models have made 
empirically verifiable predictions, a popularly cited example being that of Dean 
et al.’s (2000) work studying the Anasazi. Matthews et al. (2007), for example, 
describe Dean et al.’s model as being “able to simulate the temporal dynamics of 
[household numbers and settlement sizes] over most of the study period reasona-
bly well”, despite overestimating the values of these variables. 

Agent-based modeling is not without its detractors. Indeed, most of its practi-
tioners would acknowledge there are weaknesses with the approach. These issues 
can be summarized in the following main areas: 

• Validation. The question of the validity of agent-based models is a thorny one, 
as discussed by Küppers and Lenhard (2005). To those used to mathematical 
modeling, validation is simply the process of evaluating the predictions of the 
model against some data not used during calibration to assess whether errors 
are within acceptable margins. Even for mathematical models, Oreskes et al. 
(1994) have raised pertinent questions about validation, verification and con-
firmation of models applied to the environment. For agent-based models, there 
is not only concern over the accuracy of the macro-level emergent outcomes 
but also over the accuracy of the micro-level representations that have been 
used to generate them. Indeed, arguably the latter are in some ways more 
important as they embody the assumptions from which the macro-level out-
comes logically follow. Brown et al. (2005) make a similar distinction between 
checking the accuracy of the predictions of a model, and the accuracy of the 
processes by which the predictions are obtained. Part of the search, at least for 
some agent-based modelers, is for a minimum set of assumptions about indi-
viduals and their interactions required for a particular macro-level outcome to 
occur. There is thus not necessarily just one model to be validated and either 
accepted or rejected but a cyclic process of model building, assessment and 
incremental revision as the space of algorithms that might generate a particular 
narrative is explored. For models developed as part of a participatory process, 
validation may be a matter of deciding the acceptability of the models to the 
stakeholders concerned. Other agent-based models may be developed simply to 
explore a theory, with little or no appropriate empirical data available for vali-
dation. Boero and Squazzoni (2005) outline various classes of agent-based 
model, and how they may relate to empirical data. Windrum et al. (2007) con-
sider emerging methodologies for validation in agent-based models. 

• Standardization. There are a plethora of languages, libraries and platforms on 
which agent-based models are built (Gilbert and Bankes, 2002). Many embark-
ing on an agent-based modeling exercise may even start from scratch, rather 
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than using existing code, exposing the somewhat mythical status of one of the 
supposed advantages of object-oriented programming languages. Even within a 
given platform there may be several options for implementing or representing 
certain aspects of the target system. Though Kahn (2007) has developed an 
interesting approach based on ‘microbehaviours’ for the NetLogo modeling 
environment (Wilensky, 1999), standard methodologies, libraries and even 
algorithms have yet to emerge in agent-based modeling. This makes agent-
based modeling a difficult area to start working in, as there is little scope to 
learn from the mistakes of others, and gives outsiders the impression that it 
lacks rigor. Efforts are under way to develop standard methodologies in social 

• Communication. One of the consequences of the lack of standardization is that 
agent-based models are difficult to communicate. This is exacerbated by the 
fact that, in contrast to numerical models, where a page or so of equations is 
sufficient to describe the action in a model, programs implementing agent-based 
models may run into tens of thousands of lines. Documenting the program  
in sufficient detail to enable replication of models (a pillar of the scientific 
endeavor) tends not to be possible within the confines of a typical journal article. 
For those who have attempted replication, even apparently minor details such 
as the difference between ‘>’ and ‘≥’ in a conditional expression can dra-
matically change the outcome of a model and the conclusions drawn from it 

Macy and Sato’s (2002) model relating trust and social mobility. Many authors 
attempting replication state that they need a significant degree of interaction 
with the original developers for their efforts to be successful. A contribution 
from the individual-based modeling community in ecology may help address 
this issue. Grimm et al.’s (2006) ODD protocol is a document structure designed 
to provide readable, complete accounts of individual and agent-based models in 
journal articles, and has been shown to be effective for describing agent-based 
models of land use change (Polhill et al., 2008). However, even if ODD were 
more widely used, access to the source code of agent-based models should also 
be a more formally applied norm (perhaps even a condition of publication of an 
associated journal article). Informal requests for source code from the authors 
can, it seems, be misinterpreted (Macy and Sato, 2008). The OABMC’s model 
archive1 could be a useful contribution here, provided it becomes standard prac-
tice to use it. However, this is a contentious issue, as software has a more pro-
tective tradition of intellectual property rights. Polhill and Edmonds (2007) 
consider licensing issues associated with publishing scientific modeling soft-
ware, stipulating licensing rights many would find too liberal, but without 

                                                           
1 Link as at 25 November 2008: http://www.openabm.org/site/models/browse 
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which the scientific credentials of the work are impaired. Further efforts within 

and Social Simulation – the main journal for social simulation) for communi-
cating replication work. 

Though agent-based modeling is not without its issues, it is also a relatively 
young discipline – if indeed ‘discipline’ is an appropriate word to describe such an 
eclectic, even anarchic, community. The power of computer programming languages 
and of computers themselves has perhaps given us rather too much freedom. That 
said, as more and more studies using agent-based modeling are conducted, lessons 
will be (and indeed are being) learned about how to undertake such work rigo-
rously, and how to learn from each others’ work. Whatever the fate of the agent-
based modeling community, its underlying tenets—that agent heterogeneity and 
interactions matter—are worth investigating, given that the technology is available 
to do so. 

3. Agent-based modeling in land-use change 

Various reviews of agent-based modeling in land-use change exist, and it would 
be pointless to repeat the exercise here. The interested reader is referred to articles 
such as Hare and Deadman (2004), Bousquet and Le Page (2004), Parker et al. 
(2003), and Matthews et al. (2007). Rather, I consider here an interesting example 
of agent-based modeling in land use, which has been used in a policy context, cri-
tiqued by the qualitative community, and independently reimplemented. This 
leads to a discussion of a more radically subjective approach to modeling. 

One of the earliest examples of agent-based modeling in land use involving the 
interaction with policy-makers is the study of a rice irrigation system in Bali by 
Lansing and Kremer (1993), which took place in the context of the green revolu-
tion of the late 1970s and early 1980s. The irrigation system was heavily embedded 
in local religious practices, and there was considerable debate about whether these 
practices were detached from irrigation management or integral to them (Lansing, 
1987). Lansing was able to demonstrate the effectiveness of the religion in coordi-
nating rice paddy irrigation, and thus to persuade the authorities to cease in their 
opposition to irrigation management by water temple networks (Lansing, 2000). 

In more detail, the rice growing system in Bali is based on the subak, a collec-
tive of rice growers who co-ordinate their planting of rice paddies to manage two 
constraints on rice yields with conflicting outcomes for scheduling plantings. The 
first constraint is the availability of water, which motivates farmers to plant at dif-
ferent times to minimize conflicts in demand for irrigation. The second constraint 
is the need to manage pest species, which spread from neighboring rice paddies. 
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Pests are controlled through having fallow periods, and the greater the area of con-
tiguous fallow paddies, the more effective the control of the pests. This motivates 
farmers to plant at the same time. The water temple religion co-ordinates planting 
of rice among a group of subaks, though the process is so highly ritualized, its 
relevance was not immediately apparent. 

Lansing and Kremer (1993) did two modeling exercises. Having implemented 
models of the hydrology, pest dynamics, and rice growth, in one exercise, they 
tried various different spatial scales of co-ordination for one year’s rice planting, 
plotting yield against this scale. They found a maximum at approximately the scale 
corresponding to the temples. In the second exercise, they made a simple agent-
based model by using an agent to represent each subak, giving them initially ran-
dom planting schedules (which would mean too many pests due to lack of spatial 
contiguity of fallow periods). In each year thereafter, the agents imitated the plant-
ing strategy of their most successful (in terms of rice yield) neighbor. The con-
sequence was a pattern of co-ordination of planting schedules that corresponded to 
temple scale co-ordination (see Figure 1). 

 
Fig. 1. Schematic of the Lansing–Kremer model. The top half shows a graph representing the 
yield obtained from a given scale of irrigation co-ordination, the bottom half shows the corre-
sponding pattern of planting schedules. Here, each square represents a subak, shaded (black, 
white or grey) according to its planting schedule. The arrow represents flow of water. 

Lansing was able to use the outcomes from his modeling work with Kremer to 
convince policy-makers of the significance of the water temple religion (Lansing, 
2000), in the context of a view of a declining role for the temples in water manage-
ment as a result of technological progress (Lansing and Kremer, 1993, p. 112). 
This is quite an achievement given that there was considerable pressure both on 
farmers and policy-makers to encourage the use of artificial fertilizers not needed 
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by the traditional rice farming methods, the over-application of which threatened 
coastal ecosystems. 

Lansing (2000, p. 316) points out that the models “proved to be more persua-
sive” in defense of traditional rice-farming practice in Bali than earlier letters he 
had written to the Asian Development Bank. Enthusiasm for the models is not 
universal. In an article revealing some of the struggle the agent-based modeling 
community may have in gaining acceptance of their work among some qualitative 
social scientists, Helmreich (1999) criticizes the Lansing-Kremer models for over-
simplifying the political and historical context of Balinese rice farming (p. 260), 
and for romanticizing the integration of the traditional rice farmers in their ecosys-
tem through couching the social phenomenon of co-operation in the naturalistic 
terminology of ‘fitness’ (p. 254). 

To the modeling community, Helmreich’s comments may seem naive. After 
all, even if Lansing and Kremer could have included in their model at Helmreich’s 
behest, such things as Dutch imperialism, slavery, and the Indonesian struggle for 
independence, what difference would it have made to the appropriate scale at 
which to manage rice paddy irrigation? And if a term other than ‘fitness’ had been 
used to describe the comparative success of different planting schedules, would 
the model have changed its behavior? As modelers, we understand that there are 
limits to the narratives that any model can be used to explore: deciding the bound-
ary is part of the modeling process, and there will always be more that could have 
been included. However, these issues highlight the difficulties associated with 
studying social systems. Ontological commitments in social simulations, whether 
made intentionally or otherwise, have political and cultural implications that 
should be acknowledged and open to discussion. 

It is interesting to speculate on what might have happened had Lansing some-
how devised an analytical rather than agent-based model of the Balinese rice farm-
ing system. Would the rift between qualitative and quantitative social scientists 
have meant that Helmreich would not have heard of the model? If he had, would 
he have bothered to critique it, since he would merely have been invoking well-
rehearsed arguments? Or perhaps a mathematical model would have been more 
difficult to criticize because the underlying assumptions are not as clearly expressed 
as they are in an agent-based model? If agent-based models do make ontological 
commitments more explicit to non-modelers, even if this means potential exposure 
to greater criticism, such models are of benefit to the research and wider commu-
nity as a whole. 

Agent-based models are indeed used by some as a medium for discussion. 
Participatory agent-based social simulation is used by a number of groups and, in 
particular, researchers at CIRAD (Centre de coopération Internationale en Recherche 
Agronomique pour le Développement, France), who have developed what they 
call a ‘companion modeling’ approach (Barreteau et al., 2003). This approach is 
developed out of an awareness of the uncertainty and complexity of decision-making 
in environmental resource management. It gathers together (possibly conflicting) 
information from multiple sources, scientific and non-scientific, empirical and 
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theoretical, using agent-based models and role-playing games to facilitate discus-
sion among stakeholders. Decision-making becomes a continuous, evolving dia-
lectic process of systematic revision to the models in the light of feedback from 
the stakeholders and the field. An overview of work conducted using companion 
modeling is provided by Bousquet et al. (2002). 

The companion modeling approach is openly constructivist (Bousquet et al., 
2002, p. 249), and as such, will inevitably appall the committed positivist. Surely 
incorporating in a model the unscientific opinions and misperceptions of stake-
holders untrained in the art of rationally processing observations will produce only 
nonsense as output? The problem is that, such is the uncertainty in these situa-
tions, there is insufficient high-quality indisputable information from the reality 
‘out there’, to make a single, rational decision about the best way forward. Further, 
even if such a decision could be arrived at, the political and cultural context may 
prove too great an obstacle to the effective implementation of that decision. In the 
face of an impending environmental catastrophe (at least according to one domain 
of discourse), preserving a way of life may seem a foolish luxury: either the neces-
sary changes are made or more people will suffer and die than need have been the 
case. Yet cherished lifestyles, traditions and beliefs tend not to be relinquished until 
there is rather more certainty than science may be able to offer. By involving 
stakeholders in the decisions, by giving them a voice in the models, it is possible 
to reflect back to people some of the consequences of their beliefs and give them a 
sense of ownership both in the model and in the evolving decision process. If the 
social construction of reality is too unpalatable, perhaps the social construction of 
virtual reality could be an acceptable compromise, at least if it oils the wheels of 
collective decision-making in situations of uncertainty towards more effective 
approaches to managing environmental resources. 

Participatory agent-based social simulation is one of a suite of tools applied by 
the participatory integrated environmental assessment community (Hisschemöller 
et al., 2001), with much the same motivations as those for companion modelling. 
Downing et al. (2000) have also used the approach in the area of climate change, 
noting the importance of models providing recognizable features that reflect the 
mental models of stakeholders, whilst still being validated against observed data 
(p. 206), suggesting that a constructivist outlook is not a necessary component of 
work in this area. Just as for Lansing and Kremer, the transparency of agent-based 
models and their more realistic representations are thus important parts of the con-
tribution agent-based approaches offer. Becu et al. (2003), in the abstract of a 
paper describing work on water management with rice farmers in Thailand, also 
emphasize transparency. The integration of non-academic participants in interdis-
ciplinary research is discussed in the literature on transdisciplinarity. (Lawrence and 
Després (2004) introduce a special issue of Futures on the subject.) Vandermeulen 
and Van Huylenbroeck (2008) report on a transdisciplinary research exercise on 
sustainable agricultural development in Belgium, arguing that such an approach is 
desirable because of the number of stakeholders involved and the complexity of 
the issue. 
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Lansing and Kremer’s Bali model also offers the opportunity to demonstrate at 
least some scientific rigor in agent-based modeling. Janssen (2007) reimplemented 
their model. Though he confirmed Lansing and Kremer’s results for the case study 
in Bali, he also found that there was sufficient sensitivity to pest dynamics that the 
results are not general. Thus, for different pest dynamics, the temple scale would 
not have been the most effective scale of co-ordination. 

4. Conclusion 

Agent-based modeling allows more transparent, descriptive representations of 
phenomena than traditional mathematical modeling, whilst still retaining the rigor 
of formal languages. Whilst this offers some hope of bridging the divide between 
qualitative and quantitative social science, in practical terms, this makes it ideal 
for incorporating social dynamics into environmental models, and for use in policy-
making scenarios involving people from diverse, possibly non-scientific, back-
grounds. It is not a panacea, and Gotts et al. (2003) suggest it should be seen as a 
complement to, rather than a replacement for, mathematical modeling and narra-
tive descriptions. Computer science is, after all, another branch of mathematics. 
As a relatively young discipline, it is also not without its issues, in particular, a 
lack of established methodologies and standards of practice. However, these issues 
are gradually being addressed. By making full use of the facilities provided by 
modern computer programming languages, agent-based modeling allows scientists 
to gaze in wonder at the intricate complexity of the world around them, and ask 
questions other than “What’s the underlying function?”. 
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Abstract 

This chapter provides an introduction to interval arithmetic-based techniques for 
the verification of mathematical models. Illustrative examples are described from 
the fields of circle packing, chaotic behaviour dynamical systems, and process 
network synthesis. 

Keywords: model verification, interval methods, reliable numerical algorithm. 

1. Interval arithmetic 

Model verification, optimization, and especially global optimization are sensitive 
on the reliability of the numerical computations. There exist practical problems 
where good approximative solutions are more or less accepted as the true solu-
tions. Still there remain important application fields where the guaranteed reliabi-
lity of the provided solution is of ample importance. The uncertainties are mostly 
caused by the rounding errors. These are necessarily part of the calculations when 
the algorithms are coded with floating point arithmetic – which allows quick com-
putation. To provide a remedy for these problems, we shall apply interval arithme-
tic based inclusion functions (Alefeld and Herzberger, 1983; Ratschek and Rokne, 
1984). These offer a theoretically reliable and computationally tractable means of 
locating a feasible suboptimal interval. 

Denote the real numbers by x, y,…, the set of compact intervals by I := { [a, b] |  
a ≤ b, a, b ∈ R}, and the set of n-dimensional intervals (also called simply inter-
vals or boxes) by In. Capital letters will be used for intervals. For real vectors and 
interval vectors the notations 

 x = (xi),  xi ∈ R,  and   X = (Xi),  Xi ∈ I 

are applied, respectively. 
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• Definition 1. A function F: In to  I is an inclusion function of the real function f 
if for all Y ∈ In and for all y ∈ Y f(y) ∈ F(Y). 

In other words, f(Y) is a subset of (or equal to) F(Y) where f(Y) is the range of 
f over Y. We assume that f is continuous, then f(Y) is an interval. The lower and 
upper bounds of an interval Y ∈ In are denoted by min Y and max Y, respectively, 
and the inclusion function of the gradient of f(x) by  F’(X). The width of an inter-
val is w(Y) =  max Y – min Y, and w(Y) = maxi (max Yi – min Yi) if Y ∈ In is an 
n-dimensional interval vector (also called a box). The midpoint of the interval X is 
defined by m(X) = (min X + max X)/2 if X ∈ I, and m(X) = (m(Xi)), if X ∈ In. 
I(X) stands for all intervals in X. Three important possible properties of inclusion 
functions are: 

• Definition 2. F is said to be an isotone inclusion function over X, which is a 
subset or equal to 

Rn if for all Y, Z ∈ I(X),  Y is a subset or equal to Z implies F(Y) is a subset or 
equal to F(Z). 

• Definition 3. We call the inclusion function F an α-convergent inclusion func-
tion over X if for all Y ∈ I(X): w(F(Y)) - w(f(Y)) ≤ C wα(Y) holds, where α 
and C are positive constants. 

• Definition 4. We say that the inclusion function F has the zero convergence 
property, if w(F(Zi)) → 0 holds for all the {Zi} interval sequences for which Zi 
is a subset or equal to X for all i=1,2,… and w(Zi) → 0. 

An inclusion function obviously provides more information over an interval 
than could be conveyed with independent real function evaluations. The inclusion 
function gives upper and lower bounds on the objective function over the specified 
interval. 

There are several ways to build an inclusion function (e.g., by using the 
Lipschitz constant, if it is known). Interval arithmetic (Alefeld and Herzberger, 
1983; Hammer et al., 1993; Hansen, 1992; Ratschek and Rokne, 1988) is a con-
venient tool for constructing the inclusion functions. This can be done for almost 
all functions that can be calculated by a finite algorithm (i.e., not only for given 
expressions). 

The idea of interval calculations is to extend the basic operations and the ele-
mentary functions from the real numbers to intervals. Finding the range for a func-
tion over an n-dimensional interval has in general the same complexity as an 
optimization problem, because we have to find the extreme values of the function 
over the interval. By using interval arithmetic it is possible to find bounds on the 
function values more efficiently. The interval operations can be carried out using 
only real operations. For the argument intervals [a, b] and [c, d] the following 
expressions hold: 
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[a, b] + [c, d]  =  [a + c, b + d] 
[a, b] – [c, d]  =  [a – d, b – c] 

[a,b] * [c, d]  =  [min {ac, ad, bc, bd}, max {ac, ad, bc, bd}] 
[a, b] / [c, d]  =  [a, b] * [1/d, 1/c]    if  0 ∉[c, d]. 

 
As an example, consider the range of x-x2: it is [-2, 0.25] on the argument 

interval of [0, 2]. In contrast to that, the above interval arithmetic will provide the 

improved at the cost of more computation with sophisticated numerical tech-
niques. 

If outwardly-directed rounding is also applied, then the interval calculated by a 
computer contains every real number that can be a result of the given function on 
real numbers inside the original intervals. The technique of producing an inclusion 
function by replacing the real variables and operations by their interval equivalent 
is called natural interval extension (Alefeld and Herzberger, 1983; Ratschek and 
Rokne, 1984). 

Natural interval extension provides an isotone inclusion function, that is α-
convergent with α = 1, and hence it has also the zero convergence property. More 
sophisticated inclusion functions, such as the centered forms provide quadratic 
convergence as interval width approaches zero to tight bounds, but they are not 
necessarily isotone inclusion functions. The computational cost of the inclusions 
for higher derivatives, Taylor models, or slopes is certainly high, but this can pay 
off when solving difficult optimization problems. In the present work we apply 
natural interval extension, and inclusions of the gradient and the Hessian for the 
monotonicity and concavity tests, and also within the interval Newton step.  

Applying automatic differentiation or differentiation arithmetic in connection 
with interval arithmetic (Hammer et al., 1993), we are also able to compute the 
inclusion function for the gradient. Automatic differentiation combines the advan-
tages of symbolic and numerical differentiation and handles numbers instead of 
symbolic formulas. The computation of the gradient is done automatically together 
with the computation of the function value. The main advantage of this process is 
that only the algorithm or formula for the function is required. No explicit for-
mulas for the gradient are needed. 

Many programming languages are now available that support interval datatypes 
and automatic differentiation with the corresponding operations and intrinsic func-
tions (Bleher et al., 1987; Jüllig, 1992; Klatte et al., 1992, 1993). Matlab also has 
an interval extension package called Intlab (Rump, 1999). These programming 
environments provide a convenient access to inclusion functions (with automatic 
outward rounding), but one can also simulate interval operations and functions by 
subroutines in any algorithmic language. We used the natural interval extension to 
calculate the inclusion functions. For more information about inclusion functions 
and interval arithmetic, see (Alefeld and Herzberger, 1983; Ratschek and Rokne, 
1984). 
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An often heard question is, how can we characterize the maximal size or diffi-
culty of problems that still can be solved by interval inclusion function based 
methods. The short answer is that the dimension of a problem is a wrong measure, 
since low dimensional problems can be hopeless, and larger dimensional ones can 
be solved in a short time. For interval techniques the most dangerous is the large 
excess width, a bad estimation of the range of the related function on the studied 
intervals. It is most affected by the dependency problem, that is caused by multi-
ple appearances of the same variable in a complex expression. According to this, 
the rule of thumb says that in case all involved variables appear only a few times 
in the expression of the objective and constraint functions, then the overestimation 
will be small, and the optimization algorithms can be successful even for larger 
dimensional problems (the number of variables can be up to 100). 

Standard interval optimization algorithms could not solve the problems. A care-
ful problem decomposition, and custom made built in acceleration devices based 
on the understanding of the problem structure enabled the successful solution. The 
running times were below 3 days, and ca. one million subintervals were stored 
during the solution process. The uncertainty in the position of the circles has been 
decreased by more than 700 orders of magnitude in each case. Due to the con-
trolled outward rounding mode applied, the obtained results are reliable even in 
the sense of a rigorous mathematical theorem. 

To demonstrate the capabilities of interval based computational methods, the 
following sections discuss example application in the fields of tolerance optimiza-
tion and chaos verification for dynamic systems. 

2. Tolerances in optimization and constraint satisfaction 

Consider the nonlinear optimization problem (P) 

 minimize f(x) 
 subject to gj(x) ≤ 0  j=1,2,…, m, 

where f: Rn → R and the constraint functions gj(x): Rn → R are continuous 
nonlinear functions, and n is the dimension of the problem. Let us denote the set 
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A telling example for the capabilities of interval optimization methods is  

Csendes (2005) were able to solve the problem cases of n = 28, 29, and 30, i.e., to 
find the configuration of n congruent non-overlapping maximal circles fitting into 
the unit square. These problems were held before as hopeless, since the expected 
CPU time necessary for their solutions with the last available techniques were 
estimated to be around decades. The problems have 56, 58, and 60 variables, res-
pectively, and hundreds of nonlinear constraints. The difficulty of the problems 
is highlighted by the facts that (due to obvious geometrical reasons) there are an 
astronomical number of equivalent, symmetric optimal solutions, and in the cases 
of n = 28, 29 there exist positive measure sets of global optimizer points. 

the results on circle packing problems (Figure 1). Markót (2004) and Markót and 
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of feasible points by A, that is A := {x ∈ Rn: gj(x) ≤ 0 for each j = 1,2,…, m}. 
Also let x* be an optimal solution for problem (P). Notice that we restrict now 
our investigations to continuous functions. 
 

Fig. 1. The proven optimal circle packings into the unit square for 28, 29, and 30 circles. 
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n = 28

n = 29

n = 30
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It may happen that the optimal solution x*, or an approximation of it, is known, 
yet this result is not suitable for practical use. For example, consider an engineer-
ing design problem which is formulated as a constrained global optimization pro-
blem, see for example those studied in Kovács et al. (1993) and Zabinsky et al., 
(1992). It is possible that the optimal design cannot be reproduced exactly with 
current manufacturing processes, thus each variable has a specific manufacturing 
tolerance, δ > 0. 

Since the optimal solution x* may be on one or more active constraints, then 
the n-dimensional interval [x*i – δ, x*i + δ] for i = 1, 2,…, n is not feasible. From a 
practical point of view, it is preferable to find a feasible suboptimal box instead of 
a single optimal point. Thus we seek a feasible n-dimensional interval X* for 
which gj(x) ≤ 0, j = 1,2,…, m, for all x ∈ X*. It is also desirable to have this feasible 
box as close to the optimum as possible. Thus we also impose the constraint f(x) ≤ 
f(x*) + ε for some ε > 0 for all x ∈ X*. Such an interval would also reflect the sen-
sitivity of the objective function (Fiacco, 1976) because the size of the feasible 
box may vary as ε varies. 

We restate our problem: find an n-dimensional interval X* such that for all x ∈ X* 

 f(x)  ≤ fε = f(x*) + ε,  and  (1) 

 gj(x) ≤ 0  for  j = 1,2,…, m (2) 

1993) study similar problems. In Csendes (1989, 1990), an interval method was 
introduced to find a bounding interval of the level set of an unconstrained nonlin-
ear optimization problem. The algorithm converges to the smallest n-dimensional 
interval containing the specified level set. Another technique (Csendes and Pintér, 
1993) locates the boundary of a level set in a given direction. Kearfott discussed 
an interval branch and bound method for bound constrained global optimization 

based on inclusion functions and interval arithmetic, which was briefly reviewed 
in the previous section. 

2.1.  The algorithm and its convergence 

The suggested algorithm iteratively grows a box about a given seed point. A seed 
point xseed, which lies interior to the region of feasibility and in the ε-level set must 
be provided to start the algorithm. Thus the seed point, xseed, must satisfy the fol-
lowing conditions: 
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(Kearfott, 1992). In Ratschek and Rokne (1993), the solution of a difficult non-
linear optimization problem (in an alternate form) was reported by using a cus-
tomized interval subdivision scheme. These methods provide a guaranteed reliable 
solution, although they are computationally tractable (Csendes, 1998). They are 

Methods discussed in earlier papers (Csendes, 1989, 1990; Csendes and Pintér, 



 INTERVAL ANALYSIS AND VERIFICATION OF MATHEMATICAL MODELS 

 f(xseed)   <  fε       and (3) 

 gj(xseed)  <  0  for each j = 1,2,…, m (4)  

This will imply that there exists a feasible box with a positive volume contain-
ing the seed point. It is possible to construct nonlinear optimization problems for 
which no proper seed point exists which would satisfy the conditions (3) and (4) 
of our restated problem. In such cases the search for feasible suboptimal boxes 
makes no sense. 

Seed points can be obtained in several ways. One is to find an approximation of 
x*, and if it is interior to the feasible region, use it as xseed. If it lies on an active 
constraint, search along the normal of the active constraint to generate xseed. An-
other way is to sample randomly (a normal distribution may be appropriate) 
around the optimal point until a feasible interior point is found. This may also be 
used as xseed. A slight variation would be to sample according to a uniform distri-
bution in the interval hull of the feasible region intersected with the ε-level set. 
The first feasible point with objective function value less than fε  would then be 
used as xseed. 

We will call an interval X a feasible interval around xseed,  if xseed ∈ X and the 
equations (1) and (2) earlier in this section are satisfied for all x ∈ X. An interval 
will be called maximal regarding xseed, if it is a feasible interval around xseed, and 
there is no other feasible interval that contains it. Note that there may exist many 
maximal feasible boxes around a seed point. Also note that two different seed 
points may be contained in the same maximal feasible box. 

It may appear disturbing that there is no one-to-one relationship between xseed  
and a maximal feasible box around xseed. For an example, suppose the set of feasible 
points with objective function values less than or equal to fε is an ellipse. Suppose 
xseed is interior to the ellipse. Then there is an infinite number of feasible boxes 
around xseed which do not contain one another (see Figure 2). At some point, it  
 

 
Fig. 2. Illustration of multiple maximal feasible boxes within the ε-level set (without con-
straints). 
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may be interesting to find the maximal feasible box around xseed  that has the largest 
volume. However at this point the algorithm does not find the largest volume box 
around a seed point, but simply a maximal feasible box. In our application to 
manufacturing tolerances this is not a disadvantage. It is more desirable to com-
pare trade-offs between coordinate lengths of various maximal boxes, than it is to 
know the box with largest volume, as this has no direct meaning for the application. 

We call an interval Y strongly feasible, if f(y) < fε, and gj(y) < 0 for all y  
Y ( j = 1, 2,…, m).  

The Main algorithm is presented below. This uses parameters d(i,1) and d(i,2) 
for I = 1, 2,…, n and ή, which are set at the beginning to positive reals. To start, 
d(i,1) and d(i,2) must be larger than ή. The stopping criterion indicates that the al-
gorithm should stop increasing the size of the actual box X, when the change 
along each coordinate is less than the threshold ή ∈ all directions. 

Main algorithm 

1. Initialize interval vector Xi = [xseed
i, xseed

i], and d(i,j) ≥ ή > 0 for all i = 1, 2,…, n 
and j = 1,2. 

2. For I = 1 to n do: 
3. Set Yj = Xj for j = 1, 2,…, n; j ≠ i, and Yi = [min Xi – d(i,1), min Xi]. 
4. Use the checking routine to check whether f(y) < fε and gj(y) < 0 (j = 1, 2,…, m) 

for each y ∈ Y. If the answer is yes, then set X = X U Y. Otherwise   d(i,1) = 
(min Xi – max Zi)/2, where Z is the interval passed back by the checking rou-
tine as not strongly feasible. 

5. Set Yj = Xj for j = 1, 2,…, n; j ≠ i, and Yi = [max Xi, max Xi + d(i,2)]. 
6. Use the checking routine to check whether f(y) < fε and gj(y) < 0 (j = 1, 2,…, m) 

for each y ∈ Y. If the answer is yes, then set X = X U Y. Otherwise  d(i,2) = 
(min Zi – max Xi)/2, where Z is the interval passed back by the checking rou-
tine as not strongly feasible. 

7. End of i-loop 
8. Stopping criterion: if the number of inclusion function calls is less than 

100,000, and there is an i = 1, 2,…, n such that either d(i,1) ≥ ή or d(i,2) ≥ ή 
then go to Step 1. 

9. Print X, and STOP. 

The core of the algorithm is the checking procedure called in Steps 3 and 5 of 
the Main algorithm. This is a version of the interval subdivision method modified 
to check whether the actual box Y lies entirely in the region satisfying equations 
(1) and (2). The parameter θ is set to a small positive real value. It is better when 
the relation d(i,j) ≥ θ holds (else the interval Y can be quickly rejected in Step 1 of 
the Checking routine. The checking procedure is defined in detail below.  

Checking routine 

1. Initialize the list L to be empty. 
2. If the width of Y is less than θ, then go to Step 7. 
3. Evaluate the inclusion functions F(Y) and Gj(Y) for each j = 1, 2,…, m. 
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4. If max F(Y) ≥ fε or max Gj(Y) ≥ 0 for any j = 1, 2,…, m, then go to Step 5. 
5. If the list L is empty, then go to Step 6, else put the last item of the list L into 

Y, delete this item from the list, and go to Step 1. 
6. Subdivide Y into subintervals U and V, set Y = U, put V into the list L as the 

last member, and go to Step 1. The subdivision should be made, such that the 
largest side of Y is halved. 

7. RETURN that the checked interval was strongly feasible. 
8. RETURN Z = Y, and the message that it could not been proved that the 

checked interval is strongly feasible. 

If the checking routine indicates, that the checked interval is not strongly feasi-
ble, this means more precisely that a very small not strongly feasible subinterval 
was found. By properly setting θ, the place where the strong feasibility is violated 
can be located. 

2.2.  Convergence results 

In this subsection the convergence properties of the algorithm introduced are char-
acterized to provide theoretical background for the numerical implementations. 
The proofs of the statements can be found in Csendes et al. (1995) and Csendes 
(2007). First the checking routine is studied. 

• Lemma 1. 

ε

and gj(x) < 0 for each x ∈ Y, and j = 1, 2,..., m. 

exists a nested set of intervals, Y = Y1 that contains Y2 etc. generated by the 
routine, with the smallest interval having width less than θ, such that for each 
Yi in the nested set of intervals one of the conditions max F(Yi) < fε or max 
Gj(Yi) < 0 was violated, where i = 1, 2,…, p and j = 1, 2,…, m. 

Only the inclusion property of F and Gj was utilized in the proof of Lemma 1, 
and no further requirement (like isotonicity or convergence order of the inclusion 
functions involved) was necessary. 

• Lemma 2. Assume that   

 w(F(X)) → 0  as w(X) → 0, and (5) 

 w(Gj(X)) → 0 as w(X) → 0  (6) 

for all j = 1, 2,…, m, i.e., F and Gj are zero convergent. Then  
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1. If the checking routine accepts an interval Y as strongly feasible, then f(x) < f ,  

2.  If the checking routine rejects an interval Y as not strongly feasible, then there 
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Notice that Lemma 2 ensures that a not strongly feasible interval Y will always 
be detected in a finite number of steps. However, it is possible that a strongly fea-
sible interval will be mistaken as not strongly feasible if θ is too large. Thus it is 
important that θ be chosen with care. 

Consider, again, a fixed constrained nonlinear optimization problem (P) as 
given at the beginning of the present section. Denote the result box calculated with 
the algorithm parameters θ and ή by Xθ, ή*, and the level set belonging to the func-
tion value fε by Sfε. Denote the vector of the Gj functions by G. The following 
theorems characterize the convergence properties of our main algorithm for the 
obvious case when the stopping criterion for the number of function calls is deleted. 

• Theorem 1. If the set Sfε ∩ A is bounded, the seed point xseed fulfils the condi-
tions (3) and (4), and the properties (5) and (6) hold for the inclusion functions 
F(X) and G(X), then there exist suitable d(i, j) > 0 (i = 1, 2,…, n; j = 1, 2) val-
ues and threshold values θT > 0 and ήT > 0 such that for all θ: 0 < θ < θT and ή: 
0 < ή < ήT. 

1.  The algorithm stops after a finite number of steps. 
2.  The result box Xθ, ή*  has a positive measure. 
3.  The result interval Xθ,ή* is strongly feasible, Xθ, ή* is a subset of Sfε ∩ A. 

The strong feasibility of the accepted intervals was utilized only in proving the 
positive volume of the result intervals. With the exception of this, the convergence 
results remain valid if the checking routine accepts feasible intervals. 

Theorem 2 describes the limit of the result boxes when the algorithm para-
meters θ and ή are equal and converge together to zero. 

• Theorem 2. Let the d(i, j) positive values be fixed.  If the conditions of Theo-
rem 1 are fulfilled, then each accumulation interval X* of the interval sequence 
{Xθ,ή*} when lim θ → 0 is maximal in the sense that for every box X' the rela-
tions X* is a subset or equal to  X' and X' is a subset or equal to Sfε ∩ A imply 
X' = X*. 

The limiting interval X* is not necessarily strongly feasible. For example, if 
Sfε ∩ A is an n-dimensional interval, then this not strongly feasible interval may 
be a limiting interval of a sequence of strongly feasible result intervals. 

Theorem 1 suggests that for a problem satisfying its conditions, sufficiently 
small positive θ and ή values ensure a positive measure result interval in a finite 
number of iteration steps, i.e., after a finite number of objective and constraint 
function calls. Theorem 2 gives the basis that with θ and ή values close to the 
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1. If f(x) < fε  and gj(x) < 0 for every x ∈ Y and j = 1, 2,…, m, then there exists 
a threshold value θT > 0 such that for all θ: 0 < θ < θT the checking routine stops 
after a finite number of iteration steps and it states that Y is strongly feasible. 

2. If θ > 0 and there is a point x ∈ Y such that f(x) ≥ fε or gj(x) ≥ 0 for any j = 1, 
2,…, m, then the checking routine will stop after a finite number of iteration 
steps and it states that Y is not strongly feasible. 
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machine precision one may obtain a closely maximal result box. It has to be 
stressed that beyond the given algorithm many others can be given for the same 
problem, and that it is a very difficult problem to find a maximal volume feasible 
interval (equivalent to a global optimization problem cf. Csendes (1990)). In gen-
eral, the location of a maximal volume feasible interval can only be solved with a 
certain kind of backtracking. 

2.3.  Numerical testing and examples 

Consider the following simple constrained quadratic problem to illustrate how the 
algorithm discussed above proceeds. Let 
 

f(x) = x1
2 + x2

2, 
g1(x) = (3 – x1)2+(3 – x2)2 – 18, and 

g2(x) = 1 – (2-x1)2 – (2 – x2)2. 
 
The set of feasible points A is now the circle C1 with center at (3, 3) and with a 

radius of 3 √2 with the exceptions of the points of the circle C2 with center (2, 2), 
and radius 1. The only global optimal point is at the origin, and the optimal func-
tion value is f* = f(0,0) = 0. The level sets Sfε are circles around the origin with 
radii of √fε, respectively. The constraint g1(x) ≤ 0 is active at the global minimum, 
and its normal is parallel to the line x1 = x2. The problem is illustrated on Figure 3. 

The inclusion functions are generated by natural interval extension: 
 

F(X) = X1
2 + X2

2, 
G1 (X) = (3 – X1) 2+(3 – X2) 2 – 18, and 

G2 (X) = 1 – (2 – X1) 2 – (2 – X2) 2. 
 

The capital letters denote again intervals with the subscript indicating coordi-
nate direction. These inclusion functions are exact in the sense that the so-called 
excess width (defined by w(F(X)) – w(f(X))) is zero for every argument interval. It 
is unfortunately not typical for interval calculations, yet it makes the demonstra-
tion of the working of the algorithm more transparent. 

Assuming exact arithmetic 

g1(xseed) = –5.5 < 0, 
g2(xseed) = –3.5 < 0, 
f(xseed) = 0.5 < fε. 
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Set the seed point to xseed = (0.5, 0.5)T. The conditions (3) and (4) are now fulfilled 
for each fε > 0.5: 
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Fig. 3. Test problem and result intervals of the first and last lines of Table 1. 

Choose the algorithm parameters d(i,1) = d(i,2) = 0.1 for i = 1, 2 and ή = 0.01. 
For fε = 2.0 the intersection set of feasible points and the level set Sfε is the inter-
section of the circles with centres (0, 0) and (3, 3), and with radii √2 and 3 √2, 
respectively. It is a convex set, and the maximal volume inscribed box is X1* = 
[0.0, 1.0], X2* = [0.0, 1.0]. 

The starting interval is set to X1 = [0.5, 0.5] and X2 = [0.5, 0.5]. The first check 
is made on the interval Y1 = [0.4, 0.5], Y2 = [0.5, 0.5]. The corresponding inclu-
sion function values are 

 
F(Y) = [0.4, 0.5]2 + [0.5, 0.5]2 = [0.16, 0.25] + [0.25, 0.25] = [0.41, 0.5], 

G1(Y) = [6.25, 6.76] + [6.25, 6.25] – 18 = [–5.5, –4.99], and 
G2(Y) = 1 – [2.25, 2.56] – [2.25, 2.25] = [–3.81, –3.5]. 

 
The checking routine returns thus that Y is strongly feasible, and X is set in 

Step 3 of the main algorithm to ([0.4, 0.5], [0.5, 0.5])T. 
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Table 1. The role of the seed point in locating maximal feasible boxes. 

The next check is then made in Step 5 on the interval Y1 = [0.5, 0.6], Y2 = [0.5, 
0.5]. The corresponding inclusion function values are F(Y) = [0.5, 0.61], G1(Y) = 
[–5.99, –5.5] and G2(Y) = [–3.5, –3.21]. The actual interval is then updated to 
X1 = [0.4, 0.6], X2 = [0.5, 0.5]. 

The actual interval is modified for i = 2 to ([0.4, 0.6], [0.4, 0.5])T, and then to 
([0.4, 0.6], [0.4, 0.6])T. The sequence of subsequent actual intervals is as follows: 

 
X = ([0.3, 0.7], [0.3, 0.7])T, 
X = ([0.2, 0.8], [0.2, 0.8])T, 
X = ([0.1, 0.9], [0.1, 0.9])T. 

 
The final interval X was obtained after 48 inclusion function evaluations. The 

calculation of inclusion functions involves on the average ca. two times more com-
putation than the corresponding real functions do. Until this point was reached, the 
checking routine accepted all the extension intervals Y immediately, without sub-
division. Thus the value of the algorithm parameter θ had no effect on this part of 
the result. In the next iteration the checked intervals and the inclusion function 
values F(Y) are as follows: 
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xseed Xres vol. (Xres) NFE 
T

[0.000098, 0.951000])T 
T

[0.000069, 0.999902])T 
(0.01, 0.01)T ([–0.003131, 1.034968],  

[0.003153, 0.963763])T 
0.99721 2065 

(0.90, 0.90)T ([–0.000028, 1.000160],  
[0.000098, 0.999805])T 

0.99989 2118 

(0.10, 0.90)T ([–0.400226, 0.556738],  
[0.462630, 1.300000])T 

0.80133 1610 

(0.00, 1.00)T ([–0.425529, 0.522607],  
[0.496856, 1.314084])T 

0.77484 1669 

(–0.01, 0.10)T ([–0.072507, 0.990052], 
[0.074328, 1.009826])T 

0.99402 1996 

(4.0, 4.0)T ([2.662546, 6.048340],  
[2.749031, 5.9508304)T 

10.841 3015 

(5.0, 5.0)T ([2.600000, 6.048340],  
[2.800000, 5.9508246)T 

10.865 2677 

(3.0, 6.0)T ([1.732192, 4.267773],  
[3.000000, 7.0487793)T 

10.266 2801 

 

(0.10, 0.10)  ([–0.000056, 1.000066], 0.99996 1945 

(0.50, 0.50)  ([–0.000028, 1.046680], 0.99532 1822 
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Y = ([0.0, 0.1], [0.1, 0.9])T, and F(Y) = [0.01, 0.82],  
Y = ([0.9, 1.0], [0.1, 0.9]) T, and F(Y) = [0.82, 1.81], 
Y = ([0.0, 1.0], [0.0, 0.1]) T, and F(Y) = [0.00, 1.01],  
Y = ([0.0, 1.0], [0.9, 1.0]) T, and F(Y) = [0.81, 2.00].  

 
The last interval is not strongly feasible, and a new d(2,2) < 0.05 is determined 

(depending on the value of θ). And in this way the next X = ([0.0, 1.0], [0.0, 
0.9])T. 

With further calculations this actual interval may be refined to obtain a maxi-
mal box X*. We have a computational proof that each point x of the result interval 
is feasible, and f(x) < fε. 

Computer implementation with outward rounding 
The main difference between the results of the last subsection and those  

obtained by the computer program is that the latter is produced by operations with 
outward rounding. For example, Y = ([0.0, 1.0], [0.9, 1.0])T would be found feasi-
ble (but not strongly feasible) calculating with exact arithmetic (since then max 
F(Y) = 2.0), while max F(Y) > 2.0 if it is evaluated with outward rounding. This is 
the reason why the results in the first line of Table 1 may be slightly different from 
those discussed in the earlier subsection. It is worth mentioning that if the stopping 
condition would be based on the difference (min Xi – d(i,1)) – min Xi then this 
value could also attain zero because of the computer representation of floating 
point numbers. 

Table 1 contains details of the results on the numerical test that examines how 
the place of the seed point affects the result box constructed by the program. In the 
following, we use only one initial value for all d(i,j) step sizes (i = 1, 2; j = 1, 2). 
All of the problem and algorithm parameters were constant during this test (d(i,j) 
= 0.1 for i = 1, 2 and j = 1, 2, ή = 0.0001 and θ = 0.0001), only xseed and fε was 
changed. The latter was 2.0 for the first 7 lines and 72.0 for the last three. For the 
problem specified by fε = 2.0, the maximal volume feasible box is X* = [0.0, 1.0]2. 
The result interval calculated by the program is denoted by Xres, and vol(Xres) is its 
volume. The latter is found close to one (it is, of course, not greater than vol(X*) = 1). 
NFE stands for the number of function (F(X) and Gj(X) for j = 1, 2,…, m) evaluations. 

The test results presented in Table 1 suggest that the seed point may be chosen 
close to the normal of the active constraint at x*, even if it is outside of X*. It is 
interesting that the center of the maximal volume inscribed box is not an optimal 
seed point. It is also worth mentioning that in the first 7 lines (where Sfε ∩ A is 
symmetric for the x1 = x2 line) the first component of the result interval is always 
wider than the second one. The explanation for it is that the actual interval is 
always enlarged first along the first coordinate direction. Two result boxes are 
shown on Figure 4 together with the constraint functions and a corresponding levels. 

The presented algorithm was also applied to a practical engineering design 
problem to construct manufacturing tolerances for an optimal design of composite 
materials (Zabinsky et al., 1992) that motivated our study. The numerical experiences  
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on this composite laminate design problem are reported in the papers (Kristinsdottir 
et al., 1993, 1996). The methodology was also applied in civil engineering, for 
providing optimal designs with manufacturing tolerances for building and con-
struction problems (Csallner et al., 2004). All these computational studies confirmed 
that the suggested algorithm is capable to provide applicable size suboptimal fea-
sible tolerance intervals for a wide set of problems using an acceptable amount of 
computation.  

In addition to our above mentioned applications, the related papers (Csendes 
et al., 1995; Kristinsdottir et al., 1993, 1996) were cited by several scientific pub-
lications reporting on the successful use of the introduced algorithms in several 
diverse application fields. The tolerance optimization approach was also used 
to describe the set of Hénon mapping parameters that allow chaotic behaviour 
(Bánhelyi et al., 2007; Csendes et al., 2006). 

3. Chaos verification in mathematical models of dynamical 
systems 

The last section is devoted to an optimization model and to the related algorithms 
to locate chaotic regions of dynamic systems (Csendes et al., 2006). Computer-
assisted proofs for the existence of chaos are important for the understanding of 
dynamic properties of the solutions of differential equations. These techniques have 
been intensively investigated recently (see e.g., Galias and Zgliczynski, 2001; 
Neumaier and Rage, 1993; Rage et al., 1994; Zgliczynski, 1997, 2003). 

We study verified computational methods to check and locate regions the 
points of which fulfill the conditions of chaotic behaviour. The investigated Hénon 
mapping is H(x,y) = (1 + y – Ax2, Bx). Zgliczynski (1997) considered the A = 1.4 
and B = 0.3 values and some regions of the two dimensional Euclidean space: 
E = E1 U E2 = {(x, y)  |  x  ≥ 0.4,  y ≥ 0.28} U {(x, y)  |  x ≤ 0.64,  |y| ≤ 0.01}, O1 = 
{(x,y)  |  x < 0.4,  y > 0.01}, O2 = {(x, y)  |  y < 0}. 

According to Zgliczynski (1997), Theorem 3 below ensures the chaotic behav-
iour for the points of the parallelograms Q0 and Q1 with parallel sides with the x 
axis (for y0 = 0.01 and y1 = 0.28, respectively), with the common tangent of 2, and 
x coordinates of the lower vertices are xa = 0.460, xb = 0.556; and xc = 0.558, xd = 
0.620, respectively. The mapping and the problem details (such as the transformed 
sides of the parallelograms, H7(a), H7(b), H7(c), and H7(d)) are illustrated on Figure 4. 

• Theorem 3. Assume that the following relations hold for the given particular 
Hénon mapping: 

H7(a U d)  is a subset of O2, 
H7 (b U c) is a subset of  O1, 

H7 (Q0 U Q1) is a subset of R2 \ E, 
 

then chaotic trajectories belong to the starting points of the regions Q0 and Q1. 
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Fig. 4. Illustration of the H7 transformation for the classic Hénon parameters A = 1.4 and B = 0.3 
together with the chaotic region of two parallelograms. The a, b, c, and d sides of the parallelo-
grams are depicted on the upper left picture of Figure 5. 

The present section provides a method to verify chaos for certain mappings and 
regions. We discuss first how to check the set theoretical conditions of the above 
theorem in a reliable way by computer programs. Then we introduce optimization 
problems that provide a model to locate chaotic regions. We check the correctness 
of the earlier published chaotic region, the correctness of the underlying checking 
algorithms, and prove the optimization model. We also give new chaotic places 
located by the new technique. The articles by Bánhelyi et al. (2007) and Csendes 
et al. (2007) provide additional new chaotic regions located by the present method. 

The main difficulty of checking the above conditions  is that one has to prove 
these for a continuum of points. In Zgliczynski (1997), the author calculated the 
Lipschitz constant, gave an upper bound for the rounding error committed and 
thus reduced the whole task to investigating a finite number of points of a dense 
enough grid. This method works only with human interaction. To search chaotic 
regions an automated checking routine is more appropriate. The technique we 
applied combines interval arithmetic and adaptive branch-and-bound subdivision 
of the region of interest. It is basically a customized version of the technique 
introduced in section 2. 

This algorithm first encloses the sets Q0 and Q1 in a 2-dimensional closed  
interval I, the starting interval. Then to prove subset relations an adaptive branch-
and-bound technique generates such a subdivision of the starting interval that either: 

– For all subintervals the given conditions of chaos hold – in case they contain 
points of the respective sets. 

least one point of the respective set, and it contradicts at least one of the relations. 
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Now the sets O1, O2, and R2 \ E in the conditions in Theorem 3 are all open 
sets, and the union of a finite number of closed sets is closed. It is why the algo-
rithm should check whether the transformed subintervals are subsets of the respec-
tive sets. 

Our algorithm is capable of recognizing that a region satisfies the conditions of 
chaos. We have proven the correctness of the procedure in Csendes et al. (2006). 

3.1. Global optimization model for locating chaotic regions 

Once we have a reliable computer procedure to check the conditions of chaotic 
behavior of a mapping it is straightforward to set up an optimization model that 
transforms the original chaos location problem to a global optimization problem. 

The chaotic regions have several parameters that identify them. In the early 
phase of our investigation, where we have restricted the search to locate two paral-
lelograms similar to that used in Zgliczynski (1997), we are allowed to change the 
vertical and horizontal positions and also the common tangent, but the parallelo-
grams always had two sides parallel to the x axis. It is also possible to find fitting 
parameter values for the Hénon mapping, i.e., for the mapping parameters A and 
B, and furthermore also for parameters of the aimed sets of the underlying theo-
rem, e.g., the border coordinates of the set E. 

The search for a chaotic region was modeled as a constrained global optimiza-
tion problem, subsequently the constraints were represented by a penalty function 
approach. The original objective function was constant, still the possibility exists 
to extend it to a more complex form that expresses further aims, e.g., to locate a 
second chaotic region, different from the known one. 

The key question for the successful application of a global optimization algo-
rithm is how to compose the penalty functions. On the basis of earlier experiences 
collected solving similar constrained problems, we have decided to add a non-
negative value proportional to how much the given condition was violated, plus a 
fixed penalty term in case at least one of the constraints was not satisfied. 

As an example, consider the case when one of the conditions for the trans-
formed region was hurt, e.g., when the last condition of Theorem 3, i.e., the rela-
tion Hk(b U c) is a subset of  O1 does not hold for a given k-th iterate, and for a 
region of two parallelograms. For such a case the checking routine will provide a 
subinterval I that contains at least one point of the investigated region, and which 
contradicts the given condition. Then we have calculated the Hausdorff distance of 
the transformed subinterval Hk(I) to the set O1 of the right side of the condition,  

 max {z ∈ Hk(I)} infy in O1 d(z,y) 

where d(z,y) is a given metric, a distance between two two-dimensional points. 
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Notice that the use of maximum in the expression is crucial, with minimization 
instead our optimization approach could provide (and has provided) result regions 
that do not fulfill the given conditions of chaotic behaviour. On the other hand, the 
minimal distance according to points of the aimed set (this time O1) is satisfactory, 
since it enables the technique to push the search into proper directions. In cases 
when the checking routine answered that the investigated subinterval has fulfilled 
the given condition, we have not changed the objective function. 

Summing it up, we have considered the following bound constrained problem 
for the T inclusion function of the mapping T:  

 minx in X  g(x) 

where  

 g(x) = f(x) + p(∑i=1
m  max{z ∈ T(I(x))} infy in Si d(z,y)), 

X is the n-dimensional interval of admissible values for the parameters x to be 
optimized, f(x) is the original, nonnegative objective function, and p(y) = y + C if 
y is positive, and p(y) = 0 otherwise. C is a positive constant, larger than f(x) for 
all the feasible x points, m is the number of conditions to be fulfilled, and Si is the 
aimed set for the i-th condition. In this discussion I(x) is the subinterval returned 
by the checking routine (or the empty set). The interval I(x) depends implicitly on 
the parameter x to be optimized. 

For more complicated cases the fixed sets given in Theorem 3 should also be 
changed subject to certain structural constraints, e.g., the xa, xb, xc, and xd coordi-
nates of the parallelograms have to follow this order. These new conditions can 
also be represented in a similar way, following the penalty function approach 
defined in the previous paragraph. 

We have proved that our optimization model fits the chaos location problem, 
and that the suggested global optimization method is capable to find chaotic places 
(Csendes et al., 2006). The interval arithmetic based checking routine provides a 
computational proof for the existence of the chaos there. 

3.2. Numerical results 

For the computational experiments we have applied the C-XSC programming 
language (Klatte et al., 1993) supporting interval arithmetic. The results were 
obtained both in Linux and in the Cygwin environment, on an average personal 
computer. In the present subsection we just provide some demonstrative examples 
for the functioning of the introduced technique. First we have checked the  
reported chaotic region (Zgliczynski, 1997) by our checking routine. 
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1. We have investigated the seventh iterate of the Hénon mapping with the classic 
parameters of A = 1.4 and B = 0.3. The checked region consists of two paral-
lelograms with sides parallel to the x-axis, the first coordinates of the lower 
corner points were 0.460, 0.556, 0.588, and 0.620, while the second coordinates 
were the same, 0.01. The common y coordinate for the upper corner points was 
0.28, and the tangent of the sides was 2. We have set the epsilon threshold 
value for the checking routine to be 10–10. 

First the algorithm determined the starting interval that contains the region to 
be checked: 

 
 [ 0.46000, 0.75500]  ×  [ 0.01000, 0.28000]. 

 
Then the three conditions were checked one after the other. All of these proved 

to be valid – as expected. The number of function evaluations (for the transforma-
tion, i.e., for the seventh iterate of the Hénon mapping in each case) were 273, 
523, and 1,613, respectively. The algorithm stores those subintervals for which it 
was impossible to prove directly whether the given condition holds; these required 
further subdivision to achieve a conclusion. The depth of the stack necessary for 
the checking was only 11, 13, and 14, respectively. The CPU time used was negli-
gible, a few seconds. 

The results are demonstrated in Figure 5 (together with the parallelograms). 
The density of the subintervals indicates that in the related subregion the given 
condition was just fulfilled, the overestimation involved in the interval calcula-
tions required much refinement. 

Summarizing the results, we were able to prove with an acceptable amount of 
computation and human overhead that the published system is chaotic in the 
given, known regions. This confirms the result of Zgliczynski (2003).  

2. As a second step, randomly chosen A and B values were checked close to the 
classical parameters. The following ones ensured chaos for the H7 Hénon sys-
tem with unchanged other region and algorithm parameters: 
 
                        A                    B 

1.3555400848181643,   0.32668379383472889 
1.3465721096594685,   0.32450555140362324 
1.4403201855906845,   0.22585009468060412 
1.4136297518450903,   0.26880306437090162 
1.3702743902664050,   0.30756016043366862 

 
Notice that without our automatic checking of the conditions for chaos it could 

have been very difficult when not even impossible to arrive at the above results, 
since the human interaction and insight necessary plus the required overhead 
could be prohibitive.  
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3.  As a third way of applying the checking routine, we have determined para-
meter intervals around A = 1.4 and B = 0.3 for which mapping H7 still has 
chaos on the same pair of parallelograms. The obtained intervals were A ∈ 
[1.377599, 1.401300] and B ∈ [0.277700, 0.310301]. Notice that these inter-
vals do not contain all the A, B pairs given on the previous page. 

The technique with which this result was obtained is the one discussed in 
Section 2. The key feature necessary for this algorithm is that the checking routine 
can accept interval valued parameters for the calculated mapping. More solved 
chaotic region location problems are reported with technical details in Bánhelyi 
et al. (2007) and Bánhelyi et al. (2008). 

 
Fig. 5. The parallelograms and the starting interval covered by the verified subintervals for 
which the given condition holds (in the order of mentioning in Theorem 3). 
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Abstract 

Stochastic arithmetic enables one to estimate round-off error propagation using a 
probabilistic approach. With Stochastic arithmetic, the numerical quality of any 
simulation program can be controlled. Furthermore by detecting all the instabili-
ties which may occur at run time, a numerical debugging of the user code can be 
performed. Stochastic arithmetic can be used to dynamically control approxima-
tion methods. Such methods provide a result which is affected by a truncation 
error inherent to the algorithm used and a round-off error due to the finite preci-
sion of the computer arithmetic. If the discretization step decreases, the truncation 
error also decreases, but the round-off error increases. Therefore it can be difficult 
to control these two errors simultaneously. In order to obtain with an approxima-
tion method a result for which the global error (consisting of both the truncation 
error and the round-off error) is minimal, a strategy, based on a converging  
sequence computation, has been proposed. Computation is carried out until the 
difference between two successive iterates has no exact significant digit. Then it is 
possible to determine which digits of the result obtained are in common with the 
exact solution. This strategy can apply to the computation of integrals using the 
trapezoidal rule, Simpson’s rule, Romberg’s method or the Gauss–Legendre method. 

Keywords: approximation methods, CESTAC method, discrete stochastic arithmetic, Gauss– 
Legendre method, numerical validation, quadrature methods, Romberg method, rounding 
error, Simpson’s rule, trapezoidal rule. 

1. Introduction 

To perform faster and faster numerical computations that are bigger and bigger is 
an old dream of human beings. Since four centuries, a lot of machines have been 
created for this aim and, 50 years ago, actual electronic computers were developed 
with the only goal of performing scientific computations. One of the first  
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mechanical calculating machine was the Pascaline (1642, France) followed by 
Leibniz’s machine (1694, Germany). A first try of mechanical computer was the 
analytical machine of Babbage (1833, England) and a first mainframe computer 
was the Z4 computer of K. Zuse (1938, Germany). Until the beginning of the 
twentieth century, it only refers to computations on integer numbers. To perform 
efficient real numbers computations, we have to wait the birth of the famous BIT 
(BInary digiT) which was introduced by C. Shannon (1937, USA) in his PhD 
thesis. The work of Shannon has imposed electronic for the building of computers 
and, then, the base 2 for coding integer or real numbers, although other bases have 
been tried. Nowadays, it is established that the base 2 is the most efficient base on 
computers for numerical computations, although the base 10 may be still used on 
pocket calculators. 

But whatever the representation is on computer, it is a finite representation, 
like for computations by hand. So, at each operation, because the result has to be 
truncated, an error may appear which is called the rounding error. It has been well-
known by the scientists for four centuries. In the ninetieth century, when numeri-
cal computations were presented in an article, they were systematically followed 
by errors computations to justify the validity of the results. In 1950, in his famous 
article on eigen value computation with his new algorithm, C. Lanczos devoted 
30% percent of his paper to error computation. Unfortunately, this use has com-
pletely disappeared since the beginning of the sixties because of the improvement 
of computers. When 8 billions floating-point operations are performed in 1 s on a 
processor, it seems to be impossible to quantify the rounding error even though 
neglecting rounding errors may lead to catastrophic consequences.  

For instance, for real time applications, the discretization step may be h = 10−1 s. 
One can compute the absolute time by performing tabs = tabs + h at each step or 
performing icount = icount + 1; tabs = h*icount where icount is correctly initial-
ized at the beginning of the process. Because the real number representation is 
finite on computers, only a finite number of them can be exactly coded. They are 
called floating-point numbers. The others are approximated by a floating-point 
number. Unfortunately, h = 10−1 is not a floating-point number. Therefore, each 
operation tabs = tabs + h generates a small but non-zero error. 100 h later, this error 
has grown around 0.34 s. It really happened during the first Gulf war (1991) in the 
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For coding real numbers, we have also to determine the kind of coding we 
want to use. The decimal fixed-point notation was introduced at the end of the 
sixteenth century consecutively by S. Stévin (1582, France), J. Bürgi (1592, 
Switzerland) and G. Magini (1592, Italy). It is still the notation used in the whole 
world. If it is the most natural notation for human being, it is not very efficient for 
automatic computations. In fact, on this subject, one can say that nothing has 
changed since J. Napier’s logarithm (1614, Scotland) and W. Oughtred’s slide rule 
(1622, England). Logarithm was introduced by J. Napier to make multiplication 
easier (using logarithm, multiplication becomes addition). Three centuries later, 
the same idea was kept for the coding of real numbers on computers and led to the 
floating-point representation (see next section). 



control programs of Patriot missiles to intercept Scud missiles (report of the 
General Accounting office, GAO/IMTEC-92-26). At 1600 km/h, 0.34 s cor-
responds to approximately 500 m, the interception failed and 28 persons were 
killed. With the second formulation, whatever the absolute time is, if no overflow 
occurs for icount, the relative rounding error remains below 10−15 using the IEEE 
double precision arithmetic. A good knowledge of floating-point arithmetic should 
be an obvious requirement for a computer scientist (Goldberg, 1991). 

A goal of this chapter is to explain how it could be possible to give information 
and, sometimes, to answer the question in numerical computing “What is the com-
puting error due to floating-point arithmetic on the results produced by a pro-
gram?” 

2. Stochastic approach of rounding errors 

2.1.  Preliminary definition 

In this section, we present a probabilistic method that estimates in a computed 
result its number of exact significant digits, i.e., the number of significant digits it 
has in common with the corresponding exact result. Therefore we need a theoretical 
definition for the number of significant digits common to two real numbers.  

Definition 1. Let a and b be two real numbers, the number of significant digits 
that are common to a and b can be defined in I R by  

1. , 10, log
2( )a b

a bFor a b C
a b
+

≠ =
−

 ,  

Then a − b =
a + b

2
10−Ca ,b . For instance, if Ca,b = 3, the relative difference 

−3

cant digits in common.  

2.2.  The CESTAC method 

The CESTAC (Contrôle et Estimation Stochastique des Arrondis de Calculs) 
method, which has been developed by La Porte and Vignes (Vignes and La Porte, 
1974; Vignes, 1990, 1993), enables one to estimate the number of exact signifi-
cant digits of any computed result. This method is based on a probabilistic  
approach of rounding errors using a random rounding mode defined below.  
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2. ,R,∀ ∈ = +∞a aa C .  

between a and b is of the order of 10 , which means that a and b have three signifi-
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Definition 2. Each real number x, which is not a floating-point number, is 
bounded by two consecutive floating-point numbers: X−  (rounded down) and X+ 
(rounded up). The random rounding mode defines the floating-point number X 
representing x as being one of the two values X−  or X+ with the probability 1/2.  

With this random rounding mode, the same program run several times provides 
different results, due to different rounding errors. 

It has been proved (Chesneaux, 1990) that a computed result R is modelled to 
the first order in 2−p as: 

 R ≈ Z = r + gi
i=1

n

∑ (d)2− p zi  (1) 

where r is the exact result, gi(d) are coefficients depending exclusively on the data 
and on the code, p is the number of bits in the mantissa and zi are independent uni-
formly distributed random variables on [−1,1].  

From equation (1), we deduce that:  

1. The mean value of the random variable Z is the exact result r. 
2. Under some assumptions, the distribution of Z is a quasi-Gaussian distribution. 

Then by identifying R and Z, i.e., by neglecting all the second order terms, Stu-
dent’s test can be used to determine the accuracy of R. Thus from N samples Ri, 
i = 1, 2, ..., N, the number of decimal significant digits common to R  and r can be 
estimated with the following equation 

 CR = log10

N R
στ β

⎛

⎝
⎜

⎞

⎠
⎟ , (2) 

where  

 R =
1
N

Ri
i=1

N

∑ and σ 2 =
1

N − 1
(Ri − R)2

i=1

N

∑  (3) 

τβ is the value of Student’s distribution for N − 1 degrees of freedom and a pro-
bability level 1 − β. 

Thus the implementation of the CESTAC method in a code providing a result R 
consists in:  

• Performing N times this code with the random rounding mode, which is  
obtained by using randomly the rounding mode towards −∞ or +∞; we then 
obtain N samples Ri of R  

• Choosing as the computed result the mean value R  of Ri, i = 1, ..., N  
• Estimating with equation (2) the number of exact decimal significant digits of R   
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In practice N = 3 and β = 0.05. Note that for N = 3, then τβ = 4.4303.  
Equations (1) and (2) hold if two main hypotheses are verified. These hypotheses 

are:  

1. The rounding errors αi are independent, centered uniformly distributed random 
variables.  

2. The approximation to the first order in 2−p is legitimate.  

Concerning the first hypothesis, with the use of the random arithmetic, round-
ing errors αi are random variables, however, in practice, they are not rigorously 
centered and in this case Student’s test gives a biased estimation of the computed 
result. It has been proved (Chesneaux and Vignes, 1988) that, with a bias of a few 
σ, the error on the estimation of the number of exact significant digits of R is less 
than one decimal digit. Therefore even if the first hypothesis is not rigorously 
satisfied, the reliability of the estimation obtained with equation (2) is not altered 
if it is considered as exact up to one digit.  

Concerning the second hypothesis, the approximation to the first order only 
concerns multiplications and divisions. Indeed the rounding error generated by an 
addition or a subtraction does not contain any term of higher order. It has been 
shown (Chesneaux, 1990, 1995) that, if a computed result becomes insignificant, 
i.e., if the rounding error it contains is of the same order of magnitude as the result 
itself, then the first order approximation may be not legitimate. In practice the 
validation of the CESTAC method requires a dynamic control of multiplications 
and divisions, during the execution of the code. This leads to the synchronous 
implementation of the method, i.e., to the parallel computation of the N samples 
Ri, and also to the concept of computational zero, also named informatical zero 
(Vignes, 1986). 

Definition 3.  During the run of a code using the CESTAC method, an intermediate 
or a final result R is a computational zero, denoted by @.0, if one of the two 
following conditions holds:  
 

• ∀i, Ri = 0 ,  
• CR ≤ 0 .  

Any computed result R is a computational zero if either R = 0, R being signifi-
cant, or R is insignificant. A computational zero is a value that cannot be differen-
tiated from the mathematical zero because of its rounding error. 

From the synchronous implementation of the CESTAC method and the concept 
of computational zero, stochastic arithmetic (Chesneaux and Vignes, 1992; Vignes, 
1993; Chesneaux, 1995) has been defined. Two types of stochastic arithmetic 
actually exist; it can be either continuous or discrete. 
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2.3.  Principles of stochastic arithmetic 

2.3.1. Continuous stochastic arithmetic 

Continuous stochastic arithmetic is a modelling of the synchronous implementa-
tion of the CESTAC method. By using this implementation, so that the N runs of a 
code take place in parallel, the N results of each arithmetical operation can be con-
sidered as realizations of a Gaussian random variable centered on the exact result. 
One can therefore define a new number, called stochastic number, and a new 
arithmetic, called (continuous) stochastic arithmetic, applied to these numbers. An 
equality concept and order relations, which take into account the number of exact 
significant digits of stochastic operands, have also been defined.  

A stochastic number X is denoted by (m, σ 2), where m is the mean value of X 
and σ its standard deviation. Stochastic arithmetical operations (s+, s−, s×, s/) cor-
respond to terms to the first order in σ / m  of operations between two independent 
Gaussian random variables.  

Definition 4.  Let X1 = (m1, σ1
2) and X2 = (m2, σ2

2). Stochastic arithmetical opera-
tions on X1 and X2 are defined as:  

 2 2
1 2 1 2 1 2s ( , )X X m m σ σ+ = + +  (4) 

 2 2
1 2 1 2 1 2s ( , )X X m m σ σ− = − +  (5) 

 2 2 2 2
1 2 1 2 2 1 1 2s ( , )X X m m m mσ σ× = × +  (6) 

 X1 s/ X2 = m1 / m2 , σ1

m2

⎛
⎝⎜

⎞
⎠⎟

2

+
m1σ 2

m2
2

⎛
⎝⎜

⎞
⎠⎟

2⎛

⎝
⎜

⎞

⎠
⎟ with m2 ≠ 0  (7) 

An accuracy can be associated to any stochastic number. If X = (m, σ 2), λβ 
exists (depending only on β) such that  

 P X ∈ m − λβσ , m + λβσ⎡⎣ ⎤⎦( ) = 1− β  (8) 

Iβ,X = [m−λβσ, m + λβσ] is the confidence interval of m at 1 − β. The number of 
decimal significant digits common to all the elements of Iβ,X and to m is lower 
bounded by  

 Cβ ,X = log10
m

λβσ
⎛

⎝
⎜

⎞

⎠
⎟  (9) 

The following definition is the modelling of the concept of computational zero, 
previously introduced.  
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Definition 5. A stochastic number X is a stochastic zero, denoted by 0, if and only if  

 Cβ ,X ≤ 0 or X = (0, 0)   

In accordance with the concept of stochastic zero, a new equality concept and new 
order relations have been defined.  

Definition 6.  Let X1 = (m1,σ1
2) and X2 = (m2,σ2

2) be two stochastic numbers.  
 

• Stochastic equality, denoted by s =, is defined as: X1  s =  X2   if and only if   X1 
 s −  X2 = 0.  

• Stochastic inequalities, denoted by s > and s ≥  are defined as: X1  s >  X2   if and 
only if   m1 > m2 and X1  s ≠  X2, X1  s ≥  X2   if and only if   m1 ≥ m2 or X1  s =  X2.  

Continuous stochastic arithmetic is a modelling of the computer arithmetic, 
which takes into account rounding errors. The properties of continuous stochastic 
arithmetic (Chesneaux, 1994, 1995) have pointed out the theoretical differences 
between the approximative arithmetic of a computer and exact arithmetic.  

2.3.2. Discrete stochastic arithmetic 

Discrete Stochastic Arithmetic (DSA) has been defined from the synchronous 
implementation of the CESTAC method. With DSA, a real number becomes an 
N-dimensional set and any operation on these N-dimensional sets is performed 
element per element using the random rounding mode. The number of exact sig-
nificant digits of such an N-dimensional set can be estimated from equation (2). 
From the concept of computational zero previously introduced, an equality con-
cept and order relations have been defined for DSA.  

Definition 7.  Let X and Y be N-samples provided by the CESTAC method.  
 

• Discrete stochastic equality denoted by  ds = is defined as: X ds = Y   if and 
only if   X − Y = @.0.  

• Discrete stochastic inequalities denoted by  ds> and  ds≥ are defined as: X ds > Y 

Order relations in DSA are essential to control branching statements. Because 
of rounding errors, if A and B are two floating-point numbers and a and b the cor-
responding exact values, one can have 

a > b and A ≤  B     or     A > B and a ≤  b. 

Many problems in scientific computing are due to this dis-correlation: for 
example, unsatisfied stopping criteria or infinite loops in algorithmic geometry. 
Taking into account the numerical quality of the operands in order relations  
enables to partially solve these problems (Chesneaux, 1994). 
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Therefore DSA enables to estimate the impact of rounding errors on any result 
of a scientific code and also to check that no anomaly occurred during the run, 
especially in branching statements. DSA is implemented in the CADNA library.1 

The accuracy of a stochastic number can be related to the number of exact sig-
nificant digits of an N-sample provided by the CESTAC method. Indeed, when N 
is a small value (2 or 3), which is the case in practice, the values obtained with 
equations (2) and (9) are very close. They represent in a computed result the number 
of significant digits which are not affected by rounding errors. So the two types of 
stochastic arithmetic are coherent. Properties established in the theoretical frame-
work of continuous stochastic arithmetic can be applied on a computer via the 
practical use of DSA. 

3. Benefits of DSA in numerical programs 

With six examples, the behaviour and the benefits of DSA are illustrated. For each 
example, at first, results using the standard floating-point arithmetic are presented 
and, then, results using the CADNA library, which automatically implements the 
DSA, are also presented.  

3.1.  Example 1: a rational fraction function of two variables 

In the following example (Rump, 1988), the rational fraction  

 F(x, y) = 333.75 y6 + x2 (11 x2y2 − y6 − 121 y4 − 2) + 5.5 y8 +
x

2y
   

Using the IEEE double precision arithmetic with rounding to the nearest, one 
obtains:  

res = 5.76460752303423E+17, and using CADNA in double precision, one 
obtains:  
----------------------------------------------- 
CADNA software-University P. et M. Curie---LIP6 
Self-validation detection: ON 
Mathematical instabilities detection: ON 
Branching instabilities detection: ON 
Intrinsic instabilities detection: ON 
Cancellation instabilities detection: ON 
----------------------------------------------- 

                                                           
1
 URL address: http://www.lip6.fr/cadna/  
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Res = @.0 
----------------------------------------------- 
CADNA software-University P. et M. Curie---LIP6 
There is 1 numerical instability 
0 UNSTABLE DIVISION(S) 
0 UNSTABLE POWER FUNCTION(S) 
0 UNSTABLE MULTIPLICATION(S) 
0 UNSTABLE BRANCHING(S) 
0 UNSTABLE MATHEMATICAL FUNCTION(S) 
0 UNSTABLE INTRINSIC FUNCTION(S) 
1 UNSTABLE CANCELLATION(S) 

CADNA points out the complete loss of accuracy of the result.  

3.2.  Example 2: solving a second order equation 

The roots of the following second order equation are computed:  

 0.3 x2 − 2.1 x + 3.675 = 0   

The exact values are: Discriminant d = 0, x1 = x2 = 3.5.  
Using the IEEE single precision arithmetic with rounding to the nearest, one 

obtains:  

D = -3.8146972E-06 
There are two conjugate complex roots: 
z1=0.3499999E+01 + i * 0.9765625E-03 
z2=0.3499999E+01 + i * -.9765625E-03 

and using CADNA in single precision, one obtains:  

----------------------------------------------- 
CADNA software-University P. et M. Curie---LIP6 
Self-validation detection: ON 
Mathematical instabilities detection: ON 
Branching instabilities detection: ON 
Intrinsic instabilities detection: ON 
Cancellation instabilities detection: ON 
----------------------------------------------- 
D = @.0 
Discriminant is zero. 
The double solution is 0.349999E+01 
----------------------------------------------- 
CADNA software–University P. et M. Curie---LIP6 
There are 1 numerical instabilities 
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0 UNSTABLE DIVISION(S) 
0 UNSTABLE POWER FUNCTION(S) 
0 UNSTABLE MULTIPLICATION(S) 
0 UNSTABLE BRANCHING(S) 
0 UNSTABLE MATHEMATICAL FUNCTION(S) 
0 UNSTABLE INTRINSIC FUNCTION(S) 
1 UNSTABLE CANCELLATION(S) 

The standard floating-point arithmetic cannot detect that d = 0. The wrong 
branching is performed and the result is false.  

The CADNA software takes the accuracy of operands into account in the order 
relations or in the equality relation and, therefore, the good branching is performed 
and the exact result is obtained.  

3.3.  Example 3: computing a determinant 

The determinant of Hilbert’s matrix of size 11 is computed using Gaussian elimi-
nation without pivoting strategy. The determinant is the product of the different 
pivots. Hilbert’s matrix is defined by: a(i,j) = 1/(i + j − 1). All the pivots and the 
determinant are printed out.  

The exact value of the determinant is 3.0190953344493  10−65.  
Using the IEEE double precision arithmetic with rounding to the nearest, one 

obtains:  
Pivot number 1 = 0.1000000000000000D+01 
Pivot number 2 = 0.8333333333333331D-01 
Pivot number 3 = 0.5555555555555522D-02 
Pivot number 4 = 0.3571428571428736D-03 
Pivot number 5 = 0.2267573696146732D-04 
Pivot number 6 = 0.1431549050481817D-05 
Pivot number 7 = 0.9009749236431395D-07 
Pivot number 8 = 0.5659970607161749D-08 
Pivot number 9 = 0.3551362553328898D-09 
Pivot number 10 = 0.2226656943069665D-10 
Pivot number 11 = 0.1398301799864147D-11 
Determinant = 0.3026439382718219D-64 

and using CADNA in double precision, one obtains:  
----------------------------------------------- 
CADNA software-University P. et M. Curie---LIP6 
Self-validation detection: ON 
Mathematical instabilities detection : ON 
Branching instabilities detection : ON 
Intrinsic instabilities detection : ON 
Cancellation instabilities detection : ON 
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Pivot number 1 = 0.100000000000000E+001 
Pivot number 2 = 0.833333333333333E-001 
Pivot number 3 = 0.55555555555555E-002 
Pivot number 4 = 0.3571428571428E-003 
Pivot number 5 = 0.22675736961E-004 
Pivot number 6 = 0.1431549051E-005 
Pivot number 7 = 0.90097493E-007 
Pivot number 8 = 0.5659970E-008 
Pivot number 9 = 0.35513E-009 
Pivot number 10 = 0.2226E-010 
Pivot number 11 = 0.14E-011 
Determinant = 0.30E-064 
----------------------------------------------- 
CADNA software–University P. et M.Curie---LIP6 
No instability detected 

The gradual loss of accuracy is pointed out by CADNA. One can see that the 
value of the determinant is significant even if it is very “small”. This shows how 
difficult it is to judge the numerical quality of a computed result by its magnitude.  

3.4.  Example 4: computing a second order recurrent sequence 

This example was proposed by J.-M. Muller (Muller, 1989). The 25 first iterations 
of the following recurrent sequence are computed:  

 Un+1 = 111−
1130
Un

+
3000

UnUn−1

  

with U0 = 5.5 and U1 = [61/11]. The exact value of the limit is 6.  
Using the IEEE double precision arithmetic with rounding to the nearest, one 

obtains: 

U( 3) = 0.5590163934426229D+01 
U( 4) = 0.5633431085043980D+01 
U( 5) = 0.5674648620510026D+01 
U( 6) = 0.5713329052378341D+01 
U( 7) = 0.5749120919664605D+01 
U( 8) = 0.5781810919824309D+01 
U( 9) = 0.5811314226859892D+01 
U(10) = 0.5837656352257866D+01 
U(11) = 0.5860948153832367D+01 
U(12) = 0.5881319751541141D+01 
U(13) = 0.5898177025615012D+01 
U(14) = 0.5897965247556456D+01 
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U(15) = 0.5647011084038567D+01 
U(16) = 0.9683399445297453D+00 
U(17) =-0.5073216051624674D+03 
U(18) = 0.1071206352328062D+03 
U(19) = 0.1003959421894409D+03 
U(20) = 0.1000235186060601D+03 
U(21) = 0.1000014035745554D+03 
U(22) = 0.1000000838527958D+03 
U(23) = 0.1000000050131387D+03 
U(24) = 0.1000000002998870D+03 
U(25) = 0.1000000000179481D+03 

and using CADNA in double precision, one obtains:  

----------------------------------------------- 
CADNA software-University P. et M. Curie---LIP6 
Self-validation detection: ON 
Mathematical instabilities detection : ON 
Branching instabilities detection : ON 
Intrinsic instabilities detection : ON 
Cancellation instabilities detection : ON 

U( 3) = 0.55901639344262E+001 
U( 4) = 0.5633431085044E+001 
U( 5) = 0.56746486205E+001 
U( 6) = 0.5713329052E+001 
U( 7) = 0.574912092E+001 
U( 8) = 0.57818109E+001 
U( 9) = 0.581131E+001 
U(10) = 0.58377E+001 
U(11) = 0.5861E+001 
U(12) = 0.588E+001 
U(13) = 0.6E+001 
U(14) =@.0 
U(15) =@.0 
U(16) =@.0 
U(17) = 0.9E+002 
U(18) = 0.999E+002 
U(19) = 0.9999E+002 
U(20) = 0.99999E+002 
U(21) = 0.999999E+002 
U(22) = 0.9999999E+002 
U(23) = 0.999999999E+002 
U(24) = 0.9999999999E+002 
U(25) = 0.99999999999E+002 
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The exact limit is 6. 
----------------------------------------------- 
CADNA software-University P. et M. Curie---LIP6 
CRITICAL WARNING: the self-validation detects major  

problem(s). 
The results are NOT guaranteed 
There are 9 numerical instabilities 
7 UNSTABLE DIVISION(S) 
0 UNSTABLE POWER FUNCTION(S) 
2 UNSTABLE MULTIPLICATION(S) 
0 UNSTABLE BRANCHING(S) 
0 UNSTABLE MATHEMATICAL FUNCTION(S) 
0 UNSTABLE INTRINSIC FUNCTION(S) 
0 UNSTABLE CANCELLATION(S) 

3.5.  Example 5: computing a root of a polynomial 

This example deals with the improvement and optimization of an iterative algo-
rithm by using new tools which are contained in CADNA. This program computes 
a root of the polynomial  

 f (x) =  1.47 x3  + 1.19 x2 − 1.83 x +  0.45   

by Newton’s method. The sequence is initialized with x = 0.5.  

The iterative algorithm xn+1 = xn −
f (xn )
′f (xn )

 is stopped with the criterion  

 xn − xn−1 < 10−12   

Using the IEEE double precision arithmetic with rounding to the nearest, one 
obtains:  

x( 29 ) = 0.428571431755150 
x( 30 ) = 0.428571431755150 

and using CADNA in double precision, one obtains:  

----------------------------------------------------- 
CADNA software --- University P. et M. Curie --- LIP6 
Self-validation detection: ON 
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turn off the exact trajectory and then, the estimation of accuracy is not possible 
any more. Even using the double precision, the computer cannot give any signifi-
cant result after the iteration number 15.  
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Mathematical instabilities detection : ON 
Branching instabilities detection : ON 
Intrinsic instabilities detection : ON 
Cancellation instabilities detection : ON 
----------------------------------------------------- 
x( 24 ) = 0.42857143E+000 
x( 25 ) = 0.42857143E+000 
----------------------------------------------------- 
CADNA software --- University P. et M. Curie --- LIP6 
CRITICAL WARNING: the self-

validation detects major problem(s). 
The results are NOT guaranteed 
There are 56 numerical instabilities 
1 UNSTABLE DIVISION(S) 
0 UNSTABLE POWER FUNCTION(S) 
0 UNSTABLE MULTIPLICATION(S) 
1 UNSTABLE BRANCHING(S) 
0 UNSTABLE MATHEMATICAL FUNCTION(S) 
2 UNSTABLE INTRINSIC FUNCTION(S) 
52 UNSTABLE CANCELLATION(S) 

With CADNA, one can see that seven significant digits were lost (despite the 
apparent stability). By using a symbolic debugger, one can see that, at the last 
iteration, the denominator is a non-significant value (a computational zero) and 
that the last answer to the stopping criterion is not reliable. CADNA allows one to 
stop the algorithm when the subtraction xn − xn−1 is non-significant (there is no 
more information to compute at the next iteration). In Newton’s method, a division 
by a computational zero may suggest a double root. One can simplify the fraction. 
When these two transformations are done, the code is stabilized and the results are 
obtained with the best accuracy of the computer. The exact value of the root is xsol 
= 3/7 = 0.428571428571428571... Now, we obtain:  

----------------------------------------------------- 
CADNA software --- University P. et M. Curie --- LIP6 
Self-validation detection: ON 
Mathematical instabilities detection : ON 
Branching instabilities detection : ON 
Intrinsic instabilities detection : ON 
Cancellation instabilities detection : ON 
----------------------------------------------------- 
x( 48 ) = 0.428571428571429E+000 
x( 49 ) = 0.428571428571429E+000 
----------------------------------------------------- 
CADNA software --- University P. et M. Curie --- LIP6 
No instability detected 
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3.6.  Example 6: solving a linear system 

In this example, CADNA is able to provide correct results which were impossible 
to be obtained with the standard floating-point arithmetic. The following linear 
system is solved using Gaussian elimination with partial pivoting. The system is  

 

21 130 0 2.1
13 80 4.74 108 752

0 −0.4 3.9816 108 4.2

0 0 1.7 9 10−9

⎛

⎝

⎜
⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟
⎟

⋅ X =

153.1
849.74
7.7816
2.6 10−8

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

  

The exact solution is xsol
t = (1,1,10−8 ,1) . Using the IEEE single precision arithmetic 

with rounding to the nearest, one obtains:  

x_sol(1) = 0.6261987E+02 
x_sol(2) = -0.8953979E+01 
x_sol(3) = 0.0000000E+00 
x_sol(4) = 0.9999999E+00 

and using CADNA in single precision, one obtains:  

----------------------------------------------------- 
CADNA software --- University P. et M. Curie --- LIP6 
Self-validation detection: ON 
Mathematical instabilities detection : ON 
Branching instabilities detection : ON 
Intrinsic instabilities detection : ON 
Cancellation instabilities detection : ON 
----------------------------------------------------- 
x_sol(1) = 0.999E+00 
x_sol(2) = 0.1000E+01 
x_sol(3) = 0.999999E-08 
x_sol(4) = 0.1000000E+01 
----------------------------------------------------- 
CADNA software --- University P. et M. Curie --- LIP6 
There are 3 numerical instabilities 
0 UNSTABLE DIVISION(S) 
0 UNSTABLE POWER FUNCTION(S) 
0 UNSTABLE MULTIPLICATION(S) 
1 UNSTABLE BRANCHING(S) 
0 UNSTABLE MATHEMATICAL FUNCTION(S) 
1 UNSTABLE INTRINSIC FUNCTION(S) 
1 UNSTABLE CANCELLATION(S) 
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During the reduction of the third column, the matrix element A(3,3) is equal to 
4864. But the exact value of A(3,3) is zero. The standard floating-point arithmetic 
cannot detect that A(3,3) is non-significant. This value is chosen as pivot. That 
leads to erroneous results. CADNA detects the non-significant value of A(3,3). 
This value is eliminated as pivot. That leads to satisfactory results.  

4. Dynamical control of approximation methods 

DSA, which has been presented in section 2.3.2, enables one to estimate in a com-
puted result which digits are affected by rounding errors. Furthermore, with DSA, 
the numerical quality of operands in an order relation is taken into account. For 
instance, a test for equality is satisfied if the operands have the same value, up to 
rounding errors. Therefore new algorithms, specific to DSA, can be proposed. 
This section is devoted to the use of approximation methods, such as quadrature 
methods, in DSA.  

An approximation method, based on a discretization step, provides a numerical 
result affected by a global error, which consists of both a truncation error and  
a rounding error. If the discretization step decreases, the truncation error also 
decreases, but the rounding error usually increases. The optimal step size, for 
which the global error is minimal, can be computed dynamically (Vignes, 1996). 
In this section, we show how to determine in the corresponding result which digits 
are affected neither by the truncation error, nor by the rounding error.  

4.1.  On approximation methods of order p 

A numerical method which uses a discretization step h enables one to approximate 
an exact value L by a value L(h) such that limh→ 0 L(h) = L. The technique of “step 
halving” consists in computing a sequence of approximations based on several 
successive divisions of the step by 2. Theorem 1 enables one to determine the 
number of significant digits in common between two successive approximations 
and the exact result L.  

Theorem 1. Let us consider a numerical method which provides an approxi-
mation L(h) of order p to an exact value L, i.e., L(h) − L = K hp + O (hq ) with 1 ≤ 
p < q,  K ∈ I R. If Ln is the approximation computed with the step [(h0)/(2n)], then  

 CLn ,Ln+1
= CLn ,L + log10

2 p

2 p − 1
⎛
⎝⎜

⎞
⎠⎟

+ O 2n( p−q)( )  

n

 Ln − L = K h0

2n
⎛
⎝⎜

⎞
⎠⎟

p

+ O 1
2qn

⎛
⎝⎜

⎞
⎠⎟

 (10) 
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Using the same formula for Ln+1, one obtains  

 Ln − Ln+1 = K 2 p − 1
2 p

⎛
⎝⎜

⎞
⎠⎟

h0

2n
⎛
⎝⎜

⎞
⎠⎟

p

+ O 1
2qn

⎛
⎝⎜

⎞
⎠⎟

 (11)  

From equation (10), we deduce  

 Ln

Ln − L
=

Ln

K h0

2n
⎛
⎝⎜

⎞
⎠⎟

p 1+ O 2n( p−q)( )( ) (12)  

 Ln

Ln − L
=

K h0

2n
⎛
⎝⎜

⎞
⎠⎟

p

1+ O 2n( p−q)( )( )
 (13)  

Therefore  

 Ln

Ln − L
=

Ln

K h0

2n
⎛
⎝⎜

⎞
⎠⎟

p + O 2n(2 p−q)( ) (14)  

Then  

 Ln + L
2 Ln − L( ) =

Ln

Ln − L
−

1
2

=
Ln

K h0

2n
⎛
⎝⎜

⎞
⎠⎟

p + O 2n(2 p−q)( ) (15)  

Similarly, from equation (11), we deduce  

 Ln + Ln+1

2 Ln − Ln+1( ) =
Ln

Ln − Ln+1

−
1
2

=
Ln

K h0

2n
⎛
⎝⎜

⎞
⎠⎟

p

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

2 p

2 p − 1
⎛
⎝⎜

⎞
⎠⎟

+ O 2n(2 p−q)( ) (16)  

From definition 1 and equation (15), we deduce  

 CLn ,L = log10
Ln

K h0

2n
⎛
⎝⎜

⎞
⎠⎟

p 1+ O 2n( p−q)( )( ) (17)  

 CLn ,L = log10
Ln

K h0

2n
⎛
⎝⎜

⎞
⎠⎟

p + log10 1+ O 2n( p−q)( )( ) (18)  
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Therefore  

 CLn ,L = log10
Ln

K h0

2n
⎛
⎝⎜

⎞
⎠⎟

p + O 2n( p−q)( ) (19)  

Similarly, from definition 1 and equation (16), we deduce  

 CLn ,Ln+1
= log10

Ln

K h0

2n
⎛
⎝⎜

⎞
⎠⎟

p

⎛

⎝

⎜
⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
⎟

2 p

2 p − 1
⎛
⎝⎜

⎞
⎠⎟

+ O 2n( p−q)( ) (20)  

Finally  

 CLn ,Ln+1
= CLn ,L + log10

2 p

2 p − 1
⎛
⎝⎜

⎞
⎠⎟

+ O 2n( p−q)( ) (21)  

If the convergence zone is reached, i.e., if the term O(2n(p−q)) becomes negligible, 
the significant digits common to two successive approximations Ln and Ln+1  
are also in common with the exact result L, up to one bit. Indeed the term 
log10((2p)/(2p−1)) decreases as p increases and it corresponds to one bit for 
methods of order 1.  

Remark 1. This assertion can be related to previous works carried out on con-
n

technique of “step having” converges linearly to the exact result L. Indeed it satis-
fies Ln − L = K αn + o(αn) with  K ∈ R and 0 < |α | < 1. In Jézéquel  (2004, 2005), 
it has been pointed out that if 0 < α ≤ 1/2 (which is the case here), then in the 
convergence zone, the significant bits common to two successive iterates are also 
in common with L, up to one.  

4.2.  On Newton–Cotes methods 

Theorem 1 can apply to Newton–Cotes quadrature rules.  
Let I(h) be the approximation to I = ∫a

b f(x) dx  by the trapezoidal rule with step 
h. If f ∈ C4[a,b], the truncation error expansion on I(h) up to order 4 is (Stoer and 
Bulirsch, 2002):  

 I(h) − I =
h2

12
′f (b) − ′f (a)[ ]+ O h4( ) (22)  
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Let I(h) be the approximation to I = ∫a
b f(x)dx  by Simpson’s rule with step h. If 

f ∈ C6[a,b], the truncation error expansion on I(h) up to order 6 is (Stoer and 
Bulirsch, 2002):  

 I(h) − I =
h4

180
f (3) (b) − f (3) (a)⎡⎣ ⎤⎦ + O h6( ) (23)  

Equations (22) and (23) are similar to equation (10), which characterizes  
approximation methods, with p = 2 and q = 4 for the trapezoidal rule; p = 4 
and q = 6 for Simpson’s rule. Therefore the following theoretical results, which 
had been given in Chesneaux and Jézéquel (1998) with specific proofs, could have 
been established from theorem 1.  

Corollary 1. Let In be the approximation to I = ∫a
bf(x)dx by the trapezoidal rule 

with step h = [(b−a)/(2n)]. If f ∈ C4[a,b] and f′(b) ≠ f′(a), then  

 CIn ,In+1
= CIn ,I + log10

4
3

⎛
⎝⎜

⎞
⎠⎟

+ O 1
4n

⎛
⎝⎜

⎞
⎠⎟

 (24)  

Corollary 2. Let In be the approximation to I = ∫a
bf(x)dx by Simpson’s rule with 

step h = [(b−a)/(2n)]. If f ∈ C6[a,b] and f (3)(b) ≠ f (3)(a), then  

 CIn ,In+1
= CIn ,I + log10

16
15

⎛
⎝⎜

⎞
⎠⎟

+ O 1
4n

⎛
⎝⎜

⎞
⎠⎟

 (25)  

Let I(h) be the approximation to I = ∫a
bf(x)dx by the composite closed Newton–

Cotes quadrature rule with ν points and step h. Let p = ν + 1 if ν is odd and p = ν 
if ν is even. If f ∈ Cp+2[a,b], by applying the Euler–MacLaurin summation for-
mula, we get  

 I(h) − I = Kν h p f ( p−1) (b) − f ( p−1) (a)⎡⎣ ⎤⎦ + O 1
4n

⎛
⎝⎜

⎞
⎠⎟

 (26)  

where Kν is a constant which depends on ν.  
Corollary 3 can be established from theorem 1 and equation (26).  

Corollary 3. Let IN be the approximation to I = ∫a
bf(x)dx by a composite closed 

Newton–Cotes quadrature rule of order p with step h = [(b−a)/N]. If f ∈ Cp+2[a,b] 
and f ( p − 1 )(b) ≠ f ( p − 1 ) (a), then  

 CIN ,I2 N
= CIN ,I + log10

2 p

2 p − 1
⎛
⎝⎜

⎞
⎠⎟

+ O 1
N 2

⎛
⎝⎜

⎞
⎠⎟

 (27)  

Assuming N = 2n, corollary 3 is in perfect agreement with corollary 1 (specific 
to the trapezoidal rule) and with corollary 2 (specific to Simpson’s rule).  
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4.3.  On the Gauss–Legendre method 

Theorem 1 can also apply to the Gauss–Legendre method. First let us briefly recall 
the principles of this quadrature method. The approximation to ∫−1

1 f(x)dx by the 
Gauss–Legendre method with ν points (Conte and de Boor, 1980; Engels, 1980) is 
∑i=1

ν Ci f(xi), where for i = 1,...,ν, { xi } are the roots of the ν-degree Legendre 
polynomial Pν and  

 Ci =
2

(1− xi
2 )( ′Pν (xi ))

2  (28)  

For the computation of an integral on another interval such as I = ∫a
b g(t)dt, the 

following change of variable is required.  

 I = g(t)dt =
b − a

2a

b

∫ f (x)dx
−1

1

∫  (29)  

with  

 ∀x ∈[−1,1], f (x) = g (b − a)x + b + a
2

⎛
⎝⎜

⎞
⎠⎟

 (30)  

The Gauss–Legendre method with ν points is of order 2ν: it is exact if the inte-
grand is a polynomial of degree r with r ≤ 2ν − 1.  

Let us assume that the integration domain is partitioned into 2n subintervals and 
that the integral on each subinterval is evaluated using the Gauss–Legendre 
method with ν points. Theorem 2 presents the truncation error on In, the sum of 
the 2n approximations obtained.  

Theorem 2. Let i = ∫a
bg(t)dt and for i = 1,...,ν, let {xi} be the roots of the ν-degree 

Legendre polynomial and {Ci} the corresponding weights. Let us assume that the 
integral on each subinterval [αk−1, αk] with αk = a + k[(b−a)/(2n)], for k = 1,...,2n, 
is evaluated using the Gauss–Legendre method with ν points. Let In be the sum of 
the 2n approximations obtained. If g ∈ C2ν+1[a,b], then  

 In − I =
Kν

4nν + O 1
2n(2ν+1)

⎛
⎝⎜

⎞
⎠⎟

   

with  

 Kν =
(b − a)2ν

22ν+1(2ν )!
Ci xi

2ν −
2

2ν + 1i=1

ν

∑⎛
⎝⎜

⎞
⎠⎟

g(2ν−1) (b) − g(2ν−1) (a)⎡⎣ ⎤⎦ .  

 
 

120 



 STOCHASTIC ARITHMETIC AND VERIFICATION OF MATHEMATICAL MODELS 

In Jéséquel et al. (2006), a more general form of theorem 2, where the integra-
tion interval is partitioned into q subintervals, is given with its proof.  

Corollary 4 can be established from theorems 1 and 2. The same notations and 
assumptions as in theorem 2 are used.  

Corollary 4.  

 CIn ,In+1
= CIn ,I + log10

4ν

4ν − 1
⎛
⎝⎜

⎞
⎠⎟

+ O 1
2n

⎛
⎝⎜

⎞
⎠⎟

   

Therefore if the convergence zone is reached, i.e., if the term O([1/(2n)]) be-
comes negligible, the significant digits common to two successive approximations 
are also in common with the exact value of the integral, up to one bit.  

4.4.  A strategy for a dynamical control of approximation methods 

DSA enables one to estimate the number of exact significant digits of any com-
puted result, i.e., its significant digits which are not affected by rounding error 
propagation. Adopting the same notations as in 4.1, let (Ln) be a sequence com-
puted in DSA with an approximation method using the step value [(h0)/(2n)]. And 
let us assume that the convergence zone is reached. If discrete stochastic equality 
is achieved for two successive iterates, i.e., Ln − Ln+1 = @.0, the difference  
between Ln and Ln+1 is only due to rounding errors and further iterations are use-
less. The optimal iterate Ln+1 can therefore be dynamically determined at run time. 
Furthermore, from theorem 1, the exact significant bits of Ln+1 are in common 
with the exact result L, up to one.  

Therefore one can dynamically determine the optimal approximation by per-
forming computations until the difference Ln − Ln+1 has no exact significant digit. 
If the convergence zone has been reached, then the exact significant bits of the last 
approximation are in common with L, up to one.  

4.5.  Dynamical control of Romberg’s method 

Romberg’s method (Bauer et al., 1963; Burden and Faires, 2001; Stoer and  
Bulirsch, 2002), is based on Richardson’s extrapolation on results of the trapezoidal 
rule. For the approximation of I = ∫a

b f(x)dx, Romberg’s method consists in com-
puting the following triangular table, with h = [(b − a)/M] (M ≥ 1).  
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T1(h) T1(h
2

) L T1( h
2n−3 ) T1( h

2n−2 ) T1( h
2n−1 )

T2 (h) T2 (h
2

) L T2 ( h
2n−3 ) T2 ( h

2n−2 )

T3(h) T3(h
2

) L T3( h
2n−3 )

M M

Tn−1(h) Tn−1(h
2

)

Tn (h)

 

The first row of the table represents approximations of I computed using the 
trapezoidal rule with step [h/(2j)] (j = 0,...,n − 1). Rows 2 to n are computed using 
the following formula.  

For r = 2,...,n and j = 0,...,n − r,  

 Tr
h
2 j

⎛
⎝⎜

⎞
⎠⎟

=
1

4r−1 − 1
4 r−1Tr−1

h
2 j+1

⎛
⎝⎜

⎞
⎠⎟

− Tr−1
h
2 j

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

   

The sequence of approximations with Romberg’s method T1(h), ...,Tn(h) con-
verges exponentially to I.  

The following theorem enables one to determine from two successive approxi-
mations, Tn(h) and Tn+1(h), the first digits of the exact value of the integral.  

Theorem 3. We assume that f is a real function which is C k over [a,b] where k ≥ 
2n + 1 and that f (2n−1)(a) ≠ f (2n−1)(b). Let Tn(h) be the approximation of I = ∫a

b 
f(x)dx  computed with n iterations of Romberg’s method using the initial step h = 
[(b−a)/M] (M ≥ 1). Then  

 CTn (h),Tn+1 (h) = CTn (h),I + O 1
n2

⎛
⎝⎜

⎞
⎠⎟

   

The proof of this theorem can be consulted in (Jézéquel and Chesneaux, 2004). 
If the convergence zone is reached, i.e., if O(1/n2) « 1, the significant digits 

common to two successive approximations, Tn(h) and Tn+1(h), are also in common 
with the exact value of the integral. 

If computations are performed until, in the convergence zone, the difference 
between two successive approximations has no exact significant digit, then the 
significant digits of the last approximation which are not affected by rounding 
errors are in common with the exact value of the integral.  

The equation given in theorem 3 is different from the one in theorem 1, esta-
blished for approximation methods. Indeed Romberg’s method is not an approxi-
mation method with an order known beforehand. The approximation Tn(h) obtained 
with n iterations of Romberg’s method is exact if the integrand is a polynomial of 
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degree r with r ≤ 2n − 1. Moreover the dynamical control of Romberg’s method is 
not based on successive divisions of an integration step. This dynamical control 
consists in comparing two successive approximations, Tn(h) and Tn+1(h), and not 
Tn(h) and Tn([h/2]).  

4.6.  Numerical experiment 

Let us consider the integral  

 I =
arctan 2 + t 2( )
(1+ t 2 ) 2 + t 2

0

1

∫ dt    

The evaluation of this integral is a problem that has been posed by Ahmed 
(2002). Bailey and Li (2003) have indicated its exact value: I = (5π 2)/96. There-
fore, its 16 first exact digits are: I ≈ 0.5140418958900708.  

This integral has been evaluated using the different strategies previously des-
cribed. Let In be the approximation to I computed:  

• Using the composite trapezoidal rule or the composite Simpson’s rule with the 
step 1/(2n).  

• By partitioning the interval [0,1] into 2n subintervals on which the Gauss–
Legendre method with 12 points is applied.  

• Or by performing n iterations of Romberg’s method with the initial step h = 1.  

Approximations In have been computed in DSA, using the CADNA library, 
until the difference In − In+1 has no exact significant digit. From the theoretical 
results previously presented, the exact significant bits (i.e., not affected by round-
ing errors) of the last approximation IN are in common with I, up to one.  

Table 1 presents the approximations to I obtained in single and in double 
precision. In every sequence, only the exact significant digits of the last iterate, 
estimated using DSA, are reported.  

Table 1. Approximations to I ≈ 0.5140418958900708. 

It is noticeable that the exact significant digits of each approximation IN  
obtained are in common with I, up to one. The error IN − I is always a computa-
tional zero. Because of rounding errors, the computer cannot distinguish the 
approximation obtained from the exact value of the integral.  
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Method In Single Precision In Double Precision 
Trapezoidal  I8 = 0.51404E+00  I19 = 0.5140418958899E+000  
Simpson  I8 = 0.514041E+00  I10 = 0.51404189589007E+000 
Gauss–Legendre  I1 = 0.5140419E+00  I1 = 0.514041895890070E+000  
Romberg  I8 = 0.514041E+00  I8 = 0.514041895890070E+000  
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The number of iterations required for the stopping criterion to be satisfied may 
depend on the precision chosen, but also on the quadrature method used. Indeed 
the convergence speed of the computed sequence and the numerical quality of the 
result obtained vary according to the quadrature method. Starting from I0 (the 
approximation obtained with no partition of the integration interval), the sequence 
generated by the Gauss–Legendre method with 12 points converges particularly 
quickly: in two iterations, a result with an excellent numerical quality is obtained 
whatever the precision chosen is.  

5. Conclusion 

Discrete Stochastic Arithmetic (DSA) is an automatic method for rounding error 
analysis, which uses a random rounding mode. DSA has been implemented in the 
CADNA library, which enables one to estimate rounding error propagation in any 
scientific code. Furthermore CADNA can detect any numerical instability which 
may occur at run time.  

In order to obtain with an approximation method a result for which the global 
error (consisting of both the truncation error and the rounding error) is minimal, a 
strategy, based on a converging sequence computation, has been proposed. Com-
putation is carried out until the difference between two successive iterates has no 
exact significant digit. Then it is possible to determine which digits of the result 
obtained are in common with the exact solution. This strategy can apply to the 
computation of integrals using the trapezoidal rule, Simpson’s rule, Romberg’s 
method or the Gauss–Legendre method.  

Improvements in automatic methods for rounding error analysis are required 
because of the performances, always higher, of computers. In order to enable an 
estimation of rounding errors at a moderate computing cost, one has to take into 
account the evolution of the architectures, the compilers and the processors.  
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In a modeling exercise, errors in the model structure cannot be avoided because 
they arise from our limited capability to exactly describe mathematically the com-
plexity of a physical system. The effect of model error on model predictions is not 
random but systematic, therefore, it does not necessarily have any probabilistic 
properties that can be easily exploited in the construction of a model performance 
criterion. The effect of model error varies in both space and time. It is also differ-
ent for the flow and the solute transport components of a groundwater model and 
may have a significant impact on parameter estimation, uncertainty analyses and 
risk assessments. Structural errors may result in a misleading evaluation of predic-
tion uncertainty associated with parameter error because model sensitivity to 
uncertain parameters may be quite different than that of the correct model. A sub-
stantial model error may significantly degrade the usefulness of model calibration 
and the reliability of model predictions because parameter estimates are forced to 
compensate for the existing structural errors. Incorrect uncertainty analyses and 
estimated parameters that have little value in predictive modeling could potentially 
lead to an engineering design failure or to a selection of a management strategy that 
involves unnecessary expenditures. A complementary to classical inverse methods 
model calibration procedure is presented for assessing the uncertainty in parameter 
estimates associated with model error. This procedure is based on the concept of a 
per-datum calibration for capturing the spatial and temporal behavior of model 
error. A set of per-datum parameter estimates obtained by this new method defines a 
posterior parameter space that may be translated into a probabilistic description of 
model predictions. The resulted prediction uncertainty represents a reflection on 
model predictions of available information regarding the dependent variables and 
measures the level of confidence in model performance. 

P.C. Baveye et al. (eds.), Uncertainties in Environmental Modelling  
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1. Main sources of uncertainty in mathematical modeling 

Computer models that simulate groundwater flow and contaminant transport are 
invaluable tools that can be used to aid in assessment of risks and management 
decisions. Unfortunately, there is typically considerable uncertainty in the predic-
tions from a computer model. The error associated with mathematical modeling 
can be categorized into two main types: (1) model error which results from the use 
of an inadequate model with the true set of parameter values (the correct para-
meters for a perfect model), and (2) parameter error which assumes the use of a 
perfect model with parameters subject to uncertainty. When modeling natural 
hydrogeologic systems, these two types of error exist simultaneously. 

In modeling groundwater flow and contaminant transport, parameter error is 
mainly produced from uncertainties in the values of the hydraulic parameters. In 
groundwater problems, such parameters are, for example, hydraulic conductivity, 
sorption coefficient or porosity. These medium properties can be measured in the 
field or on lab samples, independent from the model itself. Parameter measure-
ments always carry a degree of uncertainty. Furthermore, additional uncertainty is 
introduced from the usually small number of available measurements and the dif-
ferences between the scale of the parameter measurements and appropriate  
parameter value at the model grid scale (Beckie, 1996). 

There are at least three important sources of model error. First, mathematical 
and modeling limitations result in all models being simplifications and approxima-
tions of reality (Sun et al., 1998). This source of model error is related to such 
issues as the use of one-dimensional or two-dimensional models to describe three-
dimensional processes, the assumption of isothermal conditions or steady-state 
flow, the use of the Fickian model to quantify the dispersive flux, and the use of a 
finite domain. Second, the representation of multiple processes as a single process 
when there is little information on their mathematical description will also lead to 
uncertainty in model prediction. The mathematical definition of such processes is 
often empirical and speculative. The release function of contaminants into a flow 
system can be cited as an example. The source concentration and its temporal and 
spatial distribution can be the result of complex serial or parallel processes. Such 
processes may involve mechanical and chemical weathering, biochemical and bio-
logical influences on the form of each component, infiltration and dissolution 
rates, and flow and transport through the unsaturated zone. Detailed modeling of 
all these processes is practically impossible. Third, our inability to predict how 
physical or chemical characteristics of the hydrogeological system might change 
in the future will give rise to additional uncertainty. In the common practice of 
extrapolating from the past to the future, there is not only uncertainty from the im-
perfect description of the past, but also uncertainty about how much the future will 
be like the past (Morgan et al., 1990). Model error arising from sources one and 
two can be reduced with further research and more detailed modeling. However, 
the third source of model error should be distinguished from the other two as being 
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irreducible even in principle. Accounting for this source of error when modeling 
physical systems involves a great deal of subjective judgment defines the limits of 
prediction reliability. 

2. Simulation models, model calibration and prediction 
reliability 

The development of a simulation model to aid in the solution of a groundwater 
problem can be broadly viewed as a procedure that includes four sequential steps: 
(1) model construction, (2) model calibration, (3) model selection from among 
alternative calibrated models, which in a sense is equivalent to model validation, 
and (4) model prediction of system behavior under changed conditions or in the 
future. Step 1 begins with the formulation of an appropriate conceptual model, 
which is then translated into a mathematical model. In step 2 and step 3, the 
appropriate conceptual model and parameter values are selected by minimizing 
the model misfit to field data through an iterative (inverse) exercise. There are 
several criteria suggested during the last three decades for selecting among alter-
native conceptual models (e.g., Schwarz, 1978; Cooley et al., 1986; Carrera and 
Neuman, 1986; Luis and McLaughlin, 1992; Poeter and Hill, 1997) or combina-
tions of several model structures and parameters sets (Beven and Binley, 1992; 
Beven and Freer, 2001; Neuman, 2003, Ye et al., 2004). More detail on the main 
model selection methodologies as well as their strengths and limitations can be 
found in (Gaganis and Smith, 2001). For a review and comparison of the most 
important approaches to model calibration the reader is referred to McLaughlin 
and Townley (1996), Zimmerman et al. (1998), Carrera et al. (2005) and Hill and 
Tiedeman (2007). Typically, the goodness of fit between model output and field 
data is used as a measure for judging not only the performance of model calibra-
tion and model selection but also the effectiveness of the selected model as a pre-
dictive tool (step 4). However, the primary goal of a groundwater modeling  
exercise is to obtain reliable model predictions, ideally in the form of a probability 
distribution for the dependent variables such as hydraulic head and/or solute con-
centration to be used, for example, in a decision process. 

The incomplete knowledge of a hydrogeologic setting leads to a subjective 
model structure that depends on the modeler’s interpretation of the available data. 
Although criteria suggested for selecting among alternative conceptual models 
(i.e., Carrera and Neuman, 1986; Poeter and Hill, 1997) may assist in selecting the 
most likely model, more than one conceptual model is usually possible (Beven 
and Freer, 2001). A successful model calibration may be achieved with erroneous 
or inadequate models because of the non-uniqueness of parameter estimates, 
limited calibration data, limited prior information, as well as the subjectivity in 
defining a “good match” to observed data. Among the set of competing models, 
uncertain parameters can be adjusted to achieve an acceptable fit between model 
output and the corresponding field observations. The long-term predictions  
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obtained by these models, even though calibrated to the same set of observations, 
may be quite different and, in some cases, may be misleading. Therefore, as illus-
trated with several case histories in Konikow and Bredehoeft (1992), a “success-
ful” application of model calibration methodologies does not necessarily justify 
high confidence in the predictive capability of a groundwater model. 

Hydrogeological decision models provide a framework to take explicit account 
of the uncertainty in model predictions during the evaluation of different manage-
ment alternatives (e.g., Freeze et al., 1990; Smith and Gaganis, 1998). Typically, 
the smaller the standard deviation of the probability distribution for the dependent 
variable (i.e., the model prediction), the more likely it is that a clear and unequivocal 
determination of the preferred management alternative will be achieved. A reduc-
tion in prediction uncertainty is usually addressed by reducing the parameter 
uncertainty through a combination of model calibration and collection of addi-
tional field data on parameters and/or the dependent variables. However, a sub-
stantial model error may significantly degrade the usefulness of model calibration 
and the reliability of model predictions because parameter estimates are forced to 
compensate for structural errors. As studies on aggregation error (a form of model 
error) by Warwick (1989) have shown, an emphasis on decreasing parameter 
uncertainty and ignoring the uncertainty in the model structure might not result in 
increased model predictive capability. Reliable predictions require all sources of 
error to be taken into account. The reliability of model predictions increases as the 
magnitude of model error decreases. Selecting an appropriate model structure is an 
important issue that may lead to more informative predictions, but evaluating the 
“goodness” of this model structure, that is quantifying the effect of model error, may 
be a critical step for assessing and increasing the reliability of model predictions. 

This chapter is concerned with two main issues: (i) to demonstrate the effect of 
model error on the single-objective inversion problem for hydraulic head and con-
taminant concentration data, and (ii) to describe a general inverse methodology, 
which may complement the standard inverse procedures, to extract useful infor-
mation on errors in model structure from the data and to project their effect onto 
model predictions and calibration process. This methodology may represent a use-
ful tool for evaluating the performance of classical single-objective calibration in 
terms of the predictive capability of the model, testing the validity of assumptions 
regarding error statistical distributions underlying the estimation of parameters and 
their confidence interval in classical single-objective calibration, and evaluating 
alternative conceptual models in terms of the correctness of the model structure. 

3. A simple synthetic example 

In order to illustrate the main points and concepts that follow, a simple model of a 
two-dimensional synthetic flow system is used here. This flow problem was origi-
nally modified from Weiss and Smith (1998) and was also used in Gaganis and 
Smith (2001, 2006). The dimensions of the flow system is 600 m by 600 m and 
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contains two homogeneous and isotropic transmissivity zones, one zone of  
enhanced recharge and two specified head boundaries (Figure 1). The rest of the 
model boundaries are no flow boundaries. The flow system is assumed to be at 
steady state. For the contaminant transport problem, solute is introduced at the 
source area along the upstream constant head boundary. Hydraulic heads and 
solute concentrations are measured at 15 sampling locations equally distributed 
throughout the flow domain. Observed (free of measurement error) values of 
hydraulic heads and solute concentrations are simulated by running a forward 
deterministic simulation using the true parameter values shown in Table 1, and 
calculating them at the 15 sampling locations (see Figure 1). The true contaminant  
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Fig. 1. Synthetic flow model. “True” geometry and boundary conditions. 

Table 1. True parameter values in deterministic simulation of synthetic model. 
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Parameter Value 
Recharge (m/day) 
Porosity 
Zone 1 
Zone 2 
Transmissivity (m2/day) 
Zone 1 
Zone 2 
Dispersivity (both zones)  (m) 
Longitudinal 
Transverse 

0.0004 
 

0.2 
0.2 

 
20 
2 
 

10 
1 
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release function used in this simulation is assumed to be a linear function of time 
with a normalized concentration value equal to 1 at time zero and 0 at 500 days. 
Adding Gaussian errors to the simulated true observations with a standard deviation 
of 10 cm for the hydraulic head and 5.0% of the concentration values generated 
the observed data values, subject to measurement error. 

Two other models are constructed by introducing model error to the true model 
described above. Model 1 assumes a uniform contaminant source release function. 
The source duration is designed to introduce the same solute mass into the system 
as that of the true linear function. Only the solution of the transport problem of 
model 1 is influenced by the model error, the flow problem is not. In model 2, the 
recharge area is expanded in the horizontal direction from 200 m to 300 m. This 
increase in recharge will affect both the flow and the solute transport parts of the 
problem. The true linear source function is used in model 2. For all models, only 
the two transmissivities are considered uncertain and are estimated. 

Prior information on the effective values of the two transmissivity zones is 
incorporated into our analysis by defining a range of feasible parameter values 
(prior parameter space) within the parameter space of the model (Table 2). For the 
given example problem, our analysis is not sensitive to the adoption of a greater 
prior parameter space. Therefore, a relatively small parameter range is assigned to 
the uncertain parameters to reduce the computational cost. For demonstration rea-
sons, the prior parameter distributions are assumed uniform. 

Table 2. Prior distributions assigned to uncertain parameters of synthetic model. 

4. Interrelation of parameter uncertainty and model error 

Let us denote by f*  and θ* the forward operator of the perfect model and the true 
parameter vector, respectively. The n-dimensional space Θ represents the prior 
parameter space and contains all the feasible combinations of parameter values θ, 
where n is the number of model parameters. It is assumed that θ* ∈ Θ. Given an 
error free set of observations d* of the dependent variable, it follows that f*(θ* ) 
=d*. The actual observations of the dependent variable are defined as d = d* + eo, 
where eo represents the variability of observations about the true value and is 
referred to as measurement error. Measurement error arises from random error in 
direct measurement of a quantity and imperfections in the instruments and tech-
niques used. 
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Let f be the forward operator of a model M that describes the same system but 
is subject to model error. Following the definitions given earlier, parameter error 
is the deviation of f*(θ ) from f* (θ* ), and model error (of M ) is the amount that 
f (θ* ) differs from f*(θ* ). Both parameter error and model error are measured 
relative to the prediction of the dependent variable (i.e., hydraulic head, solute 
concentration). On one hand, we see that parameter error is not model dependent 

and Θ. The true forward estimator f*  is naturally unknown since it represents the 
absolute truth. Even the most complete characterization of a hydrogeologic system 
will not make the construction of a perfect model possible. This fact raises ques-
tions regarding the accuracy of any parameter error evaluation, especially in the 
absence of any information regarding model error. On the other hand, in quantify-
ing model error we have to know θ* and f* (θ* ). These values for θ* and f* (θ* ) 
= d* are properties of the true model and can be estimated from measurements in 
the field or on lab samples, independent from the model M. Prior information 
about the parameters and observations on the dependent variables impose con-
straints on θ* and d* in the form of probability distributions. Generally, d* can be 
evaluated with acceptable accuracy. On the contrary, the estimation of θ*  is com-
monly highly uncertain due to inherent heterogeneity, scaling issues and limited 
project budgets. Prior information in most cases is sparse (if it exists), since the 
number of measurements required for “proper” characterization of θ*  involves 
considerable cost. These problems cause the evaluation of model error directly 
from its definition as [ f (θ* ) – f* (θ* )] to be subject to large uncertainties and of 
little use in practice.  

Although the importance of model error is generally recognized, it has attracted 
relatively little research. There is still no general methodology for quantifying the 
impact of model error on model predictions, nor for assessing its importance rela-
tive to parameter error. The quantification and propagation of parameter uncer-
tainty has been studied extensively in the past three decades (see Dagan, 1989; 
Gerhar, 1993) leading to the development of various stochastic methods for  
assessing the impact of input parameter uncertainty on model predictions. Para-
meter error is typically evaluated as the observed uncertainty in a model output 
obtained by propagating input parameter uncertainty through the model. Its effect 
on model predictions is approximated as G[ f (θ ) – f( ˆ θ )]. The function G allows 
for different measures of the distance between the two quantities, and ˆ θ  is the 
maximum likelihood parameter vector θ  estimated as f( θ̂ ) ≈ d. The appropriate 
ness of parameter uncertainty analysis is typically justified with the argument that 
the contribution of parameter uncertainty on prediction uncertainty is far more 
important than that of the uncertainty about the form and structure of the model: 

G[ f* (θ ) – f* (θ* )] >> G [f (θ* ) – f* (θ* )] 

While the assumption of the relative unimportance of model error probably 
holds in stochastic modeling when parameter uncertainty is large and obscures the 
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impact of model error, this does not imply that f ≈ f* , nor that ˆ θ  ≈ θ* . Further-
more, no conclusions can be drawn regarding the accuracy of the estimated pa-
rameter error. Parameter error estimated as G[ f (θ ) – f ( ˆ θ )] may not be close to 
the true parameter error G [f* (θ ) – f* (θ* )], since it is conditional to model M 
and therefore “contaminated” with model error, in addition to measurement error 
which enters the analysis through ˆ θ . Parameter sensitivities for model M may be 
quite different from the true sensitivities, resulting in a misleading evaluation of 
the uncertainty of model predictions. This point is illustrated in Figure 2. This 
figure shows the prediction uncertainty, regarding the transport solution at 500 
days of the synthetic example presented in the previous section, associated with 
the input parameter uncertainty shown in Table 2 for the true model (solid lines) 
and model 2 (dotted lines). The prediction uncertainty is presented as upper and 
lower bounds of probable concentration values at the 12 out of 15 sampling loca-
tions that have reached by the contaminant. It can be seen that using model 2 
(incorrect model structure) for assessing the impact of input parameter uncertainty 
on model predictions may result in overestimating the prediction uncertainty, in 
most sampling locations, by several orders of magnitude. In some cases, for example 
at sampling location 8, the effect of model error on such an assessment may be a 
possible cause of failure, let say, of an engineering design. 

Fig. 2. Prediction uncertainty, associated with the parameter uncertainty in Table 2, regarding 
concentrations at 500 days for the true model (solid lines) and model 2 (dotted lines). 

From the above discussion, it is apparent that model and parameter errors are 
interrelated. The minimization of model error is a prerequisite for a meaningful 
parameter uncertainty analysis. On the other hand, however, parameter uncertainty 
may obscure and “cover up” the impact of model error on model predictions. The 
effect of model error on model results can be only “seen” when its magnitude is 
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equivalent to or greater than the error imposed by the level of parameter uncer-
tainty. It follows that if parameter uncertainty is reduced further than a certain 
level, model error will become dominant, and may result in model prediction un-
certainty bounds that do not contain the “true” depended variables. The reduction 
of parameter uncertainty is typically achieved by model calibration, which brings 
in all the information on the parameters that is embedded in a set of measurements 
of the dependent variables. However, when accounting for model error in an 
inverse procedure, the degree to which parameter uncertainty may be reduced by 
model calibration, and the resulting level of model prediction uncertainty, should 
depend on the magnitude of model error present. This level of prediction uncer-
tainty may also be an appropriate criterion for assessing the performance and 
comparing the different inverse approaches. 

5. Single-objective calibration and model conceptual errors 

5.1.  Single objective inversion 

The forward problem that describes the relation between the values of a dependent 
variable observed in the field and model predictions may be represented with an 
equation in the following form: 

 d = f(θ) + e (1) 

where d and θ are the vectors of observations and model parameters respectively, 
f is the forward equation representing the mathematical model and the vector e is a 
residual which describes the deviation between measured and predicted values of 
the dependent variables. Thus, e accounts for measurement error in the observa-
tions eo as well as for model imperfections (e = eo + em), where em is the model 
error. In groundwater hydrology the forward equation is typically the groundwater 
flow or/and advection-dispersion equations, subject to initial and boundary con-
ditions. Uncertainty in the parameters θ degrades the usefulness of the model f (θ ) 
as a predictive tool. This is where an inverse problem arises. Inverse procedures 
define an inverse estimator f that connects the observations d to “good” estimates 
ˆ θ  of the parameters of interest: 

 θ̂  = f [f(θ) + e]  (2) 

There are a number of methods proposed for solving the inverse problem. An 
excellent review and comparison of these methods is presented in McLaughlin and 
Townley (1996). A solution is typically obtained by minimizing the residual e. 
Such an approach is the classical (weighted) least square method. In least squares 
fitting, the parameters θ̂  are selected by minimizing the sum of squared differ-
ences between measured values and the corresponding predictions: 
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 min
θ

[d − f (θ )]∑ 2 (3a)   

or,    

 min
θ

(d − f (θ ))T V −1(d − f (θ ))  (3b)  

where the superscript T denotes a matrix transpose, V is an n × n positive definite 
variance–covariance matrix and n is the number of parameters to be estimated. 

When measurement error and errors in model structure are present, driving (3a) 
to zero or equivalently driving the residual e to zero is not achievable and obvi-
ously incorrect. In justifying (3a) as a solution of (2), we have to make some 
assumptions regarding the statistical distribution of e. In most applications the 
probability distribution for measurement error eo is assumed to be Gaussian with 
mean zero and variance σ 2 . Apart from reasons of mathematical convenience, this 
probabilistic description of measurement error eo appears reasonable. In contrast, 
describing model error em with a probability distribution may not be appropriate. 
Model error is not random but systematic. For example, the error introduced by 
overestimating the strength of the contaminant source in a solute transport model 
will not be random. The estimated solute concentrations by this model will be sys-
tematically higher than the observations, and the risk of contamination will be 
consistently overestimated. Therefore, em has to be assumed equal to zero or at 
least much smaller than eo in order to have a minimal influence on the statistical 
behavior of e. The residual e and measurement error em are then expected to be sta-
tistically similar.  

Given that the probability density for measurement error is Gaussian, criterion 
(3a) can be written as (3b). One of the most important limitations of the above 
approach in model calibration is the difficulty in locating a unique parameter set. 
The minimization (3b) may yield a number of plausible solutions that provide no 
means for the selection of a unique “best” parameter estimate. For dealing with 
this problem of non-uniqueness, Neuman (1973) proposed a second objective, that 
of physical plausibility. Inverse methods in groundwater hydrology have gradually 
evolved to include prior information with respect to model parameters. This was 
achieved by adding to the term that penalizes deviations of predictions from  
observations a second term that penalizes deviations of estimated parameter values 
from prior parameter estimates (e.g., Gavalas et al., 1976; Cooley, 1982, 1983; 
Kitanidis and Vorvoris, 1983; Carrera and Neuman, 1986). These inverse algo-
rithms adopted either a blocked (e.g., Carrera and Neuman, 1986) or a geostatistical 
approach (e.g., Kitanidis and Vorvoris, 1983) for describing spatial variability of 
the hydrogeologic properties.  

The majority of available methods (linear or non-linear) that incorporate prior 
information are equivalent or minor variants of the Maximum a posteriori  
approach, given that the prior parameter distributions and measurement error 
probability densities are assumed to be Gaussian (McLaughlin and Townley, 
1996). This approach, which is based on a Bayesian interpretation of parameter 
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uncertainty, uses Bayes’ rule to identify the maximum likelihood parameter 
values. For single-objective parameter estimation using hydraulic heads, solute 
concentrations and prior information on the parameters, the general form of the 
objective function to be minimized is: 

 

Φ(θ ) = wh (dh − fh (θ ))T Vh
−1(dh − fh (θ ))

+ wc (dc − fc (θ ))T Vc
−1(dc − fc (θ ))

+ (θ p −θ )T Vp
−1(θ p −θ )

 (4) 

where the subscripts h and c denote those terms relating to hydraulic head data and 
solute concentration data respectively, and the  p subscript denotes the terms relating 
to prior information. The weights wh and wc represent the accuracy or importance 
of one data set relative to another. Matrices Vh and Vc define the covariances 
among the hydraulic head and concentration data respectively, and the matrix Vp 
represents the accuracy of prior information and weights the third term against the 
two first. Prior information usually enters the calculations in the form of parameter 
bounds or as an interpolation algorithm through the use of kriging (McLaughlin 
and Townley, 1996).  

This formulation of the inverse problem assumes the forward equation f to be 
known perfectly. This assumption can be questioned in practical applications 
where the initial and boundary conditions and forcing terms are usually uncertain. 
As Gupta et al. (1998) suggested, the magnitude of model error for some regions 
of model predictions in space or time may be comparable to, if not much larger 
than measurement error. This suggestion is consistent with observations in most 
applications of the inverse procedures, where measurement errors are not large 
enough to explain the magnitude of the calculated residual e (McLaughlin and 
Townley, 1996). Model calibration can be thought as a process of forcing a model 
structure to fit the data. In the case of substantial model error, it results in incorrect 
parameter estimates forced to compensate for errors in model structure that are not 
taken into account (Beck, 1987). Therefore, model calibration does not necessarily 
lead to an estimation of ˆ θ  close to θ*, and to a predictive tool f( ˆ θ ) equivalent to 

this point: when groundwater recharge is neglected (or incorrectly specified), the 
estimates of hydraulic conductivity generated by the inverse algorithms are unreal-
istic. The greater the error in specifying the recharge rate is, the greater the devia-
tion of the estimated values from the true values. These conductivities may give a 
good match to observations but they have little value for predictive modeling.  

It is clear that the parameter values estimated by an inverse procedure contain 
information regarding the magnitude of model error present. This fact suggests 
that model error could be evaluated in the parameter space Θ. Gupta et al. (1998) 
proposed a formulation to parameter estimation that deals with the uncertainty in 
defining a “statistically correct” objective function for determining the best fit of 
model predictions to observations. With this formulation, the solution to the  
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inverse problem consists of a set of equally probable parameter vectors rather than 
a single parameter set. Given the existence of model error in addition to measure-
ment error, such a solution to the inverse problem (in a form of such probability 
distributions for the parameter vectors) may better reflect the state of available 
information and provide more information on the strengths and limitations of a 
model. However, one may argue that the effect of model error on parameter esti-
mates is often greater than the uncertainty associated with the existence of multiple 
ways in which the best fit of a model to the data can be defined. A more informa-
tive probability distribution of parameter estimates may be obtained through an 
evaluation of the total effect of model error on model calibration. 

5.2.  Single-objective calibration and model error evaluation 

If we try to isolate the effect of errors in the model structure on parameter esti-
mates obtained by equation (4), we will face the following four problems:  

1. Model error is not random, and therefore does not necessarily have any pro-
babilistic properties (Gupta et al., 1998). Model error varies with location and 
time. The spatial and temporal distribution of model error for model 1 and 
model 2 regarding solute concentrations is shown in Figures 3 and 4, respec-
tively. The spatial distribution of model error for the steady state flow solution 
of model 2 is presented in Figure 5. Model error is calculated by comparing the 
output of a deterministic simulation, using each model and the true parameter 
set, to the error-free data. It is presented as the percentage difference from the 
true dependent variable at a specific time and location. From these figures it is 
clear that an assumption of a probability distribution for model error is not jus-
tified. Furthermore, the effect of model error is also different for the flow and 
the solute transport components of the model. As can be seen bycomparing 
Figure 4 with Figure 5, the effect of model error on the transport solutions of 
model 2 is different from its effect on flow solution regarding the magnitude, as 
well as, the spatial distribution. These characteristics of model error can not be 
captured by an objective function like equation (4), which is based on the nor-
mality assumption for error statistical distributions. The effect of model error in 
equation (4) appears in both the parameters estimates and the residual quantity. 
Even if we were able to isolate and evaluate the effect of model error on the 
parameters estimated by the equation (4), this would not be informative since it 
would represent an average measure of the effect of model error for both flow 
and transport components of the model in space and time. Such an evaluation 
of model error may not be correct because it will lead us to either overesti-
mated or underestimated confidence levels to model predictions at different 
locations. 
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Fig. 3. Spatial and temporal distribution of model error for Model 1. The dashed and the solid 
lines represent model error contours at time 250 days and 500 days respectively. Model error is 
measured as the percent difference of model predictions with the true parameter values, from the 
true concentrations (prediction of the true model) at each location and time. 

high-likelihood region then exists for each data value used to calibrate a model. 
Assume we calibrate a model at each data point di, i = 1,…,m separately (per-
datum calibration). If the model is correct (exactly describes the true system), 
the true parameter vector will be contained in each one of the high-likelihood 
regions A1, A2, …, Am ∈ Θ. Then, the intersection A1 ∩ A2 ∩ …∩ Am = B of 
these high-likelihood regions, that consists of the parameter vectors contained 
in all A1, A2, …, Am, will be different than zero and will contain the true parameter 
values. By definition, B also represents the solution to the single objective 
parameter estimation problem. Therefore, a correct model structure will result 
in a unique solution to the single-objective parameter estimation problem. This 
point is demonstrated in Figure 6 for the case where the number of unknowns 
and the number of observations are equal. Concentration data at only two 
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2. The inclusion of prior information in (4), even though it decreases the ill-posedness 
of the inverse problem, may not solve the problem of non-uniqueness of the 
parameter estimates (Carrera and Neuman, 1986). It is suggested that multiple 
minima in the objective function may also arise from errors in model structure. 
Let us define a high-likelihood region A as the region within Θ that cor-
responds to all parameter values that provide an acceptable fit to the data given 
the magnitude of measurement error (e.g., a joint confidence interval that cor-
respond to one standard deviation about the parameter estimates). A unique 
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sampling locations (locations 7 and 13 at 500 days) are used in parameter esti-
mation. These concentration data are corrupted with measurement error. For 
this example, no hydraulic head data are incorporated in the inversion. The res-
ponse surfaces (plots of the objective function into the parameter space) of the 
true model and model 1 are shown in Figure 6a and 6b respectively. In these 
figures, the parameter values in both axes are scaled to their respective true 
values to better represent the relative uncertainties in the parameter estimates. 
Because of the scaling, the true parameter set coincides with the point in the 
normalized parameter space T1 = T2 = 1. In model 1, the different magnitude of 
model error at sampling locations 7 and 13 result in the development of two 
local minima in the solution of the objective function. The true model structure, 
on the other hand, produces a unique minimum. When hydraulic head and con-
centration data at all 15 sampling locations are used, the algebraically over-
determined inverse problem yields the same unique solution for the true model 
and a unique, but different solution for model 1. 

3. Different inverse approaches may result in large differences in parameter esti-
mates due to linearizations and various assumptions regarding statistical distri-
butions (see Zimmerman et al., 1998). The model error resulting from these 
approximations is impossible to quantify in a practical sense. 

lines represent model error contours at time 250 days and 500 days respectively. Model error is 
measured as the percent difference of model predictions with the true parameter values, from the 
true concentrations (prediction of the true model) at each location and time. 
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Fig. 4. Spatial and temporal distribution of model error for Model 2. The dashed and the solid 
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Fig. 5. Spatial and temporal distribution of model error for Model 2 regarding the steady state 
hydraulic heads. Model error is measured as the percent difference of model predictions with the 
true parameter values, from the true flow solution (prediction of the true model) at each location. 

Fig. 6. Response surfaces for parameters using concentration data at sampling locations 7 and 13 
(a) true model, (b) model 1 (Gaganis and Smith, 2006). 
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4. Each data set can be fitted in different ways. For example, a parameter set can 
match the early time data better than another parameter set that provides better 
predictions at late times. The criterion used for selecting the weights wh and wc 
in (4) may also result in significantly different parameter estimates (Weiss and 
Smith, 1998). Furthermore, the “optimum” parameter set will also be different 
when a different performance criterion is adopted (Gupta et al., 1998).  

These four limitations indicate that using equation (4) as the basis for evalua-
tion of model error may offer only an approximate average measure of model 
error that is also subject to uncertainties related to the choice of a particular  
inverse procedure, weighting, and performance criteria. The reliability of model 

overcome the above limitations is to evaluate model reliability in terms of each 
model prediction of a dependent variable at each specific location and time, which 
is equivalent to evaluating the effect of model error at each data point. This idea 
forms the basis of the formulation of the inverse problem presented in the next 
section. 

6. A per-datum approach to model calibration 

6.1. Theoretical development 

To capture the spatial and temporal characteristics of model error, the inverse 
problem (2) can be solved at each data point d(v,l, t), where v specifies the depend-
ent variable (hydraulic head or solute concentration), l specifies the location and t 
the time of each available measurement. The maximum likelihood per-datum 
parameter vectors ),,(̂ tlvθ  may then be obtained by driving to zero an objective 

function of the following form: 

 Φ(θ(v,l,t )) = G[d(v,l,t ) − f (θ )(v,l,t ) ] ≈ 0  (5) 

where Φ(θ(v,l,t )) is the per-datum objective function and G is a performance crite-
rion that measures the deviation of model response from the observed dependent 
variable. Since both measurement errors and model errors are present (eo + em > 0), 
driving (5) to zero, at each measurement point of the dependent variable, offers 
the advantage of including all information regarding eo and em within the para-
meter estimates ˆ θ (v,l,t ) . The effect of model error could then be taken into account 
and evaluated through an analysis of the distribution of those estimates in the 
parameter space Θ.   
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perties, the reliability of a model will also exhibit the same behavior. One way to 
error varies in space and time and does not have any inherent probabilistic pro-
predictions strongly depends on the magnitude of model error. Because model
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If we include prior information on the parameters, for example in a form of 
specified bounds of acceptable values, equation (5) becomes  (Gaganis and Smith, 
2006): 

 Φ(θ(v,l,t )) = G[d(v,l,t ) − f (θ )(v,l,t ) ]− ln pθ (θ ) ≈ 0 (6) 

where pθ (θ )is the (uniform) prior probability density of θ. pθ (θ )is equal to 1 
when ˆ θ (v,l,t )  lies within the bounds and 0 when it lies outside. The second term on 
the right-hand side enforces the constraints imposed by prior information on the 
parameters by assigning an infinite penalty on estimates lying outside the feasible 
range Θ. It follows that equation (6) may not have a solution within Θ. This pro-
perty of (6) offers a first test regarding the magnitude of model error. Given the 
correctness of Θ, when a solution ˆ θ (v,l,t )  does not exist within Θ, it indicates that 
the model fails to meet the requirement of physical plausibility, or equivalently, 
that the degree of model error at that specific location and time is unacceptable 
and restructuring the model must be considered. Another important aspect of 
equation (6) is that it is independent of any weighting criterion. No weights have 
to be assigned. Furthermore, the same results will be obtained for any performance 
criterion G (i.e.,  the square difference or the absolute difference or the difference 
of the logarithms of the predicted and measured values).  

The per-datum formulation (6) to the inverse problem is always algebraically 
underdetermined, therefore, it does not have a unique minimum. Let us define the 
posterior parameter space Θp as the sub-region of Θ that contains at least one 
solution ˆ θ (v,l,t )of (6) associated with each data point. Then, a unique per-datum 
solution to the inverse problem (6) can be selected through the minimization of the 
posterior parameter space of acceptable values Θp. Therefore, the bounds and size 
of Θp are determined by the location of ˆ θ (v,l,t ) in the parameter space, which in turn 
is related to the magnitude of measurement and model errors. In order for model 
predictions to be informative, prediction uncertainty, or equivalently, the posterior 
parameter space Θp should be as small as it is allowed to be by the presence of 
errors. The minimization of Θp may be approximated by the following criterion 
applied at each measurement point in addition to equation (6) (Gaganis and Smith, 
2006): 

 min
ˆ θ (v,l,t )

G[ ˆ θ (v,l,t ) − ˆ θ ] (7) 

Criterion (7) minimizes Θp, by minimizing the spreading of ˆ θ (v,l,t )around a 
parameter vector ˆ θ  estimated with classical calibration using an objective function of 
the form of criterion (4). It solves the problem of non-uniqueness of equation (6) 
by providing the means for selecting a unique ˆ θ (v,l,t )

*  from all possible solutions 
ˆ θ (v,l,t )  at each data point. There are several other criteria that could be used for the 
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minimization of Θp. The above criterion (7) is selected here in order to explore the 
usefulness of the presented method in assessing the performance of the classical 
single objective calibration procedures. A conceptual diagram that graphically 
describes our formulation of the inverse problem (per-datum calibration) in a two-
dimensional parameter space for three data points is shown in Figure 7. The 
crosses and x’s represent the non-unique solution to criterion (6). The three high-
lighted values are the three unique per-datum parameter estimates selected by 
criterion (7) by minimizing the distance R between each per-datum parameter 
estimate and the solution to classical calibration. The vector e2 represents the 
deviation of the per datum parameter estimates derived for measurement 2 from 
the true parameter values; it reflects the cumulative influence of both model error 
and measurement error. The dashed-line rectangle represents an approximation of 
the posterior parameter space Θp. The number of the estimated parameter vectors 
using (6) and (7) is equal to the number of measurements of the depended variable 
available. For example, 10 measurements of solute concentration at two different 
times will result in 20 sets of parameter estimates. These parameter vectors are 
contained in the smallest possible region Θp allowed by the magnitude of both 
measurement and model errors. It follows that the uncertainty in model predictions 
associated with Θp also represents the minimum expected range of values of 
model output, given the existence of model error in addition to measurement error.  

Fig. 7. Conceptual diagram of per-datum calibration for three measurements of the dependent 
variable. 
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6.2.  Demonstration 

To demonstrate the concepts above, the objective function (4) is used for solving 
the single-objective parameter estimation problem for model 1 and 2 of the synthetic 
problem (Figure 1) to obtain the most likely parameter values ˆ θ . To establish 
approximately equal weights for the hydraulic head and concentration data sets, 
the logarithm of the concentration values is used instead of the actual values, 
which vary by orders of magnitude. Concentration measurements at both 250 and 
500 days are used in the single-objective inversion. Models 1 and 2 are then “cali-
brated” at each of the 15 data points using the criteria (6) and (7) to estimate 
the “best” values ˆ θ (v,l,t )

* for the two transmissivity zones. Monte Carlo sampling of 
the prior parameter space Θ is used to obtain the solution to the inverse problem. 
The estimated parameter values ˆ θ (v,l,t )

* and ˆ θ  for model 2 are shown in Figure 8. 
The dashed rectangle in this figure, which contains all per-datum parameter esti-
mates, defines the posterior space of acceptable parameter values Θp. 

Fig. 8. Parameter estimates obtained by per-datum calibration (equation (6) and (7)) for model 2 
(Gaganis and Smith, 2006). 

A model calibrated using the joint data set (criterion (4)) provides a closer 
match to field measurements in some regions in the model domain than others. 
The residual e (see equation (1)) at each specific location and transport time of the 
single-objective inversion can be measured in the parameter space by measuring 
the deviation of each ˆ θ (v,l,t )

*  from ˆ θ  (Figure 8). The location of ˆ θ (v,l,t )
*  within the 

parameter space relative to ˆ θ  accounts for the information regarding model and 
measurement errors contained in the residual of (4). In the case of small model 
error, ˆ θ  will be close to the true parameter vector and the “true” confidence intervals 
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will be equivalent to those obtained by an analysis of the residual of (4) (e.g., 
Poeter and Hill, 1997). However, the true parameter vector and ˆ θ  may not coin-
cide because of a substantial non-Gaussian model error (e.g., Figure 8). Then, the 
deviation of each ˆ θ (v,l,t )

*  from ˆ θ  (vector R) is not equal to the sum of measurement 

mates from the true parameter values (Figure 7), and assigning confidence intervals 
on model predictions based on the spread of ˆ θ (v,l,t )

*  around ˆ θ  may be unrepresen-
tative of the real situation.   

With the residual driven to zero, the per-datum parameter estimates are forced 
to fully compensate for the error in model structure and measurement error at each 
data point (equation 5). In the presence of model error, the estimated values of the 
most sensitive parameters are forced to adjust to the greatest degree during the 
calibration. The relation between the location in Θ of these parameters, expressed 
as their deviation from the true parameter value in the normalized parameter 
space, and model error is shown in Figure 9. The influence of model error is 
measured the percent difference between the predicted concentration values (using 
the true parameter values in models 1 and 2), and the error-free observations at 
each sampling location, derived from the true model. Only those measurement 
locations that are reached by the plume at 250 days or 500 days are included in 
the plot. The effect of model error on ˆ θ (v,l,t )

* is apparent in the observed positive  

 

Fig. 9. Relation between model error and location of unique per-datum parameter estimates for 
model 1 using concentration data at 500 days and model 2 using concentration data at 250 days. 
Model error is measured as the percent difference between model predictions with the true 
parameter values at each sampling location, from the true concentrations at the same locations 
and time (Gaganis and Smith, 2006). 
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correlation between the magnitude of the difference between the predicted concen-
trations and the error-free observations, and the distance of each ˆ θ (v,l,t )

*  from the 
true parameter values.  

Since the spreading of ˆ θ (v,l,t )
*  within the parameter space is dictated by the 

magnitude of model and measurement errors, the size of the posterior parameter 
space Θp that contains all per-datum parameter vectors will represent the uncer-
tainty due to these errors. Therefore, it can be suggested that the size of Θp is 
inversely proportional to the correctness of the model structure and represents the 
level of uncertainty in the parameters imposed primarily by the magnitude of 
model error. In our example, Θp is larger for model 2 than model 1 indicating that 
model 2 is subject to greater model error that model 1. A comparison of the mag-
nitude of the calculated true model error (Figures 3 and 4) for models 1 and 2 
demonstrates this statement. This relation between the size of Θp and model error 
may provide a useful tool for evaluating alternative conceptual models (model 
discrimination). The size of the posterior parameter space Θp may also offer a rea-
sonable basis for selecting a “best” solution of the minimization problem of classical 
single objective calibration in the case that (4) does not have a unique minimum. 
Each of these possible solutions can be used in criterion (7) to select the unique 
per-datum parameter estimates. The resulting volume of the posterior parameter 
spaces can then be compared to determine the preferred solution of (4). 

The rectangular Θp shown in Figure 8 is a crude approximation of the posterior 
parameter space. A more informative probabilistic description of Θp can be  
obtained by a statistical analysis of the locations of ˆ θ (v,l,t )

*  in Θ. The statistical distri-
butions of the per-datum parameter estimates for model 2 are shown in Figure 10. 
These parameter distributions when compared to the prior parameter distributions 
(Figure 10) show the limit imposed by the model conceptual error in parameter 
uncertainty reduction through a calibration process. Since the per-datum inverse 
methodology does not require any assumptions to be made regarding the probabil-
istic properties of the error, these distributions may be used in testing the validity 
of the normality assumption and the performance of the single-objective parameter 
estimation. The parameter estimates from classical calibration (shown as arrows in 
Figure 10) are the weighted average of all ˆ θ (v,l,t )

* . This figure demonstrates the 
influence of the weights assigned to different data in classical calibration. Assign-
ing higher weights to the hydraulic head data will result in greater values of  
parameter estimates. The parameter estimates will be smaller if concentration data 
are weighted more than the hydraulic head data. Figure 10 also suggests that the 
problem of non-uniqueness of the single-objective inverse procedures may be a 
result of error in the model structure. As can be seen in this figure (see distribution 
of T1), certain weights assigned to measurements of the dependent variables may 
result in two local minima in the objective function of the classical calibration. 
The location of these local minima in the parameter space will coincide with the  
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Fig. 10. Statistical distributions of the per-datum estimates of Transmissivity 1 and 2 for model 
2. The arrows show the location of the solution of the classical single-objective calibration (equa-
tion 4) and the dashed line the prior parameter distribution. 
 
two peaks in the distribution of the per-datum parameter estimates for T1. When 
the model structure is correct (for example the flow solution of model 1), the pos-
terior parameter space is normally distributed around the true parameter values 
since it is subject only to measurement error (Figure 11). 

Because model error is spatially distributed, location-specific uncertainty levels 
on the parameters would be more appropriate. A posterior feasible parameter 

estimates ˆ θ (v,l,t )
*  associated with this location. For example, the posterior parame-

ter space associated with sampling location 15 is estimated as the region in the pa-
rameter space that contains the three per-datum estimates that correspond to the 
measurements of steady state hydraulic head and concentration at times of 250 and 
500 days at this location. From these three values, upper and lower bounds are 
identified for T1 and T2. The location-specific parameter uncertainty is then 
propagated through the model using these values to identify upper and lower 
bounds on the (location-specific) model predictions. These bounds are shown in 
Figure 12 for model 2. This figure does not include the sampling locations 2 and 5 
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because no concentration data were available at these locations as they were not 
reached by the contaminant within the time frame of 500 days used for model 
calibration. Although the parameter vector ˆ θ  is used for the estimation of ˆ θ (v,l,t ) , 
it is not taken into account in evaluating the posterior parameter space assigned to 
each location. As a result, the predictions of the models calibrated using the joint 
data set (equation 4) are not necessarily included within the estimated range of 
concentration values at 750 days (e.g., Figure 12 – locations 1, 8 and 14). These 
are the locations that contribute the most in the residual of the minimization pro-
blem (4). Model predictions presented here as a range of equally probable values 
(Figure 12) are based on information on model error for the calibration time 
frame. In other words, our predictions of probable future responses of the true sys-
tem are based on an analysis of model error using past data. However, the ability 
of the model structure to describe the physical system may deteriorate with time. 
This behavior may result in prediction bounds that may not bracket the true values 
(Figure 12 – locations 9, 12 and 15). This is because the effect of errors in model 
structure for model 2 on concentrations predicted at 750 days is greater than their 
effect during the calibration period that was evaluated (temporal variation of 
model error). Updating the analysis as new data become available may (even par-
tially) resolve this problem. Uninformative (highly uncertain to unacceptable levels) 
predictions indicate the need for model structure refinement. Refining the model 
structure will result in a smaller posterior parameter space and lead to a reduction 
of the prediction uncertainty. A real-world application of the above method can be 
found in Gaganis and Smith (2008). 

Fig. 11. Statistical distributions and location in the parameter space of the per-datum parameter 
estimates of Transmissivity 1 and 2 for model1 when only the hydraulic head data are used (sub-
ject to measurement error only). 
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Fig. 12. Concentration estimates for model 2 at time 750 days. The error bars show the range of 
prediction uncertainty associated with accounting for model and measurement errors using the 
per-datum inverse method. Sampling locations are shown in Figure 1. 

7. Conclusions 

In a modeling exercise, errors in the model structure cannot be avoided because 
they arise from our limited capability to exactly describe mathematically the com-
plexity of a physical system. The effect of model error on model predictions is not 
random but systematic, therefore, it does not necessarily have any probabilistic 
properties that can be easily exploited in the construction of a model performance 
criterion. The effect of model error varies in both space and time. It is also differ-
ent for the flow and the solute transport components of a groundwater model. 
Model error cannot be ignored because it may have a significant impact on para-
meter estimation, uncertainty analyses and risk assessments. Structural errors may 
result in a misleading evaluation of prediction uncertainty associated with parame-
ter error because model sensitivity to uncertain parameters may be quite different 
than that of the correct model. A substantial model error may significantly degrade 
the usefulness of model calibration and the reliability of model predictions  
because parameter estimates are forced to compensate for the existing structural 
errors. Incorrect uncertainty analyses and estimated parameters that have little 
value in predictive modeling could potentially lead to an engineering design failure or 
to a selection of a management strategy that involves unnecessary expenditures. 
The evaluation of model error and accounting for the associated uncertainty is a 
necessary next step in groundwater modeling applications. 
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A complementary to classical inverse methods model calibration procedure has 
been presented in this chapter for assessing the uncertainty in parameter estimates 
associated with model error. This procedure is based on the concept of a per-datum 
calibration for capturing the spatial and temporal behavior of model error. A set of 
per-datum parameter estimates obtained by this new method defines a posterior 
parameter space that may be translated into a probabilistic description of model 
predictions. The resulted prediction uncertainty represents an accurate reflection 
on model predictions of available information regarding the dependent variables 
and measures the level of confidence in model performance evaluated in terms 
of each model prediction. Potential applications of this method may include:  
(i) evaluating the performance of classical calibration in terms of the predictive 
capability of the model, (ii) testing the validity of assumptions regarding error sta-
tistical distributions underlying the estimation of parameters and their confidence 
interval in classical single-objective calibration, (iii) selecting the best solution of 
the minimization problem of classical calibration in the case that it does not have a 
unique solution, and (iv) evaluating alternative conceptual models in terms of the 
correctness of the model structure. 
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Abstract 

evaluate the uncertainty in predictions arising from uncertainty in input parameters 
and to estimate the confidence that should be assigned to modelling results. The 
approach typically involves running a deterministic model repeatedly for a large 
number of input values sampled from statistical distributions. The present chapter 
summarizes the results of three different projects demonstrating that subjective 
choices made in Monte Carlo modelling introduce variability into probabilistic 
modelling of pesticide leaching, and that the results need to be interpreted with 
care. 

1. Introduction 

This chapter is based on three previous papers, already published. The first is a 
paper related with reproducibility in Monte Carlo modeling with a pesticide leach-
ing model by Dubus and Janssen (2003). The second one is a paper on assessment 
of uncertainty associated with the simulation of pesticide leaching models by 
Trevisan and Vischetti (2005) and the later is a paper related to the user-subjectivity 
in Monte Carlo modeling of pesticide exposure by Beulke et al. (2006). In this 
chapter many figures are from these papers and also procedure, results and con-
clusion are already reported previously. The goal of this paper is to organize 
organically the work made previously and to point out the importance of the defi-
nition of harmonized procedure in the probabilistic risk assessment and so the 
necessity to define a protocol to reduce the user subjectivity. 

P.C. Baveye et al. (eds.), Uncertainties in Environmental Modelling  

Keywords: Monte Carlo; user subjectivity; pesticide exposure modelling; degradation; sorption. 

Monte Carlo techniques are increasingly used in pesticide exposure modelling to 



between the gas, liquid and solid (particle) phases of the soil according to their 
own, physical-chemical properties as well as the soil conditions. While dissolved 
in the liquid phase, chemicals may be transported in the soil in all directions, 
mainly sideways (with drainage) and downwards (with percolate as leaching) to 
the groundwater. Diffusion and dispersion also spread the chemicals in both 
phases. Sorption to soil particles takes several different forms: rapid and reversible 
equilibrium sorption, only partially reversible slow sorption and practically irre-
versible very slow sorption, which operates on a time scale from weeks to years. 
Chemicals are transformed in soil by chemical, photochemical and microbial 
processes, and important daughter compounds may be formed in the process. In 
the root zone, pesticides are taken up by plant roots both together with water and 
through sorption to roots surfaces and dissolution to root fats. Both sorption and 
transformation are affected by, e.g., the temperature, moisture and pH of the environ-
ment (Figure 1). 
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2. Rationale 

2.1.  Pesticide fate 

A pesticide applied on field may be sprayed on the bare or crop-covered field. 
When sprayed, some of the chemical will drift outside the target area, and if there 
is vegetation on the field, a part of it will settle on the canopy instead of soil sur-
face. On crop canopy, the chemical may be volatilized, transformed, penetrate into 
the plant, or be washed off to the ground by precipitation or irrigation. On soil sur-
face, the chemical may likewise be volatilized or transformed. When intensive 
rainfall generates runoff and erosion of soil from the field, which is particularly 
significant on fields situated on slopes, chemicals from the soil surface and topsoil 
are lost as solutes and with eroded soil particles (sediment). All these processes 
affect the amount of pesticide that actually enters the soil system. Pesticides enter 
the soil system together with infiltrating water, which is the most important 
medium that transports chemicals in the soil. Chemicals are constantly partitioned  

The main controlling factors of pesticide fate are  

• Compound properties  (e.g., degradation, sorption, volatilisation) 
• Soil properties (texture, structure, organic matter) 
• Weather conditions 
• Crop (canopy architecture, root density and length) 
• Agronomic practices (time of application, dose, method of application) 
• Water body (depth to groundwater, surface topography, connections to surface 

water)  

The mobility of a chemical in soil is largely determined by its solubility in 
water and partitioning between lipids and water (Kow) as well as between soil par-
ticles and water (Kd). Kd, the coefficient of the sorption of the pesticide to soil, is a 
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soil particles. There is usually a good correlation between sorption and the organic 
matter content of the soil, and Koc, the coefficient of sorption to organic carbon, is 
considered a more universal property of a chemical. The transformation of a pesticide 
in the soil layers is commonly described by first-order degradation kinetics, char-
acterized by the experimentally discovered half-life (t½ or DT50) of the pesticide 
in soil. This description is assumed to cover both the chemical and the microbial 
transformation of the compound in the soil. The effect of temperature, moisture or 
depth in soil on the experimentally derived rate of transformation can be considered. 
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Fig. 1. Pesticide fate in soil. 

 

2.2.  Model 

A mathematical model able to simulate the behaviour of a pesticide applied on the 
field is normally one-dimensional and the computed rates of change are either per 
unit of volume or per unit of horizontal surface area (mainly above soil). The 

soil-specific indicator of the degree of the tendency the compound has to adsorb to 
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The model may either demand the parameters it needs for the simulation as 
direct input from the user or include procedures, e.g., pedo-transfer functions, for 
deriving these parameters from information that is more easily available for a non-
expert user. Models are also commonly linked with databases and, e.g., climate 
data generators in order to make running a simulation a much quicker and easier 
process. 

The mathematical models to assess the fate and transport of pesticides at different 
scale have been used over the past 25 years and now are significantly increased to 
investigate and assess virtually every type of pesticide problem (Cheng, 1990; van 
der Werf, 1996; Klepper et al., 1999; Bobba et al., 2000; Vanclooster et al., 2000). 
These models are useful tools for determining pesticide concentrations in the envi-
ronment and for helping in environment management.  

Mathematical models are used in the registration process due to their inexpen-
siveness and rapidity as compared to extensive field studies. As the assessment of 
environmental fate needs to cover, at least in theory, the entire variety of relevant 
combinations of crops, agricultural practices and environmental conditions, modeling 
can be practically the only way to come even close to meeting the requirements. 
However, it is not possible for models to describe reality with complete accuracy, 
and simulation results should never be the sole basis of regulatory decisions. 
Instead, modelling should be used as a registration tool together with laboratory 
and field studies. Models can be used for interpreting results of these studies, 
recognizing the areas where additional studies are needed, evaluating proposed 
study designs, comparing between chemicals and application procedures, and 
generally integrating and making best possible use of gathered data. Models can 
also produce conservative predicted environmental concentrations (PECs) for 
first-tier screening purposes. 
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thicker as the column goes deeper into the soil. The soil-fate calculations are made 
separately for each layer. The model consists of at least two sub models: the soil 
hydrology model and the pesticide-fate model. The descriptions of above-soil 
processes often also form their own submodel that defines the actual flux of water 
and pesticide into the soil column and may also calculate pesticide losses outside 
the field with run-off or drift in order to quantify surface-water loads. 

The time step of model simulations is a compromise between data requirements 
and accuracy needs and also affects the duration of the simulation and the quantity 
of output. The time scales of the relevant pesticide-fate processes vary from seconds 
to years. The most common time step currently selected is one day, but a shorter 
one would actually be needed in order to use good mechanistic descriptions of 
several processes (spray drift, run-off, volatilisation) which take place within a 
short time scale (minutes-hours) or fluctuate with the time of day. 

simulated soil column is divided into horizontal computational layers, character-
ized according to the known properties of actual physical soil horizons. The com-
putational layers are usually relatively thin at the top of the column and grow 
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Current environmental risk assessments for pesticide registration in Europe rely 
on a comparison between a calculated exposure and an ecotoxicological endpoint 
(surface water) or a legal threshold concentration (groundwater). Mathematical 
models as PELMO, PRZM2, PEARL and MACRO are used to calculate exposure 
concentrations. Traditionally, deterministic approaches have been applied where a 
single combination of model input parameters is used to calculate a single set of 
predicted environmental concentrations. The parameter combination is often selected 
so as to be protective of the actual range of use conditions. Such deterministic ‘realis-
tic worst-case’ approaches are useful at the lower tiers of the regulatory assessment 
process because they are relatively quick to deploy and act as a screening step. 
Obviously, such model predictions are uncertain because it is uncertain whether: 
the model structure is valid, mathematical equations describing each process are 
correct, the model parameters are correctly chosen and the input data is error free 
(Lei and Schilling, 1996).  

2.3.  Uncertainty 

The uncertainty linked to deterministic simulations with 1D spatialised models is 
high, difficult to assess and somewhat unknown (Figure 2). The uncertainty in 
model structure and mathematical equations are usually referred to as conceptual 
errors and the uncertainty in model output is referred to as model predictive uncer-
tainty (Lei and Schilling, 1996). The rainfall event was showed as most critical 
parameter (Fontaine et al., 1992) in pesticide models sensitivity analysis. The 
weather conditions are indicate as the most important parameters affecting the 
runoff events (Wolt et al., 2002). It is evident that the variability of natural event, 
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Pesticide leaching models are usually originally designed as research tools, 
which means that their intended purpose is to explain real data instead of predict-
ing it. In research use, models are typically calibrated against field data, and their 
resulting accuracy is much higher than it can be when no comparison with real 
data is possible, as is usually the case in regulatory use. One of the consequences 
is that these models can often predict quite accurately the transport of the main 
bulk of a chemical downwards through the soil column, but predictions of specific 
time-and-space concentrations in soil layers or the groundwater tend to be poor. It 
should also be remembered that even if a model accurately describes all signifi-
cant and relevant pesticide-fate processes, the quality of the output of the model 
can only be as good as that of the input information, and even when the same 
model is used to simulate the same set-up, the results can vary widely according to 
parameterisation choices made by individual modelers. In order to minimize sub-
jectivity and to guarantee some degree of consistency and reliability in the use of 
these models in the pesticide registration process, the models and the procedures  
for their use need to be standardized. Registration models also need to be exten-
sively validated for their intended use in order to improve general confidence in them.  
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environmental conditions; methods to estimate the numerical values of the in-
put parameters; use of input parameters from available data sources or using pedo-
transfer function (Soutter and Musy, 1998; Bobba et al., 2000; Dubus et al., 
2003). 

The sources of uncertainty could be grouped into three categories: (i) errors 
resulting from the conceptual scheme of the world: model error; (ii) stochasticity 
of the real world, (f.i., temporal and spatial variability): natural variability; and 
(iii) uncertainty of the model parameters: input parameter error (Trevisan and 
Vischetti, 2005). 

The importance of incorporating uncertainty analysis into fate models has been 
emphasized by many authors (Trevisan and Vischetti, 2005). Ignorance of the 
uncertainty associated with model predictions may result in misleading interpreta-
tions when the model is compared with field measurement and used for risk  
assessment by the decision-maker, who may draw a completely wrong conclusion 
from a single model prediction (Trevisan and Vischetti, 2005). It suggested that 
the inclusion of uncertainty analysis in modelling activities can be interpreted as 
the truthful representation of model limitation, and that uncertainties must be 
estimated and included in modelling activities. As reported in Dubus et al. (2003) 
terminology related to uncertainty within the context of contaminant modelling 
includes: variation, variability, ambiguity, heterogeneity, approximation, inexact-
ness, vagueness, inaccuracy, subjectivity, imprecision, misclassification, misinter-
pretation, error, faults, mistakes and artefacts. In this chapter, the term uncertainty 
represents the combination of factors of various origins leading to a lack of confi-
dence with regard to the description of the system under study. The terminology 
used encompasses both stochastic variability and incertitude (Dubus et al., 2003). 
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as rainfall and temperature, can affect model simulations. Weather variability is at 
the same time temporal, during the year, and spatial, in the studied area. The causes 
of model uncertainty related to the input parameters can be: measurement errors  
in parameters estimation; spatial, site-specific, and temporal natural variability; 
extrapolation from controlled laboratory measurement conditions to uncontrolled  
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Fig. 2. The uncertainty linked to deterministic simulations with models. 
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• Variability in environmental conditions across the landscape (GIS, mega-plot, 
spatially distributed) 

• Uncertainty in the modelling  

Probabilistic approaches to environmental risk assessment for pesticides are 
currently receiving a vast amount of interest to account for uncertainty in exposure 
assessment (ECOFRAM, 1999; EUPRA, 2001). Several protocols to account for 
uncertainty in these approaches have been proposed (Dubus and Brown, 2002; 
Warren-Hicks et al., 2002; Carbone et al., 2002). In some cases software packages 
have been proposed to automatically incorporate uncertainty analysis into pesti-
cide fate models (Janssen et al., 1994; Wingle et al., 1999). 

2.4.  Monte Carlo approach 

The most widely used technique to account for this uncertainty in pesticide fate 
modeling is the Monte Carlo approach. Monte Carlo analysis involves the modifi-
cation of values for selected input parameters at the same time using Monte Carlo 
sampling from predefined probability density functions. There are a number of 
reasons why Monte Carlo approach is often used for investigating the model 
uncertainty. First, it allows for the simultaneous variation of the values of all the 
input parameters; second, it is relatively simple to conduct when using appropriate 
software. Third, the use of an efficient sampling scheme (such as the Latin hyper-
cube sampling) greatly decreases the number of runs required. Fourth, Monte 
Carlo approach may avoid the attribution of specific values to each parameter in a 
model, if parameters are varied within their uncertainty range, the Monte Carlo 
approach can provide an assessment of uncertainty. 
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The main characteristic of pesticide fate model was that they are 1D models, 
i.e., able to make point simulations which were accepted everywhere as represen-
tations of reality at point and/or field scale (FOCUS, 2000). Several attempts have 
been made in the last years to extent the possibility to simulate with pesticide fate 
model at largest scale (catchment, region) but, their deterministic nature clashed 
with a probabilistic approach to get a real understanding of the actual environ-
mental contamination risk by pesticides. 

Probabilistic risk assessment is an approach to risk assessment which integrates 
uncertainty considerations and probability distributions to characterise risk. In 
contrast to point estimate risk assessment, the overall objective of the method is to 
avoid worst-case assumptions and come up with a more realistic assessment of 
risk. 

Probabilistic modelling is related with an expression of the risk in terms of a 
probability of excedance of a value (i.e., >0.1 µg L–1, legal limit for pesticide con-
centration in groundwater) or of an effects (i.e., on algae as Lemna). Often it needs 
to carry out refinement from worst-case assumptions with strong interest for risk 
assessment activities. Two main angles of vision are present: 
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Fig. 3. Monte Carlo approach. 
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The Monte Carlo approach involves running a model iteratively for a large 
number of different input values or modeling scenarios followed by a statistical 
analysis of the model output. The parameter values are sampled from statistical 
distributions. A Monte Carlo analysis allows the user to evaluate the uncertainty in 
model predictions arising from uncertainty in the input parameters and to estimate 
the confidence that should be assigned to modeling results. Figure 3 shows how it 
is possible to carry out an uncertainty analysis using the Monte Carlo approach. 

The main question arising with the Monte Carlo approach is how much con-
fidence should we assign to Monte Carlo results? And related questions are 

• Is the Monte Carlo approach reproducible? 
• How uncertain are the results? 
• Are the results useful for sound decision making? 

To reply to these question an experimental framework was set up. 

3. Experimental framework 

3.1.  Part 1 

To reply these questions Dubus and Janssen (2003) planned a Monte Carlo frame-
work exercise. 
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log-normal distribution; seed number sampling was performed using Latin Hyper-
cube Sampling (LHS) and the target value was the exceeding probability of over-
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Fig. 4. Cumulative distribution and the threshold concentration of 0.1 μg L–1 within the context 
of pesticide registration in Europe. 

The researches undertaken to establish the reproducibility of Monte Carlo 
approach were addressed on assessing the influence on Monte Carlo results of the 
random sample used (i.e., the seed number used in the sampling); and, the number 
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 and application rate was fixed to have at least an excedent around 5%.pass 0.1 µg L

The PELMO model was selected for its speed and because it is a one-
dimensional leaching model that describes water movement through the soil column 
using a capacitance approach. Solute transport is simulated using the convection-
dispersion equation. Descriptions of pesticide sorption and degradation and of pesti-
cide losses via runoff, soil erosion and volatilization are included in the model. 
The model output of interest was the average annual concentration in leachate at 
1 m depth for the 20th year of the simulation period. This endpoint is normally 
compared with a threshold concentration of 0.1 μg L–1 within the context of pesti-
cide registration in Europe (Figure 4). Simulated average annual concentrations in 
leachate tend to increase from one year of the simulation to the next until a plateau 
concentration is reached. A relatively long simulation period of 20 years was 
selected to ensure that the plateau concentration was reached by the end of the 
model run for all combinations of input parameters.  Annual average concentra-
tions in leachate for each of the 20 years were calculated from the simulated mass 
of pesticide in leachate and the volume of leachate. Monte Carlo approach adopted 
was standard and only two variables were modified (Koc and DT50) considering a  

of model runs undertaken (i.e., the size of the random sample). Twelve different 
sample sizes were considered (10, 50, 100, 150, 200, 250, 500, 750, 1000, 1500, 
2500 model runs) and for each sample size, the Monte Carlo analysis was repeated 
10 times by varying the seed number used in the sampling. Seed numbers were 
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Fig. 5. The minimum, average and maximum exceeding probabilities obtained for the 10 repli-
cated random samples and the coefficient of variation. 

The second point investigated was the effect of the parameterisation of pro-
bability density functions (pdf’s). It is well known that the type of random distri-
bution assigned to input parameters (e.g., normal, lognormal, uniform) influence 
Monte Carlo results but scarce information was available on the effects of the way 
of parameterisation of the pdf selected. 

 

164

generated randomly from a uniform distribution to avoid any bias in their selection 
and used in the generation of the Latin Hypercube samples. For each random sample, 
the probability of exceed a threshold concentration of 0.1 μg L–1 was calcu-
lated. A total of 315,200 PELMO runs were performed.  

Figure 5 shows the results obtained, the minimum, average and maximum 
exceeding probabilities obtained for the 10 replicated random samples. Significant 
variability in the exceeding probability obtained for different seed numbers were 
found for all sample sizes. Coefficients of variation for the 10 probabilities were 
found to vary between 5.2% and 211%. The smallest CV was obtained for the 
largest number of model runs (5000 runs). The average exceeding probabilities for 
the 10 replicates was found to vary significantly with the number of model runs 
undertaken (from 2.0% to 4.6%). The range of exceeding probabilities predicted 
(i.e., the difference between the minimum and maximum values) was also found 
to be relatively large. The inherent repeatability in the system was found to be 
scarce. 
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Five different assumptions for parameterising the log-normal distributions 
(Figure 6) which were assigned to Koc and DT50 were used. Parameterisation was 
based on the absence/presence of truncation in the sampling and the amount of 
probability covered by the range [M/2; M·2] where M is the initial value attributed 
to Koc and DT50. Truncation in the sampling would reflect a belief of the modeller 
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Fig. 6. Assumptions for parameterizing the log-normal distributions assigned to Koc and DT50, 
where M is the initial value assigned to Koc or DT50. pdf 1 It is assumed that 95% of values are 
within the range defined by [M/2; M*2] and any value for Koc and DT50 can be sampled through 
random sampling. pdf 2 It is assumed that 95% of values are within the range defined by [M/2; 
M*2] and that no value can be sampled outside the 0.5th and 99.5th-percentiles of the log-normal 
distribution (truncation at the 99%-probability level). pdf 3 It is assumed that 95% of values are 
within the range defined by [M/2; M*2] and that no value outside this range can be sampled 
(truncation at the 95%-probability level). pdf 4 It is assumed that 99% of values are within the 
range defined by [M/2; M*2] and any value for Koc and DT50 can be sampled through random 
sampling. pdf 5 It is assumed that 99% of values are within the range defined by [M/2; M*2] and 
no value outside this range can be sampled (truncation at the 99%-probability level). 
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ranged between 1.2% and 4.4%. The use of truncation in the sampling resulted in 
a decrease in the probability of exceeding (pdf 1 vs. pdf 2; pdf 4 vs. pdf 5) and the 
tighter the truncation applied, the smaller the exceeding probability (pdf 2 vs. pdf 3). 

that an extremely small or large value for Koc or DT50 as sampled from a log-
normal distribution would not be realistic. The results on parameterisation are 
reported in Figure 7. The probability of exceeding a concentration of 0.1 μg L–1 
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Fig. 7. Cumulative distribution charts displaying the probability of simulating a concentration 
below a given concentration. Each curve corresponds to a different parameterisation assumption. 

Fig. 8. Correlations between Koc and DT50 for parameterisation scenario ‘pdf 1’. 
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The impact of specifying positive correlations between Koc and DT50 was 
investigated for parameterisation scenario ‘pdf 1’. Correlations that were consid-
ered were r = 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 and 1.0 (Figure 8). Results 
of Monte Carlo modelling obtained for these correlations were compared to 
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Fig. 9. Cumulative distribution charts obtained for random samples generated using different 
correlation coefficients between Koc and DT50. The chevrons point towards curves obtained for 
the larger correlations. 
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those obtained when no correlation was specified in the sampling (Figure 9). The 
specification of correlation between the two parameters was found to have a 
strong influence on the cumulative distribution chart. The increased flatness in the  
 cumulative distribution curves with increasing correlation between Koc and 
DT50 reflected the fact that sorption and degradation processes compensate for 
one another in the prediction of pesticide leaching. The stronger the correlation 
considered the smaller the exceeding probability. 

In conclusion, Dubus and Janssen demonstrated that: 

• Monte Carlo results may be strongly affected by the seed number used in the 
sampling and should be considered inherently uncertain. 

(pdf selection), pdf parameterisation, attribution of correlations] and these will 
significantly affect MC results obtained. 

• Results of Monte Carlo modelling should be interpreted with care. 

Therefore, 

• The subjective choices made during the implementation of this technique can 
influence the outcome of the analysis.  

• These include choices of the type of statistical distribution attributed to model 
parameters.  

• The upper and lower limits of the distribution within which samples are taken 
(truncation).  

• Specification of dependencies and/or correlations between parameters.  
• The tool and method used for sampling, and the number of samples generated 

from the distributions.  
 
 

• A number of subjective choices have to be made during MC modelling [e.g., 
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3.2.  Part 2 

These consequences are the starting point of a new exercise carried out by six 
pesticide fate modelers with experience in the implementation of Monte Carlo 
approaches in the regulatory context (Beulke et al., 2006). The staff involved in 
this study was composed of Sabine Beulke, Central Science Laboratory, Sand 
Hutton, York, UK coordinator of project; Colin D. Brown, Environment Depart-
ment, University of York, UK; Igor G. Dubus, BRGM, Water Division, Orléans, 
France; Hector Galicia, Springborn Smithers Laboratories (Europe) AG, Horn, 
Switzerland; Nicholas Jarvis, Department of Soil Science, SLU, Uppsala, Sweden; 
Dieter Schaefer, Bayer CropScience, Metabolism and Environmental Fate, 
Monheim, Germany; Marco Trevisan, Istituto di Chimica Agraria ed Ambientale, 
Università Cattolica del Sacro Cuore, Piacenza, Italy. 

They were provided with data on degradation and sorption of a pesticide mea-
sured in 18 soils. Each modeler was asked to analyze these data, assign statistical 
distributions and sample values from these distributions. A leaching assessment 

simulation time, output generated) for each of the six sets of sampled degradation 
and sorption data.  

The data on degradation and sorption of metamitron the pesticide chosen, are 
reported in Table 1. All modelers analyzed these data on metamitron sorption and 
degradation for correlations and selected statistical distributions. Correlation coef-
ficients between degradation rate constants and Kf values (–0.35), degradation rate 
constants  and Koc values (–0.38),  DT50 values  and  Kf values (0.20) and DT50 
values and Koc values (0.26) were not significant at the 10% probability level. Five 
of the six modelers evaluated the fit of different distributions and retained the 
normal or lognormal distribution, using Anderson Darling (AD), Kolmogoroff 
Smirnov (KS) indices and Shapiro-Wilk test (Figures 10, 11 and 12). 

Table 1. Data on degradation and sorption of metamitron measured in laboratory studies with 18 
soils with a range of properties. 
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was then carried out using a harmonized scenario and modeling protocol (e.g., 

 Kf OC k DT50 
  (%) (d) 
Min 0.77 0.6 71 0.0140 10.7 
Max 7.6 2.4 380 0.0650 49.5 
Mean 3.2 1.6 190 0.0267 30.2 
Median 2.3 1.5 172 0.0260 26.7 
s.d. 2.2 0.51 91 0.0122 11.1 
CV (%) 69 32 48 46 37 

 

(Lkg ) –1 (Lkg ) –1 (d ) –1
OCK
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Fig. 10. The fit of Koc values using Anderson Darling (AD), Kolmogoroff Smirnov (KS) indices. 

 
Fig. 11. The fit of degradation rate constant values using Anderson Darling (AD), Kolmogoroff 
Smirnov (KS) indices. 
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Fig. 12. The fit of DT50 values using Anderson Darling (AD), Kolmogoroff Smirnov (KS) indices. 

3.3.  Parametrisation 

All modelers made a subjective decision on whether to truncate the distributions 
or not (i.e., exclude values outside a certain range). Truncation is a means of 
avoiding the sampling of extreme values from the tails of the distribution. The 
modelers truncated the distribution if they considered the extreme values to be 
unrealistic. Six modelers made decisions on the type of statistical distribution 
assigned to degradation and sorption data for metamitron; the upper and lower 
limit of the distribution within which samples are taken (truncation); correlation 
between parameters; the tool and method used for sampling; the number of samples 
generated. 

Based on the lack of a significant correlation between input parameters modeler 
1 (Table 2) sampled sorption and degradation parameters of metamitron independ-
ently. The lognormal distributions gave a better fit and he calculated the log mean 
and log standard deviation of the lognormal distribution of the degradation rate 
constants and of Koc.  The distributions were not truncated.  Combinations of degra-
dation rate constants and Koc values were then sampled from the lognormal distri-
butions with the random number generator in Microsoft Excel 97. Sets of 100, 
1,000, and 10,000 values were sampled from each distribution.  The coefficient of 
variation of the 5th and the 95th percentiles of the sampled values between 10 
consecutive samplings was approximately 10% for samples of 1000 values. For 
that 1000 model runs were considered sufficient for a robust leaching assessment. 
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Modeler 2 (Table 3) decided not to include correlation in the sampling. A log-

oc values 
and DT50 values were determined. The distribution was truncated at the 0.5th and 
99.5th percentile. These percentiles were chosen such that the measured values 
were included in the sampling interval. A total number of 5000 combinations of 
Koc values and DT50 values were sampled with Crystal Ball using Latin Hyper-
cube Sampling. This method divides the distribution into intervals of equal pro-
bability and samples from each interval. 

Table 2. Modelisation choice of modeler 1. 

OC, k

  

Table 3. Modelisation choice of modeler 2. 
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Variables considered
Distributions assigned
Selection criterion/goodness of fit 

K

Smirnov
Original paper consulted
Correlation
Truncation
Sample size 1000
Software used MS Excel
Sampling method Random

statistics

Modeler 1

Modeler 2
Variables considered KOC, DT50 
Distributions assigned Lognormal 
Selection criterion/goodness 
of fit statistics 

Anderson-Darling 

Original paper consulted No 
Correlation No
Truncation Yes
Sample size 5000 
Software used Crystal Ball 
Sampling method Latin Hypercube 

Kolmogorov-

No
No
No

Lognormal

normal distribution was chosen based on the Anderson Darling index for both para-
meters. The log mean and log standard deviation of the distribution of K
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Modeler 3 (Table 4) sampled 150 degradation rate constants and Koc values 
from correlated lognormal distributions (r = –0.39) using a software package for 
sensitivity and uncertainty analysis (UNCSAM). The lognormal distribution was 
selected based on the Shapiro-Wilks test for normality of untransformed (test for 
normal distribution) and log-transformed (test for lognormal distribution) degrada-
tion rate constants and Koc values. The parameters of the distributions were  
derived by fitting a  normal distribution to log-transformed data. Modeler 3 trun-
cated the distributions at the log mean ± 2.58 × log standard deviation (= 1st and 
99th percentiles). Combinations of small Koc values and long DT50 values were 
sampled less frequently by modeler 3 than by modelers 1 and 2. 

Modeler 4 (Table 5) considered that none of the fits obtained were adequate 
from a statistical perspective. The modeler adopted an approach similar to those 
used in elicitation. The modeler assigned a triangular distribution with three  
parameters to the degradation rate constants (minimum = 0.008 d–1, maximum = 
0.074 d–1, likeliest value = 0.026 d–1) and Koc values (minimum = 31.3 L kg–1, 
maximum = 434.2 L kg–1, likeliest value = 172.0 L kg–1). The likeliest value of the 
triangular distribution (the mode) was set to the median of 18 measurements. The 
minimum and maximum of the distribution was selected so that the probability of 
sampling a value smaller than the measured minimum and maximum was 2.78%. 
The total probability of sampling a value outside the measured range was thus one 
divided by 18 with 18 being the number of measurements. Modeler 4 selected this 
approach of setting the minimum and maximum values of the triangular distri-
bution according to the inverse of the number of data points available because it 
offers the advantage of being adapted to the size of datasets. If a small number of 
data points are available, then the probability of obtaining values outside the range 
defined by the minimum and maximum observed is considered to be large. Con-
versely, for large datasets, the probability of seeing a value outside the minimum-
maximum values observed is considered to be small. A total of 5000 values of 
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Table 4. Modelisation choice of modeler 3. 

  Modeler 3 
Variables considered KOC, k 
Distributions assigned Lognormal 
Selection criterion/goodness of 
fit statistics 

Shapiro-Wilk test for normality 
of log KOC and log k 

Original paper consulted No 
Correlation Yes 
Truncation Yes 
Sample size 150 
Software used UNCSAM 
Sampling method Latin Hypercube 
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each parameter were sampled using the software @RISK.  The number of runs 
was selected on the basis of literature information. The resulting distributions of 
sampled values were shifted towards shorter DT50 values and larger Koc values 
compared with the measurements and with the values sampled by modelers 1, 2, 
and 3. This is due to the fact that the likeliest value was set to the median measured 
value. There was a significant discrepancy between the distribution of measured 
degradation rate constants and the triangular distribution specified by modeler 4 
and a larger proportion of larger degradation rate constants were sampled by modeler 
4 than by modelers 1, 2, 3 and 6.  

In contrast to the other modelers and based on previous work with clay minerals, 
modeler 5 (Table 6) analyzed these data in the original publication and proposed a 
relationship between the DT50 values for metamitron, the Koc values and the clay 
content of the soils tested: 

 DT 50 = 3.677 + 0.897 Clay + 0.0147 Koc  

with a multiple correlation coefficient R = 0.6326. An F-test indicated that there 
was a statistically significant dependence of the DT50 values on clay content and 
Koc values at p < 0.025 with this model. 

Modeler 5 assumed that the clay content of the soil for which the leaching 
assessment was undertaken was uncertain (i.e., experimental and natural variabi-
lity were considered by allowing the clay content in this soil to vary by ±3% = 
approximately 42% relative variation). The modeler sampled 1000 values for the 
clay content from a triangular distribution with a likeliest value of 7% and a 
minimum and maximum of 4% and 10%, respectively using Crystal Ball. Next, 
1000 Koc values were sampled from a truncated lognormal distribution. The DT50  
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  Modeler 4 
Variables considered KOC, k 
Distributions assigned Triangular 
Selection criterion/goodness of 
fit statistics expert judgment 
Original paper consulted No 
Correlation No 
Truncation No 
Sample size 5000 
Software used @RISK 
Sampling method Latin Hypercube 

 

Statistical criteria, 

Table 5. Modelisation choice of modeler 4. 
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value was then calculated for each run from the sampled clay content and Koc 
value using the regression equation given above. The combinations of DT50 values 
and Koc values generated by modeler 5 were much less scattered than those pro-
vided by the other modelers. The range of DT50 values (8.6–18.5 d) was smaller 
than the range of the values sampled by the other modelers. It was also smaller 
than the range of measured DT50 values. The reason for the relatively small range 
of sampled values may be that the unexplained error term in the regression was 
ignored. This will exaggerate the strength of the relationship between DT50, clay 
content and Koc and reduce the randomness in the sampled DT50 values.  

Table 6. Modelisation choice of modeler 5. N/A = a linear regression was used to calculate 

Modeler 6 (Table 7) assumed that sorption and degradation parameters of 
metamitron are independent based on correlation analysis and no correlation was 
included in the sampling. The modeler found that DT50 values and Koc values 
were normally distributed based on the Shapiro-Wilks test (0.05 significance 
level). The distributions were not truncated. For each variable set for a given 
simulation, 400 values were generated by random sampling using a spreadsheet-
based Monte Carlo approach (Microsoft Excel 2002). The modeler derived the 
sample size from the following equation:  

 n = 4 pq/L2 

where n is the sample size, p is the event probability (here the probability of 
chemical leaching) and q = 100 – p, L is the accepted error (= 100 – confidence 
interval). 
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  Modeler 5 
Variables considered KOC, DT50 
Distributions assigned KOC lognormal 

Clay content triangular 
DT50 from regression 

Selection criterion/goodness 
of fit statistics 

Anderson-Darling 

Original paper consulted Yes 
Correlation N/A 
Truncation Yes (KOC) 
Sample size 1000 
Software used Crystal Ball 
Sampling method Latin Hypercube 

DT50 values from Koc values and clay content. 
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Table 7. Modelisation choice of modeler 6. 

The number of samples calculated from this equation is largest when p = q = 50. 
For a confidence interval of 95%, the sample size was calculated to be 400 iterations.  

Figures 13 and 14 show the cumulative frequency distribution of Koc and DT50 
values chosen by the six modelers. It is possible to see the different behavior due 
to the different choice made. 
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Fig. 13. The cumulative frequency distribution of KOC values chosen by the six modelers. 
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  Modeler 6 
Variables considered KOC, DT50 
Distributions assigned Normal 
Selection criterion/goodness of 
fit statistics 

Shapiro-Wilk test for 
normality of KOC and DT50 

Original paper consulted No 
Correlation No 
Truncation No 
Sample size 400 
Software used MS Excel 
Sampling method Random 
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Fig. 14. The cumulative frequency distribution of DT50 values chosen by the six modelers. 

3.4.  Modelling 

PELMO does not run in a probabilistic way and all input parameters must be sam-
pled a priori outside the model. Correlation between the parameters or truncation 
was also included a priori in the sampling of the input values. Therefore PELMO 
was run deterministically every time. 

Leaching of metamitron was simulated on the basis of a soil, weather and crop 
scenario that is commonly used within pesticide registration in Europe and are 
provided with the PELMO model.  

These data for the single year were repeated to give a total simulation period of 
20 years. Metamitron was assumed to be applied to a sugar beet crop on May 1st 
in each of the 20 years at a rate of 3 kg ha–1. Routines for losses via runoff, erosion 
and volatilization were turned off in the model as the exercise concentrated on the 
simulation of leaching. 

The model output of interest was the average annual concentration in leachate 
at 1 m depth for the 20th year of the simulation period. Annual average concentra-
tions in leachate for each of the 20 years were calculated from the simulated mass 
of metamitron in leachate and the volume of leachate. 

Comments on results shown in Figures 15, 16, and Table 8 are: 
• Simulated concentrations based on data provided by modeler 5 were much 

smaller than for the remaining five sets of input data and did not exceed 0.001 
μg L–1 for any of the 1000 model runs. Modeler 5 used a regression equation 
derived from the experimental data to calculate the Koc and DT50 values. Since 
the error term from the regression was ignored, the resulting range of DT50 
values (8.6–18.5 d) was much smaller than for the remaining sets of input 
parameters which were derived from sampled distributions. 
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• Concentrations at the upper percentiles calculated using data provided by modeler 
4 were smaller than those for modelers 1, 2 and 6 and were also smaller than 
those for modeler 3 except for the upper 2% of values. This is due to the fact 
that the distributions of parameters sampled by modeler 4 were shifted towards 
shorter DT50 values and larger Koc values due to triangular distribution 
adopted. 

 
Fig. 15. Cumulative distribution curve of metamitrom concentration in leachate. 
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Fig. 16. The last 10% of cumulative distribution curve of metamitrom concentration in leachate. 
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Table 8. Percentiles and statistics of the cumulative frequency distributions for simulated maxi-
mum annual average concentrations in leachate at 1-m depth and probabilities of exceeding 
0.1 μg L–1 generated from input data sampled by the modelers. 

 

• Modeler 3 was the only participant in the ring test who included a correlation 
between the degradation and sorption parameters. As a result, combinations of 
small Koc values and long DT50 values were sampled less frequently than by 
modelers 1, 2 and 6. The model simulated greater potential for the pesticide to 
leach to depth for these extreme combinations. Concentrations at the upper per-
centiles of the cumulative frequency curve were, thus, larger when the parameters 
were sampled from uncorrelated distributions. The 50th percentile concentra-
tion in leachate and the probability of exceeding 0.1 μg L–1 were similar with or 
without correlation. The correlation between Koc and the degradation rate coeffi-
cient was only significant at p = 0.12, and might therefore be justifiably ignored. 
This illustrates one important subjective choice in probabilistic risk assess-
ments for leaching. 

• The 95th and 99th percentile concentration in leachate calculated from data 
provided by modeler 6 were much larger than those calculated for the remain-
ing five sets of input parameters. This is because the parameters were sampled 
from untruncated normal distributions which generated a number of very small 
Koc values. The upper percentiles of the output distribution were strongly influ-
enced by truncation of the input distributions.  

• Modelers 1 and 2 sampled Koc values and DT50 values from almost identical 
lognormal distributions. This resulted in very similar combinations of sampled 
Koc and DT50 values. However, modeler 1 sampled from untruncated distribu-
tions whereas modeler 2 used the 0.5th and 99.5th percentiles as cut-off values.  
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Modeler 

1 
Modeler 

2 
Modeler 

3 
Modeler 

4 
Modeler 

5 
Modeler 

6 

50th Percentile 0.004 0.004 0.003 <0.001 <0.001 0.002 

80th Percentile 1.2 0.88 0.39 0.009 <0.001 0.990 

90th Percentile 7.0 5.6 2.0 0.25 <0.001 8.4 

95th Percentile 22.8 16.5 7.8 1.7 <0.001 48.9 

99th Percentile 87.8 57.2 12.7 21.7 <0.001 214.2 
Exceedance 
probability (%) 

35.7 33.2 27.0 12.8 0.0 29.4 

Mean 4.2 3.0 0.92 0.83 <0.001 8.6 
Standard 
deviation 

16.3 12.2 2.7 6.6 0.004 36.0 

CV (%) 390 408 297 803 1080 421 
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• A larger number of small Koc values in combination with long DT50 values 
were, thus, sampled by modeler 1, giving somewhat larger simulated concen-
trations at the upper percentiles.  

• Modeler 3 sampled 150 values from the distributions and modeler 2 5000. Both 
using Latin Hypercube method and same lognormal distributions. To test this 
effect, the probability of exceeding 0.1 μg L–1 and the 95th percentile concen-
tration in leachate were calculated from 2, 3, 4… up to 5000 consecutive model 
runs to evaluate the influence of sample size on the model outcome. The exceed-
ing probability changed considerably up to about 50 model runs. The changes 
in the exceeding probability were smaller from this point onwards. The 95th 
percentile concentration was almost constant from about 450 model runs. 
(Figure 17). 

• It is difficult to objectively determine an adequate sample size. Modeler 6 
selected the sample size using an equation which is based on statistical con-
siderations. This equation can give an initial estimate. However, the sample 
size that is required for a robust assessment also depends on the number of 
combined parameters, the modeling scenario used, the model output of interest 
and the sampling method.  

• Modelers 1 and 6 used conventional random sampling whereas modelers 2, 3, 4 
and 5 used Latin Hypercube Sampling. The latter method divides the distribu-
tion into intervals of equal probability and samples from each interval. Latin 
Hypercube Sampling is more precise for producing random samples than con-
ventional random sampling because the full range of the distribution is sampled 
in a more consistent manner. Thus, a smaller number of trials is required with 
Latin Hypercube Sampling to achieve the same accuracy. 

 
Fig. 17. The exceeding probability and the 95th percentile concentration in function of model 
runs numbers. 
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4. General Conclusion 

User subjectivity can significantly influence the results of probabilistic exposure 
assessments, differences are greatest at the extremes of the distribution, which are 
normally the focus during regulatory decision-making. Standard protocols are 
required and all methodology should be documented to improve transparency and 
reproducibility. Guidance on how to report probabilistic exposure calculations 
must be adopted from regulatory point of view.  

Uncertainty and decision-making are strictly related. As suggested by Jarvis 
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Fig. 18. Relationship between natural science and regulatory. 
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Abstract 

Practices for global sensitivity analysis of model output are described in a recent 
textbook (Saltelli et al., 2007). These include (i) variance based techniques for 
general use in modelling, (ii) the elementary effect method for factor screening 
for factors-rich models and (iii) Monte Carlo filtering. In the present work we try 
to put the practices into the context of their usage. We start by describing the present 
debate on the use of scientific models, and how uncertainty and sensitivity analy-
sis can assist is testing model quality. We discuss Type I, II and III errors in the 
context of sensitivity analysis and what are the requirements for a good analysis. 
We also present sensitivity analysis in relation to post normal science (PNS) and 
model pedigrees. 

normal science. 

1. Introduction 

When and how do we need sensitivity analysis? According to Pilkey and Pilkey-
Jarvis (2007) quantitative mathematical models used by policy makers and govern-
ment administrators to form environmental policies is seriously flawed. Pilkey’s 
remark is the last in a series of stark reminders on the limits of quantitative 
mathematical modeling of natural or man-made systems (see Chapter 1 in Saltelli 
et al., 2007 for a review). Michael Crichton, an author more likely found on our 
bedside table than our desk at work, goes as far as to say that model based predic-
tion should bear a label, “WARNING: COMPUTER SIMULATION MAY BE 
ERRONEOUS and UNVERIFIABLE.” Like on cigarettes, Crichton (2004) who is 
more of a novelist than an essayist, shows that the discourse about models seems 
to have pervaded society, and that – particularly when models form the basis of 
policy, or are otherwise used to suggest such a use, more stringent standards of 

Keywords: uncertainty analysis, sensitivity analysis, impact assessment, Monte Carlo, post 
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proof are called for. Note that the present crisis, if we want to call it this, has a 
long story (e.g., Oreskes et al., 1994). 

It might be observed that even when models are used within closed disciplinary 
boundaries and academic contexts, scientist should be careful in their description 
of the mapping of assumptions into inferences to avoid being falsified. Recom-
mendations on how to use sensitivity analysis to this effect can be found in dis-
ciplinary textbooks (Kennedy, 2007). 

In fact the link between the critique of models and global sensitivity analysis is 
that the latter can be seen as a useful ingredient of an upgraded model pedigree. 

We have used the qualification “global” in relation to sensitivity analysis. One 
point we shall try to make in this work is that the main criterion to be followed in 
choosing a method for sensitivity analysis is that it be global. 

By global we mean that the effect of an input factor (assumption) on the output 
(inference) should be possibly averaged over the entire space of the input factors. 

By contrast, local methods look at the effect of changing one factor/assumptions 
at a given point in the space of the input factors while keeping all other factors 
constant. 

In the following section we highlight some general requirements for a convincing 
and defensible sensitivity analysis. 

2. Generalities about sensitivity analysis 

Global sensitivity analysis can be defined as “The study of how the uncertainty in 
the output of a model (numerical or otherwise) can be apportioned to different 
sources of uncertainty in the model input”. Global is a necessary specification, due 
to the fact that most analysis met in the literature are local or one-factor-at-a-time. 

Our preferences in SA are for variance based methods. The variance of the 
out-come is decomposed (ANOVA-like) according to factors effects and their 
interactions. 

Computations can be done via Monte Carlo as described briefly in the following. 
If this is too computationally expensive, one could go for averages of elementary 
effects by moving each factor a step at a time, but do it over and over and take the 
average. Finally one can use Monte Carlo filtering when the question of interest 
concern higher or lower tails in the distribution of the output. 

An engineer’s view of sensitivity analysis is in Figure 1. 
One can see how different kinds of assumptions in the data, in the estimation 

procedure, and in the model construction are plugged into the analysis to generate 
an empirical distribution function of the output of interest (the inference). Finally, 
some characteristic of this distribution, for example, the variance; can be broken 
down into bits attributed to this or that group of factors(s). This figure is a crude 
simplification of the messy state of affairs met when an analyst tries to understand 
what is driving the uncertainty in his/her inference. Combining model uncertainty  
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with data uncertainty and estimation uncertainty is generally not as straightforward 
as one could imply from the scheme in Figure 1. Yet the point of this figure is that a 
careful sensitivity analysis should in principle include several layers of uncertainty 
not just those that are the easiest to assess. A common criticism of modeling is the 

those uncertainties which are the least influential but the most easy to handle. Van der 
Sluijs et al. (2005) argues that with present day uncertainty assessment practices 
the uncertainties that are more carefully scrutinized are usually those that are the 
least relevant (lamp-posting). The term lamp-posting comes from the old joke of 
the man searching for a lost key at night not in the garden before his house’s door, 
where the key fell, but under the street lamp on the road as ”it is dark over there in 
the garden”. 

 
Fig. 1. Idealized scheme for sensitivity analysis. 

3. The critique of models 

As mentioned in the introduction, we may be witnessing a critique of models 
which, no longer confined to scientists and epistemologists, invests society at 
large, as shown by Crichton (2004). Have models fallen out of grace and is model-
ing just useless arithmetic as claimed by Pilkey and Pilkey-Jarvis (2007)? Accord-
ing to these authors quantitative mathematical models used by policy makers and 
government administrators to form environmental policies are seriously flawed. 
Yet this is not a radical book and the issue taken by the authors is not that model-
ing is useless, but rather that quantitative modeling should be used with caution in 
relation to environmental systems. One of the several interesting examples dis-
cussed in the book concerns the Yucca Mountain repository for radioactive waste 
disposal, where a very large model called TSPA (total system performance assess-
ment) is used to guarantee the safe containment of the waste. TSPA is Composed 
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of 286 sub-models. TSPA (like any other model) relies on assumptions – a crucial 
one being the low permeability of the geological formation and hence the long 
time needed for the water to percolate from the desert surface to the level of the 
underground disposal. The confidence of the stakeholders in TSPA was not helped 
when evidence was produced which could lead to an upward revision of four 
orders of magnitude of this parameter. If the world of the ecologists is shaken by 
the Pilkey-Jarvis book, that of the financial mathematicians and modelers is the 
target of the attack of “The Black Swan” by Taleb (2007). We just can’t predict, 
concludes Taleb, and we are victims of the ludic fallacy, the illusion that game 
theories may help to model real-life financial system. Modeling is just another 
attempt to platonify reality, meaning: the attempt to force upon a messy state of 
affairs the simple and elegant structure of formal systems. 

Taleb’s position (2007) on the ‘delusion of uncertainty’ is similar to the distinc-
tion between risk and uncertainty and between uncertainty and ignorance made by 
practitioners in post normal science. 

Many will disagree with the works just cited as happened during the presenta-
tion at the NATO school in Vrsar on which the present contribution is based. Yet 
our point is that the cat is out of the bag already. Stakeholders and media alike will 
tend to expect or suspect instrumental use of computation models, amplification or 
dampening of uncertainty as a function of convenience, and so on. 

The biologist Rosen (1990) had been among the first to draw attention to the 
fact that modeling is not a science but rather a craftsmanship (Figure 2). After 
Rosen, “World” (the natural system) and “Model” (the formal system) are inter-
nally entailed-driven by a causal structure. Nothing entails with one another 

fact most practitioners of modeling have come to live with the fact that more than 
one model may be compatible with the same set of data or evidence. Beven 
(2001), an hydrologist, calls this ‘equifinality’. Maybe none of this is particularly 
new or exciting. Since Galileo’s times scientists have had to deal with the limited 
capacity of the human mind to create useful maps of “World” into “Model”. The 
emergence of “laws” can be seen in this context as the painful process of simplifi-
cation, separation, and identification which leads to a model of uncharacteristic 
simplicity and beauty. 

“Groundwater models cannot be validated ” was the provocative title of an arti-
cle from Konikov and Bredehoeft (1992). Konikov and Bredehoefts work was re-
viewed on Science in “Verification, Validation, and Confirmation of numerical 
models in the earth sciences” (Oreskes et al., 1994). Both papers focused on the 
impossibility of model validation. According to Oreskes, natural systems are never 
closed, and models put forward as description of these are never unique. Models 
can never be verified or ‘validated’, but only ‘confirmed’ or ‘corroborated’. 

Van der Sluijs (2002) has written extensively on sciences crisis of credibility in 
model use, following the Netherlands media scandal of 1999. This is another 
instance in which the debate on the use of models has left the laboratories impact 
on the media and society. Titles such as “Environmental institute lies and deceits”; 
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“Fuss in parliament after criticism on environmental numbers”; “The bankruptcy 
of the environmental numbers”; “RIVM (Dutch acronym of the environmental 
institute focus of the scandal) over-exact prognoses based on virtual reality of 
computer models”, and so on are not what the average modeler would like to see 
in reference to his or her work. 

 
Fig. 2. The process of modeling, according to Rosen (1991). 

Is the reference to virtual reality appearing on a Dutch tabloid an irreverence? 
Perhaps not according to the post-modern French thinker Baudrillard (1999) who 
presents “simulation models” as unverifiable artifacts which, used in the context 
of mass communication, produce a fictitious hyper reality that annihilates truth. 

In short, this brief discussion of the critique of models (Saltelli et al., 2007) 
serves the purpose to inform modelers of a present danger: that their inference 
might be called into question, that their motivation might be the subject of scru-
tiny, that in general, partial or instrumental use of models might be suspected by 
stakeholders whenever the inference offered by a model has a bearing on society. 

Note that this is not a specific affliction of models but part of a wider debate on 
science’s legitimacy at the science-policy interface. Hindsight on the role of science 
in a post-modern world is offered by Post-Normal Science (Figure 3) (Funtowicz 
and Ravetz, 1993; Funtowicz et al., 1996). 

Post-Normal science suggests a taxonomy of the types of scientific production 
modes, depending on uncertainties and stakes. 

• In “applied science”, when scientific theories are produced and consumed 
within a closed consortium of experts (peers). In the case of modelling, these 
could be chemists working on a chemical kinetics problem. 

• In “consultancy” when the science is likely to be scrutinized, e.g., a cost–
benefit analysis for the construction of a new road or bridge that will affect a 
community; applied to modelling this could be the econometric analysis under-
pinning the cost–benefit study.  
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Fig. 3. Uncertainty/stakes diagram after Funtowicz and Ravetz (1990). 

In Post-Normal Science, the issue is so uncertain and value-laden that conflicting 
theories are likely to be waived by opposing fields. In PNS parlance, PNS applies 

(Funtowicz and Ravetz, 1993). In modelling, computation of sea-level rise due to 
global change or the impact of nano-technology may fall in this category. 

Distinctive elements of PNS are:  

• Appropriate management of uncertainty quality and value-ladenness 
• Plurality of commitments and perspectives 
• Internal extension of peer community (involvement of other disciplines) 
• External extension of peer community (involvement of stakeholders in envi-

ronmental assessment & quality control) 

Note also in Figure 3 that increasing the stakes of an issue will likely increase 
it’s uncertainty as well, as some of the parties, e.g., producers of a potentially haz-
ardous substance, may have an interest in amplifying uncertainty to prove that the 
assessment produced by regulators is of insufficient quality to modify an existing 
standard. The issue is brilliantly illustrated by Michaels (2005) in relation to fabri-
cated uncertainty. 

There is at present a hot debate in the US on whether the quality standard for 
risk analysis mandated by a recent publication of the Office for Budget Manage-
ment (OMB, 2006) might be aimed at bogging the regulatory process in the name 
of transparency (Macilwain, 2006). 
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4. Suggested requirements for a good sensitivity analysis  

Good practices in sensitivity analysis are suggested in several disciplines. Among 
econometricians Edward E. Leamer, says: “I have proposed a form of organized 
sensitivity analysis that I call ’global sensitivity analysis’ in which a neighborhood 
of alternative assumptions is selected and the corresponding interval of inferences 
is identified. Conclusions are judged to be sturdy only if the neighborhood of 
assumptions is wide enough to be credible and the corresponding interval of infer-
ences is narrow enough to be useful”, (Leamer, 1990). The recommendation of 
Leamer seems more about uncertainty than sensitivity1, but it is crucial. We 
should be careful to explore the uncertainty in the input realistically. If we find 
that the resulting uncertainty in the inference is too wide, and hence useless, we 
should not try to make it lower by arbitrarily restricting our range of exploration. 
Similar recommendations are made by Funtowicz and Ravetz, who talks about 
GIGO (garbage in garbage out) science, where uncertainties in inputs must be 
suppressed lest outputs become indeterminate (Funtowicz and Ravetz, 1990). Peter 
Kennedy, another econometrician, suggests anticipating criticism by applying sen-
sitivity analysis. This is one of the ten commandments of applied econometrics 
according to this practitioner: “Thou shall confess in the presence of sensitivity. 
Corollary: Thou shall anticipate criticism” (Kennedy, 2007). 

We would translate this into “Look at uncertainties before going public with 
findings”. 

Kennedy also suggests: “When reporting a sensitivity analysis, researchers 
should explain fully their specification search so that readers can judge for them-
selves how the results may have been affected.” 

Note that sensitivity analysis does not add to the quality of a model per se but to 
the quality of the model as applied to a well identified task. This is evident as dif-
ferent assumptions may be involved within a given model when applied to different 
questions. For this reason, we suggest to run the SA with respect to the top-most 
statement to be supported (or disproved) by the model. If the model investigates 
the feasibility of a practice, the output of interest is of the type yes or no. If the 
model computes the impact of a contaminant over a given region and time frame, 
perhaps an integrated cumulative measure of health effects is the output of inter-
est. One should avoid distracting the user of the analysis with too much sensitivity 
details pertinent to specific model output. 

Note that this requirement (stay with the focus of the analysis) might imply that 
the optimality of a model must be weighted with respect to the task. According to 
Beck et al. (1997), a model is relevant when it’s input factors cause variation in 
the ‘answer’. Hence rather than using systematically the same model we should 

                                                           
1 As mentioned sensitivity analysis is the study of how uncertainty in the output of a model 

(numerical or otherwise) can be apportioned to different sources of uncertainty in the model input. 
Uncertainty analysis focuses instead on quantifying uncertainty in model output. Ideally, uncertainty 
and sensitivity analyses should be run in tandem, with uncertainty analysis preceding in current practice. 
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Another, more down to earth technical requirement for a good sensitivity analy-
sis is to allow for a multidimensional averaging in the space of the input factors. In 
a sensitivity analysis all known sources of uncertainty should be explored simulta-
neously, to ensure that the space of the input uncertainties is thoroughly explored 
and that possible interactions are captured by the analysis. 

Also the analyst should define unambiguously what he/she mean by importance 
in relation to input factors. We shall come back to these concepts when discussing 
the methods. 

Finally, it is important that when feasible the sensitivity analysis method be a 
quantitative one. In most cases there are few important factors which capture – say 
– 90% of the variance of the output, and many factors who account at most for 
10% of it. Just ranking the factors by importance (first, second...) would miss this 
salient feature of the problem. 

5. How to set up the analysis 

Here are a few possibilities on how to set up the ensemble of numerical experi-
ments for a sensitivity analysis. 

• Parametric Bootstrap. In this widely practiced approach one estimates first 
the model parameters (e.g., kinetic constants), by comparing the selected model 
(a chemical reaction model) with available evidence (e.g., yield rates for the 
end-products of the reaction at defined boundary and operating conditions). 
The estimation procedure yields a set of distributions for the model parameters. 
Note that these distributions will not be independent in general. The analysts 
can then draw samples from the distribution of the parameters to do a Monte 
Carlo type analysis of uncertainties and sensitivities of the yield rates. One 
shortcoming of this approach is that is does not include model uncertainty and 
the model is assumed true (if a different chemical process is at play a type III 
error may ensue – see later). 

• Bootstrapping of the modelling process. In this approach we sample from the 
available data and identify a model based on the sample (e.g., we use a subset 
of yield rate to identify a possible chemical reaction pathway). We then esti-
mate the model parameters with the same sample or a different one (for a dis-
cussion see Chatfield, 1993), and iterate the process by drawing a new sample 
from the data, identifying a possibly different (or same) model, then estimate 
the parameters and so on. In this way, as more than one model structure may be 
identified in the process, some measure of model uncertainty is also propagated 
though the analysis (Chatfield, 1993). 
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• Bayesian Model Averaging. In this approach we start with prior belief about 
the probability of different model formulations and parameter values, and 
update theses against the available information (e.g., we have more that one 
possible reaction mechanism, with prior beliefs attached to it, then update these 
beliefs in view of the available evidence). This way posterior model probabili-
ties and parameter distribution functions are produced from which an uncer-
tainty and sensitivity analysis can be run. This classical Bayesian approach 
(Hoeting et al., 1999) is reviewed in (Saltelli et al., 2004). 
The schematic alternatives offered above should not be taken as unique or pre-

scriptive; there may be several ways to set up an analysis and what is meaningful 
is clearly context dependent. A legitimate question is hence the following: “what 
are the implications of selecting an approach versus another for model quality?”. 

A first remark is that what constitutes an input for the analysis depends upon 
how the analysis is set up. As shown above one might include or exclude uncer-
tainty on the model specification, or in the uncertainty in the original data, or in the 
estimation and so on. Clearly the analysis will be instructive with respect to those 
elements of uncertainty which have been included; at the same time a modeller 
will remain ignorant of the importance of those variables which have been  
excluded or kept fixed in the analysis.  

This may lead to type III errors, such as estimating the wrong model. A defini-
tion of type III error is: “Assessing the wrong problem by incorrectly accepting 
the false meta-hypothesis that there is no difference between the boundaries of a 
problem, as defined by the analyst, and the actual boundaries of the problem” 
(Dunn, 1997). 

Type III is typically a framing error, or “answering the wrong question”. One of 
the commandments of econometrics of the work of Kennedy (2007) is “Thou shall 
answer the right question”. 

Perhaps the best-known statement of a type III problem is due to the former US 
secretary of state Donald Rumsfeld. In a celebrated interview he stated: “Reports 
that say that something hasn’t happened are always interesting to me, because as 
we know, there are known knowns; there are things we know we know. We also 
know there are known unknowns; that is to say we know there are some things we 
do not know. But there are also unknown unknowns – the ones we don’t know we 
don’t know.” Surprisingly Mr. Rumsfeld was vilified in the press for this state-
ment, which is instead – in the opinion of the authors – a fairly reasonable one.2 

Note that in sensitivity analysis as well we have the more usual type I and type 
II errors. Specifically in sensitivity analysis type I error is “Assessing as important 
a non important factor”. Type II is “Assessing as non important an important factor.” 

Note that in sensitivity analysis specifying a grossly inadequate range of uncer-
tainty for an unknown input can also be classed as a type III error. In the case of 
                                                           

2 Nassim Taleb wrote an entire book on type III errors (36), where he also notes that the militaries 
are normally more aware of type III events (the unexpected and at times fatal Black Swan) than – say – 
financial analysts. 
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the Yucca Mountain repository for radioactive waste disposal and TSPA (total 
system performance assessment) model, a range of 0.02–1 millimeter per year was 
used for water percolation or flux rate, from the surface down to the repository 
level. Applying sensitivity analysis to TSPA could or could not identify this as a 
crucial factor, but this would be of scarce use if the value of the percolation flux 
were later found to be of the order of 3,000 millimeters per year. This was in fact 
found to be the case, due to Chlorine 36 (a marker of the Bikini islands era nuclear 
test of the 70s) being found at the repository level (Pilkey and Pilkey-Jarvis, 
2007). 

Going back to our questions of the quality implications of running an uncer-
tainty and sensitivity analysis, we would also like to note that high uncertainty 
in a model based assessment is not the same as low quality. More specifically, we 
believe that sensitivity analysis can help the analyst to ascertain whether uncer-
tainty in the model based assessment hinders or not the capacity of the analyst to 
sort policy options outcomes, i.e., to say something useful on whether policy 
options are distinguishable from one another given the uncertainties.  

An example is offered in Figures 4–6. As explained in Figure 4, we are trying 
to calculate whether it is more convenient to bury or to burn urban waste at a 
given time and location (Saltelli et al., 2000). In Figure 6, we see that the choice is 
quite uncertain as we have as many “bury” as we have “burn” in our output. The 
analyst’s message here should be: “Don’t know”. If the analysis had given us 
instead something like Figure 5, one would still be uncertain, but overall a landfill 
seems better than an incinerator. Sorting out whether policy options are distin-
guishable is possibly one of the most powerful uses for sensitivity analysis. 

 
Fig. 4. Set up of the analysis: incineration or landfill? The abscissa is the logarithm of the ration 
of two pressure-to-decision indices, one pointing to landfill and the other to incineration. 
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Fig. 5. A decision is possible in spite of the uncertainties; landfill is to be preferred. 

 
Fig. 6. Uncertainties do not allow a decision to be reached, given the available information and 
the model adopted. 
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6. Mathematical and numerical practices 

6.1.  Scatter-plots and variance based methods 

The four scatter-plots in Figure 7 can be taken as a sensitivity analysis of sort. The 
represent input output maps whereby the output variable Y is plotted against each 
of the four input variables Xi, with i = 1,..., 4. All plots have the same vertical 

j
with j = 1,..., N. N is the sample size for this numerical simulation and cor-
responds to the number of time the model has been executed or “run”. N is also 
referred to as the cost of the analysis, i.e., in sensitivity analysis the cost cor-
responds to the number of times the model has been executed, with the assumption 
that computer time needed for the sensitivity analysis itself (e.g., the drawing of 
the four scatter-plots in this case) is negligible by comparison. The model in this 
case is a mathematical function of the type Y = f (X1,X2,X3,X4), but in real case 
applications it will be a computer program describing a model – typically including a 
differential equation solver or optimization algorithm or other. The scatter-plot is 
generated via a Monte Carlo simulation, whereby the four input variables are  
 

Fig. 7. Scatterplots of Y versus X1,…, X4. Which is the most influential factor? One can compare 
occupancy of quadrants I and III versus that of II and IV to decide where the positive linear rela-
tionship is stronger. 
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sampled form their respective distributions for a total of N times the N row vectors 
x1j ,2j ,3j ,4j  are fed into the model to compute the correspond vector of model out-
puts yj, with j = 1,..., N. As mentioned all four plots in Figure 7 have the same 
ordinates (the yj.’s) while the abscissas are different in the four plots and cor-
respond to the sampled values for the four variables. Each abscissa plots the sam-
pled set from the marginal distribution of the corresponding factor. Note that the 
scales for the abscissas are different from one another as the input factors have dif-
ferent ranges of variation. In this case the factors are assumed independent. Which 
factor in the set X1,X2,X3,X4 is the most influent? To a practitioner’s eye – and 
hopefully to our reader after a moment of reflection – it should be clear that the 
factor commanding more shape is also the one with the highest influence. While 
X1 leaves the yj coordinates as a rather shapeless cloud, X4 seems capable of forc-
ing the yj ‘s along a roughly linear increasing pattern. Overall one would say, 
looking at the plot that the factors have increasing influence on the output moving 
from X1, the least influent, to X4, the most influent. 

Thus scatter-plots can indeed serve as tool for sensitivity analysis. Yet in case 
of models with many input factors a comparison of several scatter-plots might 
become cumbersome and impractical. For this reason one would like to be able to 
translate the idea of “shape” or “pattern” into a more convenient mathematical 
representation. In Figure 8 the scatter-plots of Figure 7 have been cut into slices, 
with the care of keeping a constant number of points in each slices for the sake of 
comparison. We could at this point operationalize our concept of shape by saying 
if values of yj change between one slice and the next, then the factor can drive 
variation in Y and is the hence influent. This can be made quantitative by saying 
that the more the mean of Y changes from one slice to the next, the more the fac-
tor is influent. We can call the mean in the slice as E(Y Xi = xij ) , meaning with 
this the mean of Y when factor Xi is fixed to the value xij . The concept of variation 
across slices could be captured by the variance of this, i.e., by V (E(Y Xi = xij )) . 
This equation can be simplified by removing the conditioning argument within the 
mean operator as the variance operator removes overall the influence of the for-
mula by a specific point xij , so that the formula can be written more simply as 
V (E(Y Xi )) . A more verbose version of this notation would be VXi

EXi
(Y Xi )( ) 

to remind that the variance is taken over the abscissa, i.e., over Xi, while the mean 
is taken in the slice, i.e., over all factors but Xi, which is fixed. What we have just 
derived is a so-called variance based sensitivity measure of the first order. The 
sensitivity measure used in practice is the above normalized by the total (uncondi-
tional) variance, i.e.,  

 
 
Si =

VXi
EXi

(Y Xi )( )
V (Y )

=
V E(Y Xi )( )

V (Y )
 

where both the verbose and simplified notations have been used. Si is known as 
Sobol’s first order sensitivity index and is a very popular model free measure of 
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sensitivity. Model free means that this measure does not lose efficacy if the model 
is non linear or non additive, although for a full description of non additive models 
higher order sensitivity terms are needed which we do not describe here (Saltelli 
et al., 2007). For additive models:  

• The first order terms provide a full description of the sensitivity pattern of a 
model. 

• The Si’s add up to one, which is the same as to say that by adding up the terms 
V (E(Y Xi ))  for all factors, one re-obtains the total variance.  

Fig. 8. Cutting the scatterplots into slices. 

In summary, variance-based methods aim to decompose the variance of the 
output according to pieces which can be ascribed to individual factors (in the case 
of additive models) or to factors and combination of factors for the case of non-
additive models.  

6.2.  Method of elementary effects 

In the previous section we have not offered a recipe to compute the Si terms. Effi-
cient strategies are given in detail (Saltelli et al., 2007). We anticipate here that the 
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cost of the analysis depends from the number of factors and is of the order of hun-
dreds or runs even with the best strategy. When this is not affordable because the 
model is expensive to run cheaper, less descriptive measures are available. We 
describe next the elementary effect method. 

The elementary effects method is straightforward to understand and to imple-
ment. Instead of running a full Monte Carlo experiment on the model Y = f 
(X1,X2,X3,…, Xk) one starts from a points in the space of the input and moves one 
step into one of the directions. One elementary effect is thus computed as  

 
 

EE(Xij ) =
f X1 j , X2 j ,K, Xij + Δ(Xi ),K, Xkj( )− f X1 j , X2 j ,K, Xkj( )

Δ(Xi )
 

One continues the procedure by moving one more step into a different direction 
Xm of a step Δ( Xm) without replacement, e.g., until all dimensions have been ex-
plored once and a trajectory composed of k + 1 points has been created. One tra-
jectory gives k effects EE(Xi) with i = 1,2,..., k. One then randomly selects another 
point in the space of the input and draws another trajectory in the same fashion. 

puted as the average of the effects of that given factor over the n trajectories:  

 μ(Xi ) = EE(Xij )
j=1

n

∑  

Expedients to make this measure more effective are: 

• Take the average of the modulus differences rather than the sample differences, 
i.e., replace EE(Xij) with EE’(Xij) as follows:  

 
 

EE '(Xij ) =
f X1 j , X2 j ,K, Xij + Δ(Xi ),K, Xkj( )− f X1 j , X2 j ,K, Xkj( )

Δ(Xi )
 

and 

 μ '(Xi ) = EE '(Xij )
j=1

n

∑  

In this way one avoid that effects of opposite order cancel one another.  

• Optimize the choice of the trajectories as to make them as far apart as possible 
in the space of the input factors. 

The measure µ is more qualitative than the Si discussed above, especially when 
used at low sample size (e.g., two or three trajectories). It identifies those factors 
that do have an effect and is particularly resilient to both type I and type II errors. 
For this reason it can be used for screening: if a factor has zero modulus effect 
EE’(Xij) at different points in the space of the input is most likely that it has no 
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influence on the output and can thus be fixed in subsequent analyses. When the 
number of trajectories is higher (say five to ten) the ordering of importance is also 
quantitative and similar to that provided by variance-based methods (Saltelli et al., 
2007). 

6.3.  Monte Carlo filtering 

This method is appropriate to situations in which we are especially concerned with 
a particular portion of the empirical distribution of output Y. An example is when 
we are interested in the output Y being above or below a given threshold, as in 
impact assessment studies where Y is a contaminant and we are interested in Y 
being above a regulatory limit, or when Y is a financial loss and we are interested 
in characterizing those situations where the loss exceed a given maximum admis-
sible level.  

In these settings we are interested in how frequently these realizations occur. 
A related question is which factors and combinations of factors are responsible for 
the occurrences. 

A way of analyzing this is by diving the possible outputs (Y) as obtained 
from a Monte Carlo experiment into ‘good’ and ‘bad’ (Monte Carlo Filtering, MCF, 
Saltelli et al., 2004). MCF is a particular type of Monte Carlo experiment where 
realizations of the output of interest are compared against one or more thresholds 
and divided as a result in two subsets: that of the ‘good’ and that of the ‘bad’. 

The same is done with the marginal distributions of each of the input factors. 
For each factor we will have a ‘good’ subset (all those sampled values xij which 
correspond to the yj’s in the ‘good’ subset), as well as a ‘bad’ subset (all other xij 

values). If the two subsets are called Xi
b

 and Xi
g  the union of these two set will 

give back the original sample X ; different partitions of this original sample are of 
course generated by each of the input factors.  

It is intuitive that if Xi is not an influential factor in moving Y across the 

‘good’–‘bad’ divide, then the two sub-samples Xi
b

 and Xi
g though not identical 

will look like samples from the same distributions. If instead these two sub-
samples are statistically different from one another, than factor Xi is an influential 
one. 

7. Sensitivity analysis in regulatory documents 

Prescriptions have been issued for sensitivity analysis of models when these used 
for policy analysis. In Europe, the European Commission recommends sensitivity 
analysis in the context of the extended impact assessment guidelines, a handbook 
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(European Commission SEC, 2005). Sensitivity analysis is recommended there as 
a good practice to handle uncertainty in impact assessment studies. More detailed 
prescriptions for sensitivity analysis can be found in the United States EPAs 2004 
guidelines on modelling (EPA, 2003), where one reads: “methods should preferably 
be able to  

(a) Deal with a model regardless of assumptions about a models linearity and 
additivity.  

(b) Consider interaction effects among input uncertainties.  
(c) Cope with differences in the scale and shape of input probability density func-

tions. 
(d) Cope with differences in input spatial and temporal dimensions.  
(e) Evaluate the effect of an input while all other inputs are allowed to vary as 

well [...]. 

While the EPA prescriptions seem modern from a practitioner viewpoint, those 
of the Intergovernmental Panel on Climate Change are rather conservative. The 
IPCC mentions the existence of “ ... sophisticated computational techniques for 
determining the sensitivity of a model output to input quantities...”, while in fact 
recommending merely local (derivative based) methods (see Saltelli et al., 2004 
for a discussion). 

In the USA, the Office of Management and Budget (OMB) in its controversial 
“Proposed Risk Assessment Bulletin” mentioned previously also puts forward 
prescription for sensitivity analysis. Under section 4, “Standard for Characterizing 
Uncertainty”, one reads:  

“Influential risk assessments should characterize uncertainty with a sensitivity analysis 
and, where feasible, through use of a numeric distribution. [...] Sensitivity analysis is 
particularly useful in pinpointing which assumptions are appropriate candidates for 
additional data collection to narrow the degree of uncertainty in the results. Sensitivity 
analysis is generally considered a minimum, necessary component of a quality risk 
assessment report.”  

These consideration are evidently reasonable. Elsewhere (OMB, 2002), the 
same OMB makes a remark on sensitivity analysis, which we consider worth dis-
cussing: 

“The primary benefit of public transparency is not necessarily that errors in analytic 
results will be detected, although error correction is clearly valuable. The more important 
benefit of transparency is that the public will be able to assess how much an agency’s 
analytic result hinges on the specific analytic choices made by the agency. Concreteness 
about analytic choices allows, for example, the implications of alternative technical 
choices to be readily assessed. This type of sensitivity analysis is widely regarded as an 
essential feature of high-quality analysis, yet sensitivity analysis can not be undertaken by 
outside parties unless a high degree of transparency is achieved. The OMB guidelines do 
not compel such sensitivity analysis as a necessary dimension of quality, but the 
transparency achieved by reproducibility will allow the public to undertake sensitivity 
studies of interest.”  
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In summary, the OMB invites the regulatory agencies to offer so many details 
to the regulated as to allow the latter to replicate the analysis possibly (and likely!) 
changing its assumptions. While this seems very positive in the name of transpar-
ency, it is clear that it amounts to stripping the regulator of any authority what-
soever to use tools of some sophistication. The authority and legitimacy of the 
regulator is thus denied and the regulated can have a fairly easy game to invalidate 
the agencies’ studies by running their own sensitivity analysis. 

8. Avoiding traps and pitfalls. What can go wrong  
in a sensitivity analysis? 

What can go wrong in a sensitivity analysis? We will try to make a short summary 
for the reader based for the discussion so far. 

• One way in which a SA can go wrong is because its purpose is left unspecified 
or vague (find the most important factors). One throws different statistical tests 
and measures to the problem and obtains different factors rankings. How to 
choose among the different rankings? Models can be audited and settings for 
sensitivity analysis can be audited as well. As a result, importance must be 
defined beforehand. We shall offer an example later in this contribution. 

• Another malpractice best avoided is to present an analysis with too many out-
puts of interest. The output analysed should be the one relevant to the question 
addressed by the model. 

• Also non advisable is to perform a piecewise sensitivity, taking one sub-model, 
or one factor at a time. Not only would this conflict with the multidimensional 
averaging requirement cited before, but could lead to an incomplete exploration 
of the uncertainties. Interactions could further be overlooked if I explore the 
space of the input moving one factor at a time. Note that overlooking inter-
actions is a particular instance of Type II error. 

• Once a model based analysis has been produced, its revision via sensitivity 
analysis by a third party is not something most modellers will willingly submit 
to. To avoid this danger a modeller should use sensitivity analysis in the pro-
cess of model development, prior and within model use in analysis “Thou shall 
anticipate criticism”, in the words of Kennedy (2007). On the opposite, “Scien-
tific mathematical modelling should involve constant efforts to falsify the 
model” (Pilkey and Pilkey-Jarvis, 2007). 

9. What can be obtained with sensitivity analysis?  

The classic use of sensitivity analysis is for model quality. A sensitivity analysis 
can identify errors, help to select optimal model gridding, and prepare the model 
for a calibration analysis (Saltelli et al., 2004; Saltelli et al., 2007). 
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Sensitivity analysis can also help to obtain minimal model representation, thus 
fulfilling the objective of parsimony in analysis. 

Still on the quality dimension, sensitivity analysis can contribute to the pedigree 
of the assessment, in the sense discussed by Van der Sluijs et al. (2005). 

As discussed above an important use of sensitivity analysis is that of checking 
if policy options are distinguishable, and prepare the analysts to defend his/her 
work, especially in view of controversy, e.g., in case the assessment supported by 
the model should go to a stakeholders consultation with adversarial opinion. 
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Abstract 

Scope of the present paper is to provide an assessment of the state of the art of 
predictive uncertainty in flood forecasting. After defining what is meant by predic-
tive uncertainty, the role and the importance of estimating predictive uncertainty 
within the context of flood management and in particular flood emergency 
management, is here discussed. Furthermore, the role of model and parameter 
uncertainty is presented together with alternative approaches aimed at taking them 
into account in the estimation of predictive uncertainty. In terms of operational 
tools, the paper also describes three of the recently developed Hydrological 
Uncertainty Processors. Finally, given the increased interest in meteorological 
ensemble precipitation forecasts, the paper discusses possible approaches aimed at 
incorporating input forecasting uncertainty in predictive uncertainty. 

Keyword: forecasting. 

1. Introduction: definition of predictive uncertainty 

Following Rougier (2007), a simple question may help at clarifying the predictive 
uncertainty concept: 

What is the probability that the river dykes will be overtopped in the next 24 hours? 

This seems to be a well-posed question, and certainly a topical one. It is the kind 
of question a flood emergency manager might ask to his technical staff. 

There are two aspects of this question that ought to be highlighted. First, the 
question asks explicitly for a probability; second, it asks about the behaviour of 
the future flood levels. 

So it is necessary to establish exactly what is meant by ‘probability’ in this con-
text, and it is also necessary to understand that answers which only focus on the 
response of this or that flood forecasting model are inadequate. In order to satisfy 
the flood emergency manager, the forecasts of this or that flood forecasting model 
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must be linked to the real river behaviour, that their predictive statements about 
quantities such as future water levels address the needs of the flood manager, and, 
moreover, must also be capable of being compared with those obtained with other 
models. 

There is also another point to be taken into account. Quoting Rougier (2007): 
“The first thing to understand about probability in this context is that there is no such 
thing as ‘the’ probability. To ask for ‘the’ probability is to make a mistake. A probability 
is a numerical summary of a person’s state of knowledge about a proposition: it is 
inherently subjective (i.e., it relates to the mind of a subject). Therefore probability takes 
the possessive article, not the definite one: better to say your probability. Inference based 
on a subjective interpretation of probability is termed Bayesian Statistics.” 

As a matter of fact, our state of knowledge is a mixture of “what we know”, or 
better “what we believe we know”, in the sense that we may be wrong, which is a 
“subjective state of mind” and what we learn from observations (which includes 
data and models), which can be seen as “objective”. Therefore, a definition of pre-
dictive uncertainty can be the following: 

Predictive uncertainty is the expression of our assessment of the probability of occurrence 
a future (real) event conditional upon all the knowledge available up to the present and 
the information we were able to acquire through a learning inferential process. 

Please note that the presently available knowledge may not necessarily be the 
truth, but rather what we presently subjectively believe to be the truth. 

In terms of information to complement our prior belief, Krzysztofowicz (1999), 
points out that  

These statements underline two aspects usually not fully and clearly understood 
by hydrologists. The first is that, as previously mentioned, the objective of fore-
casting is the assessment of the uncertainty that at a future time the values of water 
stage, discharge, runoff volume, etc. that will occur will be smaller or equal to a 
given value (generally a threshold value, such as for instance the elevation of the 
dykes), rather than the uncertainty of predictions generated by the hydrological 
forecasting models. 

The second aspect is that this uncertainty, generally expressed in terms of a 
probability density (or probability distribution) function, must be “conditional” 
upon the hydrological forecasting model prediction, which is now seen as the 
available, although uncertain, extension of observations into the future. In other 
words, the forecasting model prediction is now a way to complement the prior 
belief of the decision maker in order to reduce “his” prior uncertainty within the 
frame of the decision making process and not the provider of deterministic (and 
therefore “certain”) future levels, flows, etc. 
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“Rational decision making (for flood warning, navigation, or reservoir systems) requires 
that the total uncertainty about a hydrologic predictand (such as river stage, discharge, 
or runoff volume) be quantified in terms of a probability distribution, conditional on all 
available information and knowledge.” and that “Hydrologic knowledge is typically 
embodied in a deterministic catchment model.” 
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To clarify these issues, let us consider the problem of issuing a flood warning at 
a given time 0t . In general this is based on the water level overtopping a threshold 
value. Measurement errors on water levels are quite small (generally the standard 
error of measurement is ± 1 cm, which is irrelevant in the decision making pro-
cess). Therefore, if, for the sake of clarity we disregard the measurement errors, all 
the predictand (water level) observed values have probability equal to 1 of occur-
rence, while their future value, for t > t

0
 is unknown. In order to gain information 

into the future, at time   t0
, we run a model, which will generate a prediction of the 

future value of our predictand. If we consider it as a possible realization of the 

point of view; we can use the forecasted value in order to estimate the conditional 
probability of the future value at time t  given this model forecast issued at time 

0t . In other words, we may consider this predicted variable, the model forecast, as 

“known” at time 0t  with probability equal to 1. This implies that, preliminary, we 
must have developed the distribution of observations conditional on the predicted 
ones, by simulating the forecasts over a historical period, as it will be described in 
the sequel. If the predicted value at time 0t  is “coherent” with this conditional dis-
tribution, then (in the sense that no substantial changes have occurred in the model 
performances) we can enter this value as the conditioning value and determine the 
probability of the predictand conditional on the forecast. Please note that this does 
not mean that the model forecast is taken as deterministic, but rather as an uncer-
tain quantity a realisation of which is known at time 0t . 

Following Todini (2007) let us introduce the concept of the joint probability 
distribution of the real quantity of interest, the predictand (namely the discharge, 
the water level at a specific cross section, etc.) y , and the model forecast ŷ . 

What is depicted in Figure 1 looks similar to a linear regression model, where 
y , the observations are the dependent variables and ŷ , the model forecasts, are 

the independent ones. Please note that the scope here is prediction not to build a 
model of y  given ŷ . 

As it happens for any regression, unless the model is exceptionally accurate, 
thus perfectly matching the observations, a scatter will always be observed in the 
y - ŷ  plane as in Figure 1. This scatter is a representation of the joint sample fre-

quency of y  and ŷ  that can be used to estimate the joint probability density.  
For any 0t t> , where 0t  is the present time the model forecast tŷ  is known 

(which means that the probability of ŷt  is equal to 1). What is unknown, and 
therefore uncertain, is what will actually occur (namely ty ). Thus it is possible to 
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derive the probability density of what will occur, conditional upon the knowledge 
of the model forecast tŷ , as: 

 ( ) ( )

( )∫
∞+=

0

ˆ,

ˆ,ˆ

ttt

tt
tt

dyyyf

yyfyyf  (1) 

 

Fig. 1. Joint y  – ŷ  sample frequency from which a joint probability density can be estimated. 
The conditional density of  y  given ŷ   is then obtained by cutting the joint density for the 
given a value of ŷ , namely ŷt  (redrawn from Liu et al., 2005). 

This expression represents the simplest predictive uncertainty definition, when 
the decision maker prior knowledge is considered not informative and is not taken 
into account. It represents a sort of “dictionary” which translates the language of 
our model forecasts into the language of reality. Please note that the model fore-
cast tŷ  is here considered known at time t . Therefore, independently to all the 
model, parameter, etc. uncertainty, once tŷ  is known, then equation 1 is perfectly 
valid to represent predictive uncertainty. Problems occur when tŷ  is no-more 
coherent with the “dictionary” developed using the historical data. For instance, a 
rainfall runoff model used to forecast is no more run using the “observed” rainfall 
as input, but rather a quantitative precipitation forecast. This will produce a new 
quantity ty′ˆ  which is not coherent with ( )tt yyf ˆ , which was developed using his-
torically measured rainfall. In this case there are only two possibilities. Either one 
directly develops the conditional distribution ( )tt yyf ′ˆ  linking the observations of 
reality to the forecasts produced by using the forecasted rainfall or, even better, by 
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using the conditional density ( )ˆ ˆ,t t tf y y y′ , which conditions the real value to 

both the model forecast obtained using the observed rainfall and the model fore-
cast obtained using the forecasted rainfall.  

The same loss of coherence may occur for non-stationarities in model perform-
ances that may be due for instance to loss of model validity or changes in its 
parameter values. This problem will be further discussed in section 3. 

2.  Motivations for predictive uncertainty assessment 

When dealing with flood emergency management, operational decisions may lead 
to dramatic consequences (economical losses, casualties, etc.), nonetheless, emer-
gency managers are supposed to take decisions under uncertainty about the evolu-
tion of future events. Decision theory (Raiffa and Schlaifer, 1961; De Groot, 
1970) addresses this problem and provides a solution for improving the soundness 
of decisions under uncertainty (in terms of maximum number of successful deci-
sions and minimum number of wrong ones), by minimizing the expected value of 
a utility function ( )yU  describing the manager’s perception of losses, which is a 

y 
(water stage, discharge, etc.). This expected value can be computed if the pro-
bability density of a future value of the predictand is known and the decision 
whether or not to issue an alert will then descend from choosing the “less expen-
sive” of the two “expected” damages obtained by integrating the product of each 
cost function times the predictand pdf over all its possible values as in equation 2:  

         
E UNoAlert{ }= UNoAlert y( ) f y( )

0

∞∫ dy

E UAlert{ }= UAlert y( ) f y( )
0

∞∫ dy
 (2) 

where ( )yf   represents the probability density of the predictand. 
Unfortunately, when dealing with a decision based on a future unknown quan-

tity
0t ty > , where  0t  is the present time, ( )tf y , which describes our knowledge on 

the future value, is generally quite flat (which means that we know very little of 
what will happen). For instance, we could assume ( ) ( )t cf y f y=  where ( )cf y  is 
the climatological pdf estimated on the basis of the large number of available 
observations, which is unconditional on the present time and possible future 
events. This is why, by assuming ( )tf y  as the a priori knowledge, one tries to 
learn from additional information and to produce a sharper posterior pdf, condi-
tional on the available information, namely ( )0t tf y I , where 

0t
I  represents all the 
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information available up to time 0t , including the available measurements, as well 

as model forecast tŷ . 
If a model forecast tŷ  is available then equation 2 can be rewritten as: 

 
E UNoAlert{ }= UNoAlert y( ) f y ˆ y ( )

0

∞∫ dy ;

E UAlert{ }= UAlert y( ) f y ˆ y ( )
0

∞∫ dy
 (3) 

because one expects that ( )yyf ˆ  will be less dispersed than ( )yf  given that the 

uncertainty will be reduced by the additional information produced by the model. 
By using the expected value of the utility function instead of the utility function 

computed in the model forecast taken as “deterministic” one vastly reduces the 
probability of false alarms as well as of missed alarms. In addition the peakier the 
predictive density, the more reliable the decision will result. Therefore improve-
ments in forecasting, rather than looking for a better “deterministic” prediction, 
must essentially aim at reducing predictive uncertainty.  

One of the issues that presently enriches the debate about uncertainty among 
hydrologists is how to show the benefits arising from the operational use of pre-
dictive uncertainty, a corollary of which is how to communicate uncertainty to the 
end-users, namely the decision makers. Indeed, the end-users such as water man-
agers, emergency managers, etc. have a certain difficulty in perceiving the benefits 
arising from the operational use of predictive uncertainty. What is certain is that 
hydrologists must not make statements such as: “the probability of flooding in the 
next 12 h is 67.5 %”. This is meaningless to an end-user. What he/she would like 
to hear is the answer to the basic question: “what are the expected benefits and 
drawbacks of issuing a flood alert for the next 12 h?” Therefore, hydrologists must 
define, in dialogue with end-users, subjective utility functions, which can be used 
to compute the expected benefits or the expected damages contingent on the pre-
dictive density of the quantity of interest. The resulting operating rule inevitably 
depends on the subjective preferences of the decision maker embedded in the util-
ity function. The resulting operating rules must then be assessed by simulating, 
over the past record, alternative choices of the utility function until the decision 
maker is satisfied and the decision rule meets his desired mental scheme. 

A schematic example of such utility functions is shown in Figure 2, redrawn 
from Martina et al. (2006), for the case of a flood alert (please note that in this 
simple schematic example casualties are not taken into account). The dashed line 
represents the end-user perception of damage (not necessarily the real one) that 
will occur if the dykes are overtopped, namely Q > Q* where Q* is the maximum 
discharge that may safely flow in the river. The solid line represents the perception 
of cost plus damages when an alert has been issued. As can be seen from Figure 2, 
if an alert is issued a cost must be inevitably incurred for mobilizing Civil Protec-
tion agents, alerting the population, laying sandbags, etc., but the damage in that 
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case will be smaller than in the previous case due to the raised awareness of the 
incoming flood. The decision on whether or not to issue an alert will then descend 
from the comparison of the “expected damage” for the two options, obtained by 
integrating the product of the cost function times the predictive uncertainty pdf 
over all possible values of future discharge. By using the expected value of 
damages instead of the “model forecast”, the probability of false alarms as well as 
of missed alarms should be much reduced, as the uncertainty about the future dis-
charge is taken into account. In addition, the peakier the predictive density is, the 
more reliable will the resulting decision be, so that improvements in forecasting, 
rather than looking for a better “deterministic” forecast, must essentially aim at 
reducing predictive uncertainty by whatever means is available. 

 
 

Fig. 2. The utility functions deriving from a flood alert problem (redrawn from Martina et al., 
2006). Solid line represents perceived cost and damage if an alert is issued; dashed line repre-
sents perceived damage if alert is not issued. 

To show how one can use predictive uncertainty in operation, the Lake Como 
real-time management decision support system is considered here as one of the 
few successful examples of the operational use of forecast uncertainty (Todini, 
1999). Lake Como is a natural lake in Northern Italy closed at its exit and man-
aged as a multi-purpose lake for flood control, irrigation and electric power pro-
duction. Using a stochastic dynamic programming approach, a standard operating 
rule was developed on a ten day basis to optimise long term irrigation and energy 
production. However, when a flood is forecast, the reservoir manager would like 
to modify the standard operating rule to deal with the incoming flood. To achieve 
this goal, a utility function describing the damage perception of the manager was 
developed that penalizes too low and increasingly higher lake levels; every morning 

211



E. TODINI 

an incoming flood forecast, together with its predictive uncertainty, is issued and 
an optimal release, computed by minimising the expected damage, using the  
inflow predictive uncertainty, is then proposed. Note that all this process is totally 
hidden from the water manager who is aware only of the suggested optimal release 
and of its expected consequences as in Figure 3. 

 

Forecasting horizon:
Inflow [m3 s-1]

Vol [m3 x 106] Optimal releases
Possible releases

Levels at Malgrate [cm]
Forecasting horizon:

Inflow [m3 s-1]

Vol [m3 x 106] Optimal releases
Possible releases

Levels at Malgrate [cm]

 
Fig. 3. The Lake Como operational decision support system. The system, on the basis of the 
expected value of inflows to the lake (light blue line) and its uncertainty (not shown on the 
screen, but used in the process) suggests to the water manager the optimal release (green line) 
which minimises the expected damage and shows the consequent expected lake level (blue line) 
for the following 10 days. 

The performance of the system was assessed on the basis of a hindcast simula-
tion for the 15 years period January 1st, 1981 to December 31st, 1995; the results 
are presented in Table 1. When applying the optimised rule, the lake level never 
falls below the lower acceptable limit of –0.40 m, while historically this was ob-
served on 214 days. In terms of Como flooding, over the 15 years, the lake level 
was historically recorded to be above the lower flood limit of 1.20 m on 133 days, 
whereas the optimised rule reduced it to 75 days. A noticeable reduction also 
appears at higher lake levels: at 1.40 m, when the traffic must stop in the main 
square of Como, the reduction is from 71 to 52 days and at 1.73, the legal defini-
tion of “normal flood” when people can claim compensation for their damage, the 
reduction is from 35 to 34 days. At the same time, the irrigation water deficit 
decreases by an average of more than 100 106 m3 year–1. This result is exceptional, 
given that meeting irrigation demand implies higher lake levels, an objective con-
flicting with the need to reduce the frequency of flooding. 
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Table 1. Summary of results. A comparison between recorded water level occurrences and water defi-
cits (Historical) and the results of the operation rule based on the forecasting uncertainty (Optimised) 
for the period January 1st, 1981 to December 31st, 1995. 

Since 1997, the system has been in operation and used successfully; it has pro-
duced not only a reduction in the number, frequency and magnitude of Como 
flooding events, but also a 3% increase in energy production and a large volume 
of extra water for irrigation. 

3. Difference between predictive uncertainty and model  
or parameter uncertainty 

As previously discussed, in section 1, the assessment of predictive uncertainty is 
mainly focussed at translating our prior knowledge and the model(s) forecast(s) 
into reality, which is done by computing the conditional density given by equation 1. 

As explained at the end of section 1, if our model forecasts are coherent with 
the historical ones used to develop the conditional density, then the probability of 
the model forecast can be taken equal to 1, since the value is now known, and 
through equation 1 one can then estimate the conditional density of the real, albeit 
unknown, value of the predictand that may occur at a future time. Please note that 
the fact that the probability of model forecast is 1 does not mean that this vale is 
the “real” value that will occur, but uniquely that the conditioning variable, 
namely the model forecast, which is coherent with the developed conditional den-
sity (the “dictionary”) has now been observed. 

If instead of a unique model, several forecasting models are available, then one 
is supposed to develop the multi-variate joint probability distribution of the pre-
dictand and the ensemble of model forecasts in order to construct the probability 
distribution of the predictand conditional upon all the model forecasts, as in the 
Model Conditional Processor (Todini, 2008). Alternatively, one can develop a set 
of densities for the predictand conditional on each single model and successively 
marginalise the effect of the different models. This is achieved by taking the 
expected value of all the developed conditional densities by weighting them using 
the posterior probability of the different models, derived either through a Bayesian 
inferential approach or by means of the Bayesian Model Averaging (Raftery, 
1993) technique.  
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 Water Level               Number of Days
Historical            Optimized

≤ 40 cm               214                      0
≥ 120 cm               133                    75
≥ 140 cm                 71                    52
≥ 173 cm                35                    34

Water Deficit 890.27 106 m3 788.59 106 m3
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Frequently, the variability of a model and of the model parameters randomly 
occurs in time without a real pattern (in the sense that one cannot isolate different 
periods with different behaviours). If this variability strongly affects the forecasts, 
following a Bayesian approach, one can still use the same underlying hydrological 
model, but must place all the uncertainty into the parameter values, which are now 
taken as uncertain quantities. In the classical Bayesian approach, the parameters of 
a model do not necessarily represent physically meaningful quantities which have 
true (albeit unknown) values, but rather temporary “dummy”, “convenient” or 
“nuisance” quantities of uncertain nature, over which all uncertainty in the model, 
observations, boundary conditions, etc. is projected, to be marginalised out by 
their “posterior probability density”, obtained from observations via the Bayesian 
inference process (de Finetti, 1975, Chapters 11 and 12).  

If the objective of our work is “parameter estimation”, implicitly it is assumed, 
that the parameters have a real, albeit unknown, value to be found. Note that in 
this case the scope is not the estimation of the parameters posterior pdf succes-
sively used to determine the expected value of the probability of the predictand 
conditional on the forecast, but rather to estimate the true, physically meaningful 
parameter values. In this case, if the identifiability conditions are met and if all the 
uncertainties in the model, the input, the output, etc. are fully and correctly des-
cribed in an appropriate likelihood function (which is not easy), then, and only 
then, it will be possible to estimate (for instance as an expected value, or using a 
ML approach or some other Bayesian or non Bayesian estimation) the physically 
meaningful parameter values after deriving the posterior parameter probability den-
sity function (which coincides with the likelihood function if one takes a uniform 
non informative distribution as the prior on the parameters). This is an extremely 
complex problem that in real cases can rarely be solved to produce unbiased esti-
mates of physically meaningful parameter values. 

On the other hand, the “prediction” problem is a less complex and more feasible 
one, because, if one follows for instance the Bayesian approach, the estimation of 
the “true” parameter values is not required; what must be found is their entire 
“posterior probability density”, which expresses their uncertainty after sampling 
the observations.  This posterior density may not be the one associated with the 
“true” value of the parameters, since in Bayesian inference the parameters become 
“convenient” quantities, used to absorb and reflect all the sources of uncertainty, 
to be marginalised out at the end of the process. 

4. Using formal Bayesian inference instead of GLUE 

There are many situations where it is not necessary to account for the model-
structure and parameter uncertainty in flood forecasting. This happens, for instance, 
when dealing with water level prediction based on flood routing models (Todini, 
2008) on hydrological forecasting (Liu et al., 2005). 
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On the contrary, when the level of model, parameters, observations, etc. uncer-
tainty is high, one assumes uncertainty on the model parameters and tries to esti-
mate a posterior parameter density following the Bayesian inference approach. At 
the outset of this Bayesian inference process, if one does not have prior informa-
tion, all the models (one per parameter sample) are generally taken as equivalent. 
This is what one could define as “equi-initiality”, a better term than “equifinality” 
introduced by von Bertalanffy (1968), the founder of general systems theory and 
used by Beven and Freer (2001) within the framework of GLUE, because it gives 
the idea that at the beginning of the inference process all the models may be 
equivalent, but the learning process must inevitably lead to identifying the more 
likely models via a denser posterior probability (Mantovan and Todini, 2006). 

Please note that, as previously mentioned, the main objective is not the estima-
tion of an optimal sample of parameters and a “unique most likely” predictive 
density, but rather the identification of the “posterior parameter density” which 
will successively allow for the estimation of the expected value of all the condi-
tional predictive densities over the parameter posterior pdf .  

This is because, due to the generally high non-linearity of the models, one 
MUST NOT compute the model forecast using the expected (or more in general 
an “optimal”) value of parameters, but rather use all the parameter posterior 
density to estimate the “expected predictive density”, which is the usual statistical 
way of “marginalizing” (namely “eliminating”) the parameter (which in this 
case embed parameter, model, etc.) uncertainty. As it is well known that 

( ){ } { }( )E g g Eϑ ϑ=  holds with the equality sign only if ( )g •  is a linear function 
or if it is affine to the pdf of ϑ .  

This rather important aspect of the problem has not been understood by several 
authors who use “model uncertainty”, directly derived from the posterior parame-
ter density, instead of the “expected predictive probability”, estimated as the mean 
of all the predictive densities, each of which relevant to a specific value assumed 
for the parameters. 

Therefore, in order correctly to assess and eliminate the model, parameter, data, 
etc., uncertainty by computing the expected predictive uncertainty, the following 
steps must be followed: 

(i) Select a model M . 
(ii) Select a prior pdf on the parameters f0 ϑ( ) . 
(iii) Assume a likelihood (possibly on sound statistical grounds) and derive, using 

one of the available Bayesian inference techniques (Qian et al., 2003), the 
posterior parameter probability density ( ) ( ) ( )0D Dϑ ϑ ϑ=n n nf fL , with 

nD  an ensemble of historical observations record of length n , and estimate 

the probability associated with each parameter sample ( )Dϑn i np  by discre-

tizing the posterior density. 
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(iv) Generate a large ensemble samples Θ ≅ ϑ1,ϑ2 , ⋅ ⋅ ⋅,ϑm ,( ), with m  the number 
of generated samples; this can be done either by generating the sample from 
the prior pdf, as in the Bayesian Monte Carlo approach or preferentially from 
the posterior, as in the Marrkov Chain Monte Carlo approach (Qian et al., 
2003). 

(v) For each parameter sample iϑ  estimate the model prediction ŷt t0
ϑ i( ) as a 

function of 
0

Dt , the ensemble of all the data used up to time 0t , and M ϑ i( ) , 

the model when the parameter values are set equal to iϑ ;  

(vi) For each parameter sample iϑ  estimate predictive probability density 

fŷt t0
yt ŷt t0

ϑ i( )( )
are one per each parameter sample.  

(vii) Compute the predictive probability by marginalizing the effect of parameters. 
This is done by computing the expected value of the predictive densities 
fŷt t0

yt ŷt t0
ϑ i( )( )

terior probability ( )Dϑn i np  associated with the ith  parameter sample. 

This leads to the following equation, which is nothing else than the expected 
value of the predictive densities, weighted using the posterior parameter density 
instead of the prior:  

 ( ) ( )( ) ( )∑
=

=
n

i
ninitttyttnty pyyfyyf

tttt
1

ˆˆ Dˆˆ,D
0000

ϑϑ  (4) 

Equation 4 gives the “predictive probability density” in the case where a high 
level of uncertainty is affecting the model forecasts. Once again equation 6 puts in 
evidence that the parameter posterior distribution ( )Dϑn i np  must not be con-

fused, as can be found in many papers, with the predictive probability but is only 
used to marginalize the effect of parameters uncertainty by weighting the predic-
tive probabilities in the estimation of their expected value. This can be considered 
analogous to conventional Bayesian minimum risk estimation with  conditional 
density in place of the loss function. 

As can be easily noticed, this definition is totally different from the formal 
definition of “prediction quantiles” in GLUE (Beven and Binley, 1992) can be 
found in Beven and Freer (2001): “Given a large enough sample of Monte Carlo 
simulations, the range of likelihood weighted predictions may be evaluated to 
obtain prediction quantiles at any time step. This is most easily done if the likeli-
hood values are renormalized such as ( )[ ] 1

1
=∑ =

B

i iM ΘL , where ( )iM Θ  now 
indicates the ith behavioural Monte Carlo sample, so that at any time step t  
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                                ( ) ( ) ,1
ˆ ˆB

t i t ii
P Z z L M Z z

=
⎡ ⎤< = <
⎣ ⎦∑ Θ  (5) 

where Ẑt ,i is the value of variable z  at time t  by model ( )iM Θ .” (B is the total 
number of behavioural samples).  

There are two aspects to be underlined. The first one is that the actual shape of 
the posterior density on parameters has a relatively limited effect on the final 
result, because what really matters is the shape of the individual conditional den-
sities fŷt t0

yt ŷt t0
ϑ i( )( ): the posterior parameter density ( )Dϑn i np  will only pro-

duce weights in the summation and even if these weights are not perfectly esti-
mated they will produce a modest effect on the estimation of the expected value 
(a central moment) of the conditional densities.  This is due to the fact that, even if 
the conditional densities are highly variable across the range of parameter sam-
ples, the more likely ones will be weighted more if the posterior parameters pdf is 
dense around the modal parameter values. Therefore, what is more important than 
the actual shape of the posterior parameter density is how dense it is around the 
mode: a denser posterior parameter density ( )Dϑn i np  will put more weight on 

the more likely models, thus improving the estimation of the expected value and 
reducing the predictive uncertainty from the initial expected value that can be 
estimated at the onset from the prior, namely  

 fŷt t0
yt ŷt t0( )= fŷt t0

yt ŷt t0
ϑ i( )( )p0 ϑ i( )

i=1

n

∑    (6) 

where p0 ϑ i( )= 1 n  derives from the multi-uniform distribution assumption for 
the prior on parameters generally used to generate the parameter samples. 

To summarize, what really matters in assessing predictive uncertainty is (a) the 
assessment of the correct shape of the conditional distributions fŷt t0

yt ŷt t0
ϑ i( )( ) 

(or at least the shape of the more likely ones), and (b) the peakiness of the poste-
rior parameter density ( )Dϑn i np , around the more likely samples of parameters, 

which is usually granted by the learning capabilities of Bayesian inferential  
approaches (Qian et al., 2003).  

Figure 4 clearly shows the difference between the different approaches,  
together with the inconsistencies of the GLUE approach. 

Figure 4a shows the expected value, the 0.05 and the 0.95 quantiles deriving 
from equation 6; this represents the prior predictive uncertainty before Bayes 
inference was applied to derive the posterior pdf of the parameters;  Figure 4b dis-
plays the expected value, the 0.05 and the 0.95 quantiles obtained from equation 4 
in discretised form using the posterior density of the parameters obtained via 
Bayesian inference; Figure 4c reproduces the 0.05, the 0.5 (not the expected value,  
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Fig. 4. Comparison of predictive uncertainty estimates. (a) expected value, 0.05 and 0.95 quan-
tiles obtained using the prior parameter density by discretising equation 6; (b) expected value, 
0.05 and 0.95 quantiles obtained using the posterior parameter density obtained via Bayesian 
inference by discretising equation 4;. (c) 0.05, 0.50, 0.95 quantiles obtained using the GLUE 
approach of equation 5; (d) expected value, 0.05 and 0.95 quantiles obtained by discretising 
equation 4., where the posterior parameter density is obtained via GLUE. 
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since this is how GLUE results are typically shown) and the 0.95 quantiles obtained 
using the GLUE approach as for equation 5; Figure 4d displays the expected 
value, the 0.05 and the 0.95 quantiles obtained from equation 4 in discretised form 
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which does not require a formal assumption on the model errors likelihood 
(Mantovan et al., 2007) , largely reduces the prior predictive uncertainty, the pre-
dictive  density obtained when using the posterior parameter pdf produced by 
GLUE (Figure 4d), is quite similar to the one produced by the prior, which con-
firms what was found by Mantovan and Todini (2006), namely that by use of less 
formal likelihoods, GLUE  looses the coherence with the Bayesian learning pro-
cess and is not capable of extracting information from the observations. 

The result displayed in Figure 4c is also interesting because it shows how also 
the definition of the GLUE predictive quantiles given in equation 5 is not consis-
tent with the observations. Between time steps 300 and 330 the “model” is less 
uncertain, namely all the parameter sets give more or less the same answer, there-
fore the quantiles are quite narrow, but this has nothing to do with the “predictive 
uncertainty”, namely the uncertainty of the observed flows given the model fore-
casts. And, as discussed in section 2, the latter is the measure of uncertainty which 
is of interest to a decision maker.  

5. The hydrological uncertainty processors  

As mentioned earlier, given that the focus is the description of predictive uncer-
tainty, rather than model uncertainty, as well as for practical forecasting reasons, 
most of the hydrological processors available in the literature derive the condi-
tional predictive density on the basis of one or more “calibrated” forecasting models, 
using fixed parameter values, which is the typical situation and availability of a 
flood forecasting centre. Three different approaches will be briefly illustrated in 
the sequel: the Hydrological Uncertainty Processor (Krzysztofowicz, 1999); The 
Bayesian Model Averaging (Raftery, 1993); and the Model Conditional Processor 
(Todini, 2008). 

5.1.  The hydrological uncertainty processor 

Krzysztofowicz (1999) introduced a Bayesian processor, the Hydrological Uncer-
tainty Processor (HUP) which aims at estimating the predictive uncertainty given 
a sample of historical observations and a hydrological model prediction. The HUP 
was developed around the idea of converting both observations and model predic-
tions into a Normal space by means of the Normal Quantile Transform (NQT) 
(Van der Waerden, 1952, 1953a,b), in order to derive the joint distribution and the 
predictive conditional distribution from a treatable multivariate distribution. 
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when using the posterior pdf of the parameters obtained with GLUE. It is inter-
esting to see that, while the formal Bayesian inference approach, applied on  
the basis of the Normal Quantile Transform (Van der Waerden, 1952, 1953a,b), 
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The basic ideas of the Bayesian processor are here briefly synthesized. 

• Step 1: from the real world to the Normal.  

The first step is to convert both the n  observations y  and the corresponding 

model predicted values )(ˆ jy , using the quantiles associated to the order statistics, 

into the new variables standard Normal variables ηi
( j )  and η̂i

( j ) , as previously 
described.  

• Step 2: the a priori model. 

The application of the Bayes theorem requires first of all the definition of an a 
priori estimate for the predictive probability. In HUP this is done by assuming a 
Markovian lag-one process for η  the image of the observations in the Normal 
space. The a priori model can be formulated as tttt ερηη += Δ− , where  tε  is a 
( )21,0 ρ−N  independent process, and the parameter ρ  can be estimated from 

the observations. In order to issue a forecast tkΔ  in advance, this model can be 
extended by successive applications of the lag-1 model, leading to the following 
predictive model η t = ρ kη t− kΔt + ρ j

j=0

k

∑ ε t− jΔt
. This model gives rise to a prior pre-

dictive probability Φ k
0 η t η t− kΔt( )= N ρ kη t− kΔt , 1 − ρ 2 k( ), which can be written, in 

terms of the probability density, as:  

 ϕ k
0 η t η t− kΔt( )= e

−
1
2

ηt −ρ
kηt − kΔt( )2

1−ρ 2 k

2π 1 − ρ 2 k
 (7) 

Step 3: the likelihood function. 

In the original Krzysztofowicz and Kelly’s (2000) paper, the likelihood deriva-
tion is based upon a regression between the Normal space image of the observed 
and modelled variables η  and η̂ : 

η̂ t = akη t + bkη t− kΔt + ck + ξ t , where tξ  is a N 0,σ k
2( ) independent process, 

where kkk cba ,,  and 2
kσ  are estimated from a linear regression in the Normal 

space. 
This allows one to derive the likelihood function as:  
Γ k η̂ t η t ,η t− kΔt( )= N akη t + bkη t− kΔt + ck ,σ k

2( ) or, in terms of the probability 

density, as: 

 γ k η̂ t η t ,η t− kΔt( )= e
−

1
2

η̂t −akηt −bkηt − kΔt − ck( )2

σ k
2

2πσ k

 (8) 
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Following the Bayes theorem, the definition of the posterior density is: 

 ϕ k η t η̂ t ,η t− kΔt( )= γ k η̂ t ,η t η t− kΔt( )
γ k η̂ t η t− kΔt( ) =

γ k η̂ t η t ,η t− kΔt( )ϕ k
0 η t η t− kΔt( )

γ k η̂ t η t ,η t− kΔt( )ϕ k
0 η t η t− kΔt( )d

−∞

+∞

∫ η t

 (9) 

Given that both the prior density (equation 7) and the Likelihood function 
(equation 8), are normal, Krzysztofowicz and Kelly (2000) apply the theory of 
conjugate families of distributions (De Groot, 1970) to derive the posterior den-
sity, which becomes: 

 ϕ k η t η̂ t ,η t− kΔt( )= e
−

1
2
ηt −Akη̂t −Bkηt − kΔt −C k( )2

Tk
2

2π Tk

 (10) 

with: 

 
Ak =

ak 1 − ρ k
2( )

ak
2 1 − ρ k

2( )+ σ k
2 ; Bk =

ρ kσ k
2 − ak bk 1 − ρ k

2( )
ak

2 1 − ρ k
2( )+ σ k

2

C k =
−ak ck 1 − ρ k

2( )
ak

2 1 − ρ k
2( )+ σ k

2 ; Tk =
1 − ρ k

2( )σ k
2

ak
2 1 − ρ k

2( )+ σ k
2

 

Step 5: the results are converted back into the real world from the Normal space 
as previously described. 

5.2.  The Bayesian model averaging 

Introduced by Raftery (1993), Bayesian Model Averaging (BMA) has gained a 
certain popularity in the last few years.  

The scope of Bayesian Model Averaging is correctly formulated in that it aims 
at assessing the unconditional mean and variance of any future value of the predic-
tand on the basis of several model forecasts. 

Raftery et al. (2003) developed the approach on the assumption that the predic-
tand as well as the model forecasts were approximately Normally distributed, 
while Vrugt and Robinson (2007) relaxed this hypothesis and showed how to 
apply the BMA to Log-normal and Gamma distributed variables. 

In practice the Bayesian Inference problem, namely the need for estimating  
a posterior density for the parameters, is overcome in the BMA by estimating a 
number of weights via a constrained optimization problem: 
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( )( )

1 1 1

1

ˆmax log log

. . 1

j

S T m
j

j j st stw
s t j

m

j
j

w p y y

s t w

= = =

=

⎧ ⎛ ⎞
=⎪ ⎜ ⎟

⎪ ⎝ ⎠⎨
⎪ =⎪⎩

∑∑ ∑

∑

L
 (11) 

where jw  are the weights to be estimated, ( ))(ˆ j
ststj yyp  is the conditional pro-

bability of  sty , the predictand at site s  and time t , given )(ˆ j
sty , model j  unbiased 

prediction for sty , with S  the total number of observation sites, T  the total number 
of observation time  intervals and m  the number of used models. Unfortunately, 
apart from the need for using a correct distribution in the evaluation of weights, 
the results of Bayesian Model Averaging were found to be not fully satisfactory 
by Vrugt and Robinson (2007). These authors showed that the assumption of 
Normal likelihood, on which the derivation of BMA is based, cannot be directly 
applied to hydrological forecasting where the probability distributions of errors are 
highly skewed. In addition, even when the data were transformed using appropriate 
distributions, such as the Log-Normal or the Gamma, the results in terms of width 
of the resulting uncertainty band could not meet the ones produced using an 
Ensemble Kalman Filter (Evensen, 2003). 

It is worthwhile pointing out that the notation used by Raftery et al. (2003), and 
Vrugt and Robinson (2007), may lead to misunderstand the real scope of BMA. 
As previously stated, following the definition of predictive probability, here  
extended to the model structure, in addition to that due to the model parameters, 
BMA searches for an “unconditional” predictive probability, by marginalizing the 
effect of the different models using their posterior probability. Therefore, the fol-
lowing expression  

 ( ) ( )0 0 0 0

(1) (2) ( ) ( )

1

ˆ ˆ ˆ ˆ, ,...,
m

m j
t j j tt t t t t t t t

j

p y y y y w p y y
=

= ∑   (12) 

given as equation 2 in Raftery et al. (2003) and more or less identically reported in 
equation 7 by Vrugt and Robinson (2007), may be misleading, since it might 
appear that BMA aims at finding the “conditional” predictive probability, which is 
the probability of observing the predictand ty , given all the different model pre-

dictions   )()2()1(
000

ˆ,...,ˆ,ˆ m
tttttt yyy . 

A more convenient representation is that of Draper (1995): 

 ( ) ( )∑
=

=
m

j

j
tttjjt yypwyp

1

)(
0

ˆM,D  (13) 

 

222



 PREDICTIVE UNCERTAINTY ASSESSMENT   

where D  is the ensemble of historical observations and M  represents the ensemble 
of models. This indicates that although the predictive density given in equation 13 
represents the “model unconditional” predictive density, in reality it is still condi-
tional on the “ensemble of models” chosen.  

Once the weights jw  have been estimated, the BMA unconditional mean is 

given as: 

 { } { }∑
=

=
m

j

j
tttjt yyEwyE

1

)(
0

ˆM,D  (14) 

and an approximation of the unconditional variance results: 

{ } { } { } { }
2

1 1

)()(

1

)(
000

ˆˆˆM,D ∑ ∑∑
= ==

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−+≅

m

j

m

j

j
tttj

j
tttj

m

j

j
tttjt yyEwyyEwyyVarwyVar

  (15) 

This is a correct approach, but as any Bayesian scientist know, to be reliable, 
the chosen ensemble of models M should be descriptive of all possible models, as 
was acknowledged by Draper (1995) when he talks of Cromwell’s rule (Lindley, 
1968), and, possibly, should include the “real model”, if such utopia existed. 

Unfortunately, in the real world only few models are generally available, fre-
quently not fully representative of the entire variability of models, implicitly assumed 
in the BMA approach. 

Therefore, as it will be clarified in the following section,  the BMA must inevi-
tably be considered a model “conditional” approach (as actually indicated by 
Raftery et al., 2003). Nonetheless, it allows to make use of all the available, albeit 
not full, information derived from the different model forecasts, in the probabilistic 
characterization of the predictand. 

Todini (2008) implemented BMA with the following modifications from the 
original Raftery (1993) proposal: 

• Given that, as pointed out by Vrugt and Robinson (2007), the original assump-
tion of approximately Normally distributed errors, is not appropriate for repre-
senting highly skewed quantities such as water discharges or water levels in 
rivers, the original data were converted in the Normal space using the Normal 
Quantile Transform. By doing this, the variables sty  and )(ˆ j

sty  were transformed 

into η t  and η̂t
( j )  which are marginally distributed according to standard Normal, 

N(0,1), distributions.  Note that, given that the approach was applied to one site 
only ( 1=s ), in the attempt of keeping some homogeneity with the formulation 
of the Bayesian processor (Krzysztofowicz, 1999) the index s  was dropped. 
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• Given the unreliability of the “expectation-maximization” (EM) algorithm 
(Dempster et al., 1977) proposed by Raftery et al. (2003), an alternative con-
strained optimisation techniques, was used to estimate the BMA parameters. 
Given the existence of an analytical expression for the first and second order 
derivatives of the objective function, it is was not deemed necessary to use so-
phisticated, complex optimization tools such as the SCEM-UA (Vrugt et al., 
2003) used by Vrugt and Robinson (2007). Therefore, a simple and original 
Newton-Raphson approach, which converges in a very limited number of itera-
tions, was developed and used (Todini, 2008). 

5.3.  The model conditional processor 

The analysis of the two previously described approaches, together with the con-
venient properties of the multivariate Normal distribution, generated the idea of 
generalizing the use of the NQT to derive what will be called the Model Conditional 
Processor (MCP), which allows to assess the density of the predictand conditional 
on all the model forecasts at the same time. For instance, in order to combine a 
lag-1 Markov model in the multi-Normal approach, the model is first defined in 
the real world (not in the NQT transformed space as proposed by Krzysztofowicz 
and Kelly, 2000), and the predictive distribution ( ))()2()1(

00000
ˆ,,...,ˆ,ˆ, m

tttttttttt yyyYyf , 

will then be conditioned by the different model forecasts issued at time 0t .  
The conditional distribution can be found by converting, via the NQT as des-

cribed at the beginning of the section, ty  and ŷt t0

(1) , ŷt t0

(2) , ..., ŷt t0

(m )  into their cor-

responding Normal space images tη  and η̂t t0

(1) ,η̂t t0

(2) , ...,η̂t t0

(m )  and by building the 

joint distribution, which is assumed approximately multivariate Normal. 
In this case, following Mardia et al. (1979), it is possible to define the joint dis-

tribution of [ ])()2()1( ,...,, r
ttt

T ηηη=η , a r-dimensional image of the predictand vector 
(obviously 1=r  when only one predictand is used, as in the case reported in this 
paper) in the normal space, and of [ ])()2()1(

000
ˆ,...,ˆ,ˆˆ m

tttttt
T ηηη=η , the normal space image 

of all the used forecasts. If all these quantities have marginal Normal distributions 
and are linearly related, their joint distribution is the multivariate normal distribution:  
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Given the joint distribution one can then derive the distribution of each partition 
conditional on the other one. The distribution of the predictand normal image η  
conditional on η̂ , is the normal distribution ( )ηηηηη Σ,μ ˆˆN   with mean  

 ( )η1
ηηηηηηη μηΣΣμμ ˆˆˆˆˆ ˆ −+= −   (17) 
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and variance–covariance matrix  

 ηη
1
ηηηηηηηηη ΣΣΣΣΣ ˆˆˆˆˆ

−−=  (18) 

In the case of η  and η̂  obtained by using the NQT, which implies that all the 
marginal distributions are zero mean and unit variances, equation 17 can also be 
simplified as: 

 ηΣΣμ 1
ηηηηηη
ˆˆˆˆˆ

−=  (19) 

where all the covariance matrices are now correlation matrices. 
As one can see this result is fairly general and can be applied to one or more 

predictands (for instance the water stages in successive cross sections along a 
river) as well as conditioned to several forecasting models. 

The degree of approximation in the assumption of multi Normality lies in the 
actual linearity of the statistical dependence among the variables and it is similar 
to the one used in the linear regression advocated by Krzysztofowicz and Kelly 
(2000) or by Raftery et al. (2005). In order to better understand the relation be-
tween MCP and BMA, it is not difficult to recognize that the following equation 
also holds for the MCP approach: 

 ( ) ( ))()2()1(
000

ˆ,...,ˆ,ˆ,D,D m
tttttttt yyyypyp =M  (20) 

showing that, if the BMA parameters are correctly estimated (namely that the like-
lihood in equation 11 is the right one), then the two approaches should lead to the 
same result. The basic difference is that in MCP the parameters are directly esti-
mated in the Normal space from the covariance structure of models and observa-
tions, while BMA parameters must be obtained via constrained optimization. 

With respect to HUP, the proposed MCP approach, similarly to BMA, may 
then lead to interesting generalizations. First of all it is no more limited to the 
choice of a lag-1 Markov process as in Krzysztofowicz and Kelly (2000), but can 
be extended to additional physically based models or other types of data driven or 
Artificial Neural Network models.  

6. The incorporation of input forecasting uncertainty 

A source of forecasting errors is the input forecast error. For instance, when a 
short or fast response river reach is modeled, the required forecasting horizon may 
be longer than the physically meaningful travel time of the flood wave, which 
implies the need for a forecast of the upstream inflows. A similar problem occurs 
when dealing with a small catchment or more in general when one needs to extend 
the forecasting horizon beyond the characteristic response time of the catchment. 
In this case statistical or meteorological quantitative precipitation forecasts are 
needed. 
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This error may significantly modify the properties of the model forecasts. 
If the forecasting model, as well as the conditional predictive density, was 

developed using the measured upstream inflows or the measured precipitation, the 
forecasting error reflects the input measurement uncertainty on top of the model, 
parameters, initial and boundary conditions, etc. errors, but not the input “forecast-
ing” uncertainty, which can be large. If one uses the obtained model forecast, this 
is no more coherent with the one used to develop the “dictionary”, namely the 
probability of the predictand conditional on the model forecast. Therefore its 
probability cannot anymore be assumed equal to 1. 

To incorporate this information into the uncertainty processor one can either 
derive a conditional uncertainty processor of the measured input conditional on 
the forecasted one or directly use all the forecasted input(s) to derive the flood 
forecast uncertainty processor (similarly to what discussed in the previous Section). 
The derivation of an input uncertainty processor may be possible when dealing 
with upstream inflows, but unsatisfactory results have been obtained in terms of 
precipitation forecasts, due to the zero non-zero nature of rainfall.  

When dealing with rainfall forecasts such as the ones produced by several 
meteorological offices (Buizza et al., 1999), the best approach can be (1) use the 
deterministic run forecasted rainfall to derive the flood forecasting uncertainty 
processor, instead of the measured precipitation; or (2) use each member of the 
forecasted rainfall ensemble as a different model to be combined by the uncer-
tainty processor (which is possible for the BMA and the MCP). 

Nevertheless, these approaches have still to be thoroughly investigated and 
there is still the need in this area to assess the properties of the different alter-
natives. 

7. Conclusions 

This chapter aimed at describing the status of research in the domain of flood 
forecasting predictive uncertainty. A formal definition of predictive uncertainty 
was provided, which corresponds to the needs of flood emergency managers 
within the frame of operational real time flood forecasting. The possible incorpo-
ration of model and parameter uncertainty into the predictive uncertainty was also 
discussed, and it was shown how the focus on parameter uncertainty led several 
authors to confuse what can be defined as model uncertainty with predictive 
uncertainty, which is what decision makers actually need. 

Three recently developed approaches to the assessment of predictive uncertainty, 
all based on a Normal Quantile Transform of data, have also been presented. Of 
the three approaches, the MCP (Todini, 2008), can be viewed as an extension 
and a generalization of the Krzysztofowicz and Kelly (2000) HUP processor,  
as well as an alternative and a more direct approach to BMA (Raftery, 1993). 
Similarly to BMA, the MCP approach is not necessarily limited to the inclusion of a 
priori lag-1 Markov models, as in HUP, but it opens interesting perspectives for 
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incorporating several alternative models in the derivation of the predictive pro-
bability. In MCP, “models” can in fact be either the model forecasts obtained 
using the individual members of an ensemble forecast or range from the physi-
cally based models to the data driven ones. This allows for the introduction and 
the marginalization of different types of uncertainties, and in particular of the 
input forecast uncertainty. This aspect becomes essential because in that case the 
estimated conditioning variable is no more coherent with the derived conditional 
forecasting uncertainty: this happens for instance when one derives the conditional 
forecasting uncertainty using model realisations based on observed rainfall and 
then assumes the value obtained using predicted rainfall to be coherent with the 
derived predictive density. 

Extensive work is still required for the extension of these results to non stationary 
problems, the assessment of the benefits induced by the use of predictive uncer-
tainty in the decision making process, and the communication of the results to the 
operational emergency managers. 
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Abstract 

As the types of problems that policy-makers attempt to solve grow more complex, 
they increasingly are turning to scientists for specific advice. A critical challenge 
in communicating the results of scientific research arises when those results con-
tain a great deal of uncertainty. Different academic disciplines offer diverging 
advice on how scientists should proceed, based in large part on differences in how 
the various disciplines view the process of decision-making process itself. In this 
chapter, the author links the strategies for communicating uncertainty to the decision- 
making models of economics, psychology, and sociology, respectively. He suggests 
that the relative strength of each strategy depends on the context within which the 
decision-maker is operating. To resolve this ambiguity about how best to commu-
nicate uncertainty, he offers first-best and second-best approaches. The first-best 
approach is rooted in a process of dialogue, with attention to two-way communi-
cation and the relationship between scientists and policy-makers. The second-best 
approach is rooted in the goal not of giving all decision-makers all of the informa-
tion they need, but rather in providing them with just enough information to judge 
whether they need more. To assist in that latter task, the author suggests particular 
guidelines for the aspects of uncertainty that scientists need to communicate. 

Keywords: uncertainty, policy-making, scientific assessment, decision-support systems. 

1. Introduction 

Describing uncertainty, either qualitatively or quantitatively, presents a major 
challenge to environmental modeling and assessment. Making decisions in cases 
where uncertainty is a defining feature of the problem likewise presents a major 
challenge to policy-makers and decision-makers. In between these two tasks lies 
the area of communication: characterizing uncertainty as scientists have described 
it in such a way as to assist decision-makers use the information in productive and 
consistent ways (Risbey and Kandlikar, 2007). 
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There is increasing consensus that it is important to communicate uncertainty. 
The United States National Research Council (2006), for example, recently 
suggested that it is vital for the National Weather Service to communicate the 
uncertainty associated with weather forecasts, and not just expected weather. The 
Intergovernmental Panel on Climate Change (IPCC), starting with preparation for 
its Third Assessment Report, recognized the importance of communicating uncer-
tainty, as well as some of the challenges associated with doing so (Moss and 
Schneider, 2000). 

There is less consensus, however, on the best practices for the process of com-
municating uncertainty, or even if a single set of best practices exists. There is a 
widespread recognition that most people working in both private and professional 
capacities can have major difficulties making important decisions when uncer-
tainty is very high (Thaler, 1991). Breyer (1993), who later went on to become a 
member of the United States Supreme Court, suggested that regulatory policy 
faces major problems with issues of risk and uncertainty, leading to policies that 
actually increase the risks that people face, rather than decreasing them. He sug-
gested special panels made up of experts, insulated from political forces, to make 
crucial regulatory decisions. Zeckhauser and Viscusi (1990) reached a similar 
conclusion, and then went on to suggest that issues of risk and uncertainty are a 
situation where some degree of government paternalism is required, to protect 
people from their own bad choices (Zeckhauser and Viscusi, 1996). One response 
has been to avoid communicating probabilities when it is felt that the audience 
does not have the skills to understand them. Indeed, this has been the approach 
that was taken for decades with information such as weather and climate forecasts, 
which reach a newspaper or television audience. Yet there is ample evidence that 
the divide between educated and non-educated people is not so great, and it would 
be a mistake to assume that just because an audience is not trained, it is incapable 
of comprehension. Gordon and Kammen (1996) found that in many cases trained 
analysts made the same mistakes at estimating probabilities that ordinary people 
make. Patt (2001) studied uneducated subsistence farmers in Africa, and found 
that they had essentially the same skills to interpret uncertainties, such as in a 
probabilistic rainfall forecast, as have been observed among the usual subjects of 
psychological tests, namely university students in the west. What the farmers, like 
the students, needed, was a little bit of time to familiarize themselves with the 
problem, and then their choices responded well to subtle changes in the assessed 
likelihoods of particular events. 

Those who communicate uncertainty need to cope with these issues. In this 
chapter, I describe some of the suggestions for best practices, by tying these in to 
the problems that the communicator may be seeking to overcome. I start with this 
latter set of issues: what are the problems and difficulties associated with using 
information about uncertainty for decision-making, which communicators have to 
overcome? From there, I move on to some of the suggested solutions. 
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2. Challenges for communication 

There is ample evidence that in some situations of decision-making under uncer-
tainty, people make terrible judgments, both in terms of estimating likelihoods, 
and in making decisions that respond sensibly to those likelihoods. In one anec-
dote, a statistic teacher asks a student what the likelihood is that a six-sided die 
will land on the number 4. The student replies: “Fifty percent. Either it does, or it 
doesn’t.” The challenge for communicators is to provide people with information 
about uncertainty in a form that they will understand, remember, and use. Unfor-
tunately, there is a lack of agreement about how to do so, stemming from a variety 
of models of how people actually make decisions. Depending on which model the 
communicator believes to be accurate, there are very different implications for 
when and how uncertainty ought to be communicated. In this section, I describe 
three general classes of models, showing how each carries different implications 
for communicators. I then pose the question of which model is correct. 

2.1.  Economic models 

In arguing for more effective communication of uncertainty in the area of climate 
change, Webster (2003) proposed:  

Uncertainty is not important merely for computing an expected value or ‘best guess’. In 
fact, information on variability and on low-probability high-consequence events allows 
decision makers to account for society’s risk-aversion in their choices. Furthermore, 
today’s decision is not made once now, but will be continually revised in the future as our 
understanding evolves. The optimal decision today depends not only on current 
uncertainty, but our expectation of how it will change and how we will respond in the 
future. This adaptive decision process will be aided by carefully tracking how 
uncertainties change with new knowledge. Thus, carefully assessing the risks of future 
climate change impacts is a critical task as a component of scientific support for decision 
makers. 

While this statement appears to simply reflect common sense, in fact it makes a 
number of assumptions about how people make decisions, all of which can be 
described as economic assumptions: people make optimal decisions, based on the 
information at hand; they change those decisions when new information suggests 
them to be sub-optimal; they are risk averse. The theory that captures all of these 
elements is expected utility theory (von Neumann and Morgenstern, 1944).  
According to this model, decision-makers derive utility from different patterns of 
consumption, and those patterns depend on the outcomes of their choices. Uncer-
tainty implies that that each choice can lead to a range, or distribution, of future 
outcomes. Decision-makers decide among the choice options by selecting the 
option that will provide the greatest expected utility associated with its distribution 
of outcomes, i.e., a weighted average of utility with the probabilities associated 
with each potential outcome acting as weights. To calculate the expected value 
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associated with each choice option, they need to integrate the utility function 
across the distribution of potential outcomes, and this means that they need to 
know, or make assumptions about, that distribution. It is commonly assumed that 
people are risk averse, which implies that the relationship between consumption 
and utility is not linear; if people gain decreasing marginal utility from increasing 
consumption, then the expected utility associated with a range of uncertain out-
comes will be less than the single level of utility associated with the expected, or 
average outcome. Figure 1 shows an example of this. Since everybody knows – 
consciously or subconsciously – only their own utility function and their own 
degree of risk aversion, they need to calculate for themselves the utility associated 
with each possible outcome, and from that a level of expected utility. If people 
engage in these processes, again consciously or subconsciously, then it is essential 
only to provide them with estimates of the probability of different outcomes, and 
to let them make their own decisions with this information. 

 
Fig. 1. Utility and risk aversion. The curve shows the relationship between consumption and utility 
for a person who is risk averse. Consumption levels A and B are the potential outcomes of a lot-
tery, and if each is equally likely, then C is the expected value of that lottery. Because the utility 
function is concave, the expected utility of the lottery, U(D), is less than the utility of the ex-
pected value of that lottery, U(C). The consumption level D thus provides the same utility as the 
expected utility of the lottery, and the grey bar between D and C represents the amount of money 
that this person would be willing to pay for an insurance contract that would convert the lottery 
into a certain outcome. 

A growing number of economists have taken note of the fact that people often 
make decisions that are apparently inconsistent, such as simultaneously buying 
insurance (risk averse behavior) and playing the lottery (risk loving behavior). 
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Continuing to assume that people are trying to optimize their utility, two alter-
native explanations are that they get their math wrong working with probabilities, 
or that they have multiple utility functions. The field of behavioral economics 
straddles the line between economics and psychology, in that it uses both models 
and research methods associated with the field of psychology to examine both 
faulty math and multiple utility functions, while remaining true to economics in 
terms of still assuming some objective function (or set of objective functions) to 
be maximized. 

Along the former line, behavioral economists have shown that people are often 
biased in the probability estimates, due to context-specific perceptions and mental 
shortcuts that they use (Kahneman and Tversky, 1979; Tversky and Kahneman, 
1974). Where people are given precise probabilities of relatively abstract events 
occurring (e.g., the probabilities of winning different sums of money in a lottery), 
most people appear to over-react to especially small probabilities (close to 0), and 
under-react to especially large ones (close to 1) (Allais and Hagen, 1979; Kahneman 
and Tversky, 1979). Similarly, where there are two potential outcomes, the pro-
bability of each occurring are adjusted within most people’s minds towards 0.5 
(Bruine de Bruin et al., 2000). In less abstract settings, most people’s estimates are 
heavily influenced by a set of factors closely associated with the emotional impact 
of the event itself. Events that are more easily remembered are viewed as more 
likely than those that are not (Tversky and Kahneman, 1973), and events that gene-
rate strong emotional reactions of dread or a loss of control (e.g., a shark attack, a 
plane crash), not coincidentally because they are then more easily remembered, 
are also seen as more likely (Covello, 1990). Indeed, even when people are told 
the probabilities of different events occurring, most of them remember those pro-
babilities differently depending on their emotional reaction to the events and how 
plausible those probabilities seem (Windschitl and Weber, 1999). The challenge 
for communicators, given these observed biases, is to provide information that 
helps people compare the probabilities of different events, to avoid using emotion-
laden language that will trigger particular biases, and to help people use the infor-
mation to calculate optimal strategies. The field of risk communication developed 
out of these efforts, and is based on the idea that the best way to assist decision-
makers coping with risk and uncertainty is to give them information in such a way 
as to correct their mistaken beliefs (Leiss, 1996). In order to do so, the communi-
cator needs to understand how the decision-maker is using information to form 
beliefs, and become a partner with the decision-maker in working with the new 
information to arrive at actual decisions (Fischhoff, 1995). 

Along the latter line, economists have shown that the utility people anticipate 
receiving from the outcomes of choices depends on context-specific issues of per-
ception: the perceived departure of outcomes from the status quo (Kahneman and 
Tversky, 1979; Munroe and Sugden, 2003; Patt and Zeckhauser, 2000; Samuelson 
and Zeckhauser, 1988); the agents perceived to be causing those changes (Ritov 
and Baron, 1992); the perceived fairness of the outcomes (Fehr and Schmidt, 
1999; Kahneman et al., 1986; Knetch, 1997); and a long list of other factors. 
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Often, there are consistent and predictable differences between the utility that 
people anticipate receiving from particular outcomes before they make a decision, 
and that which they do in fact experience once those outcomes actually occur. 
Framing is the inevitable act of describing a decision and the relevant background 
information to make it understandable and interesting to decision-makers 
(Kühberger, 1998). There are often many frames that are logically equivalent, but 
which can trigger different sets of values. For example, most people show differ-
ent preferences for risk when decisions are framed as affecting either their gains 
relative to the status quo, or their losses (Kahneman and Tversky, 1979). The chal-
lenge for communicators is to be aware that they may be triggering counterpro-
ductive values when they frame uncertainty in particular ways. Either, they need 
to work with people to make sure that the people understand how their values may 
be influenced, at least temporarily, by the new information, so that they can then 
make decisions based on their “real” utility function, or the experts (who are pre-
sumably not influenced by emotions) need to figure out what the best decision is, 
and make it for them (Breyer, 1993; Zeckhauser and Viscusi, 1996). 

2.2.  Psychological models 

Many prominent behavioral economists had their training in psychology, and there 
is substantial overlap between the psychological literature and the behavioral eco-
nomics literature in the area of developing confidence judgments and estimating 
likelihoods. The point of departure is what people’s motivations while making 
decisions are, and hence how their beliefs actually influence their choices. The 
psychological models of people’s motivations are too numerous to discuss in 
detail here, but they share a common feature in that, unlike economic models, they 
do not assume that individuals make decisions in order to maximize the utility 
derived from consumption. 

Bounded rationality, for example, suggests that people engage in a mental 
search of available options, and choose the first one that is satisfactory (Simon, 
1956). This so-called satisficing is different from optimizing in that it involves 
comparing not the outcomes of different choice options, but of each choice option 
with a set of minimum criteria. Closely linked to bounded rationality is the con-
cept of adaptive heuristics: people develop and use mental shortcuts to identify 
acceptable options quickly, with a minimal amount of necessary information 
(Payne et al., 1993). One of the clearest examples is of a person trying to catch a 
ball hit into the sky, such as in a baseball game. A model based on optimization 
would have the person calculate where the ball will land, based on an estimation 
of the speed and direction at which the ball was hit, factoring in the effects of 
gravity and air resistance. To optimize the chances of catching ball, the person 
will run to that place as quickly as possible. Actual ball players, however, appar-
ently doesn’t have time for such calculations, and instead rely on the “fast and 
frugal” gaze heuristic: they keep their eye on the ball and observe the angle at 

236



 COMMUNICATING UNCERTAINTY TO POLICY MAKERS 

which it appears above the horizon. When that angle appears to be decreasing, 
they accelerate towards the ball; when the angle is increasing, they accelerate 
away from the ball. If they can accelerate quickly enough, their path will always 
intercept that of the ball before it hits the ground, without their ever knowing 
where that point of interception will be (which is why they sometimes crash into 
walls while running) (Gigerenzer and Selten, 2001). People continually develop 
and improve upon such heuristics as they gain familiarity with a decision-domain; 
they use and refine the techniques that work.  

Information can change people’s beliefs and judgments of confidence, but as a 
result of not only the content of the information, but also its source (Weber et al., 
2000). Most people weight information gained from personal experience quite dif-
ferently than they do information gained from third parties, and the form of the 
personal experience can also make a difference (Edgell et al., 2004; Griffin and 
Tversky, 1992). People are more likely to trust expert opinion when they fully  
understand it, and when they perceive it coming from a source with an obligation 
to be honest, such as arising out of a previous social relationship (Birnbaum and 
Mellers, 1983; Birnbaum and Stegner, 1979; Birnbaum et al., 1976; Darr and 
Kurtzberg, 2000; Patt et al., 2006; Sniezek et al., 2004). Indeed, many people 
modify their choices in response to new information not necessarily because they 
believe the information itself to be true, but rather in order to signal that they have 
accepted the help that was offered by the information provider (Harvey and 
Fischer, 1997). Perhaps most importantly, information can affect not only beliefs, 
but also the motivation to act on the basis of those beliefs. For example, informa-
tion that ought to be most valuable from the perspective of belief updating—that 
which is quite different from their prior beliefs – often has little effect on people’s 
actions, either because they reject it out of hand in order to preserve their own 
self-confidence (Petty and Cacioppo, 1986), or because accepting it reduces their 
self-confidence and motivation to take any action at all (Prentice-Dunn and 
Rogers, 1986). By contrast, offering people information that confirms their prior 
beliefs can provide additional motivation to act. 

If people are not optimizing, then helping them to understand the precise pro-
babilities associated with different possible outcomes of decisions is not a produc-
tive exercise. Rather, it is important for communicators to help them explore the 
consequences of their own actions on different future scenarios, and to see which 
decisions make them happiest given how their actions will change their future. 
Some types of information can lead them to withdraw from a decision, while other 
types of information can lead them to engage. 

2.3.  Political models 

While both economic and psychological theories of decision-making explain 
people’s actions in social settings, their focus is still on the individual. A separate 
set of models, which one can loosely label social (although they are rooted in a 
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number of disciplines, including sociology, anthropology, and geography), centers 
of the social context for decision-making and action. Historically, scholars in these 
fields have reached very different conclusions from economists and risk commu-
nicators about the role of scientific information in decision-making processes. 

The role that scientific information plays in decision-making depends critically 
on the social processes through which that information is transmitted and pro-
cessed (Jasanoff et al., 2002), and Kasperson and Kasperson (1996) show how 
particular social institutions can amplify or attenuate the perception of risk. Pro-
ponents of the cultural theory of risk, for example, suggest that there are several 
distinct worldviews, or discourses, and that people interpret information in ways 
that are consistent with their own view (Douglas and Wildavsky, 1982; Thompson  
et al., 1990). The same piece of information about a particular risk may to a  
heirarchist suggest great need for control, to an egalitarian greater need for caution, 
to an individualist greater need for individual autonomy, and to a fatalist greater 
cause for resignation. People can continue to believe that they are ignorant of a 
particular subject, even after having received a great deal of information about it, 
in order to maintain their social identity (Michael, 1996). People see their own 
type of knowledge as tied to their social identity, and often cannot communicate 
effectively with scientists, whose social identity is quite different (Wynne, 1996). 
The fault need not lie with the lay decision-makers, but with the scientists who 
assume that their own interpretation of evidence is more reliable.  

Scientific uncertainty influences decision-making by altering political dis-
course. Policy-makers rely on scientific evidence to add legitimacy to their actions 
(Ezrahi, 1990). When the scientific community admits the it does not know the 
answer to policy relevant questions, it may bolster the credibility of scientists 
themselves (Shackley and Wynne, 1996), but at the same time it undercuts the 
legitimizing function that they provide, and becomes a publicly accepted justification 
for postponing action (Funtowicz and Ravetz, 1990, 1993). It is not surprising, 
then, that groups interested in maintaining the status quo in the climate change 
policy arena do not simply of deny the problem exists, but rather claim that the 
science is too uncertain to base any actions upon (Gelbspan, 1997). Conflict about 
issues of science does not necessarily have the same sedative effect (Dryzek, 
1997; Lee, 1993). In highly contested issue areas, experts commonly line up on 
both sides of the political fence, each group playing a legitimizing role, with the 
media then highlighting these differences of scientific opinion (Boykoff and 
Boykoff, 2004). Conflict-based uncertainty may be a signal to the public that  
a particular issue is important and politically contested, and hence that policy 
actions may be necessary (Patt, 2007). 

The observation that people will not take an action when the motivation for it is 
uncertain has led to the strategy of communicating the most likely outcome as 
relatively certain, rather than reveal uncertainty (Irwin and Wynne, 1996). But 
when events are uncertain, and scientists do not reveal them to be so, there is a 
chance that the scientists will appear to be wrong. This in turn can lead to a major 
loss of credibility. For example, in the early 1990s, the government of the state of 
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Ceará in Brazil began to warn farmers about upcoming droughts associated with 
El Niño, a pattern of warm water off the coast of South America. Farmers were 
happy to take the government’s advice, and to plant drought tolerant crop varieties 
when they were warned of a bad year. But then 1 year the government warned of a 
bad year, and the rains turned out to be good. After that, the farmers were unwill-
ing to follow the advice they were given (Orlove and Tosteson, 1999). Several 
years later, exactly the same story repeated itself in Zimbabwe (Glantz, 2000). 
Research has shown that the perception of error can destroy the credibility of 
some fragile mechanisms to generate trust in information, but has less of an effect 
when the decision-maker has good reason to believe that the communicator is 
being honest (Patt et al., 2006). 

2.4.  Which model is correct? 

One can argue that economic models offer a normatively correct model for making 
decisions, even if they do not accurately describe how people actually operate. 
One might suspect that well intentioned individuals, given enough time to con-
sider all available information, and aware of the biases potentially inherent in 
psychology and politics, would adopt an economic approach. But this view is not 
universal. Gigerenzer (2000), for example, suggests that the heuristics associated 
with bounded rationality actually improve decision-making over what economic 
models can offer, given real constraints in information and processing ability. 
Supporting this view, a well-known story concerns a particular professor of eco-
nomic decision-theory, who was faced with an especially life altering choice. His 
student asked him how he intended to make the decision, expecting him to say that 
he had assigned a value to all of the possible outcomes, considered the likelihoods 
of each, and calculated the expected utility associated with the two possible 
choices. The professor surprised him: “Normally I would do that, but this decision 
is important, so I need to follow my gut instinct.” 

Decision strategies are often context specific, and the strategies people adopt 
are the ones that can, in the relevant social context, provide a legitimate justifica-
tion for their ultimate actions. When people are making individual decisions that 
touch their core values and that are laden with emotion, the psychological models 
likely do provide the best explanation of their behavior. In market situations, and 
when people are making decisions for an organization with prescribed rules, then 
the economic models may provide a more accurate description. When their deci-
sions affect their social standing and power, then the political models may be more 
accurate. What is important for communicators is that each decision-making style 
responds to a different set of information concerning uncertainty. This suggests 
that there is no single best way to communicate uncertainty associated with a par-
ticular phenomenon to all decision-makers all the time. 
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3. Solutions 

Ideally, communicators will understand their audience well enough to match their 
communication style to the relevant decision-making style. Research has identi-
fied features of good communication practice that make this possible, an indeed in 
some cases the conventional wisdom has evolved substantially. For example, it is 
now well accepted that uncertainty with respect to the weather ought to be com-
municated, whereas 20 years ago this was not the case. Advice for communication 
now centers on processes of communication, rather than exclusively on the infor-
mation content. 

3.1.   Processes of communication 

A constant theme in the recent literature is that it is essential for science commu-
nicators, especially when uncertainty plays a substantial role, to engage in practi-
cal and ongoing decision support (Cash et al., 2003). Two factors help to promote 
this. First, it is essential that communication is participatory, flowing in both 
directions between scientists and decision-makers. Second, it is increasingly seen 
as important that trustworthy organizations fill the role of mediators. 

Participation of stakeholders in assessment and decision-support processes is 
now recognized as the gold standard for efforts to bridge the gap between scientists 
and decision-makers (Cash et al., 2003, 2006), drawing from findings concerning 
risk communication (Fischhoff, 1995) and social learning (Social Learning Group, 
2001). This involves designing a forum in an assessment process where stake-
holders can express both their concerns over outcome, and their own local know-
ledge, and be confident that the content of the assessment responds to both types 
of information. Participation serves several functions. First, scholars have argued 
that it is the means by which scientists and analysts discover what the concerns of 
their audience are and what information they will consider using (Cash, 2001; 
Michael, 1996; Moss et al., 2002). It can allow the analysts to discover whether, 
in this particular context, economic, psychological, or political models better 
describe their audience, and within each of those classes what their goals for the 
decision are, and provide the type of information about uncertainty that is most 
relevant, which in turn is a function of the decision making model being used. 
Indeed, one would not enter into a stakeholder dialogue asking decision makers 
which model they use, but rather would explore, through the process of dialogue, 
the factors that are most relevant to them. Second, participation is the means for 
scientists to learn about locally relevant facts that could play a role in their analysis 
(Wynne, 1996). Often, scientists conduct their analysis at a coarse spatial scale, and 
participation is the means to obtain the local knowledge necessary to downscale 
their models. Third, through the participatory process of questions and answers, 
scientists can learn which parts of their message are difficult to understand, and 
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focus their communication on those points, correcting initial misperceptions and 
misunderstandings (Suarez and Patt, 2004). Fourth, participation is a way of 
developing an implicit connection between scientists and decision-makers that is 
necessary to improve trust in the information (Patt et al., 2006). 

Numerous case studies have suggested that participation increases the likeli-
hood that decision-makers will use information containing uncertainty. A meta-
analysis of studies looking at how uncertain climate information was communicated 
reached the conclusion that important decisions involving probabilistic informa-
tion are only made when the decision-makers have the opportunity to talk with 
climate experts, who can answer their questions concerning the sources and other 
features of uncertainty (Patt et al., 2007). One of the few controlled experiments 
involved subsistence farmers in Zimbabwe, who were being provided probabilistic 
seasonal climate forecasts, to which they could respond by changing particular 
planting decisions. The forecasts themselves were not locally specific, but required 
further analysis taking local conditions into account, such as historical variations 
in seasonal rainfall, soil types, and farmers’ marketing opportunities. At the 
time of the study, the farmers had access to the forecasts over the radio, a non-
participatory method of communication. The researchers invited a random selec-
tion of farmers from two communities to attend participatory workshops at the 
same time that the forecasts were being broadcast over the radio, shortly before 
planting decisions needed to be made. Several months later, after the harvest, the 
researchers interviewed a random sample of workshop attendees and non-attendees, 
asking them whether they had used the forecast information to make different 
decisions. The farmers who had attended the workshops were more than five times 
as likely as those who had received the same information, but via radio, to use the 
information for their farming (Patt et al., 2005b). 

It is also important for information to reach decision-makers through appropriate 
channels, ones that generate an appropriate amount of trust in the information. For 
example, consider a commercial farmer in North America or Europe, who wants 
to learn about whether climate change will have a significant impact on her busi-
ness. She might use the Internet, and discover the report of the Intergovernmental 
Panel on Climate Change (IPCC), and even go so far as to read the relevant parts 
of it. The next day, however, she may see a program on television, or read an article 
in a magazine, that delivers a contradictory message. Which will she trust more? 
Probably the message from the source with which she is familiar, which is likely 
not the IPCC. 

Social scientists have described organizations that facilitate the transfer of 
knowledge from the scientific community to the policy and decision-making com-
munities “boundary organizations,” because they span the boundary between science 
and action (Gieryn, 1995; Jasanoff, 1987). The most important feature of suc-
cessful boundary organizations, ones that engender levels of trust that are appro-
priate for the information content, is that they have responsibility, or accountability, 
to both the science and action communities (Guston, 1999, 2001). A good example 
would be an agricultural extension service, which is located in a university setting, 
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but funded in part by an agricultural ministry, and which relies on the help of an 
agricultural member organization to reach out to farmers. Numerous case studies 
have shown that these types of organizations tend to communicate information 
that is relevant to their target audience, and which draws off of social connections 
and implicit obligations, in addition to a track record of success, for its reputation 
of trustworthiness (Cash, 2001; Cash and Buizer, 2005; Jasanoff et al., 2002). 

A study by Patt et al. (2006) examined whether the greater trust these organizations 
enjoy is rooted in their social connections, or in the fact that these organizations, 
partly because of their social connections, produce more relevant information. 
They conducted an experiment in which decision-makers could earn money by 
playing a probabilistic game two times. The game they used was the so-called 
Monty Hall Three Door Game, which is interesting because most people (about 
80–90%) follow an intuitive decision-making strategy that generates the winning 
outcome one-third of the time, rather than the other decision-making strategy, 
which wins two-thirds of the time (Friedman, 1998; Granberg and Brown, 1995). 
In their experiment, the researchers randomly assigned participants to a control 
group, which played the game without advice, and to three experimental groups, 
all of which received advice from a third party, who was drawn from the same 
pool of people as the people participating as the decision-makers. The advice was 
always the same, namely that the counter-intuitive strategy would win with a 
much higher likelihood. In the first experimental group (“simple advice”), the 
experimenter did not reveal any information about the terms under which the 
advisor was participating, and indeed the advisor received no compensation for 
participating. In the second experimental group (“aligned incentives”), the advisor 
would be paid some money if and only if the decision-maker won the game. The 
experimenter described this to the decision-makers, and thus it was clear that the 
advisor had an obvious incentive to provide high quality advice. In the third 
experimental group (“purchased advice”), the advisor would participate only if the 
decision-maker paid him a small fee (a fraction of the money that everybody 
received for agreeing to participate in the first place). The results were interesting. 
There was no significant difference in decision-making strategy between the “con-
trol” group (no advice), and the “simple advice” group. Initially, only people in the 
“purchased advice” group were more likely to adopt the superior strategy. Over 
successive rounds, however, the “aligned incentives” group became more likely to 
adopt the correct strategy, and the “purchased advice” group settled back towards 
the “control” and “simple advice” groups. These results suggest that the relation-
ship between the advisor and the decision-maker can make a large difference. 

3.2.  Information content and form 

If one views participatory communication of uncertainty, involving trusted sources 
of information, is a prerequisite for decision-makers’ making difficult decisions 
wisely, then it becomes clear that one of the purposes of scientific assessment is to 
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stimulate that type of communication where it is appropriate. This is not a trivial 
point. Participatory communication is time consuming and expensive for all parties 
concerned. The goal of scientific assessment, when communicating uncertainty, 
ought not to give the right information to guide all decisions, but to provide 
enough background understanding of the nature of the uncertainty so as to stimu-
late those decision-makers whose decisions are particularly sensitive to the uncer-
tainty to seek further help. There are a few features of the uncertainty that are, for 
most decision-makers, of central importance, and which can be communicated 
quickly and fairly easily. Some of these are statistical in nature, while others per-
tain more to the system being described. In this section I list some of these, and 
with them some guidelines about what form to provide the information in. 

3.2.1.  Shape of the distribution 

From an economic standpoint, the most important piece of information to convey 
is the shape of the distribution, to the extent that this is, or can be, known. Some 
argue that for climate change, for example, it is not possible to attach any likeli-
hood estimates on various possible future scenarios, and the best that can be done 
is to suggest a range over which uncertainty likely operates (Betz, 2007). Others, 
by contrast, argue that it is possible to describe some outcomes as more likely than 
others, even if it is not possible to describe a full probability density function 
(Risbey, 2007). These debates aside, it probably is relevant for decision-makers 
what the likely range of values that they might face actually is, and secondarily 
relevant what the distribution is within that range. If their decision is sensitive to 
the range of values within that distribution, then they will seek out more informa-
tion about its precise shape. 

People remember and use information about uncertainty differently, depending 
on whether they learn it through personal experience, or from a description 
(Weber, 2006). Thus, it may be relevant to use some example to describe the prac-
tical significance of this range, in such a way as to relate to people’s personal 
experience. For example, the current range of climate sensitivity (amount of warming 
given a doubling of atmospheric CO2 concentration) could be described as being 
between 0°C and 10°C. It is relatively obvious what the 0°C implies (i.e., no 
change from the present), but could be worthwhile pointing out what a10°C shift 
would mean, such as that the city of Boston would come to experience the climate 
now experienced in Houston. 

To the extent possible, it is useful to convey information on the shape of the 
distribution, in the form of what ranges are more likely than others. Anecdotal 
evidence suggests that it can be dangerous to convey the mean value of a distribu-
tion, for people will place a great deal of emphasis on that, and in the process for-
get about the rest of the distribution, which might be more relevant. Statistics such 
as the variance or standard error are probably irrelevant for most people, who do 
not understand what they represent.  
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3.2.2.  Likelihood of particular events 

There are some singular events that people are very worried about, and their like-
lihood can be very relevant for decision-making. For example, if the West Antarctic 
Ice Sheet were to collapse quite quickly, this would be catastrophic for all coastal 
cities; the likelihood of this event alone should have an influence on climate policy 
(O’Neill and Oppenheimer, 2002). To the extent that it is possible to clarify this 
likelihood, it should be communicated. 

In doing so, however, it is important to remember that people remember likeli-
hoods in qualitative terms, rather than quantitative terms (Windschitl and Weber, 
1999). The IPCC dealt with this issue by developing a confidence scale, which 
uses precise words matched to ranges of likelihood. While there are some prob-
lems with this approach (Patt and Dessai, 2005; Patt and Schrag, 2003), it has 
been praised almost uniformly (Risbey and Kandlikar, 2007). 

The presence of uncertainty can be one of the strongest reasons for inaction 
(Funtowicz and Ravetz, 1993). If people believe that the uncertainty will be  
resolved in the foreseeable future, they will use that as a rationale for avoiding 
making a firm decision before then (Patt, 2007). This is consistent with the idea 
that maintaining freedom in the presence of uncertainty and the potential for learn-
ing has a real option value (Fleten et al., 2007; Schatzki, 2003). Often it is  
assumed that uncertainty can and will be resolved fairly quickly. For example, in 
the climate change literature, there are many papers exploring what the optimal 
decision strategy is, given uncertainty about climate sensitivity that will be  
resolved within the next decade (Jones, 2000). But studies have suggested that 
such uncertainty is likely to be resolved very slowly (Andronova and Schlesinger, 
2001), or potentially not at all (Roe and Baker, 2007). This in turns carries impli-
cations for the policy approach that is adopted (Allen and Frame, 2007; Lempert, 
2002). Clearly, giving some indication of the pace at which uncertainty will be 
resolved is important. 

3.2.4.  Sources of uncertainty 

Quite closely related is the issue of the sources of uncertainty. This is because 
while there may not be progress in eliminating the uncertainty, there may be major 
changes in the estimates of it in the near term, because one or more of the sources 
of uncertainty are resolved. An example of this was described by Suarez and Patt 
(2004). They were communicating probabilistic climate forecasts to forecasts, in a 
year where there was a great deal of uncertainty about the future development of 
El Niño, the most important predictor of seasonal climate. They were communi-
cating the forecast, for the December to March rainy season, in September. The 
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uncertainty about El Niño would likely be resolved by October, which could sub-
stantially change the likelihood estimates. As they described, they found it useful 
to describe these two sources of uncertainty – uncertainty concerning the magni-
tude of El Niño, and uncertainty about the effect of El Niño on local rainfall – as a 
means to suggest to farmers that they should find out, in October, how the first of 
these uncertainty issues had been resolved. Moreover, they found it effective to 
explain this problem of joint probability using an analogy. They described the 
problem of betting on a football game, at a time when it was unclear whether the 
star player for one of the teams would be able to play, or would be injured. Clearly, 
the odds for the game would change after that player completed his medical check! 

3.2.5.  Characterizing the sensitivity of different decisions to uncertainty 

Finally, it can be useful to provide general guidance for decision-makers on 
whether the particular decisions they face are sensitive to the range of uncertainty. 
Within the climate change issue, for example, there are two broad classes of deci-
sions: mitigation, which is the reduction of emissions and of atmospheric CO2 
concentrations; and adaptation, which is the act of managing climate impacts in 
order to reduce their negative consequences, and to take advantage of opportuni-
ties (McCarthy et al., 2001). Each type of action may be sensitive to different 
ranges and types of uncertainty. For example, the Stern Review (2007) made the 
somewhat controversial claims that the potential cost to society of failing to miti-
gate would be between 5% and 20% of global consumption, whereas the cost of 
mitigating to avoid most of those costs would be less than 2%. By offering ranges 
of uncertainty that do not overlap, the Stern Review thus suggests quite clearly 
that the decision to engage in at least this amount of mitigation is not sensitive to 
remaining uncertainties. By contrast, the types of decisions that can be made for 
adaptation are quite diverse, and many of them are very sensitive to uncertainties 
(Patt et al., 2005a). It is important to tell climate change policy makers that they 
need more detailed information about uncertainty and adaptation than can fit in an 
assessment report, whereas for mitigation they do not. 

4. Conclusions 

Uncertainty needs to be communicated to policy makers, yet doing so in a way 
that the most important details are made salient is a task that can only be achieved 
through interactive dialog. There are several reasons for this.  

First, different decision-makers, operating in different choice contexts, make 
decisions through very different sets of thought processes. The standard assump-
tion in normative decision models is that people follow an economic model, which 
is based around the maximization of expected utility or value. In fact, people seldom 
do this. In most cases, they follow processes described by psychologists, or by 
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sociologists. When doing so, the types of information that might change their 
decisions, and the effects of that information, can be quite different. The process 
of dialog can identify which decision making pattern is in play, and in turn the 
information that is most salient.  

Second, uncertainty has several dimensions, and it is difficult to communicate 
all of these quickly and easily in a one-way process. Some measure of the uncer-
tainty is a result of ambiguity in existing theory, another part coming from measure-
ment error, and a third from conflicting beliefs about what model is the more 
appropriate characterization. Moreover, people respond differently to the different 
dimensions, and often do so in ways that are counter productive. It is important to 
help people apply information to a salient choice problem, in order to guide them 
through the process of deciphering the uncertainty and identifying appropriate 
response strategies. 

Third, the presence of uncertainty creates a large opportunity for the loss of 
credibility of the communicators of that information. If they identify a best res-
ponse strategy to a problem that is sensitive to the uncertainty, that strategy will 
appear sub-optimal with some probability greater than zero. People need to par-
ticipate in arriving at response strategies, taking some responsibility for their 
development, in order to see them as the best option given the conditions. More-
over, they are more likely to trust communicators who demonstrate that they have 
a real incentive to provide accurate information. 

For all of these reasons, it has been observed that participatory communication 
is the sine qua non of effective decision-support and scientific assessment in the 
context of high uncertainty. Modelers need to be ready to be engaged by decision-
makers, to help them arrive at good decisions. At the same time, however, modelers 
need to publish their results in non-participatory media, such as a published scien-
tific assessment. What is the best way to do so? I have argued in this paper that the 
most important consideration is giving decision-makers enough information to 
know when they need to invest the time and resources to take part in a participa-
tory process, and when they do not. 

To do this, there are some basic pieces of information that need to be conveyed. 
First, the range of potential outcomes is of vital importance. Less important is the 
shape of that distribution, and even less importance still are the mean and vari-
ance. Second, qualitative verbal descriptions of the likelihoods of important out-
comes are important. Third, it is essential to identify whether uncertainty can be 
expected to be resolved quickly. Fourth, it is often important to identify some of 
the sources of uncertainty, since these may influence whether uncertainty estimates 
will change over time. Fifth, it can be useful to offer guidance on specific classes 
of problems, and whether these are sensitive or not to the range of uncertainty. 
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Abstract 

As the severity of the global CO2 problem gradually is becoming clear to every-
body, decisions will have to be made concerning permitting of carbon storage pro-
jects. Fossil fuel based power plants can produce energy at competitive prices with 
other energy sources even if equipped with capture facilities. Thus, the fossil fuel 
industry is ready to implement carbon capture and storage (CCS) once a CO2 tax 
regime or its equivalent is introduced. Questions associated with accounting for 
leaky storage reservoirs over millennial time scales in a carbon credit regime and 
estimating impacts of CO2 on climate and ocean ecosystems will then have to be 
addressed in order to estimate the benefits and possible damage from any given 
storage project. Available environmental models for such questions have only limited 
validation data but are foreseen to play a key role, and acquisition of required site 
specific data may be costly. Experience from the past 15 years of research on CO2 
storage options and the associated science – policy interface suggests that uncer-
tain models tend to be trusted too much by policy makers. In some cases, good 
intentions for environmental protection lead to a compartmentalized approach that 
is unsuitable for global problems where tradeoffs may be inevitable. In conclusion, 
the likelihood of poor environmental management decisions on carbon storage is 
large and the actual need for alternative solutions to the CO2 problem is larger 
than proponents of CCS may like to think. 

Keywords: climate change, carbon storage, carbon capture, oceans, energy, fossil fuels, CO2 
injection. 

1. Introduction 

The CO2 problem may well be the most severe environmental challenge facing 
mankind. The amount of CO2 that has already been emitted to the atmosphere will 
affect the earth system for thousands of years. The emissions are still rising and 
are very likely to do so for several decades. An option which has been proposed to 
curb the effective emissions is that of direct storage of CO2, mostly from large 
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fossil fuel power plants, into geological reservoirs or the deep ocean. This raises 
several questions where environmental modeling has been used and will have to 
be used in decision making. One key question is whether the stored CO2 can be 
expected to remain in place permanently or for long enough so that leakage to the 
atmosphere or ocean will not give significant climate change or ocean acidifica-
tion effects for future generations. Carbon credits should only be given if this can 
be assured. Associated questions are what certainty is needed to make decisions, 
and whether it is acceptable to make trade-offs between impacts in different com-
partments of the earth system (ocean, atmosphere) and between impacts experience 
at different times (e.g., this century and a thousand years later). 

Modeling inevitably enters this arena primarily because of the long time scales 
involved and partly because of the complexity of the earth system response that 
needs to be understood when making globally significant perturbations to cycles 
of a key element like carbon. There is no way to make a global carbon emission 
and storage experiment like the present one with large emissions to the atmosphere 
and associated indirect storage in the ocean, and then afterwards decide on long 
term policy by learning from the measured response. There also seems to be no 
past event in earth history that is sufficiently similar to the present situation to be 
of much use. If there were, the observations of earth system response from that 
time would be indirect by proxies and very incomplete in spatial and temporal 
coverage. In effect there is no good way to test or validate the environmental 
models needed for present day decision making. For reasons that are somewhat 
obscure and probably go well beyond natural science, public trust in relevant 
modeling results may however be high. 

Particularly for geological storage, the porous media in which CO2 is planned to 
be stored are notably heterogeneous with relevant properties such as permeability 
varying by many orders of magnitude on centimeter scales. The lack of detailed 
data from any long term storage experiment in such a reservoir precludes model 
history matching, not to mention prediction for other reservoirs. Yet projects are 
being planned based on not much more data than those typically involved in 
exploring for oil and gas: seismic profiling from the surface supplemented by core 
data with rock and fluid properties from a single well cutting through the forma-
tion. When such data are used as a basis for field development decisions, the 
stakes are the money spent on exploration costs, and the potential revenues are 
those associated with the market value of the oil and/or gas. A 50% success rate is 
acceptable. When such data are used for decision making about CO2 storage how-
ever, an annual leakage rate of 0.1% of the CO2 stored in place can be shown to be 
unacceptable from a global climate perspective, i.e., even without considering any 
local environmental impact. Can we have sufficient confidence in the models to 
make predictions at such accuracy for several millennia into the future? 

CO2 is not only a greenhouse gas, which alters the radiative balance in the 
atmosphere, but it also acidifies ocean waters after ocean uptake. Adding CO2 to 
seawater leads to a shift in the balance between carbonate and bicarbonate ions with 
the indirect, but rather immediate effect that the availability of calcium carbonate 
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is reduced. Many marine organisms including both warm and cold water corals 
make their shells of calcium carbonate. Thus their growth rate is reduced and with 
increased CO2 pressure they will even start to dissolve. For cold water corals at 
high latitudes where the effects happen faster and penetrate deeper into the water 
column than in warm water at lower latitudes, such dissolution is expected in the 
present century for almost all conceivable carbon emission scenarios. In case of 
direct deep ocean storage or leakage from subseabed geological storage, high car-
bon concentrations may also lead to additional acute effects in a range of organ-
isms, but only on the local scale. 

emphasising aspects relevant to environmental models and their use in decision 
making. The following section gives a short primer on carbon (dioxide capture 
and) storage. Thereafter comes a somewhat personal tour through 15 years of 
interaction with researchers and policymakers on development of direct carbon 
storage in oceans as well as in geological reservoirs. The problem of estimating 
and ultimately costing damage to the climate system from future leakage is  
addressed in section 4, followed by a critical discussion of the role of environ-
mental modelling envisaged in present guidelines for permitting subseabed carbon 
storage. The windup in section 6 includes some prospects for development of carbon 
storage decisions in the near future. 

2. Carbon storage: what is it?  

The Kaya equation (named after Professor Yoichi Kaya, Japan) gives CO2 emis-
sions as: 
 CO2  =  N × (GDP/N) × (E/GDP) × (CO2/E), (1) 

showing that one or more of the four factors population (N), wealth (GDP = Gross 
Domestic Product), energy intensity (E/GDP where E is energy use) or carbon 
intensity (CO2/E) has to be reduced in order to reduce total emissions (Kaya, 
1995). Experience has shown that there is limited scope for reducing energy inten-
sity as countries improve their standard of living. Historically there are only a few 
cases where it has been possible to reduce carbon intensity, notably in countries 
which have emphasized nuclear energy such as France. However, the abundance 
of cheaply available fossil fuel reserves has so far limited development of alter-
native energy sources. Coal is the most carbon intensive of the fossil fuels and 
available in such large quantities that it alone could supply the world energy for 
several centuries. The available amounts of oil are more limited also by political 
factors, but with the present oil prices (around 100 USD/barrel), it begins to become 
economically attractive to produce liquid fuels from other fossil sources. Natural 
gas is the least carbon intensive fossil fuel, abundantly available in many loca-
tions, although in smaller energy-equivalent quantities than coal. In addition there 
are potential huge reserves bound in methane hydrates. 
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About 40% of the global CO2 emissions occur in the energy industry, mainly by 
burning coal in public electricity and heat generation plants. Transport is the second 
largest source, growing faster than the other sectors and now approaching 25% 
(IPCC, 2005). Other industries, manufacturing and construction, and other sectors 
including residential fuel use account for the rest. The IPCC Special Report on 
Carbon Dioxide Capture and Storage (IPCC, 2005) contains a wealth of reference 
and background material for sources, capture, transport and storage and cost esti-
mates for these options as well as properties of CO2, and may be consulted for 
information not given with specific reference information in the present text. 

Technologies for CO2 capture are mainly focussed on large stationary sources 
because of the economy of scale, the need to run complex chemical processes 
often at high pressures and the need for a receiving system for handling the CO2. 
In order to decarbonize the transport sector, capture at each mobile unit is not con-
sidered feasible. Fuel switching e.g., to hydrogen which may be produced from 
fossil fuels at large stationary plants is considered more realistic. Thus, if large 
scale capture and storage is to become a key part of future global energy supply, 
the capture will still take place at large power plants retrofitted or designed for 
capture. CO2 captured at an industrial site would normally be pressurized and/or 
cooled to a liquid (or supercritical) phase suitable for transport by pipeline or 
ships. The two types of storage options which have volumetric capacities relevant 
for the scale of the global CO2 problem are the deep ocean and underground geo-
logical storage. 

Geological storage involves injection of liquid CO2 at high enough pressures to 
displace the fluids which are naturally present in the geological formation, nor-
mally saline water (brine), but possibly also oil in which case enhanced oil recovery 
may result. The injectivity depends on porosity and permeability of the formation, 
typically sandstone. Low permeability reservoirs are less suitable because of the 
high injection pressures required and the possibility for formation damage. Because 
of the high temperatures encountered when drilling hundreds and thousands of 
meters below the surface, CO2 will in almost all cases be less dense than the fluids 
in the formation and tend to penetrate upwards. Structural properties, such as avail-
ability of low permeability seals above the formation, and the properties of faults 
and fractures are therefore important for the fate of injected CO2. 

Direct ocean storage involves either injection of CO2 droplets in the open water 
column with rapid dissolution and transport by ocean currents, or deposition on 
the deep sea floor. For depths of the order 3000 m and at the relatively cold tem-
peratures of seawater, liquid CO2 is denser than seawater and would tend to stay 
near the disposal site, particularly if confined in topographic depressions at the 
seafloor. Formation of CO2 hydrate at the interface between CO2 and water and 
interaction with sediments on the seafloor could further delay the dissolution into 
the water column above. 

In addition to the economic costs of making and running facilities for carbon 
capture and storage (CCS), there is an energy penalty associated with the operation. 
Capture, compression and transport require energy input which in turn requires 
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more fossil fuel to be burnt, captured and stored. The penalty is highly dependent 
upon the type of power plant, suitable and available technology, transport distance 
etc. A typical assumed range is 5–20% energy penalty. This is the expected  
increase in total CO2 produced in a facility with CCS compared to the CO2 emitted 
if no CCS was implemented for the same production of electricity and heat. 

3. Development of storage options and perceptions 

Capture and storage of CO2 (CCS) is often considered as a possible bridge from a 
fossil based energy sector towards carbon-free alternative energy sources. If suffi-
cient economic incentives were provided, e.g., by avoidance of a CO2 tax which 
would otherwise apply, available technologies could be applied rapidly in some 
cases by adding capture facilities to existing power plants. More efficient, energy-
saving and economically attractive technologies could be implemented in the 
design of new plants. However, the typical lifetime of heavy infrastructure in the 
energy sector is several decades and CO2 emissions are growing rapidly also from 
other sectors. Even if the political incentives and technology were to develop 
favourably and the environmental aspects of CCS could be handled satisfactorily, 
there are therefore some inherent hard limitations on how fast CCS could  
handle a large fraction of present and future CO2 emissions. A key question is 
whether environmental concerns should or will further limit its application, at least 
as a short term bridge. If so, the CO2 problem is even harder and the need for 
alternative solutions even larger. 

Modern studies of carbon capture and storage started with Cesare Marchettis 
proposal to inject CO2 from European power plants in the Gibraltar outflow of sa-
line dense water which would transport it deep into the Atlantic (Marchetti, 1977). 
During the past 30 years, a wide range of capture technologies have been devel-
oped although not yet applied to full size power plants due to lack of incentives. 
Transport of CO2 in pipelines and by ship is mature technology already applied for 
enhanced oil recovery and industrial use of CO2. The longest (since 1996) and 
largest (1 million tonnes of CO2 per year) geological storage operation is that of 
StatoilHydro at the Sleipner gas field in the North Sea. The stored CO2 in this case 
does not come from a power plant, but is naturally present in the produced natural 
gas from the field. The CO2 is separated from the natural gas (mostly methane) at 
the offshore platform and injected into the highly permeable Utsira saline aquifer 
formation situated above the gas field but approximately 1000 m below the sea-
floor. The operation is motivated by purity requirements for the market value of 
the natural gas, making it necessary to separate much of the CO2 anyway, in com-
bination with a Norwegian carbon tax that would be applied to the CO2 if emitted 
offshore. A similar operation is now coming onstream for the Snøhvit field in the 
Barents Sea north of Norway. Onshore storage occurs in several locations world-
wide including the In Salah field in Africa and Weyburn in Canada. In the latter 

257 



P.M. HAUGAN 

case, injection occurs in oil bearing formations and prospects for enhanced oil 
recovery is a prime motivation. 

Even if the ocean has been seriously considered since the 1970s as a primary 
possible storage reservoir for CO2 and research on direct ocean storage was per-
formed both experimentally and theoretically throughout the 1990s, the largest 
purposeful ocean disposal experiments that have been performed so far amount to 
less than one ton of CO2 in total and time scales of hours to days for each individual 
experiment. This is if we exclude the largest CO2 experiment of all, the release of 
CO2 to the atmosphere, the subsequent uptake by gas exchange to the global ocean 
of between one third and one half of the cumulative emissions since the start of 
the industrial revolution and the expected final uptake of close to 90% over a time 
scale of millennia into the future. As mentioned in the introduction, the subsequent 
ocean acidification has potentially large detrimental effects on marine life. Public 
attention to this “second”, but not necessarily secondary, CO2 problem has deve-
loped slowly and serious scientific efforts to elucidate the effects are only now 
beginning to be organized and widespread beyond a few pioneering research groups. 

Against this background, the development over time of the scientific know-
ledge and public perceptions of different storage options may illuminate aspects of 
science-policy interaction. The following is not at all intended as a balanced history 
of carbon storage science being heavily biased towards references to work that the 
author has been involved in. Rather it is a collection of cases where interesting res-
ponses from the scientific and/or decision making community have been registered. 

In 1992, my co-author Helge Drange and I published a paper entitled “Seques-
tration of CO2 in the deep ocean by shallow injection” (Haugan and Drange, 
1992). The paper dealt with fundamental physical and chemical properties and 
processes related to CO2 in seawater. The implications of the study in effect trans-
formed the Marchetti (1977) proposal of using the Mediterranean outflow into a 
technical option that could be applied anywhere with access to the deep ocean but 
with need for only shallow water facilities. The publication occurred shortly before 
the 1992 Rio meeting and created considerable attention. At the time, it had  
already been realized that simple release of single bubbles or droplets of CO2 in 
the upper water column (upper 500 m) would not, except in special cases like 
Gibraltar, provide a conduit to the deep ocean. This was also before the develop-
ment and demonstration of large and relatively cheap deep ocean pipelines, so 
deep ocean storage was considered by many to be prohibitively expensive. While 
we made important caveats about biological effects in the paper, such aspects 
received little attention. Technological optimism prevailed and many believed that 
if the climate problem became sufficiently serious, one could elaborate and roll 
out CCS as a fallback option. But strong action was not yet called for. 

In 1996 we published a paper on “Effects of CO2 on the ocean environment” 
(Haugan and Drange, 1996) contrasting the rapid anthropogenic pH reduction 
(acidification) in global ocean surface waters due to emissions with the localized 
effects of direct storage. Primarily we pointed out the global character of the largest 
of all CO2 ocean storage experiments (via emissions to the atmosphere) and how 
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different and unique this is compared to all known glacial to interglacial environ-
mental changes in the ocean. The paper was hardly noticed. Admittedly it was a 
short and relatively simple paper, published in a less visible journal, and our 
limited expertise made us stick to chemical environmental changes, their measur-
able amplitudes, spatial scales and rates. But even when skilled ocean biologists 
and ecologists started to publish alarming reports on measured effects of increased 
CO2 on organisms, there was a very slow development of awareness. 

Finally the Intergovernmental Commission (IOC) together with the non-
governmental Scientific Committee on Oceanic Research (SCOR) hosted an 
important conference in Paris in 2004 on “The Ocean in a High CO2 World”. 
Interestingly it was the appointed science committee which initiated a change in 
the focus for the conference from potential direct storage projects in international 
waters which was the prime concern of governments to acidification due to atmo-
spheric emissions, which the scientists felt was a much more pressing issue. Inter-

fact that 4 years is considered an appropriate time to develop sufficient amounts of 
research results to justify a new conference. 

Government interest in ocean acidification due to emissions boosted temporarily 
in Norway in 2005/2006 when this second CO2 effect was seen as another argu-
ment for allowing and stimulating subseabed geological storage projects (Haugan 
et al., 2006, a commissioned report within the Oslo-Paris convention on protection 
of the North-East Atlantic, OSPAR). We will return to OSPAR in section 5, but 
for now just note that government interest in potential negative effects of CO2 
emissions on the oceanic environment has not yet had any measurable effect on 
stimulating any other technologies or options than CCS. 

The ocean holds a special and sacred status for many people and many cultures 
throughout the world. It is a global commons and the precautionary principle has 
been used in many cases to limit or prohibit pollution and negative influences. 
From 1997 to 2002/2003 an international project (Japan, USA, Canada, Australia 
and Norway) on direct ocean storage of CO2 was executed involving laboratory 
and field studies and modelling. The final culmination of the project was planned 
as an experiment releasing up to 5 ton of CO2 at intermediate depths in the ocean 
(800 m; too shallow for long term storage but deep enough for hydrates to form 
and relevant lessons about spreading and dissolution to be learnt). First, public 
opposition prevented the planned experiment from taking place at the Kona coast 
of the Big Island of Hawaii. A combination of indigenous population religious 
concerns specifically about the planned experiment site, more general interests of 
international pressure groups, and complicated and time consuming US permitting 
procedures, forced the project to move the experiment elsewhere. Then just a few 
weeks before a re-designed experiment was to take place off the mid-Norwegian 
shelf, permits given by the Norwegian State Pollution Control Authority to run 
the experiment were overruled and withdrawn by the Norwegian minister of 
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national science programs now have ocean acidification on the agenda and a
followup conference was held in Monaco in 2008. The volume and topical breadth 
of research activity on ocean acidification is however still limited, indicated by the 
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Environment. Thus the project had no controlled experiment as basis for the models, 
but was left to make best possible use of measurements of existing natural seep-
ages of liquid CO2 through the seafloor which ironically do occur at large rates on 
the other side of the Big Island of Hawaii. 

Returning to Norway, the reasoning presented by the minister is interesting. He 
stated that it is uncertain whether international law and regulations will permit 
large scale application of ocean storage of CO2. Therefore it would not be appro-
priate to perform scientific experiments to learn more about this option and its 
potential impacts. While such decision is unfair and illogical, it was probably 
politically correct for a minister wishing to preserve an impression of protecting 
the ocean environment. (See Haugan, 2002, for further background and interpreta-
tion). Later it was confirmed that OSPAR, which was explicitly referred to by the 
minister, can not be applied to stop or prohibit scientific experiments. But by that 
time, the project had run out, the money was used up, and many scientists, both 
those directly involved in the project and others with interest in ocean storage, had 
turned away from the subject, realizing the extreme sensitivity of direct ocean 
storage in many influential decision making parties. 

So, nobody takes the responsibility for the greatest ocean CO2 storage experi-
ment of all, that which has been going on for 200 years via emissions to the atmo-
sphere. But being associated with small scale experiments in a localized site is 
considered to be so harmful for the public image of the responsible government 
that permission is not granted. In the present context, we note that the main objec-
tive of the experiment was to provide observations of phenomena (dissolving 
droplet plume dynamics, effect of hydrates and turbulence on dissolution, density 
effects on “peeling” etc.) which presently are represented in models with only 
theoretical parameters that cannot be determined in small scale laboratory tests. 
Thus, for estimating the efficiency and impacts of direct ocean storage we still 
have to rely on environmental models with untested process parameters. 

At present, focus in Europe and mostly also in North America has turned to 
geological storage. Japan however which is plagued by high seismic activity and 
therefore hosts considerable public scepticism towards geological storage, main-
tains a substantial research programme on direct ocean storage. Interestingly this 
occurs in a country and culture with strong ties to the ocean and a genuine interest 
in preserving and utilizing the ocean environment. Key issues in geological storage in 
addition to capacity, efficiency and injectivity, are potential leakage pathways 
through abandoned wells, faults, fractures and imperfect seals as well as potential 
seismic events on time scales of millennia. Most of these issues require site specific 
data and future seismic activity is difficult to predict. In contrast ocean storage 
occurs in a medium of known properties and relatively uniform conditions at least 
in the deep sea. Thus, the challenge of developing credible process and prediction 
models for the fate of CO2 disposed on the deep sea floor seems scientifically more 
tractable than developing similar models for any given geological reservoir. Both 
however, have to face the issue of leakage into the water column (if the geological 
site is subseabed) and into the combined atmosphere-ocean carbon repository. 
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4. Estimating environmental damage from leaky reservoirs 

Haugan and Joos (2004) noted that there are several different metrics which may 
be used to estimate the damage of leaky reservoirs. Perhaps surprisingly, many of 
these metrics may be produced by global climate models which are reasonably 
well validated. This applies to ocean as well as geological storage. The main pro-
blem may be that it is hard to decide which metric to use and the choice may matter 
for estimating the value of any particular storage scheme. 

5. Environmental regulations and the use of models 

The IPCC Special Report (IPCC, 2005) gives an overview of relevant inter-
national law for both geological and ocean storage. Since then some important 
developments in the OSPAR Convention have taken place. A very similar process 
is ongoing with the global London Protocol. Due to space limitations, since the 
two conventions develop in so similar ways, and the first storage projects are 
expected to be in the OSPAR area, we here concentrate on OSPAR. 

In 2007, OSPAR was amended at a ministerial meeting so that industrial scale 
subseabed geological storage in principle is allowed. Previously the “dumping” of 
any industrial waste except some materials explicitly included on a reverse list, in 
the water column or subseabed was prohibited. We note in passing that the CO2 
from the mentioned Sleipner and Snøhvit fields originates in the subseabed. Even 
if these storage projects have not been tried for OSPAR, they are likely to be 
formally acceptable. At least they are in principle quite different from any project 
involving CO2 from a power plant or other industry. Thus it was clear that an 
amendment of OSPAR would be required in order to be able to offer geological 
storage facilities for industrially produced CO2 in the subseabed in the OSPAR 
area regardless of whether the industrial CO2 is produced onshore or offshore and 
whether it is to be transported by ship or pipeline. 

The timing of this is crucial for the present political regime in Norway as several 
gas fired power plants are being built along the Norwegian coast and promises 
have been made that these shall shortly become CO2 free, i.e., with CCS imple-
mented. As a short term solution a capture test facility which is being built at 
Mongstad close to Bergen on the west coast of Norway plans to deliver CO2 for 
ship transport all the way to the Barents Sea in the north, capitalizing on the injec-
tion facility used for the Snøhvit field. In the meantime the Utsira formation and 
another formation closer to shore are being evaluated as possible storage sites for 
larger amounts of CO2 to be transported by pipeline once the main power plants 
come on stream (Publicly available information from Gassnova SF, Norway, 
2007; only in Norwegian). 
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So which procedures are envisaged to test whether these or any other subseabed 
storage project should be licensed by OSPAR? The political decision already 
made stipulates that a set of “Guidelines for Risk Assessment and Management of 
Storage of CO2 Streams in Geological Formations” should be adopted and used 
against the individual projects. CO2 streams from capture processes can be stored 
into a sub-soil geological formation if: 

• The streams consist overwhelmingly of carbon dioxide. 
• No wastes are added for the purpose of disposing. 
• They are intended to be retained permanently and will not lead to significant 

adverse consequences for the marine environment. 

The guidelines have not yet been formally adopted, but are likely to contain the 
following modeling-relevant elements taken from draft documents: 

• From part 1, Problem formulation: Problem formulation is the scoping of a risk 
assessment and includes the collection of information that will be used to 
develop a site-specific conceptual model to direct a site-specific risk assessment.  

• From part 2, Site selection: The site selection will typically include a reservoir 
simulation to assess a potential storage site, e.g., by a three dimensional geo-
logical model.  

• From part 3, Exposure assessment: The probabilities of the exposure processes, 
the amount of CO2 and the spatial and temporal scale of fluxes may be assessed 
using appropriate numerical modelling tools. 

• From part 6, Risk management: Predictive modelling of injection of CO2 
streams should include both flow (reservoir) simulation, prediction of fracturing 
and fracture propagation, e.g., induced by CO2 injection, and modelling of geo-
chemical rock-fluid interaction. … These will establish the transport and fate of 
the injected CO2 stream and provide the operator with an integrated knowledge 
sufficient to manage the injection process in an environmentally protective 
manner. The modelling should provide predictions during the operational injec-
tion period and an assessment of the residual pressure fields during the period 
after shut-in of the injection well and prior to decommissioning. … Modelling 
should be updated in the light of monitoring results. 

An immediate comment to this is that there is an apparent confidence in models 
to be useful in assessment of the suitability of proposed storage sites and the 
movement of CO2 as well as the general conditions in the subseabed. All models 
for geological storage will depend on site specific data, possibly history matching 
or 4D assimilation of flow data (e.g., repeat seismic), i.e., updating model parame-
ters after project start. One may ask what level of certainty will be required to shut 
in an expensive storage operation once it has started, and how such decisions 
would be reflected back on the carbon credits given.  

Papers on subsurface fluid migration, rock properties and interaction between 
reservoir rocks and fluids including CO2 in the relevant geological storage chapter 
of IPCC report are mostly non-peer review oil and gas company reports. Data 
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requirements for site specific subsurface flow models are immense. However, site 
specific data can be costly to obtain, particularly offshore. Drilling wells also 
increases the number of potential leakage pathways, and decisions may be difficult. 

The limited experience that exists from Sleipner-Utsira shows that reservoir de-
scription of this extremely favorable high permeability reservoir had to be updated 
after a few years since repeat seismic revealed that injected CO2 penetrated sur-

Present proponents of subseabed geological storage estimate a very low cost of 
monitoring compared to capture and transport. Capture is to be paid by the com-
panies but storage costs have been accepted as a Norwegian government responsi-
bility allegedly in order to stimulate the development of carbon free fossil fuel 
power. This cost sharing has yet to be accepted by the European Union and may 
be problematic to them since it can be seen to affect competition between different 
power suppliers. 

This case illustrates the hurry with which storage projects are being brought 
forward and need to be brought forward if CCS is to play a significant role in the 
global CO2 problem. 

6. Conclusions and outlook 

It would be easier if environmental impact assessment could be made more  
generic rather than site-specific. Thus if CCS is needed, storage in the ocean or in 
sediments just below the deep seafloor where CO2 is negatively buoyant (House 
et al., 2006) may be a better option than the geological options which presently 
seem to be favoured at least in Norway and Europe. Experimental data could be 
obtained, but legalities are uncertain and there are potential problems with public 
acceptance. Some other yet unexplored options such as injection into high salinity 
brine water in deep depressions, e.g., the Red Sea, or injection into anoxic basins, 
e.g., the Black Sea, could also play a role. 

A CO2 concentration in air of 1000 ppm is the legally determined maximum 
acceptable level in Norwegian primary school classrooms since higher levels give 
an unpleasant and ineffective learning environment. Present emissions would lead 
to similar levels in the global atmosphere before the end of this century. This is 
just one illustration of the severity of the CO2 problem and the time scale over 
which we need to act. Ocean acidification and the multitude of climate changes 
expected are others. 

In order to find ways out of this situation, public perception and its variation 
across cultures and conditions play significant role in decision making. It is to be 
hoped that there is also a role for the scientific method in making policy choices. 
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account has so far been taken of effects of pressure buildup on fracturing or the 
prisingly rapidly through what was considered impermeable shale layers. No

possibility for enhanced release of shallow occurrences of natural gas, nor effects 
of natural seismic events on millennial time scales. 
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Burning of biofuels with CCS may be necessary to effectively pull CO2 out of the 
atmosphere even if other energy sources are developed rapidly, but a significantly 
changed attitude towards stimulating and developing the necessary good science 
to underpin environmental models for carbon storage is required. 
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Abstract 

The statistical properties of the two most widely used methods for setting environ-
mental exposure standards are explored. The traditional NOAEL approach handles 
uncertainty in disagreement with the precautionary principle: a smaller and less 
sensitive study will tend to yield higher exposure limits. As an attractive alter-
native, the Benchmark dose approach estimates the exposure associated with a 
predefined risk increase above the background. Although advantageous in several 
respects, this method is sensitive to sources of uncertainty arising from measure-
ment error and data dependent selection of the dose–response model as well the 
choice of critical endpoint. An improved Benchmark analysis can be conducted 
using structural equation models and Bayesian model averaging. 

Keywords: benchmark dose, measurement error, multiple endpoints, model uncertainty, 
risk assessment, structural equations. 

1. Introduction 

A major aim in environmental risk assessment is to establish acceptable exposure 
levels in humans. The U.S. Environmental Protection Agency (USEPA) defines 
the Reference Dose (RfD) as an estimate of a daily exposure to the human popula-
tion (including sensitive subgroups) that is likely to be without an appreciable risk 
of deleterious effects during a lifetime. FAO and WHO define the Acceptable 
Daily Intake in similar terms. Calculations of exposure limits are often based on 
experimental animal data, but when human epidemiological data are available 
these are generally preferred. The two most widely used methods for calculating 
exposure standards are the so-called NOAEL approach and the more recent 
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Benchmark approach. When one of these methods has been applied, the result is 
divided by so-called uncertainty factors (assessment factors) to obtain the RfD. 
Uncertainty factors are applied to take into account differences in sensitivity 
between the test animals and average humans as well as differences in sensitivity 
between humans. 

This paper describes statistical methods for dealing with uncertainty in the 
process of setting environmental exposure standards.  In this regard, the precau-
tionary principle states that corrective action against a potentially serious hazard 
should not await definitive proof. Barnett and O’Hagan (1997) considered the 
consequence of this principle for handling uncertainty in the development of ex-
posure standards. They concluded that a higher degree of uncertainty about the 
risk associated with an environmental agent should lead to a stricter standard. The 
aim of the paper is to explore whether the NOAEL and the Benchmark approach 
handle uncertainty in accordance with the precautionary principle.  The two methods 
are based on different statistical principles. The NOAEL relies on traditional 
hypothesis testing, while the Benchmark approach uses an upper confidence limit 
for the risk. As we shall see, this leads to important differences and weaknesses in 
their treatment of uncertainty. We consider different sources of uncertainty affect-
ing environmental dose–response data. A small sample will lead to uncertainty, 
but so will measurement error in study variables, and identification of the critical 
outcome and selection of the dose–response model may also be uncertain. Because 
we find the NOAEL to be simplistic and inferior, we focus mainly on the Bench-
mark approach which has the advantage of being applicable to epidemiological 
data. Our aim is to improve this method through the use of structural equation 
models and Bayesian model averaging.  

2. The NOAEL approach 

The most commonly used method for calculation of exposure standards is the 
so-called No Observed Adverse Effect Level (NOAEL). Calculations are typically 
based on experimental animal data where animals are divided in different dose 
groups including an unexposed control group. The NOAEL is defined as the expo-
sure of the group that immediately precedes the first exposure group with a  
response level significantly (in the statistical sense) worse than the response level 
of the unexposed control group (EPA, 1997). Figure 1 gives a graphical illustra-
tion where d1 is the NOAEL. 

From a statistical point of view the NOAEL approach has some undesirable 
properties.  In hypothesis testing lack of significance can be due either to genuine 
lack of effect or to data that are too noisy (often because there are too few of 
them) to enable any precise conclusion. The latter reason, known as the Type II 
error problem, is ignored in the NOAEL approach. Here lack of a significant result 
is interpreted as lack of an effect. As a consequence, an experiment conducted 
with few test animals will have weaker power and therefore tend to yield higher 
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NOAELs than a well conducted experiment with better precision. This is contrary 
to the precautionary principle which led Keiding and Budtz-Jørgensen (2003) to 
describe the NOAEL as being anti-precautionary. As an alternative, Crump (1984) 
developed a procedure known as the Benchmark approach. This procedure has 
been adopted by USEPA and is now also being introduced by EU regulatory 
agencies. 

 

 
Fig. 1. Hypothetical result of an animal experiment illustrating the definition of the NOAEL. 
Here p denotes the p-value obtained by comparing the risk at a certain dose to the unexposed 
risk. The dose d1 is the lowest associated with a significant increase in risk compared to the con-
trols. Thus, in this example NOAEL= d1. 

3. The benchmark approach 

This methodology was first developed for dichotomous (0/1) responses in experi-
mental studies. The Benchmark dose (BMD) is the dose that leads to a specific 
increase in the risk of an abnormal event.  In a dose–response model describing 
the risk as a function of dose d: P(Y=1)=f(d), the BMD can be determined as the 
dose that increases the risk from Po in un-exposed to Po + BMR. Here the risk 
increase BMR is specified by the regulatory agency (typically between 1% and 
10%). A higher BMR will lead to a higher BMD. 

In the present paper we shall focus on quantitative responses. Thus, we let Y(d) 
denote the response at exposure  d  and consider the model 

 Y d( )= f d( )+ ε   (1) 

where   ε ∼ N 0,σ 2( ). Here the dose–response function f d( ) describes the  

dependence of the mean outcome on the exposure dose. Without loss of generality 
we will assume that larger response values are more adverse. Thus,  f  is expected 
to be increasing. In quantitative data, the BMD may be defined in various ways. 
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One possibility would be to estimate the dose which leads to a specific increase in 
f BMD( )− f 0( )= BMR. 

Another possibility would be to consider a relative increase in the mean compared 
to unexposed, i.e.,   f BMD( )− f 0( )[ ] f 0( )= BMR . 

Alternatively, in the so-called hybrid approach all responses above a pre-

0t

0 ( )> t
0[ ]=  

1− Φ t
0
− f (0)[ ] σ( ), where Φ  is the standard normal cumulative distribution. 

As in dichotomous data, the BMD is now defined as the dose which increases the 
risk by BMR, i.e., as the solution to the equation P Y BMD( )> t

0[ ]= P
0
+ BMR . 

It is straightforward to see that the BMD satisfies the equation  

 
f BMD( )− f 0( )

σ
= Ω   (2) 

The main result of the Benchmark analysis is the BMDL which is defined as a 
lower one-sided 95% confidence limit of the BMD. This means that the statistical 
uncertainty is taken into account. A poorer study with fewer subjects will have 
wider confidence limits and therefore produce lower exposure standards. Thus, 
in the Benchmark approach uncertainty from a limited sample size is treated in 
accordance with the precautionary principle. However, in environmental epidemio-
logy, study results are affected by other sources of variability than uncertainty 
arising from a limited sample size. In the rest of this section, we will explore how 
the BMD depends on these sources of uncertainty. 

3.1.  Measurement error in study variables 

Budtz-Jørgensen et al. (2004) showed that measurement error in the exposure 
variable will lead to a biased Benchmark analysis. In a simple regression model  

 Y d( )= α + βd + ε ,   (3) 

the BMD is given by  Ωα / β .  If the exposure dose d has an additive measure-
ment error, it is well known that if we ignore this error and simply replace the true 
exposure by the measured exposure in the regression analysis then the exposure 

270 

the mean, i.e., this BMD would solve the equation 

P = P Y 0of an abnormal response in an unexposed subject is

 are considered abnormal. According to the model (1), the riskspecified limit 

where ( ) ( )1 1

0 01 1 BMR− −Ω = Φ − −Φ − −P P . Thus, in the hybrid approach, the 
BMD leads to a specific increase in the mean of the standardized response with 
variance one. In addition, Budtz-Jørgensen et al. (2001) showed how to take into 
account effects of confounding variables in this calculation. 
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effect  (β )  is underestimated while the opposite is true for σ (Carroll et al., 2006). 
Therefore, the BMD is overestimated. The BMDL also decreases as a function of 
β  and increases as a function of σ (Budtz-Jørgensen et al., 2001), so failure to ad-
just for measurement error in the exposure variable will lead to BMDLs that are 
biased toward higher and less safe exposure levels. 

The outcome variable may also be affected by measurement error. This type of 
error will generally not lead to bias in the regression coefficient β , but the BMD 
analysis is sensitive also to this source of uncertainty. Assuming an additive error 
in the relationship between the true response η( ) and the measured response 

 Y( ), i.e.,  Y( )= η +U . The true BMD is Ωσ β , while the naive analysis esti-

mates the larger value   Ω σ
2

+ var U( ) β . Thus, failure to adjust for errors in the 

response will lead to further overestimation of the BMD. Again a higher degree of 
imprecision will lead to a higher limit which according to the precautionary prin-
ciple is an inappropriate way of dealing with uncertainty.  

3.2.  Multiplicity problems 

Often the effect of the exposure is assessed via several endpoints. One such example 
is the study in the Faeroe Islands on possible cognitive effects of prenatal expo-
sure to methylmercury (Grandjean et al., 1997). Here prenatal mercury exposure 
was measured primarily by the mercury concentration in cord blood, while cogni-
tive function was assessed using a number of different neurobehavioral test scores. 
Table 1 shows Benchmark results in seven verbal outcomes in this data. A high 
degree of variation is seen and it is debatable which of these results should be used 
when setting the exposure standard. In such a situation, the classical statistical-
epidemiological advice is to exercise considerable caution towards possible spuri-
ous effects of the inevitable “fishing expeditions” in the search for statistically 
significant results. However, the precautionary principle would encourage focus 
on the “most sensitive” endpoint. This was indeed recommended in the practical 
implementation of the Faroese study by the National Research Council (2000) 
where the final exposure limit was based on the Boston Naming test that had 
resulted in the lowest BMDL result. 

If the most sensitive endpoint is determined from a data-driven process, the risk 
assessment may be biased. We have illustrated this problem in a small simulation 
study shown in Tables 2 and 3. Here data sets were simulated with different numbers 
of endpoints and with different degrees of intercorrelation between outcomes. In 
Table 2 all outcomes were simulated from the estimated distribution of the Boston 
Naming test in the Faroese data set. So we are considering a situation where all  
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outcomes are equally sensitive with a common BMD of 84.9 μg/L . The simulations 
explore the statistical properties of basing the risk assessment on the outcome with 
the lowest BMDL. Thus, in each data set we identified this endpoint and stored its 
BMD and BMDL.  Table 2 provides the median of these BMD estimates and the 
coverage probability of the BMDL, which can be estimated by the frequency of 
data sets where the BMDL was lower than 84.9 μg/L . We see that the estimated 
BMD is biased toward zero and that the coverage probability of the BMDL is 
higher than the nominal value of 95%. These tendencies become stronger when 
the number of endpoints is increased and the correlation between them is decreased. 
Thus, these results illustrate, that the lowest BMDL observed in a given data set 
will be lower than the BMD of the truly most sensitive outcome with a probability 
which is greater than 95%.  In this sense, the procedure of selecting the seemingly 
most sensitive endpoint is biased. 

Table 1. Benchmark results (μg / L ) estimated from the relationship between the cord blood 
mercury concentration and the seven verbal outcomes in the Faroese data. 

Table 2. 10,000 data sets were simulated with different numbers of endpoints with different de-
grees of correlation. All outcomes had a true BMD of 84.9. In each data set, the endpoint with 
the smallest BMDL was identified and its BMD and BMDL saved. The median of these BMDs 
is shown together with the coverage probability of the BMDL, which can be estimated by the 
frequency of data sets where the BMDL was lower than 84.9. 
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Response BMD BMDL 
Wechsler Intelligence Scale   
Digit spans (DS) 222.5 99.9 

Boston Naming Test   
No cues (BNT1) 101.7 64.9 

With cues (BNT2) 84.9 57.6 
California Verbal Learning Test   

Learning (CVLT1) 404.3 124.7 
Short-term repro. (CVLT2) 219.2 99.1 

Long-term repro. (CVLT3) 250.3 104.2 
Recognition (CVLT4) 227.7 99.7 

Median BMD Coverage Probability of BMDL No. of  
End 
Points Corr. =  0 Corr. = 0.2 Corr. = 0.5 Corr. = 0 Corr. = 0.2 Corr. = 0.5 

2 73.2 74.4 76.5 0.9984 0.9944 0.9864 

5 64.1 65.6 68.9 1 1 0.9986 

10 59.3 60.9 64.8 1 1 0.9997 
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Table 3. 10,000 data sets were simulated with ten endpoints with different degrees of correlation. 
The truly most sensitive outcome had a BMD of  84.9, while the nine others had a common 
higher BMD as indicated above. In each data set, the endpoint with the smallest BMDL was 
identified and its BMD and BMDL saved. The median of these BMDs is shown together with the 
coverage probability of the BMDL, which can be estimated by the frequency of data sets where 
the BMDL was lower than 84.9. 

Table 2 describes the situation with the greatest potential for bias from selec-
tion of the seemingly most sensitive outcome: the case where all outcomes are 
equally sensitive. Instead Table 3 considers a situation where one outcome is more 
sensitive than the others. Thus, one outcome was simulated to have a distribution 
like the Boston Naming test, while nine other outcomes had a common higher 
BMD. We observe that when the BMD of the remaining endpoints is increased, 
the bias from selecting the seemingly most sensitive outcome decreases.  The risk 
that another outcome by chance is deemed more sensitive becomes lower and 
therefore the multiple comparisons problem becomes less important.  

In the Faroese data set, the strength of bias due to selection of the most sensi-
tive endpoint was explored using bootstrap simulations. New data sets were sam-
pled with replacement from the original data set and in each new data set the 
Benchmark results of the (seemingly) most sensitive outcome were retained. 
Rather than selecting the endpoint with the lowest BMDL, here we define the 
most sensitive outcome as the one associated with the most significant exposure 

In the bootstrap setup, the original data plays the role of the truth. Therefore, we 
know that the true lowest BMD is given by 84.9 μg/L  of the Boston Naming test. 
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Common Median BMD Coverage Probability of BMDL 

BMD Corr. = 0 Corr. = 0.2 Corr. = 0.5 Corr. = 0 Corr. = 0.2 Corr. = 0.5 

100 65.3 67.4 71.8 1 1 0.9974 

200 80.7 82.2 83.9 0.9991 0.9905 0.9653 

300 83.3 83.7 84.9 0.9923 0.9781 0.9547 

 

The median of the bootstrap BMDs was 82.2. This similarity indicates that selec-
tion of the most sensitive outcome does not lead to an important amount of bias 
here. This was confirmed by the fact that the frequency of data sets where the 
BMDL was lower than 84.9 was 98%. Thus, the coverage probability is quite close 
to the nominal value 95%. Given the results of Table 2 and the fact that this data 
set contained seven endpoints, the small magnitude of this bias may seem surpris-
ing.  However, in these data two outcomes (Boston Naming) had clearly the lowest 
BMDLs (Table 1). In addition, these two outcomes are highly correlated. As illus-
trated in Table 3, both of these characteristics decrease the potential for bias. 

regression coefficient, which is more in line with the approach of the NAS (2000).  



4. Benchmark analysis in structural equation models 

The previous section illustrated that failure to allow for measurement error in the 
exposure or the outcome variable will lead to overestimation of the BMD and the 
BMDL. On the other hand a Benchmark analysis based on the seemingly most 
sensitive outcome may be biased in the opposite direction. Standard applications 
of the Benchmark approach ignore both problems, and therefore the direction of 
the overall bias is difficult to predict. As a potential solution to these problems, 
Budtz-Jørgensen et al. (2007) proposed to carry out the Benchmark calculation in 
structural equation models (Bollen, 1989; Sanchez et al., 2005). These models 
typically consist of two parts: a measurement part and a structural part. In the 
measurement part, observed variables are considered to be manifestations of a 
limited number of underlying latent variables. The structural part of the model 
then describes causal relations between the latent variables. 

Figure 2 illustrates a possible structural equation model for the Faroese data 
(Budtz-Jørgensen et al., 2002). Mercury concentrations in cord blood and maternal 
hair were assumed to be linearly related to a common true exposure η

1
( ). Simi-

larly, cognitive test scores on the Boston Naming Test (BNT), the Wechsler Intel-
ligence Scale Digit Spans (DS) and the California Verbal Learning Test (CVLT) 
were considered manifestations of a latent verbal function η

2
( ) . In addition, each 

of these variables is assumed to be affected by a random measurement error, as 
indicated by the ε -terms in Figure 2. The structural part of the model assumed 
that the true verbal level was affected by the true mercury exposure and possibly a 
set of confounding variables Z

1
,..., Z

k
  

   η2
= β

0
+ βη

1
+ β

1
z

1
+ ... + β

k
z

k
+ ς

2
 ,  (4) 

where  ς 2
 is a normally distributed residual term. Although this equation involves 

latent variables is has the same basic structure as equation (3) and therefore the 
standard Benchmark methodology of Section 3 can be directly applied. Thus, the 
BMD is the dose which increases the risk of a latent response above the threshold 
form   P0

 in an unexposed subject to P
0
+ BMR . 

The structural equation model allows for measurement error both in the expo-
sure and in the response. In the structural part of the model the relation between 
true exposure and true response is estimated.  Thus, BMD calculations based on 
this relationship avoid problems caused by measurement errors.  In addition, mul-
tiple comparisons are not an issue as only one dose–response relationship is con-
sidered. Finally, the BMD is efficiently estimated as information from multiple 
exposure and outcome variables are pooled. Efficient estimation is of critical 
importance in the Benchmark approach because the exposure standard is determined 
from the lower confidence limit. Therefore inefficient estimation procedures may 
lead to exposure limits that are biased toward zero.  
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For the Faroese data, the structural equation model yielded a BMD of 64.8 

structural equation result is lower than each of the individual regression results 
(Table 1). Thus, in this study, the standard procedure of selecting the BMDL of 
the seemingly most sensitive response is not overly protective. Failure to account 
for measurement error more than outweighed the effect of ignoring the multiple 
testing issue. 

 
Fig. 2. Path diagram for the association between indicators of mercury exposure and childhood 
verbal function. Mercury concentration in cord blood and hair are assumed to depend on the true 
exposure and a random error. Similarly, seven neurobehavioral test scores are assumed to measure a 
common latent the verbal function. True prenatal mercury exposure and confounders affects the 
latent the verbal function. 

5. Model uncertainty 

Risk assessment typically involves the selection of a statistical model for the 
dose–response data. One issue regards the selection of confounders while another 
regards the choice of the functional form of the dose response relationship. Dif-
ferent models may yield very different results. For instance, Budtz-Jørgensen et al. 
(2001) documented a considerable variability in Benchmark results when using 
a square root model, a logarithmic, and a K-power model for the relationship 
between mercury exposure and cognitive performance. In practice this problem is 
“solved” by restricting attention to the results of a single best fitting model. Further-
more, these results are reported as if there were no uncertainty about the choice of 
model. In fact, the estimation process is a two-step procedure consisting of first 
the model selection and then the effect estimation, but the first step is ignored 
when standard errors of estimators are calculated. This unfortunate procedure will 
also affect the Benchmark analysis because the confidence limits will take into 
account only one part of the estimation uncertainty. As a consequence the BMDL 
is likely to be biased toward higher and less safe levels. 
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μg/L  with a BMDL of 44.1 μg/L . Interestingly, it is seen that the integrated 



The choice of model selection strategy for Benchmark analysis is another 
important problem. Traditional selection procedures optimize the fit of the model 
to the data. However, from the viewpoint of the Precautionary Principle one could 
possibly argue that the exposure-response model yielding the lowest reference 
dose should be preferred. A compromise may be to select the lowest BMDL 
among models with a reasonable fit. Still this “maximin” approach may be too 
extreme if the environmental standard is to be determined completely or mainly 
on epidemiological data which have been shown to provide highly model dependent 
BMD results (Budtz-Jørgensen et al., 2001; Morales et al., 2006). 

In situations where the model selection procedure depends solely on the data, in 
principle, it becomes possible to take model selection uncertainty into account. 
However, because of the complex nature of the two-step selection estimators, no 
firm theory is currently available to perform such adjustments. Although Hjort and 
Claeskens (2003) presented some asymptotic results on bias and precision for esti-
mators after model selection, results on the properties in finite samples have not 
been provided. Therefore, the bootstrap approach constitutes an obvious alter-
native. In the Faroese data, Budtz-Jørgensen et al. (2007) used this method to 
study the properties of conventional methods for selection of confounder variables. 
New data sets were developed by sampling with replacement from the original 
data. The model selection procedure was then applied to each of the data sets and 
the mercury regression coefficient of the final models was stored.  Since the model 
selection process was repeated in each set of bootstrap data, the variability in the 
stored coefficients correctly reflects the uncertainty in the two-step estimation 
process. The same procedure could be used to allow for model selection uncer-
tainty in the BMDL calculation.  

Bayesian model averaging offers an interesting alternative. Here a single model 
is not selected, but the final result depends on all models. 

5.1.  Benchmark analysis after Bayesian model averaging 

Here we briefly describe how a Benchmark analysis can be conducted based on 
Bayesian model averaging. For a general review of this method we refer to Hoeting 
et al. (1999). To explain the idea, we let  Y  denote the data. We consider K differ-
ent models M = 1,..., K , where  θ

j
 is the parameter in model  j. Thus, the BMD 

in model  j  is a function of  θ j
.  

The first step is to specify the prior probability P M = j( ) that model  j  is 

“true”. Often models will be considered equally likely a priori corresponding to a 
uniform prior, i.e.,   P M = j( )= 1 K . Next a prior distribution P θ

j
M = j( ) 

must be defined for the parameters in model  j. This distribution can be interpreted 
as the conditional distribution of the unknown parameters given that model  j  is 
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true. The likelihood function for model  j  is the distribution of the data given the 
model and the parameters:  P Y θ

j
, M = j( ). The likelihood function measures 

the ability of the model to explain the variation in data. In the Bayesian frame 
work it is interpreted as the probability of the data given the model and the pa-
rameters. By applying Bayes theorem the probability of model  j  given the data is  

   P M = j Y( )= P M = j( )P Y M = j( ) P Y( ),  (5) 

where   P Y M = j( )= P Y θ
j
, M = j( )P∫ θ

j
M = j( )dθ j

. Here determination 

of   P Y M = j( ) may be computationally demanding, but feasible also in avail-

able software. 
Based on the posterior model probabilities, the posterior distribution of the 

BMD given data has the following from 

 P BMD Y( )= P BMD M = j,Y( )
j =1

K

∑  P M = j Y( ) (6) 

This distribution is a mixture of the posterior distributions P BMD M = j,Y( ) 

of the BMD assuming each of the models. An obvious estimator of the BMD is 
given by the posterior mean  

 E BMD Y( )= E BMD M = j,Y( )
j =1

K

∑  P M = j Y( ) (7) 

Thus, the overall BMD estimate is an average of the model specific estimates. 
The BMDs are averaged with respect to the posterior model probabilities, so that 
the better fitting models get up-weighted at the expense of more poorly fitting 
models. This is of course the reason why the approach is called model averaging.  
However, it is important to note that the BMDL is not obtained as a simple 
weighted average of BMDLs from different models. The BMDL is calculated as 
5th percentile in the posterior distribution of the BMD. This number will typically 
be much smaller than the value obtained by weighing model specific BMDLs 
according to the model probabilities. We illustrate this important point in an example. 

The two top curves in Figure 3 show posterior BMD distributions in a hypo-
thetical situation with two models. In model 1, the posterior BMD distribu 
tion is normal with mean 10 and variance 1 P BMD M = 1,Y( )= N 10,1( )[ ]. 

Model 2 holds a similar distribution except that the mean is 5, i.e., 

  P BMD M = 2,Y( )= N 5,1( )[ ]. Thus, in model 1 the estimated BMD is 10, 

while the model 2 estimate is 5. BMDLs are determined as the 5th percentile in 
the BMD distribution.  From the properties of the normal distribution, it is seen 
that these are 8.35 and 3.35 in model 1 and 2, respectively. If we assume that the 
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models are equally likely given the data P M = j Y( )= 0.5,  j = 1,2[ ], then the 
model averaged BMD distribution is given by the bipolar density shown as bottom 
curve in Figure 3. The model averaged BMD estimate is the mean in this distribu-
tion. By equation (7) this is obtained as the mean of the model specific BMDs: 
 0.5 ⋅ 5 + 0.5 ⋅10 = 7.5 . However, the BMDL is the 5th percentile in this bipolar 
distribution. This value is 3.62. Thus, the BMDL in model averaging is considerably 
lower than the mean BMDL value of 5.85 [=(3.35 + 8.35)/2]. This example illus-
trates that, in situations with strong model uncertainty, i.e., in situations where 
the models producing the smallest BMDLs have reasonable posterior support, the 
model averaged BMDL is likely to be closer to the lowest BMDL than to the 
mean value obtained by weighing model specific BMDLs according to the model 
probabilities. 

 
Fig. 3. The two top curves show the posterior BMD densities in two different models. BMDLs 
are given by the 5th percentile in each of the distributions and marked with a vertical bar. 
Assuming that the models posterior are equally likely, the bottom curve shows the model aver-
aged BMD distribution. Note that the model averaged BMDL is much closer to the lower of the 
model specific BMDLs. 

Recently, Bayesian model averaging has been applied for Benchmark analysis 
of both experimental and epidemiological data. For instance, Morales et al. (2006) 
analyzed data on the effect of exposure to arsenic from drinking on the risk of 
lung cancer in Taiwan. Here a total of 18 different regression models were con-
sidered. Table 4 shows the Benchmark results for the six best fitting models. We 
observe a high degree of model uncertainty, with models producing BMDs  
between 4 and 111 μg/L  and BMDLs ranging from 2 to 98 μg/L . While the model 
averaged BMD is close to the arithmetic mean of the model specific BMDs, as a 
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result of the substantial model uncertainty the model average BMDL is very close 
to the lowest BMDL value. Also notice that the difference between the BMD and 
the BMDL is much smaller in the individual models than after model averaging, 
thereby illustrating the effect of taking the model uncertainty into account. 

Table 4. BMDs and BMDLs ( μg/L ) from the six best fitting models in the analysis of the effect 
of arsenic on the risk of lung cancer (from Morales et al., 2006). The last column gives the poste-
rior model probability, while the last row gives the benchmark results after model averaging. 

6. Summary and discussion 

Identification of safe exposure limits is an important part of the risk assessment 
process. The statistical methodology has improved somewhat in recent years, but 
current methods are imperfect. The NOAEL is still the most widely used approach 
despite the fact that with this method a poorly performed study with a small 
sample size will tend to generate higher and less protective exposure limits. A main 
advantage of the Benchmark approach is that the uncertainty arising from sample 
size limitations is taken into account. However, as we have illustrated, other 
sources of uncertainty are not handled appropriately in the Benchmark approach.  
Measurement errors in study variables will lead to overestimation of the BMD and 
BMDLs, while a data dependent identification of the critical endpoint may have 
the opposite effect. We described how these problems can be handled in structural 
equation models. Here observed exposure and outcome variables are considered to 
be manifestations of underlying latent variables. The structural part of the model 
estimates the relationship between the true exposure and the true response. Not 
only are measurement errors taken into account, but problems with multiple com-
parisons are also avoided. In the Faroese data set, the integrated structural equa-
tion result was lower than each of the individual BMDLs obtained using standard 
regression techniques that ignored measurement error. This illustrates that the 
simple approach of selecting the BMDL of the (apparently) most sensitive out-
come may not be protective if measurement errors are not taken into account. 

The difficult challenge of incorporating model selection uncertainty into the 
risk assessment process was also considered. The standard procedure is to ignore 
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Model BMD BMDL ( )P M Y  
6 111 98 0.1 
9 14 11 0.29 
12 65 53 0.16 
14 53 43 <0.1 
15 52 43 0.34 
18 4 2 0.20 

Model averaging 50 3 – 



this uncertainty and rely completely on the results of the best fitting model. As a 
consequence, confidence intervals will be too narrow and BMDLs are likely to be 
biased toward higher levels. Bayesian model averaging was shown to provide an 
elegant framework for adjusted Benchmark calculations. Application of structural 
equation models will always involve selection between different models. There-
fore an obvious future challenge would be to calculate model averaged BMDLs in 
structural equation models. 

References 

Barnett, V. and O’Hagan, A., 1997,  Setting environmental standards: The statistical 
approach to handling uncertainty and variation. London: Chapman & Hall. 

 Budtz-Jørgensen, E., Keiding, N., and Grandjean, P., 2001, Benchmark dose calculation 
from epidemiological data, Biometrics 57: 698–706. 

Budtz-Jørgensen, E., Keiding, N., and Grandjean, P., 2004, Effects of exposure imprecision 
on estimation of the benchmark dose, Risk Analysis 24: 1689–1696. 

Budtz-Jørgensen, E., Keiding, N., Grandjean, P., and Weihe, P., 2002, Estimation of health 
effects of prenatal mercury exposure using structural equation models, Environmental 

Budtz-Jørgensen, E., Keiding, N., Grandjean, P., and Weihe, P., 2007, Confounder selec-
tion in environmental epidemiology: Assessment of health effects of prenatal mercury 
exposure, Annals of Epidemiology 17: 27–35. 

Carroll, R.J., Ruppert, D., Stefansky, L.A., and Crainiceanu, C., 2006, Measurement error 
in nonlinear models. New York: Chapman & Hall. 

Crump, K., 1984, A new method for determining allowable daily intakes, Fundamental and 
Applied Toxicology 4: 854–871. 

Grandjean, P., Weihe, P., White, R.F., Debes, F., Araki, S., Yokoyama, K., Murata, K., 

Hoeting, J.A., Madigan, D., and Rafterry, A.E., 1999, Bayesian model averaging: A tuto-
rial, Statistical Science 14: 382–417. 

Hjort, L.H. and Claeskens, G., 2003, Frequentist model average estimators, Journal of the 
American Statistical Association 98: 879–900. 

Keiding, N. and Budtz-Jørgensen, E., 2003, The precautionary principle and statistical 
approaches to uncertainty, European Journal of Oncology Library 2: 185–191. 

Morales, K.H., Ibrahim, J.G., Chen, C.J., and Ryan L., 2006, Bayesian model averaging 
with applications to Benchmark dose estimation for arsenic in drinking water, Journal 
of the American Statistical Association 101: 9–17. 

National Academy of Sciences (NAS), 2000, Toxicological effects of methylmercury. 

Sanchez, B.N., Budtz-Jørgensen, E., Ryan, L., and Hu, H., 2005, Structural equation mod-
els. A review with applications to environmental epidemiology, Journal of the Ameri-

280 E. BUDTZ -JØRGENSEN, N. KEIDING AND P. GRANDJEAN 

Chichester, UK.
Bollen, K.A., 1989, Structural Equations with Latent Variables. John Wiley and Sons, 

Health 1: 2. 

Sørensen, N., Dahl, R., and Jørgensen, P.J., 1997, Cognitive deficit in 7-year-old children
with prenatal exposure to methylmercury, Neurotoxicology and Teratology 19: 417–428. 

can Statistical Association 100: 1443–1455. 

National Academy Press, Washington, D.C., USA. 



CASE STUDY I. SOIL CARBON 
DYNAMICS 



Met Office Hadley Centre, Exeter, EX1 3PB, United Kingdom. 

Abstract 

carbon cycle to take up and store anthropogenic carbon. However, great uncer-
tainty surrounds the magnitude of this sensitivity to climate and how to represent 
this in Earth System models. Much of this uncertainty comes from the terrestrial 
biosphere and in particular the storage of carbon in soil organic material. There-
fore it is vitally important to understand the factors which will determine future 
soil carbon storage and their inherent uncertainties. We show that significant un-
certainty in future soil carbon storage comes from many sources, both external to 
the soil such as climate uncertainty or uncertainty in vegetation productivity and 
internal to the soil such as uncertainty in soil carbon structure and its sensitivity to 
changing temperature and moisture. Understanding and reducing this uncertainty 

 

1. 

about half of anthropogenic CO2 emissions remain airborne (Denman et al., 2007), 
with the rest being absorbed roughly equally between the ocean and terrestrial 
carbon cycle. This airborne fraction has remained remarkably constant for several 
decades now, partly due to the time history of anthropogenic emissions, but is pre-

Sources of uncertainty in global modelling  

Introduction 

informing climate mitigation policy. 
is key to improving reliability of future climate projections and their utility for 

determining future climate. As climate changes, this will affect the ability of the 
It is now widely accepted that the natural carbon cycle has a key role to play in 

of future soil organic carbon storage 

Keywords: global carbon cycle, soil carbon, climate change, earth system modeling.

determining future climate (Denman et al., 2007; Meehl et al., 2007). Currently 
It is now widely accepted that the natural carbon cycle has a key role to play in

Chris Jones* , Pete Falloon 

dicted to increase in future (Cox et al., 2000; Friedlingstein et al., 2001; Zeng et al.,
2004). In fact Canadell et al. (2007) have already reported the first suggestion that
there may be an upwards trend in the airborne fraction. 
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As climate changes, this will affect the ability of the carbon cycle to take up 
and store carbon. Consequently a greater proportion will remain in the atmosphere 
than in the absence of climate change (Denman et al., 2007). For a given scenario 
of emissions, this feedback will result in higher atmospheric CO2 concentrations 
than previously assumed and hence greater climate change (Cox et al., 2000; 
Friedlingstein et al., 2006). Alternatively, to achieve a given level of CO2 stabili-
sation, reduced natural carbon uptake means that more stringent emissions reduc-

monly referred to as “C4MIP”, they compare 11 different coupled climate carbon 
cycle models and show differences of almost an order of magnitude in amplifica-
tion of atmospheric CO2 by 2100 following the SRES A2 emissions scenario 
(Nakicenovic et al., 2000) – by between 20 and 200 ppmv. Booth et al. (submit-
ted) have shown carbon cycle uncertainty is of similar magnitude to climate uncer-
tainty in an experiment designed to explore uncertainty in a single ESM. Much of 
this uncertainty comes from the terrestrial biosphere and in particular the storage 
of carbon in soil organic matter (SOM). 

Soil organic carbon (SOC) currently comprises about twice the amount of car-
bon stored in the atmosphere. Hence it is an important potential store of anthropo-
genic carbon and a potentially large contributor to carbon release under climate 
change. Future SOC change has become a leading order uncertainty in climate 
prediction and therefore it is vitally important to understand the factors which will 
determine future SOC storage and their inherent uncertainties. Here we present a 
review of the treatment of SOC in ESMs and the multiple sources of its uncer-
tainty, both internal sensitivities of SOM and external drivers of change. We draw 
on existing modelling research and intercomparison studies, quantifying uncer-
tainty in each element and identifying key areas for future research. 

Figure 1 denotes schematically the main components of the Earth System 
commonly represented in global models, which drive future evolution of SOC. It 
shows external drivers of SOC such as organic carbon input from overlying vege-
tation and weather and climate conditions, and internal behaviour of SOC such as 
multi-pool dynamics and sensitivity to soil environmental conditions. The struc-
ture of the review is to discuss the different elements shown in Figure 1 in turn. 
First, section 2 will describe briefly how soil carbon is typically simulated in cou-
pled climate-carbon cycle models both in terms of model structure and experimen-
tal design. 

C. JONES AND P. FALLOON

reliable projections of future climate, great uncertainty surrounds the magnitude 
Unfortunately, although understanding carbon cycle behaviour is crucial to

Carbon Cycle Model Intercomparison Project of Friedlingstein et al. (2006), com-
of its sensitivity to climate (Friedlingstein et al., 2006). In the Coupled Climate 

are the “drivers” of future SOC change, being external to the soil system, but 
Sections 3 and 4 will discuss the external factors shown in Figure 1 – these

for climate models to include a representation of the global carbon cycle in future
projections – such models, which may also represent other aspects of biogeo-
chemistry – are becoming known as Earth System Models (ESMs). 

284 

tions will be required (Matthews, 2005; Jones et al., 2006a,b). It is now common 



fundamental in determining future behaviour. Section 3 discusses future climate 
change and how its uncertainty affects projections of future soil carbon storage. 
Section 4 examines the role of organic carbon input to the soil from vegetation. 
There is of course a third important component of external driving of SOC 
changes – anthropogenic disturbance through agriculture (Smith et al., 2007) and 
deforestation (Nabuurs et al., 2007). Although this has undoubtedly been impor-
tant in the past (Bondeau et al., 2007) and will be in the future (Vuichard et al., in 
press) we will not discuss it further here but will concentrate on the other, natural, 
aspects of the system. Anthropogenic disturbance is an area where further research 
is urgently needed to inform land-management practices and quantify their poten-
tial contribution to a portfolio of climate mitigation options (Smith et al., 2007; 

sensitivity to environmental changes. Section 5 examines uncertainty in internal 
carbon pool dynamics: the number of different carbon pools, their characteristic 
turnover times, depth profiles and sensitivity to soil conditions. Sections 6 and 7 
explore the relative uncertainty in soil decomposition sensitivity to temperature 
and moisture respectively. Section 8 then discusses interactions between these dif-

 

 

SOURCES OF UNCERTAINTY IN GLOBAL MODELLING 

Fig. 1. Schematic diagram showing the key different elements determining future SOC behaviour
in ESMs, divided into external “drivers” and internal “sensitivities”.

include at least basic management and land-use change in future simulations but
results are not yet widespread. 

Gullison et al., 2007; Falloon et al., 2008). Many modelling groups expect to

ferent sources of uncertainty and presents some SOC results from the C4MIP

Then sections 5–7 will discuss the internal aspects of the SOC system and its 

285



2. Model description and methodology 

2.1.  Model description 

Typically, soil C is treated fairly simplistically in coupled climate models, al-
though as its importance becomes more recognised the complexity is increasing. 
Early simulations of the Hadley Centre carbon cycle-climate model (HadCM3LC; 
Cox et al., 2000) used just a single pool of SOC at each grid point. This pool re-
ceived input from plant residue as a single litter flux without distinguishing the 
type of vegetation or above/below ground input. The SOC then decomposed with 
a characteristic turnover time modified by conditions in the top 10cm of soil by an 
exponential “Q10” function of temperature and a simple sensitivity to soil mois-
ture based on McGuire et al. (1992). 

Other models in the C4MIP study of Friedlingstein et al. (2006) have slightly 

Jenkinson, 1999) has been implemented in the Met Office Hadley Centre GCM 
and this is expected to modify the transient sensitivity of SOC as shown by Jones 
et al. (2005) and discussed further here in section 5. 

The models generally assume a characteristic turnover rate or residence time 
for each pool at a specified reference temperature and moisture and calculate “rate 
modifying factors” representing the sensitivity to moisture and temperature to cal-
culate the specific respiration rate (the respiration rate per unit mass of soil car-
bon). The total respiration is then derived by multiplying by the soil carbon 
amount: 

 ( ) ( )H S T M AR kC f T f M f=   (1) 

where RH is the heterotrophic respiration, CS is the soil carbon amount, k is a con-
stant representing the turnover rate at the reference conditions, fT and fM are func-

A

factors (for example RothC represents changes in respiration due to protection 
from crop cover or clay fraction of the soil). Given these rate modifying factors, 
the model can now simulate evolution of soil carbon amount by balancing input 
from fresh plant litter, L, and losses from decomposition: 

C. JONES AND P. FALLOON

11 complex climate-carbon cycle models. 
project (Friedlingstein et al., 2006) when all five factors in Figure 1 vary between 

greater levels of complexity e.g., the UMD model (Zeng et al., 2004) has  three SOC
pools 
has three SOC pools in addition to four litter pools (Krinner et al., 2005). An
improved representation based on the RothC soil carbon model (Coleman and 
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temperature, and the IPSL model,  ORCHIDEE,different sensitivities to with 

optional additional rate modifying factor which some models use to represent further 
tions of temperature, T, and moisture, M, respectively, and f  represents an



 S

H

dC
L R

dt
= !  (2) 

Most models still have independent sensitivity to temperature and moisture 
(i.e., two separate rate modifying factors which are simply multiplied together to 
give the joint sensitivity), whereas it is now seen as likely that these terms should 
interact (Davidson and Janssens, 2006). Reichstein et al. (2007) showed how the 
temperature sensitivity of total ecosystem respiration varies with changing mois-
ture conditions at flux tower sites across Europe. 

However, most of these models still rely on some very basic assumptions – 
e.g., they generally do not account for depth structure within the SOC pool, nor 
above/below ground separation of plant litter input. They also often assume the 
same temperature and moisture dependence for each pool, although Zeng et al. 
(2004) discuss the possible implications of this. They show results when this is not 
the case and long lived carbon is less sensitive to temperature than the younger 
pools. It is possible however that the converse is true – the longer lived pools may 
be more sensitive to temperature (residence time and sensitivity are not the same 
thing of course). Some models also simulate a litter pool separately from the body 
of SOC. 

Few of the coupled carbon cycle GCMs yet represent nutrient cycling and the 
impact of soil Nitrogen on soil Carbon or vegetation activity, although this is 
widely believed to be a potentially significant control of vegetation productivity 

sign of the feedback between climate change and the carbon cycle (Sokolov et al., 
2008; Bonan, 2008). This is a priority area for future research and model devel-
opment. 

None of the C4MIP simulations included any representation of land manage-

house gas emissions from cultivated soils and Vuichard et al. (2008) show how 
recovery of abandoned agricultural land may lead to significant soil carbon sinks. 
Another important mechanism missing in most of these models to date is decom-
position of organic soils. With the rapid rate of climate change at high latitudes, 
the potential importance of permafrost melting (Zimov et al., 2006) and wetlands 
drying (Smith et al., 2005) is becoming clear. Models exist to simulate decompo-
sition in organic soils (Bradbury et al., 1993; Smith et al., 1996; Chen and 

organic content directly affects the water table, and decomposition releases heat 
energy. These positive feedbacks can enhance peat formation under favourable 
conditions but can also destabilise it under unfavourable conditions. Large and 
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(Gabrielle et al., 2002; Magnani et al., 2007) and may alter or even reverse the 
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detail how agricultural disturbance may affect long term carbon storage and green-
ment on soil C such as tillage or harvest. Falloon et al. (2008) discuss in some

Gedney et al., 2004), but as yet are not fully coupled in carbon cycle GCMs. 
Khvorostyanov  et al. (2008) and Ise et al. (2008) discuss the possible importance 
of feedbacks between organic soils and soil temperature and hydrology as the high 

Twilley, 1999) and methane release from wetlands (Grant and Roulet, 2002;



rapid release of organic carbon, as CO2 or methane, is a possible dangerous cli-
mate change and further research is urgently required to better understand the risks 
involved. 

2.2.  Experimental design 

Experimental design of carbon cycle GCM simulations often aim to assess whole 
“Earth System” behaviour rather than target any specific component. The goal of 
such experiments as C4MIP is to measure the overall impact of interactions be-
tween climate and the carbon cycle but due to the computational expense of run-
ning such models (typically many weeks or months of super computing time are 
required to simulate century scale changes) only a small number of experiments 
are possible. Hence it is not always easy to separate out the many contributing 
(and often conflicting) influences on a single component of the Earth System such 
as soil carbon. 

“uncoupled”. In the uncoupled experiment anthropogenic CO2 emissions were in-

2
CO2 was not coupled to the climate and so the experiment experienced no climate 
change. In the coupled experiment, as atmospheric CO2 concentrations increased 
the models additionally simulated the radiative forcing of the extra CO2 and hence 
the associated climate change which then affected the carbon cycle, leading to al-
tered evolution of CO2. The difference between these two experiments, e.g., in 
SOC behaviour, can thus be diagnosed and is termed the “climate-carbon cycle 
feedback” (Friedlingstein et al., 2006, Gregory et al., submitted). However, 
changes in individual components such as SOC may have been affected by any or 
all of changing soil temperature or moisture as temperature and precipitation 
changed, also changes in litter input from vegetation as plants responded to ele-
vated CO2 levels as well as changing climate. With this in mind and the fact that 
the C4MIP models differed in their internal representation of SOC behaviour, the 
C4MIP experiment spanned all of the internal and external drivers of SOC change 
shown in Figure 1. The implications of this are discussed in section 8. 

Various experiments and modelling structures have been applied to isolate the 
impacts of, for example, different external drivers or different model struc-
tures/sensitivities. Approaches include running off-line simulations, holding some 
inputs fixed or varying individual model equations in isolation. These are dis-
cussed and explained in the following sections. 

C. JONES AND P. FALLOON

For example, the C4MIP protocol consisted of two experiments, “coupled” and 

marine carbon cycles and hence evolution of atmospheric CO , but in this case the 
put to the model which then simulated natural carbon uptake by terrestrial and
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3. Impact of future climate uncertainty 

Whilst it is now accepted with near certainty that anthropogenic activity has in-
creased global mean temperatures over recent decades and will continue to do so 

The climate sensitivity, the equilibrium global warming for a doubling of at-
mospheric CO2 levels, is the metric most commonly used to characterise global 
scale climate change. The most recent IPCC assessment (IPCC, 2007) concluded 

but non-zero probability of even higher values. Attempts to constrain climate sen-
sitivity from observed changes have been unable to completely rule out climate 

2002; Knutti et al., 2002). Likewise, large ensembles of GCMs have been used, 
with many perturbations to their internal parameters, to estimate possible ranges 
and likelihoods of climate sensitivity (Murphy et al., 2004, Stainforth et al., 2005) 
and have also found a finite probability of similarly high values. Such high climate 

Warming is predicted to be greatest over land and high northern latitudes 

experience increases or decreases in precipitation and soil moisture. Increases in 
the total annual amount of precipitation are predicted in high latitudes, while de-
creases of up to 20% by 2100 are predicted in most subtropical land regions. 
Changes in the seasonal pattern of precipitation are also likely. In Northern Hemi-
sphere winter, precipitation increases of over 20% are predicted for Northern 
Hemisphere high latitudes and Eastern Africa, whilst decreases of over 20% are 
predicted for the Southern USA, North Africa and the Middle East. In Northern 
Hemisphere summer, precipitation increases of up to 20% by 2100 are predicted 
for Northern Hemisphere high latitudes, and decreases of up to 20% for Southern 
Europe, North Africa, South Africa, Brazil and Central America. 

As well as these changes in annual totals and seasonal patterns, changes in the 
magnitude and frequency of extreme climate events are predicted, including 
warmer and fewer cold days and nights, warmer and more frequent hot days and 
nights, and an increased frequency of heat waves and heavy precipitation events. 
All these uncertainties lead to significant uncertainty in future SOC stocks even if 
all relevant soil processes were fully represented in carbon cycle models. 

Jones et al. (2003b) performed simulations with the same model as Cox et al. 
(2000) but included additional drivers of climate: natural changes in solar output 
and volcanic aerosol, and anthropogenic sulphate aerosols. They found that these 
changes (mainly from the anthropogenic sulphate aerosols) lead to a cooling over 
industrialised land areas relative to Cox et al. (2000) and hence greater increases 
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throughout the twenty-first century, the magnitude of this warming, and in particular 
the details of local weather patterns are still subject to considerable uncertainty. 

it is likely to lie in the range 1.5–4.5 K, although many studies have shown a small 

sensitivity greater than 5 K even up to 10 K (e.g., Gregory et al., 2002; Forest et al., 

(IPCC, 2007). However, there is much less agreement regarding which regions will 
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Andreae et al., 2005). 
sensitivity would have significant consequences for the global carbon cycle

in SOC during the twentieth century (see Figure 4 of Jones et al., 2003b). Globally, 



A much greater sampling of model uncertainty in future climate change was 
performed by the QUMP ensemble of Murphy et al. (2004; “Quantifying Uncer-

4 members of the QUMP ensemble. The ensemble did simulate terrestrial NPP, so 
we used this as a proxy for plant litter input as vegetation uptake and turnover 
must balance in steady state. 

and 1 2

C. JONES AND P. FALLOON

Fig. 2. Changes in global soil carbon stocks (kg C m ) driven by four ensemble members of the
2 2 × COQUMP study (Murphy et al., 2004). The difference is taken between simulations with 

×

–2

 

Although these GCM experiments did not explicitly represent carbon cycle
behaviour, vegetation dynamics or SOC directly, we have been able to use their 
results from some of the members of the ensemble to assess sensitivity of soil 
carbon to uncertainty in future climate. In experiments analogous to those of Jones
et al. (2005) we ran the RothC soil carbon model offline forced by climate data from 

parameters to explore a wide range of model climate sensitivities and behaviours, 
tainty in Model Predictions”). They systematically varied many internal GCM

this led to a greater present day terrestrial uptake, in agreement with observations, 
but ultimately a greater terrestrial release of carbon towards the end of the twenty- 
first  century as more SOC was available for more rapid decomposition in the 
warmer future climate. 

finding the most likely range of climate sensitivity from 2.4–5.4 K, in broad 
agreement with the IPCC findings, but with finite probability extending above 7 K. 

CO . 
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and their respective climate sensitivity. It is clear that greater levels of climate 
change in the members with high climate sensitivity are associated with much 
greater loss of SOC. In fact, the member with lowest sensitivity showed a small 
increase in soil carbon storage due to strongly increased vegetation productivity. 
Typically, the offline simulations showed approximately 100 GtC extra loss of 
SOC for each extra 1 degree of climate change at double CO2, although this 
change is not entirely due to the direct climate impact on soil, but also NPP 
changes. In experiments 2 and 3, NPP is very similar and shows a large increase. 

317 GtC. Apart from uncertainty in global changes in SOC stock to uncertainty in 
global mean temperature change, regional changes are apparent also. Figure 2 
shows maps of changes in soil carbon for the 4 QUMP ensemble members. While 
there seems to be some consensus on soil carbon losses in the north, especially in 
temperate latitudes, the responses in the tropics are very different due to uncertain 
climate change there. Both in Africa and South America, some members show 
loss, gain or no change in SOC. 

4. Impact of vegetation litter uncertainty 

This aspect has received little attention in the literature, probably because vegeta-
tion sensitivity in the future is largely controlled by climate and this response itself 
is highly uncertain. Researchers in vegetation modelling are rightly concentrating 
on understanding the link between climate change and vegetation productivity and 
functioning (e.g., Cox et al., 2004; Scholze et al., 2006; Sitch et al., 2008), rather 
than specifically on the downstream impact of this uncertainty on future SOC be-
haviour. 

However, the Net Primary Production (NPP) and input of plant-derived C to 
the soil are major driving variables of the soil C balance at scales from field to 
globe (Falloon, 2001) and are predicted to change, perhaps significantly, in future 
(Liu et al., 2004). Hence, their accurate estimation is essential for predictive SOM 
modelling and terrestrial global change studies (Bolinder et al., 1997). Indeed, as 
shown by both simulation modelling and experimental data, there is a direct rela-
tionship between SOC and C inputs to soil (Paustian et al., 1997; Buyanovsky and 

The major inputs to the soil carbon system are the amount and quality of plant 
(and any additional) carbon input, which in croplands are controlled by NPP and 

C. JONES AND P. FALLOON

Table 1 shows the initial level and changes in global SOC for the four members, 

The greater climate change in experiment 3 (3.6 K globally) compared with 
experiment 2 (2.9 K) results in SOC loss rather than gain. In experiment 1 greater 
climate change (4.1 K) and smaller NPP increase lead to greater SOC loss. In 
experiment 4, where global average NPP is virtually unchanged, the climate signal 
alone is shown – the large warming (7.0 K) leads to large global loss of SOC of 
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strict SOM model evaluation virtually impossible (Katterer and Andren, 1999). 
(Jenkinson et al., 1992) and the lack of theory and data regarding soil C inputs make 
Wagner, 1998). However, C inputs to soil are difficult to measure directly



management of organic residues. Future changes in the amount and quality of 
plant C and N inputs returned to soils could play an important role in determining 
future SOC (Feng et al., 2008). These changes depend on several factors including 
changes in large scale land use, crop suitability, vegetation productivity, and pos-
sible changes in future biodiversity. 

However, we can see some clues to the impact of differences in future vegeta-
tion functioning on soil carbon storage from existing model simulations. We have 

the SRES A2 scenario (Nakicenoviec et al., 2000). There are clear differences be-

middle panel shows changes in soil residence time (identifying the climate impact 
on decomposition), and the bottom panel changes in SOC in these same experi-
ments. Note that for each model, changes in SOC amount are not the same as 
changes in turnover time – this is explained by the different changes in NPP. For 
example, the climate impact on soil residence time in the Sheffield DGVM, Or-
chidee and Triffid (pale blue, green and black lines) is to enhance decomposition 
by very similar amounts with residence times decreased to 75% in each case by 
2100. However, these 3 models exhibit very different accumulations of SOC, 

simulates a greater increase than Orchidee which in turn is greater than Triffid. 
Similarly, LPJ and Hyland simulate similar changes in residence time although 
Hyland has slightly greater enhancement of respiration under climate change. 
However, because Hyland simulates significantly greater increases in litter input 
than LPJ, it experiences less loss of SOC. In other words, different responses of 
vegetation productivity to climate in these models, and hence different future sce-
narios of organic carbon input to the soil, modify the future behaviour of soil car-
bon beyond just the direct climate impact. 

Similarly, the offline RothC simulations driven by the QUMP ensemble mem-
bers of Murphy et al. (2004) presented in section 3 also display different future 
NPP, and hence litter, response to climate which modifies the direct climate effect 
on soil decomposition. 

Changes in litter input in response to climate change are extremely uncertain 

to greening (as observed by Myneni et al., 1997) and boreal forest expansion, 
whereas in the tropics (notably Amazonia) widespread loss of forest may occur 
(Cox et al., 2004; Betts et al., 2004; Scholze et al., 2006). However, changes in 

CO2 
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(2008) which forced five dynamic global vegetation models (DGVMs) with the same 

ranging from 170 GtC in Sheffield to 70 GtC in Triffid, with Orchidee intermediate 
at 130 GtC. This is clearly driven by differences in litter input where SDGVM 

–1tween models, with litter input increasing by between 20 and 40 GtC year . The 
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patterns of climate change. The top 

and probably contribute significantly to the large uncertainty found by Friedlingstein

productivity and mortality and in part also by changes in geographical coverage
of vegetation. Sitch et al. (2008) discuss how high-latitude warming may lead 

panel of Figure 3 shows changes in the litter input to
twenty-first centuries following emissions from 

litter composition could also be important since increasing atmospheric 

the soil throughout the twentieth a nd 

looked at the soil carbon results from the intercomparison study of Sitch et al. 

et al. (2006). Future changes in litter are driven in part by changes in vegetation



would the depth profile of the organic carbon input to the soil. In turn, these fac-
tors could then affect the turnover time of SOC and hence the long-term storage. 

C. JONES AND P. FALLOON

Fig. 3. Soil C results from the 5 DGVMs compared under similar climate forcing by Sitch et al. 

rate. Bottom panel: changes in global total SOC amount. 

(2008). Top panel: changes since pre-industrial in global organic carbon inputs, diagnosed here

in soil residence time defined as the total global SOC amount divided by global soil respiration
as the difference between SOC changes and soil respiration. Middle panel: percentage changes
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concentration and changes in nitrogen cycling may change the root-to-shoot ratio 
of plant biomass allocation. Decomposability of litter residue may also change as 



5. Impact of carbon pool dynamics uncertainty 

Soil organic carbon is not a single homogeneous mass of carbon, rather it consists 
of a continuum of different pools with different chemical and biological proper-
ties, sensitivities and turnover times (Trumbore and Czimczik, 2008). Some or-
ganic matter decomposes readily, some more slowly and some is virtually inert on 
the timescales of interest to coupled climate-carbon cycle modelling. These pools 
are formed by input of different plant organic matter, such as roots, branches or 
leaves, or, in the case of black carbon, are formed by incomplete combustion of 
organic matter (Lehmann et al., 2008). 

decompose (Hyvonen et al., 1998). The microbial biomass commonly has a turn-

residues give rise to more microbial biomass and metabolites, with an associated 
release of CO2. These products are then substrates for a much slower phase of de-
composition, which forms humified and more stable products with greater turn-

These pools are also broken down by different processes and different species 
of microbes, or even fungi. Because they form differently they exist at different 
horizons in the soil profile and therefore experience different environmental con-
ditions, such as temperature, moisture and oxygen availability. The pools also in-
teract. For example, fresh litter can be decomposed to produce humus – a different 
pool of soil organic matter which then decomposes in a different manner to release 
CO2 back to the atmosphere (or under anaerobic conditions, methane). 

Previous work has considered the use of multi-pool models of soil carbon 

mined by the slow turnover pools but the fluxes are determined by the fast turn-
over pools (Schimel et al., 1994; Trumbore, 2000). Hence an attempt to simulate 
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over time of 1–10 year (Buyanovsky et al., 1994). Upon decomposition, the plant 

the intrinsic temperature sensitivity of different pools, but new techniques in NMR 
allow determination of this at a molecular level (Feng et al., 2008). 
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over times. For example, SOC in whole soil has a mean turnover time around 7 years, 

(Schimel et al., 1994; McGuire et al., 1995; Post et al., 1996; Trumbore, 2000; 
Telles et al., 2003). All such studies agree on the importance of the inclusion of 

turnover times within the soil. They show that soil carbon stocks are largely deter-
multiple pools in order to represent the heterogeneous nature of the different

whilst SOC associated with the silt and clay fractions turns over between 400 years 
and 1000 years (Buyanovsky et al., 1994). It has been difficult in the past to isolate 

SOM is composed of a spectrum of compounds varying in chemical composi-

acids and lipids, as well as polymers, carbohydrate, and amino sugars (Jenkinson,
tion and turnover time, and soils contain traces of free sugars, amino acids, organic

1988). The most active and youngest components of SOM are the plant residues
and debris entering the soil, composed of largely unaltered (and usually cellulose
dominated) plant material. Vegetative material has turnover times of the order

ponent of the SOM system, although some may be highly resistant and may never 
as a substrate for the microbial community, the other relatively fast turnover com-
of 0.5–3.0 year (Buyanovsky and Wagner, 1998). Most of this material is utilised



transient soil carbon behaviour with a single pool and just one turnover rate is not 

models can represent the same equilibrium changes (providing all the pools have 

strated that the inclusion of a fast turnover pool of soil carbon could dramatically 
alter the magnitude of observed respiration in response to seasonal temperature 
changes due to the seasonality of the organic carbon inputs, a result corroborated 
experimentally by Yuste et al. (2004). The determination of temperature sensitiv-
ity of large slow pools is therefore hampered as fluxes can be dominated by 
smaller but more active pools. Yet it is the slow pools which may dominate the fu-
ture long-term behaviour of SOC in response to climate change. 

In reality there are no hard distinctions between a finite number of pools, but 
rather a continuum of SOM with a range of different sensitivity and residence 
times. However, for the purposes of numerical modelling, a finite (and generally 
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possible – it will overestimate the rate of response because large changes to the 
total stock will require changes to the slow pool (Telles et al., 2003). Single pool 

the same temperature sensitivity), but not the transient response to them (Schimel  
et al., 1994; Telles et al., 2003). A study with RothC (Gu et al., 2004) demon-

Fig. 4. Simulated changes in global soil carbon amount (GtC) for the offline runs of the single
pool soil carbon component of HadCM3LC (dashed line) and the multi-pool model RothC
(solid line). 
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small) number of distinct pools are represented. The soil carbon component of the 
coupled model used by Cox et al. (2000) had the simplest possible representation 
with a single pool of SOC fed by all the plant litter, and having spatially and tem-
porally uniform sensitivity to temperature and moisture. Other models (such as 
RothC or Century) may split plant input into 2 or more pools of varying quality 
(e.g., to reflect leaf or coarse woody debris litter) which decay at different rates. 
Further complexity can be included when these pools interact and decomposition 
of one feeds into the others. 

This representation of internal carbon dynamics can significantly affect the 
evolution of total SOC storage. Jones et al. (2005) showed different global SOC 

enhances heterotrophic respiration (Figure 4). However, in agreement with Telles 
et al. (2003), the rate of both accumulation and release was slowed by the internal 
carbon pool dynamics of RothC. This is explained by Figure 5 where the single 

input litter and for well established soil carbon – it cannot differentiate these dif-

decomposable pools (Decomposable and Resistant Plant Material – DPM, RPM) 
fed by plant litter input. These pools then decompose to feed a biomass pool and 
the main body of longer-lived Humus soil carbons. Because the litter pools have a 

2
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evolution when two models (the single pool of HadCM3LC, and the multi-pool 
RothC model) were driven by identical climate and litter input for a transient climate
change scenario. They found that the two models exhibited conceptually similar  beha-
viour of carbon accumulation during the twentieth century as litter input  increases
followed by release towards the end of the twenty-first century as temperature 

pool of carbon in HadCM3LC (right) exhibits the same turnover time for newly 

ferent pools. However RothC represents the behaviour of two more readily 

Fig. 5. Schematic representation of the flow of plant litter carbon, L, into soil carbon, and release
of CO  from respiration out of soil carbon, for the HadCM3LC single pool (right) and multi- 
pool RothC (left). Numbers in brackets denote approximate proportions of total SOC in each
in each model pool, the time scale shown denotes the characteristic turnover time of each pool
under reference conditions. 
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lower residence time than the single pool of HadCM3LC, fresh litter can decom-
pose more readily and less is accumulated into the soil carbon, leading to a slower 

century. 
Conversely, because the humus pool in RothC has a greater residence time than 

show how inclusion of pools with very long residence time can affect the transient 
behaviour of the climate-carbon cycle feedback, as this damps the response to 
changing conditions. This could be important in regions, such as Australia, with 
significant black carbon content of SOC.  

We note again, however, that this affect may be just transient. If the pools of 
carbon in RothC were to exhibit the same sensitivity to changes in temperature 
and moisture as in HadCM3LC then the ultimate steady state change of SOC 
would be the same (even for very long lived pools such as black carbon) – the in-
ternal carbon dynamics therefore affect the transient response but not necessarily 
the long term state of the amount of global SOC storage. On the other hand, if the 
different pools exhibit different sensitivity to temperature changes (e.g., as in Zeng 
et al., 2004) then this may not be true. There is, as yet, no consensus whether or 
not different pools exhibit different sensitivities. Although there is no first princi-
ple reason that they should do, this is often assumed as a modelling convenience 
and due to lack of comprehensive observational evidence to the contrary. Giardina 
and Ryan (2000) argue that long-lived pools would not respond to temperature, 
whilst Fang et al. (2005) found near constant sensitivity of SOM decomposition to 
warming across a range of soil C pools. Davidson and Janssens (2006) argued that 
due to reaction kinetics, resistant soil carbon pools may actually be more sensitive 
to temperature than labile pools. 

6. Impact of uncertainty in decomposition sensitivity 

This is possibly the most studied area of soil carbon modeling in the context of 
global scale carbon cycle research, and probably the first aspect people think 
about when talking about uncertainty in future soil carbon behaviour. It was postu-
lated by Jenkinson et al. (1991) that increases in global temperature could release 
SOC through enhanced heterotrophic respiration, contributing to more atmos-
pheric CO2 and hence creating a positive feedback. The magnitude of response, 
though, is highly uncertain as discussed further by Schimel et al. (1994), and 

The potential implications were quantified in a fully coupled climate-carbon 
cycle model first by Cox et al. (2000) and subsequently by others (Friedlingstein 
et al., 2001; Zeng et al., 2004). Although these studies see a positive feedback 
coming from various aspects of the global carbon cycle – both terrestrial and ma-
rine (Friedlingstein et al., 2006), there is an overwhelming consensus of a positive 

C. JONES AND P. FALLOON

rate of accumulation in RothC during the twentieth  

the single pool of HadCM3LC it decomposes more slowly in response to warming,
slowing the release of SOC during the twenty-first century. L ehmann et al. (2008) 

to temperature  

Kirschbaum (1995). 
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feedback which is in no small part due to the response of SOC to warming. The 
magnitude, timing and even the sign of the feedback between climate and the car-
bon cycle will depend critically on the response of soil carbon to climate changes. 
There has been much discussion in the literature about the magnitude of soil de-
composition sensitivity to temperature and over whether this response would be 
sustained over the coming decades or if it is a short-lived phenomenon. Giardina 
and Ryan (2000) argued that readily decomposable matter is mainly responsible 
for observed temperature sensitivity and as this would be rapidly depleted the long 
term sensitivity of SOC would be much smaller than typically modelled. They 
suggest, rather, that soil respiration is governed in the long-term by substrate 
availability and organic input quality. However, Davidson et al. (2000) have re-
futed the conclusions of Giardina and Ryan (2000) and argue that temperature 
sensitivity is just one of many uncertain factors and difficult to ascertain in isola-
tion. Further, Knorr et al. (2005) suggest that these conflicting opinions are com-

non-labile SOC on experimental timescales. Since non-labile SOC may be more 
sensitive to temperature than labile SOC, the long-term positive feedback of soil 

response of different components of plant litter to elevated soil temperature and 
find leaf lignin to decompose in response but not so for leaf cutin which they 
found to be surprisingly resistant to the warming. 

The temperature sensitivity of heterotrophic respiration, RH, is often referred to 
in terms of its “q10” value – q10 being the factor by which decomposition in-

fixed q10 value (equation 3) for the temperature rate modifying factor, but there is 
no process based reason why this should be so. 

 (3) 

where T0 is the reference temperature at which the rate modifier equals 1, and q10 
is a model parameter typically close to 2.0. 

dependent on many factors simultaneously such as soil temperature, moisture, 
structure and litter quality. A process based analysis using activation energy and 
Michaelis-Menton kinetics led them to the conclusion that the more resistant soil 
carbon pools may be more sensitive to temperature than the faster decomposing 
labile pools. 
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creases for a 10 K rise in temperature. For example, for q10 = 2, the decomposition 
rate doubles for each 10 K warming. Simple models of soil carbon often use a 

More complex models may use an Arrhenius type equation (equation 4) based 
on the activation energy required for decomposition to proceed. The review by 
Davidson and Janssens (2006) identified the need for decomposition to be seen as 
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patible with long-term temperature sensitivity of SOC turnover and may be
explained by rapid depletion of labile SOC combined with the negligible response of 

et  al., 2005). Feng et al. (2008) use NMR spectroscopy techniques to examine the 
decomposition could be even stronger than predicted by global models (Knorr



  (4) 

where Ea is an activation energy for the decomposition reaction, and R is the gas 
constant (8.314 JK mol ). 

Being more physically based the Arrhenius equation also allows models to rep-
resent the observed geographical variation of RH sensitivity to temperature. Soil 

 
2

2

2
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Fig. 6. Uncertainty bounds on future CO  levels (top panel) and soil carbon storage (bottom panel) 
for a range of soil decomposition sensitivity to temperature (q10 values from 1.5 to 2.3 as pro-

CO2and the shaded region shows results for the range of q10 values consistent with observed 
variability. The IS92a CO  concentration scenario is shown for comparison by the dashed line –
even simulations with weakly sensitive soil decomposition provide a strong positive feedback 
and elevated CO  by 2100 due to other responses of the climate-carbon cycle system.

300 

–1 –1

posed by Jones et al., 2003a,b). The central solid line shows coupled GCM results with q10 = 2



samples from different regions often show very marked heterogeneity making pre-
cise determination of q10 difficult, but a generally recognised feature is that cold 
regions exhibit higher sensitivity to warming than do hot regions. 

It is, however, useful to be able to consider a large scale, bulk value for soil de-
composition sensitivity, and in this case a Q10 relationship may be appropriate. To 
avoid the problems associated with very heterogeneous soil properties, large scale 
measurements of changes in atmospheric CO2 in response to climate fluctuations 
can be used to infer aspects of soil decomposition behaviour. Jones and Cox 
(2001) used interannual variability of global climate and CO2 concentration to 
constrain estimates of a global-mean value of q10, and concluded that at a global 

2

Mount Pintubo volcanic eruption in 1991). Rayner et al. (2005) and Scholze et al. 
(2007) use a much more sophisticated Carbon Cycle Data Assimilation System 
(CCDAS) to constrain many model parameters using long-term flask measure-

2
slow or fast processes, in broad agreement with Jones and Cox (2001). 

Therefore, although more complex models allow different regional responses to 
climate, at the global scale constraints exist on future, large-scale sensitivity of 
soil carbon decomposition to temperature. Jones et al. (2003a) explored the impli-
cations of this uncertainty to future projections of atmospheric CO2 and climate-

Unfortunately, isolating further large scale constraints from large scale climate 
2

2
terrestrial carbon cycle (Harrison et al., 2008). Whilst the moderate warming 
likely increased respiration rates slightly, the rising CO2 concentration likely in-
creased rates of photosynthesis (the so-called CO2 fertilisation effect, Norby et al., 
2005). However, the exact sensitivity of either effect is not precisely known. Jones 
et al. (2006b) found that either strong fertilisation and strong enhancement of res-
piration, or weak fertilisation and weakly enhanced respiration could both fit the 
observed record of increasing temperature and CO2. In other words, the historical 
record can offer a joint constraint on CO2 fertilisation and enhanced decomposi-
tion, but not on either individually. To reduce uncertainty further a 2-pronged ap-
proach is required. Firstly, more process-based observational studies are required, 
such as the FACE experiments (Free Air CO2 Enrichment, Norby et al., 2005) and 
large scale campaigns such as the analyses of CarboEurope flux towers which has 
yielded much important understanding of ecosystem functioning and carbon bal-
ance (e.g., Ciais et al., 2005; Reichstein et al., 2006). 

Secondly, an increasing emphasis in ecosystem research is on the use of data 
assimilation techniques to constrain model behaviour. Also termed, “model-data 
fusion”, data assimilation allows a formally optimal combination of process 
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scale, q10 was likely to fall in the range of 1.5–2.3 (2.1 ± 0.7 based on CO  variabi-
lity related to the ENSO cycle, and 1.9 ± 0.4 constrained by the response to the 

ments of atmospheric CO , and conclude a range of q10 of around 1.3 – 2.0 for 

carbon cycle feedback, finding uncertainty of 120 ppm (910–1030 ppm) by  2100        
following an SRES-A2 emissions scenario, as SOC loss varied from 50 to 300
GtC (Figure 6). 

and CO  observations is difficult. The twentieth c entury was characterised by simul-
taneous temperature and CO  increase which likely had conflicting impacts on the 
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knowledge embedded within models with direct observations of the real world. 
Techniques including Monte Carlos (Knorr and Kattge, 2005), Kalman Filter 

understanding of global carbon cycle. This in turn means greater confidence in our 
ability to simulate changes in carbon cycling in the future under climate change 
conditions (Law et al., 2003). 

7. Impact of decomposition sensitivity to moisture uncertainty 

We have already discussed how SOC response to future environmental changes 
will have a profound impact on global carbon stores. The focus in the literature is 
often on the temperature response (see section 6). Here we look at uncertainty due 
to soil moisture, arising from uncertainty in the relationship between soil moisture 
and heterotrophic respiration. In organic peat soils where a high water table slows 
decomposition due to anoxic conditions, moisture is clearly the dominant control 
on SOC storage (Ise et al., 2008). But moisture is also an important environmental 

respiration functions driven by data from a coupled-climate carbon cycle GCM to 
investigate the impact of heterotrophic respiration dependence on soil moisture on 
the climate-carbon cycle feedback.  It is found that global changes in soil moisture 
acted to oppose temperature-driven decreases in soil carbon, and hence tended to 
increase soil carbon storage. Climate change-driven soil moisture changes could 
therefore reduce the positive climate-carbon cycle feedback, but there remains 
considerable uncertainty in this response of soil respiration to moisture, warrant-
ing further research into this relationship. There may also be considerable uncer-

temperature changes. 
To isolate the moisture impact on decomposition, Falloon et al. (submitted) 

used the experimental set-up of Jones et al. (2005) where climate change output 
and changes in organic litter input are taken from a transient climate change simu-

In a series of sensitivity experiments, simulations were performed with differ-
ent equations for the moisture rate modifier – i.e., with different functional forms 
of fM in equation 1. The external drivers, temperature sensitivity and carbon pool 
dynamics are kept identical between experiments. There were two series of simu-
lations: “All forcings” (AF) in which all of temperature, moisture and litter were 
taken from the climate change output, and “moisture only” (MO) where tempera-
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(Williams et al., 2005) and variational data assimilation (Kaminski et al., 2002;
Rayner et al., 2005) offer very powerful potential to improve our ability to simu-
late natural carbon dynamics. In the coming era of observations of the carbon cycle
from space, such techniques will allow greater use of satellite data, and greater 

component in mineral soils. We investigate the response of 12 soil moisture-
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tainty in the regional responses of soil carbon to soil moisture changes since climate
model predictions of regional soil moisture changes are less coherent than 

These are used to force the soil carbon model RothC (Coleman and Jenkinson,
1999) which simulates changes in global SOC stocks to 2100. 

lation with the coupled climate carbon cycle model, HadCM3LC (Cox et al.,   2000). 



ture and litter were held fixed at pre-industrial levels and only soil moisture forc-
ing was varied during the course of the simulation. 

The simulations showed a large spread of uncertainty in future global soil car-
bon totals. The AF simulations all showed an increase in global soil carbon stocks 
until around 2060 followed by a rapid loss of global soil carbon thereafter (Figure 
7a), mainly caused by an increase in respiration due to higher temperatures. The 
relative sensitivity of each model to soil moisture differed between simulations 
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with moisture change only or all forcings, showing a non-linear interaction 

Fig. 7. Changes in global total soil carbon from 1860 values using the RothC model and different
soil moisture-respiration functions driven by HadCM3LC outputs. Top panel shows results when
all forcings (soil temperature, moisture and plant carbon inputs) are changing and bottom panel
shows results when  soil moisture only is changing.
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in the initial soil C state of each model. Under the AF scenario, most of the mem-
bers resulted in a net loss of soil carbon globally by 2100. Although one member 
showed a net gain of global soil carbon by 2100, even this model was still simulat-
ing a sharp decline by that stage. The range of global soil carbon changes from 

2
MO simulations were found for each case until around 2010 (Figure 7b). Thereaf-
ter a large range of changes in global soil carbon stocks was found spanning both 

uncertainty in soil moisture response on uncertainty in the global soil carbon-
climate feedback is large when considering both changes in soil moisture values 
only, and changes in all climate forcings. 

Typically, these changes in SOC due to moisture changes are driven by the fact 
that drier soils experience reduced decomposition and hence increased SOC stor-
age, whilst wetter soils experience enhanced decomposition and SOC losses. 
However, some models assume optimal soil moisture content for decomposition 
with reduced rates for saturated soils, representing inhibition of decomposition 
under anaerobic conditions. In some regions therefore, drying of soils could lead 
to increased respiration and soil carbon loss. This is particularly true in high lati-
tude wetlands, where melting of permafrost may lead to changes in the water table 
depth and large scale drying (Smith et al., 2005). 

bon storage has been investigated in depth. The simulations of Fallon et al. 
(submitted) using different moisture functions found a wide range of changes in 
future global soil carbon stocks from large losses to small gains. Falloon et al. 
(2007) also found that regionally, precipitation controlled the sign of soil carbon 
changes with wetter conditions resulting in higher soil carbon stocks and drier 
conditions in lower soil carbon stocks, since increased NPP in wetter conditions 
could override any increase in respiration. However, globally, temperature seemed 
to control changes in total carbon, probably because whilst temperature increases 

ture sensitivities currently used in carbon cycle models. A better understanding of 
the relationship between soil moisture and respiration is needed in order to reduce 
this uncertainty and improve our confidence in climate change predictions. 

C. JONES AND P. FALLOON

between the controlling factors of soil carbon decomposition, perhaps due to changes 

1860 to 2100 was 72 GtC (–54 to 18 GtC), corresponding to an uncertainty of about 
34 ppm in atmospheric CO . Relatively small global soil carbon changes under the 

large negative and positive values (from –18 GtC to 43 GtC). Thus the impact of 
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The relationship between soil moisture and heterotrophic respiration is generally
poorly understood and represented in various ways in soil carbon cycle models.
In contrast, the role of the relationship between soil temperature and soil car-

were predicted everywhere, the nature of precipitation changes varied greatly 
between regions. This highlights considerable uncertainty in the magnitude and 
direction of the future soil carbon feedback attributable to differences in the mois-



8. Combined uncertainty 

We started this review by discussing sources of uncertainty in future SOC stocks, 
and characterising them into external “drivers” of SOC changes or internal “sensi-
tivities” of SOC to environmental changes. This was summarised in Figure 1. 
Each individual component we identified there is an important contributor to un-
certainty in future SOC storage, and we have examined each in turn. In this sec-
tion we discuss the implications of the combined uncertainty of all these factors 
when they operate together. 

The C4MIP simulations described by Friedlingstein et al. (2006) provide the 
perfect opportunity to see all these sources of uncertainty acting together in 11 dif-
ferent complex coupled climate carbon cycle models. Although forced by the 
same future scenario of anthropogenic carbon emissions, the 11 models simulate 
different CO2 levels and degree of climate change (both globally and regionally). 
They also simulate different responses of vegetation productivity and hence litter 
input to the soil. These are the external drivers. Internally, the C4MIP models have 
different representations of SOC, with different numbers of carbon pools and car-
bon dynamics, and different sensitivities to temperature and moisture. These are 
the internal sensitivities. 

It is worth here summarising again the C4MIP experimental design. The cli-
mate-carbon cycle feedback is diagnosed in this study by comparing two numeri-
cal simulations – one where the CO2 effect on the carbon cycle is considered 
alone, in the absence of climate change (termed the “Uncoupled” experiment),  the 
other where CO2 and climate both change and affect natural carbon fluxes (the 
“Coupled” experiment). Figure 8 shows how global SOC stocks change in the two 
experiments. The top panel shows results from the uncoupled experiment. Apart 

600 GtC. This is driven by increases in litter input in turn caused by enhanced ter-
restrial productivity in response to elevated CO2 levels. The middle panel shows 
results from the coupled experiment when climate change additionally affects both 
soil and vegetation carbon fluxes. Most models still simulate significant amounts 
of carbon accumulation in soil, by up to 400 GtC, but by much less than in the un-
coupled experiment. Some models see an initial accumulation of SOC followed by 
rapid loss later in the simulation. Two models simulate a net loss of SOC during 
the course of the simulation from 1860 to 2100. 

The climate impact on SOC is shown in the bottom panel as the difference be-
tween coupled and uncoupled experiments. All models show a marked decrease in 
SOC due to climate change (by between 50 and 450 GtC reduction). Note, by this 
we don’t necessarily mean a loss of SOC relative to initial conditions in 1860 
(only 2 of 11 models see this), but rather a loss relative to the case when no cli-
mate change occurs (all 11 models simulate this). It is also important to note that 
this climate impact on soil carbon storage is not entirely due to a climate impact 
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from one outlier, all models show strong increases in global SOC stocks by 250–
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on soil carbon residence time, but could equally be caused by changes in organic 
litter input from vegetation. 

 

2
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Fig. 8. Simulated changes in global soil carbon storage for the C4MIP experiment of Friedlingstein
et al. (2006). Top panel, SOC changes in the “uncoupled” simulation when only rising CO affects2

the natural carbon cycle; middle panel, SOC changes in the “coupled” experiment when both CO  
and  climate change affect the carbon cycle; bottom panel, difference between coupled  and
uncoupled experiments demonstrating the impact of climate change on SOC.
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To demonstrate the importance of SOC changes and their uncertainty, we can 
look at what contribution soil carbon makes to the total sensitivity of the carbon 
cycle to climate change. Friedlingstein et al. (2006) define a measure of feedback, 
the gain, g. This is related to the ratio of increases in atmospheric CO2 between the 
coupled and uncoupled simulations. The higher the gain, the stronger the feed-
back. All models simulate a positive value of g – i.e., a positive feedback, imply-
ing that climate change causes an acceleration of CO2 increase by reducing natural 
carbon uptake and storage. We find that the strength of the feedback is strongly re-
lated to the climate impact on SOC in these models. Figure 9 shows the SOC 
change at 2100 due to climate change (the values from Figure 8c) plotted against 
he feedback gain, g for each model. All models have negative changes in SOC due 
to climate change and all models have a positive feedback. The more SOC loss, 
the higher the gain. The model with greatest reduction of SOC storage shows the 
strongest feedback. It is clear that response of soil carbon storage to climate 
change is a very strong determinant of the strength of the global climate-carbon 
cycle feedback. 

 
ΔSOC
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is defined as the difference in SOC accumulation between coupled and uncoupled simulations
of C4MIP (Friedlingstein et al., 2006) as shown in Figure 8. Gain, g, denotes feedback strength:
higher values of g indicate stronger positive climate-carbon cycle feedback.
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Fig. 9. Correlation of climate impact on SOC and total climate-carbon cycle feedback gain, g.  



9. Conclusions 

2

2

We have also shown that the future of SOC is very uncertain. It is a crucial 
goal, now, for the research community to address this issue. Both field researchers 
and climate and ecosystem modellers must contribute to reducing this uncertainty. 
The first steps are to quantify and understand the sources of uncertainty, and this 
is what we have attempted to present in this review. To achieve this, we have bro-
ken the issue down into external driving factors and internal sensitivities of SOC. 
These are summarised below: 

 
External drivers 

• Uncertainty in future climate drives large uncertainty in future SOC. Future 
climate is uncertain in both global mean change and regional detail, and also in 
both annual mean changes and changes in the seasonal cycle or temporal distri-
bution of extreme events. Typically greater degrees of climate change drive 
greater changes in SOC. Many such effects are driven by long-term gradual 
climate changes but carbon cycle vulnerability to extreme events (Ciais et al., 
2005) and climate variability (especially drought, Ise et al., 2008) is also im-
portant and requires more study.  

• Uncertainty in future inputs of organic carbon to the soil. We note that this has 
received less attention in the literature than some aspects, because vegetation 
modelling studies tend to focus on the impacts of climate change on the vegeta-
tion itself (in terms of productivity, carbon storage, vegetation coverage, eco-

Analysis of model results has shown that different changes in future litter in-
puts can modify and even outweigh the uncertainty due to climate change.  

• Uncertainty in the response to future land-use change. Although few experi-
ments exist to quantify this in full Earth System models, we know land-use 

C. JONES AND P. FALLOON

We have shown that the natural carbon cycle has a pivotal role to play in deter-
mining future climate, either by determining atmospheric CO  levels in response
to anthropogenic emissions, or by contributing to limits on emissions required to
achieve CO  stabilisation targets. It is undeniable that storage of organic carbon in
the world’s soils is a very important (and possibly the most important) aspect of
the global carbon cycle on the timescales of the next few decades or century.

system health, etc.) and less on the impact of these changes on soil carbon. 

change and land management affect soil carbon content (Soussanna et al., 2004; 

to climate mitigation efforts. Improving understanding and inclusion of this effect
in models is a research priority. 
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Smith et al., 2007; Bondeau et al., 2007) and future management may contribute



Internal drivers 

• Uncertainty in representation of internal carbon pool dynamics in SOC. It has 
been noted before that failure of models to simulate turnover of different car-
bon pools at different rates will lead to failure to be able to capture the transient 
response of SOC to environmental changes, especially if significant quantities 
of SOC exist in very long-lived components. We have shown how this mani-
fests itself as carbon pool dynamics dampen the response to both litter and cli-
mate changes by a factor of about 2. Research is also needed into the different 
temperature sensitivity of different SOC pools. 
 • Uncertainty in sensitivity of decomposition to temperature. This is both one of 
the most studied aspects of SOC behaviour and one of the most important in 
the context of climate change. The overwhelming consensus in coupled climate 
carbon cycle models of a positive climate feedback on te carbon cycle is due 
partly to all such models predicting reduced global SOC storage and enhanced 
SOC turnover in response to climate change. The main mechanism to explain 
this is accelerated decomposition due to warmer conditions. Differences in 
temperature sensitivity of different SOC pools is an ongoing area of active re-
search. 
 • Uncertainty in sensitivity of decomposition to moisture. This is a less well stud-
ied aspect of the system, and again has been shown to be potentially important, 
not just in organic peat soils, but in mineral soils also. The impact of future 
global changes in soil moisture typically oppose the reductions due to warming, 

tance than is the case for temperature. Therefore, this is an important gap area 
for future research to fill. 

In order for scientific research to be used, reliably, in any decision making 
process, the decision must be informed by both the scientific prediction, and the 
extent of uncertainty surrounding it. Only if decision makers are aware of uncer-
tainty in scientific advice can they properly account for risks. A multitude of ap-
proaches exist to assess and quantify uncertainty. This review has presented many 
examples from the literature where discrete aspects of the modelling system have 
been isolated to study their contribution to uncertainty. Results from complex 
coupled models have also been analysed to assess the impact of combining multi-
ple sources of uncertainty. 

Our conclusion is thus that understanding future changes in soil organic carbon 
behaviour is crucial for understanding the role of the global carbon cycle in the 
Earth System, and in planning for environmental change. The world’s soils are a 
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as drier soils generally experience slowed decomposition. However, this res-
ponse is spatially very variable and not strong enough to counter the warming-
induced losses. There is much less process understanding of the moisture
control on soil respiration and much less appreciation by modellers of its impor-



huge store of organic carbon and can have a very significant role to play in con-
2
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microbial respiration (Thornley and Cannell, 2001). Consequently, an energetic 
barrier of more recalcitrant C will be buried below the fresh deposits which could 
reduce or cancel the current assumed responses of decomposition to warming 
(Fontaine et al., 2004, 2007; Rinnan et al., 2007). However, the decomposition of 
this deep resistant pool could be activated if, for example, as a result of land man-
agement practices, a deeper distribution of fresh C occurs (Fontaine et al., 2007). 
Furthermore, other experimental data indicate that decomposition could be com-
pletely insensitive due to biological adaptation (Luo et al., 2001) or to the influ-
ence of other factors such as nutrient availability (Kirschbaum, 2004; Eliasson 
et al., 2005; Knorr et al., 2005), moisture (Saleska et al., 2003, 2007; Ciais et al., 
2005; Davidson and Janssens, 2006) as well as temperature. Each of these  
assumptions has important repercussions for current predictions of soil carbon 
turnover and any potential feedbacks from soils to climate. 

2. Soils as stores and sources of carbon 

Globally, soils contain approximately 1580 Gt of stored carbon, which represents 
more than twice the stock of carbon held within terrestrial vegetation, and more 
than twice that presently resident in the atmosphere (Schimel, 1995). A great 
proportion of the global carbon reservoir is present in organic soils which are 
estimated to store a third of all terrestrial carbon stocks (Gorham, 1991). In the 
European Community the quality and quantity of these particular ecosystems has 
significantly decreased, with surface area losses up to 90% in the majority of the 
states members. The environmental conditions in these organic rich soils (continuous 
high precipitation, more than 30 days per annum with risk of frost, frequent cloudi-
ness) have a strong influence on the activities of their communities (plant and 
animals). 

Atmospheric warming is expected to be most pronounced at higher latitudes so 
that Arctic and upland systems will be particularly influenced by this ecological 
driver (Sala et al., 2000). Therefore, carbon stores are predicted to respond to cli-
matic change as it has been proven that SOM decomposition rates respond to 
varying moisture and temperature regimes (Parton et al., 1987; Schimel et al., 
1994; Alm et al., 1999). For example, concomitant with a 1°C rise in temperature, 
soils globally are predicted to release between 10 and 30 Pg of carbon to the 
atmosphere (Schimel et al., 1994). Furthermore, recent findings suggest that 
increased temperatures in the UK have been offsetting absorption of carbon by 
terrestrial sinks and are responsible for carbon losses of 0.6% y–1 (relative to the 
existing soil carbon content) over the past 25 years (Bellamy et al., 2005). This 
high impact of warming on C fluxes in these particular systems is the result of the 
stimulation of organic matter mineralisation with associated release of CO2 to the 
environment (e.g., Oechel et al., 1993; Lloyd and Taylor, 1994; Trumbore et al., 
1996; Grace and Rayment, 2000; Fang and Moncrieff, 2001) and the leaching of  
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nutrients (dissolved organic carbon, DOC) by increasing temperatures (e.g., Ineson 
et al., 1998; Tipping et al., 1999). Indeed, current concerns have focussed on the 
potential risk for these systems to become unstable, i.e., changing its role from 
‘sinks’ to ‘carbon sources’ in response to changes in climate and land use (e.g., 
Gill et al., 2002). In relation to this, ‘the coupling between climate and the terres-
trial C cycle’ has been included in the Third and Fourth Reports of the Intergovern-
mental Panel on Climate Change (IPCC, 2001, 2007) to predict the future responses 
of terrestrial ecosystems to global change. However, our understanding of the bio-
logical mechanisms involved in the regulation of soil C remains limited. This 
information is central to the development of meaningful strategies in the future. 

3. Soils as the most diverse habitats on earth 

Environmental change scenarios suggest that the sensitivity of biomes to climate 
variations is a product of their diversity (Sala et al., 2000). Soil is one of the most 
diverse habitats on earth and contains one of the most diverse assemblages of liv-
ing organisms (Giller et al., 1997; Hågvar, 1998). For example, a single gram of 
soil may contain millions of individuals and several thousand species of bacteria 
(Torsvik et al., 1994). This is a consequence of the complex physical and chemical 
nature of the soil. Its porous structure, immense surface area, and extremely vari-
able supply of organic materials, food, water and chemicals mean that various 
animal, plant and microbial worlds can co-exist simultaneously and find appropriate 
niches for their development. 

Soil communities are so diverse in both size and numbers of species, yet they 
are still extremely poorly understood and in dire need of further assessment. The 
easiest and most widely used system for classifying soil organisms is by using 
body size (length or width) and dividing them into three main groups: macro-
fauna meso-fauna and micro-biota (Wallwork, 1970; Swift et al., 1979). Unfortu-
nately, the ranges that determine each size group are not exact for all members of 
each group, often leading to considerable confusion as to whether a particular 
organism should be considered macro or meso, and so on. More recently, ‘functional 
classifications’ have been launched for certain groups. They are based on the fact 
that soil biota are responsible, to a varying degree (depending on the system), for 
performing vital functions in the soil ecosystem. These functions, performed and 
often controlled by the myriad of organisms in soils, range from physical effects 
such as the regulation of soil structure and edaphic water regimes, to chemical and 
biological processes such as degradation of pollutants, decomposition, nutrient 
cycling, greenhouse gas emission, carbon sequestration, plant protection and growth 
enhancement or suppression. The division of soil biota into roots, ecosystem engi-
neers, litter transformers, phytophages and parasites, micro-predators and micro-
flora (Figure 1) is a good example (see Lavelle, 1996), because it also takes into 
account the potential top-down regulatory controls of larger organisms (e.g., the 
ecosystem engineers) over smaller ones. 
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Fig. 1. Functional classification of soil fauna (drawn using information given by Lavelle 1996). 

Functional classifications are important because it is the only way to understand 
the effects of global change on ecosystem functioning. And thus, acting through 
the diversity of soil organisms, the various climate and land use factors influence 
5 main ecosystem functions (decomposition, trace gas flux, nutrient dynamics, soil 
physical structure, trophic structure). These in turn have both actual and potential 
feedback effects, through the vegetation and the above ground fauna, and through 
climate and land use (Heal, 1997). 

4. Enchytraeid worms: key stone group in organic soils 

Enchytraeid worms (Figure 2) are frequently the most abundant oligochaete inverte-
brates in carbon rich soils of peatlands and pastures. This group of invertebrates 
(individual 1–4 mm length) can comprise over 70% of the belowground faunal 
biomass and have a larger mass (on a live weight basis) than the sheep on a unit 
area (Coulson and Whittaker, 1978). In spite of the numerical abundance of 
Nematodes, Acarina and Collembola they never contributed more that 3% of the 
total biomass (Table 1). 
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Fig. 2. Scanning electron micrograph (SEM) of Cognettia sphagnetorum, a dominant enchytraeid 
worm in carbon rich soils where it may constitute up to 95% of the total enchytraeid biomass. 

Table 1. Population densities (numbers m–2 in summer) and biomass of animals on shallow peat 
soils at Moor House (Juncus grasslands) (from Coulson and Whittaker, 1978). 

 
Density 

(Numbers m–2) 
Biomass 
(g m–2) 

Enchytraeids 200,000 4.6 
Tipulids 2,500 1.96 
Nematodes 3,900,000 0.18 
Collembola 23,000 0.05 
Acari 45,000 0.32 
Sheep 0.00013 3.2 

 
These soil animals are distributed worldwide although a recent review study 

(Briones et al., 2007a) showed that the greatest numbers of these organisms are 
found in moorlands and associated to pH values between 4 and 5 (Table 2). This 
comprehensive study also evidenced the strong relationship between climate and 
their population numbers, with temperature being the most critical factor control-
ling their geographical distribution. Indeed, enchytraeids have been found at sites 
with mean annual temperatures (MAT) in excess of 25°C but some genera 
(e.g., Bryodrilus, Mesenchytraeus, Cernosvitoviella, Stercutus) and the species 
Buchholzia fallax have never been recorded at MAT > 12.5°C. Crucially, the usual 
dominant species in moorland systems (Cognettia sphagnetorum) has never been 
reported at MAT > 16°C and it is not present in sites with hot dry summers. 
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Table 2. Results from meta-analysis and non-parametric ANOVA for enchytraeid abundance 
data of 44 published papers (from Briones et al. 2007a). 

 Higher Enchytraeid Densities 

Habitat Mostly moorlands but also grasslands 

Soil type Moder, loamy, brown, calcareous and podzol 

Soil pH 4–5 

Climate regime 
Main association is temperate rainy climates, moist all 
year with moderate or cold summers (i.e., < 4 months 
with means >10°C) 

Mean annual 
temperature (MAT) 0–16°C 
Mean monthly 
rainfall (MMR) No apparent relationship 

 
Enchytraeids also exhibit an aggregated horizontal distribution, giving rise to a 

high spatial and temporal heterogeneity (Didden, 1993). It also seems to be a 
common feature that populations are concentrated in the top soil layers with sig-
nificantly higher numbers being found in the first 4 cm of the soil profile and 
gradually decreasing with depth (Briones et al., 2007a). Living in the surface hori-
zons in this way makes the population vulnerable to the regnant conditions, and 
consequently, these key species could be lost if atmospheric temperatures increase, 
particularly at sites where the mean annual temperature crosses the temperature 
boundaries identified above, with important implications for those systems where 
these species are dominant (e.g., moorlands and tundra biomes) (Briones et al., 
2007a). 

In addition, field and controlled laboratory experiments showed that the poten-
tial effects of climate change on these organisms is highly specific, with warmer 
temperatures having a positive effect on the reproduction rates of the more tolerant 
species and a detrimental effect on the less resilient ones (Briones et al., 1997). 
For certain species survival is attained by vertical migration (Springett et al., 
1970; Briones et al., 1997), however readily available organic matter is concen-
trated in the first top 10 cm and could limits the extent to which downward faunal 
movements occur. Furthermore, migration to the deeper layers can also become an 
unsuitable strategy if the new conditions persist. 

5. The link between climate, soil biology and the carbon cycle. 
Implications for climate change modeling 

It is now accepted that the diversity, abundance and activity of soil organisms 
(bacteria, fungi, mesofauna and macrofauna) will be central to the capacity of soils 
to both sequester and respire carbon inputs derived from net primary producers  
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(Bradford et al., 2002). However, they are often underestimated in carbon turn-
over predictions and uncertainties will remain until the interaction between soil 
animals and soil carbon stocks is better represented in soil carbon models. Some 
examples of how soil biology could challenge previous assumptions of the tem-
perature responses of SOM decomposition are given below. 

5.1.  Dissolved organic carbon (DOC) release from soils 

The observed rapid increase in the DOC concentrations in the rivers draining from 
peatland systems has drawn scientific attention as it is considered as an unequivo-
cally sign of destabilization (Freeman et al., 2001a; Tranvik and Jansson, 2002), 
with important implications for water quality (Worrall et al., 2003). Nonetheless, 
the causes for the losses of this globally important source of carbon remain uncertain. 

Field studies have shown that increasing temperatures have a major effect  
on DOC release, with maximum concentrations occurring during the summer 
(Tipping et al., 1999). Furthermore, the reported increase in DOC concentrations 
in 11 English lakes during 1988–2000 and the parallel increment of phenolic com-
pounds in peat soils in response to rising temperatures led Freeman et al. (2001a) 
to conclude that warmer conditions are responsible for the export of peatland 
carbon to the oceans. Additionally, the fact that the observed seasonal increases in 
DOC production mimic the peaks of solar radiation (Harrison et al., 2008)  
confirms previous assumptions that DOC release is linked to primary production 
(Fitter et al., 1999). 

However, these increases are not fully explained by the direct effect of increas-
ing temperatures alone (Pastor et al., 2003). And for example, the observed reduc-
tions in sulphur emissions during the last 20 years in the UK has been identified as 
a key cause of rising DOC in north America and northern Europe (Evans et al., 
2006; Monteith et al., 2007) due to decreased soil water acidity. Hydrology has 
been considered to be another contributing factor to increasing DOC concentra-
tions and thus, the observed increases in the discharge capacity of the rivers 
(Forsberg, 1992) could be related to DOC release, although this relationship  
between DOC concentrations and discharge volume has not always been recorded 
(Evans et al., 2002; Worrall et al., 2003).  

Other possible explanations for carbon losses in the soil solution are related to 
the iron mobility (Lundström, 1993), possibly as result of its role in the formation 
of organic matter complexes. Alternatively, the increase in the concentrations of 
greenhouse gasses, such as CO2, in the atmosphere and their effects on plant struc-
ture (increasing dominance of vascular plants in detriment of mosses) and root 
exudation could also be responsible for these carbon exportations (Freeman et al., 
2004). 

It is also possible that increased aerobic conditions during the summer months, 
as a result of lower water levels (Wetherald and Manabe, 1999), could remove the 
enzymatic constrains causing the accumulation of phenolic compounds in wetlands 
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and peatlands (Freeman et al., 2001b) and thus, promoting decomposition and the 
subsequent release of DOC. In relation to this, other biological changes such as 
the temperature induced increases of enchytraeid numbers in C rich soils have also 
been correlated with leaching of DOC (Figure 3), suggesting that warmer tempera-
tures will result in an increase in the turnover of soil carbon and other nutrients 
(Briones et al., 1998a,b; Cole et al., 2000, 2002a,b). Therefore, a better under-
standing of the biological mechanisms responsible for the mobilization of this 
long-standing carbon is essential to develop more realistic predictions of the future 
carbon export rates from peatlands. 

 

 
Fig. 3. Dissolved organic carbon (DOC) release from microcosms containing soil from the 0–3 
cm, 3–6 cm and 6–9 cm layers in the absence and presence of enchytraeids.  

5.2.  Carbon dioxide (CO2) emissions from soils 

Soil respiration is the second largest pathway in the global carbon cycle, produc-
ing an annual global flux of 68–100 × 105g C y–1 (Musselman and Fox, 1991; 
Raich and Schlesinger, 1992). With such a significant flux, even small changes 
could be significant on global scale. Due to a large increase in anthropogenic CO2 
emissions into the carbon cycle, global surface temperature has been seen to  
increase in 0.74 ± 0.18 ºC over the period 1906–2005 (IPCC, 2007). 

However, despite the importance of soil global carbon cycles, little is known 
about the way soil will respond to future climate predictions. Some studies suggest 
the terrestrial biosphere is gaining carbon at a rate of 2 ± 1 Gt C y–1 (Steffen et al., 
1998; Royal Society, 2001), but concerns also exist that, due to increases of 
heterotrophic respiration in a warming climate, soil will convert to a carbon 
source (positive feedback) accentuating the problem (Woodwell et al., 1998; Cox 
et al., 2000; Lenton, 2000; Sarmiento, 2000; Cramer et al., 2001; Powlson, 2005; 
Heimann and Reichstein, 2008).  

Cox et al.’s (2000) model incorporating the response of biota to warmer  
climates to predict future climate, contains large uncertainties with regard the res-
piration of organic matter in soils. In particular, the temperature sensitivity of soil 
carbon decomposition is identified as an important determinant of carbon driven 
climate change in the future (Trumbore et al., 1996; Kätterer et al., 1998; Grace 
and Rayment, 2000; Holland et al., 2000; Fang and Moncrieff, 2001; Thornley 
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and Cannell, 2001; Sanderman et al., 2003). However, this response of SOM 
decomposition to temperature is hotly debated and several answers to this question 
have been published in the recent literature: 

(i) Rising temperatures will result in a faster decomposition rate of SOM, releas-
ing additional amounts of CO2 and accelerating climate change. This will be the 
consequence of the positive influence of temperature on microbial activities (e.g., 
Knorr et al., 2005). 

A conventional way to express the response of soil heterotrophic respiration to 
temperature increases is the soil respiratory quotient Q10 which has been widely 
used in several climate models (e.g., HadCM3LC). Within this framework it has 
been estimated that soil heterotrophic respiration and CO2 production doubles with 
every 10°C increase in atmospheric temperature, i.e., Q10 = 2 (Sarmiento, 2000). 
However, this simple exponential function is only true under specific conditions, 
i.e., providing that soil substrate availability does not become limiting (Knorr et al., 
2005), and for reactants with an activation energy around 50 kJ mol–1 incubated at 
temperatures between 273 K and 303 K (Davidson and Janssens, 2006). Other dif-
ficulties in their application derive from mathematical restrictions in its calculation 
(Tuomi et al., 2008) and its natural variation with soil depth (Graf et al., 2008). 

Furthermore, when soil biology is taken into account significant increases in the 
Q10 value are observed. For example, under warmer conditions (>10°C) the inter-
actions between mesofauna and microorganisms could increase the respiratory 
quotient over 3.4 (Briones et al., 2004). This higher Q10 is closer to the upper limit 
forecast by previous models (Q10 = 3.63) (Lenton and Huntingford, 2003), and 
confirms stronger sensitivity of soil respiration to temperature in the presence of 
invertebrates. This has important implications for future climate predictions, and 
concomitant with temperature increases we will see an increase in the biomass of 
these soil invertebrates. Such animal increases have been observed in the field 
(Briones et al., 1997; Cole et al., 2002b) and have the potential to increase soil 
CO2 production that could, in turn, contribute further to climate forcing. Indeed 
the results of a simple regression model between atmospheric temperature, enchy-
traeid biomass and total soil CO2 for two organic soils suggest that soil warming 
could produce important increases in soil CO2 release (Table 3). This model as-
sumes that the role of enchytraeids in this process is biomass dependent and that 
soil temperature and moisture levels are maintained within a range suitable for the 
survival and reproduction of these organisms. 

However, this observed soil respiration enhancement in response to warming 
could be a transient response and therefore, heterotrophic ‘acclimatization’ could 
be an important factor in reducing soil CO2 release in the longer term (Luo et al., 
2001). From this study it is also anticipated that this process would be less impor-
tant in ecosystems with high carbon content than in those with low carbon storage. 
However, evidence suggests that there is not thermal adaptation of microbial 
communities and consequently, the temperature sensitivity of the C mineralisation 
rate is not affected by the microflora structure (Vanhala et al., 2008). Furthermore, 
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our results in organic soils indicate that the impacts of soil warming on frequently 
large enchytraeid populations and their interactions with microbial activities will 
be determinant to the C sink/source function of these ecosystems and that the net 
effect of increasing atmospheric temperatures on soil carbon stocks will be deter-
mined by the interaction between short-term ‘ecological adaptation’ and longer 
term ‘acclimatization’ of soil respiration (Oechel et al., 2000, Luo et al., 2001). 

Table 3. Potential soil CO2 production at current and elevated mean annual atmospheric tem-
peratures at 60% soil moisture for Sourhope and Great Dun Fell soils. Sourhope mean annual 
temperature (1993–2003) was 7.38 ± 0.15°C and Great Dun Fell mean annual temperature 
(1993–2003) was 5.97 ± 0.12°C. Actual biomass is that measured from soil cores (0–10 cm) ob-
tained from field sites. Calculations were performed based on results obtained in a previous mi-
crocosm experiment (Briones et al. 2004): Predicted biomass represents biomass calculated as a 
function of temperature, i.e., (biomass = 0.05 × temperature) – 0.0591; R = 0.78, p < 0.04, n = 
12. Total respiration was calculated as a function of biomass i.e., 1 mg biomass = 77.0 ± 6.05 
CO2-C μg mg enchytraeid tissue–1 day–1. Total respiration = (62.802 × biomass) + 3.6508; R = 
0.65, p < 0.05, n = 8. Estimates of potential soil respiration annotated with different letters were 
significantly different (ANOVA; p < 0.01). 

Site Temperature
°C 

Enchytraeid 
Biomass 
(g m2) 

Potential Soil 
Respiration 

CO2-C 
(mg m2 day–1) 

Sourhope grassland 
Actual biomass 

 
Ambient 

 
0.30 ± 0.04a 

 
18.60 ± 2.39a 

Predicted biomass +2.6 0.39 ± 0.05ab 29.88 ± 3.83b 
Predicted biomass +5.0 0.46 ± 0.06b 35.57 ± 4.56c 
Great Dun Fell moor 
Actual biomass 

 
Ambient 

 
5.17 ± 0.45c 

 
324.81 ± 28.31d 

Actual biomass* +2.6 5.28 ± 0.99cd 331.90 ± 61.90d 
Predicted biomass +2.6 6.73 ± 0.59de 422.25 ± 36.79d 
Predicted biomass +5.0 8.07 ± 1.54e 621.25 ± 118.35e 

Actual biomass* at ambient and +2.6°C in the Great Dun Fell moor soil were taken from 
Briones et al. (1997, 1998a). Actual biomass at ambient in the Sourhope grassland was taken from 
Briones et al. (2004). 
 

(ii) Temperature does not dominate the carbon balance. After compiling decom-
position data from 82 sites on five continents Giardina and Ryan (2000) found that 
decomposition rates are not controlled by temperature limitations to microbial 
activities and consequently, global warming will not result in a positive feedback 
from soil to climate.  

However, other studies assume that although biological processes respond to 
temperature in an exponential way they are not affected by the atmospheric CO2 con-
centrations (Kirschbaum, 2006; Davidson and Janssens, 2006) and consequently, 
led to the erroneous conclusion that positive feedbacks will not be observed until 
the temperature stimulating effect on soil respiration exceeds that of CO2 fertilisa-
tion (Heimann and Reichstein, 2008). 
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There are other factors besides temperature which could alter SOM decomposi-
tion rates in response to climate change. Among them, nitrogen limitation can alter 
plant productivity (and hence the rate of uptake of CO2 from the atmosphere), 
plant C allocation and enhance decomposition of lignin by fungi (Heimann and 
Reichstein, 2008). This has led to claim for the need of an Earth-system perspec-
tive of the nitrogen–carbon–climate interactions to reduce uncertainties in the climate 
change projections (Gruber and Galloway, 2008).  

(iii) The temperature sensitivity of SOM decomposition varies with the different 
carbon pools existing in the soil. This conclusion has raised a new debate not only 
regarding the number of these hypothetical pools to be considered in the models, 
but also in relation to their dynamic behaviour in response to warming.  

First attempts to obtain a more realistic simulation of SOM matter turnover 
included two pools: (i) a young, rapidly turned over labile pool and (ii) an older, 
longer lived non labile pool. The investigation of the responses of these two SOM 
pools to changes in temperature has resulted in opposite conclusions. One current 
opinion is that the decomposition of soil labile carbon is sensitive to temperature 
variation whereas resistant components are insensitive (Liski et al., 1999; Giardina 
and Ryan, 2000; Thornley and Cannell, 2001). This is derived from the idea that 
most respired carbon dioxide is derived from recently deposited or ‘young’ labile 
SOM stocks (Trumbore, 2000). Consequently, as labile C pools become depleted, 
by increasing heterotrophic activity, a decrease in the rate of soil respiration will 
be observed (Kirschbaum, 2004; Eliasson et al., 2005; Knorr et al., 2005; Hartley 
et al., 2007). 

and resistant carbon responds equally to temperature variations as labile carbon 
pools. From this, the observed decline in soil basal respiration with incubation 
time is the result of the rapid degradation of the more labile substrates so that the 
resistant C component contributed in a greater proportion to soil respiration.   

However, this conclusion was challenged by Knorr et al. (2005) who re-examined 
Giardina and Ryan data and used a model containing three carbon pools, i.e., fast, 
intermediate and very slow. The outcome of this study shows that increasing tem-
peratures accelerate SOM decomposition rates resulting in an even greater positive 
feedback to climate than previously thought. This is the consequence of the non-
labile soil organic carbon being more sensitive to temperature than labile soil 
organic carbon. Accordingly, the temperature sensitivity of SOM decomposition 
increases with substrate recalcitrance and hence determining the magnitude of the 
feedback response to the climate system (Hartley and Ineson, 2008). 

Multipool carbon models such as CENTURY (Parton et al., 1987) and ROTH-C 
(Jenkinson, 1990) incorporate up to seven conceptual pools, although reliable mea-
sures of the decomposability of these various pools has been only partly successful 
(Davidson and Janssens, 2006). Further research using more powerful techniques 
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to better characterise the diversity of soil substrates found in soils is therefore 
needed to determine the stability of SOM to future temperature increases. 

(iv) The temperature sensitivity of SOM turnover is also determined by the  
temperature sensitivity of soil biology. It has already been shown that microbial 
(Fontaine et al., 2004) and certain key soil invertebrates are important regulators 
of soil carbon storage (Briones et al., 1998b, 2004), with their activities being con-
strained by prevailing climatic conditions. Yet, despite considerable knowledge of 
soil invertebrate ecology and their role in nutrient cycling (e.g., Coleman et al., 
2004) their contribution to net terrestrial carbon balances has not yet been ad-
dressed (Fang et al., 2005; Knorr et al., 2005; Wall et al., 2008). This omission is 
of particular concern when attempts are made to predict the effects of climate 

For example, Fontaine et al. (2004, 2007) found that the addition of labile 
materials to the soil could stimulate the decomposition of ‘old’ carbon. Similarly, 
although studies indicate that enchytraeid worms assimilate carbon components 
which are predominantly of material that is ca. 5–10 years old (Briones and 
Ineson, 2002), recent findings suggest that warming induced changes in below-
ground invertebrate populations increased the turnover of old non labile soil 
carbon (Briones et al., 2007b). Therefore, feeding adaptation by soil organisms 
will increase the temperature sensitivity of non labile soil carbon to offset acclima-
tization of soil respiration (Oechel et al., 2000; Luo et al., 2001). 

Organic soils such as peatlands and upland pastures represent a large global 
carbon reservoir with decomposition being constrained by low biological activity 
due to cold temperature regimes (Moorhead and Reynolds, 1993). Furthermore, 
molecular oxygen limitation on a single enzyme (phenol oxidase) prevents these 
systems from releasing 455 Gt of stored carbon into the atmosphere (Freeman 
et al., 2001b). Increased aeration through, for example, enchytraeid burrowing and 
warmer temperatures would then have the potential to accelerate carbon losses.  

Taken together it becomes clear that both the ‘biological’ and ‘temperature’ 
sensitivity of SOM decomposition are both critical for modelling changes in soil 
carbon stocks. It seems that increasing atmospheric temperatures will result in a 
rapid decomposition of labile SOM and, as the ordinarily exploited sources of 
food become limited, the ‘biological feeding flexibility’ of certain soil organisms 
(e.g., enchytraeids) will lead to increased forage of older organic substrates and 
hence a progressive respiration of old, previously unused soil carbon to the atom-
sphere. These findings clearly contradict the opinion that non labile soil carbon is 
insensitive to temperature increases (Liski et al., 1999; Thornley and Cannell, 
2001; Luo et al., 2001), but do confirm that the mechanism for the release of these 
resistant C pools can be attributed to ‘ecological adaptation’ of soil biology. 
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6. Conclusions 

The future of our terrestrial sink under warmer scenarios is highly controversial 
with no clear trends of decreasing soil carbon with increasing temperature regimes 
at least for certain parts of the world (e.g., Kirschbaum, 2000; Thornley and 
Cannell, 2001). Part of the problem is the lack of agreement in the direction of 
these responses, i.e., top-down (e.g., climate variables (temperature, rainfall patterns), 
CO2 concentrations in the atmosphere, plant growth, etc.) or bottom-up (e.g., 
nutrient availability, chemical reactions, substrate complexity and soil biology) 
regulation. Soils are very heterogeneous systems where a great number of complex 
interactions occur, not only between below-ground components but also between 
plants above and organisms and nutrients below and therefore, predicting decom-
position rates in a future warmer scenario is not a simple task and requires a multi-
disciplinary approach. 

Another conflicting issue is that temperature dependencies in the carbon models 
are usually expressed using a fixed Q10 value without taking into account the intri-
nsic characteristics of the soil (e.g., organic matter content, physical protection of 
soil aggregates, nutrient availability, enzymatic activities and the structure of the 
soil communities) and ecosystem processes (e.g., changes in net primary produc-
tion and variations in the potential evapotranspiration:precipitation ratio across 
different biomes). Obviously, an understanding of soil respiration and its potential 
responses to climate is critical to predict future changes in the terrestrial carbon 
pools (van Hees et al., 2005). 

Importantly, the temperature sensitivity of different carbon pools has become 
an important source of uncertainty in current climate driven carbon models. From 
the published literature it is clear that using multipool soil carbon models provides 
a more realistic estimate of the fate of global carbon (see also Davidson and 
Janssens, 2006). And thus, re-examination of previous published data using three 
different carbon pools instead of one contradicted previous conclusions (Knorr 
et al., 2005) and led to a greater appreciation of the importance of the different 
organic fractions in the soil responses to climate change (Powlson, 2005). Similar 
re-analyses of previous published data have been produced by Smith et al. (2007) 
who concluded that the predicted carbon losses for the England and Wales (Bellamy 
et al., 2005) are only possible if an unrealistic Q10 value of 13 is included in the 
model and consequently, only 10–20% of the overall losses reported are explained 
by climate change alone. However, for these calculations a single pool model and 
a fixed value of Q10 of 2 was used which perhaps questions this new re-assessment. 
More research is needed to identify all the different pools which integrate SOM 
and to determine the influence of a great number of factors (including chemical 
protection, the effect of CO2 fertilisation on primary productivity, N deposition, 
frequency of droughts, land use, etc.) which may affect the decomposition rates of 
the different soil C compounds. 
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Surprisingly, soil biology is usually underestimated in most models despite the 
fact that some keystone organisms (such as enchytraeids) do have the potential to 
exert a positive influence on C release from organic soils (e.g., Briones et al., 
1998a,b, 2004) and more importantly, to ‘unlock’ previously unused C sources 
(Briones et al., 2007b), adding more information to the current debates on the 
temperature sensitivity of different carbon pools described above. Therefore, they 
could be used as measurable indices of biological sensitivity to climatic changes 
which should be monitored at selected ‘vulnerable’ ecosystems (such as those 
with the higher carbon densities, i.e., wetlands, peatlands and permafrost soils) to 
detect any important changes in their carbon storage function. 

In summary, to answer the question of how climate change under different 
changing land scenarios will alter the carbon balance in our terrestrial sink will 
require of more experimental work at the communities and processes level. Only 
with this type of information it would be possible to calculate more realistic Q10 
values and to define more adequately the factors which need to be included in the 
models. 
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Abstract 

Media representational practices are vitally important to conceptions of challenges 
and possibilities for action to address the issue of anthropogenic climate change. 
They shape processes between science, policy and the public and thereby influence 
issues of governance and practices in our everyday lives and livelihoods in the 
twenty-first century. Many complex factors contribute to media representation 
practices: external (such as political economic challenges associated with corpo-
rate media consolidation) as well as internal influences (such as contributions 
from the deployment of journalistic norms). In this chapter, I touch on salient and 
swirling factors that contribute to how issues, events and information have often 
become climate ‘news’ about anthropogenic climate change. To the extent that 
these pressures have led to problematic representational practices, media coverage 
of climate change has contributed to misperceptions, misleading debates, and 
divergent understandings. Such practices are therefore detrimental to efforts that 
seek to enlarge rather than constrict the spectrum of possibility for appropriate 
responses to various environmental challenges. 

Keywords: climate change, media, discourse, framing, representations, anthropogenic. 

1. Introduction 

How many reading this chapter start their day with a cup of coffee or tea and the 
latest peer-reviewed scientific journal article? Rather, how many turn more fre-
quently to a media source, such as television or radio news, a newspaper or the 
internet for science news? I would suspect the responses favor the latter. Beyond 
readers here, studies have consistently found that the public garners much of its 
knowledge about science (and more specifically climate change) from the mass 
media (e.g., Nelkin, 1987; Wilson, 1995). Frequently and necessarily, global citi-
zens rely on mass media to translate the ‘unruly complexities’ of climate science 
into digestible morsels of news and commentary.  
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When producing ‘news’, journalists and editors face an inevitable series of 
choices regarding how to portray aspects of the climate issue within a larger cur-
rent of dynamic activities. In other words, they must consider how to ‘frame’ it. 
Framing is an inherent facet of cognition, contextualizing and organizing the 
dynamic swirl of issues, events and occurrences we encounter. Consequently, 
elements of discourse then privilege certain views and interpretations over others 
(Goffman, 1974). Over time, various actors – both individuals and collective – 
have sought to access and utilize mass media sources in order to shape perceptions 
of various aspects of the climate change issue (Nisbet and Mooney, 2007). In this 
high-stakes and heavily politicized ‘battlefield of knowledge’, mass media have 
proven to vitally contribute to shaping dynamic interactions between science, policy 
and the public. Influencing content, some have asserted that aspects of climate 
sciences have been overly hyped through the mass media, while others have con-
sidered coverage overly laden with inaccurate consternation of the science. 

2. Media and climate risk: an abridged history 

Concurrent with early studies of climate change during the 1700s and early 1800s – 
modern media had begun early stages of what was to become its rapid develop-
ment. During that time, media growth faced constraints by a number of competing 
and contradictory factors, such as strong state-control over the public sphere, lega-
cies of colonialism, low literacy rates and technological capacity challenges (Starr, 
2004). However, in the mid-1800s, media communications expanded their reach 
and influence tremendously in North America and Europe. Media took shape pri-
marily as mass-circulation print presses in urban centers, where daily newspaper 
production quadrupled in 40 years, and circulation grew from 0.34 papers per 
household in 1870 to 1.21 papers per household in 1910 (Starr, 2004). Thus, dur-
ing this time, mass media outlets formed increasingly significant and powerful 
social, political, economic and cultural institutions (Starr, 2004).  

Climate science and mass media first came together in coverage of climate 
change in the 1930s. In the New York Times it was written, “The earth must be 
inevitably changing its aspect and its climate. How the change is slowly taking 
place and what the result will be has been considered…” (New York Times, 1932, 4). 
Media coverage of human contributions to climate change appeared more clearly 
in the 1950s. For instance, the Saturday Evening Post published a story by Abarbanel 
and McClusky (1950), entitled ‘Is the World Getting Warmer?’, exploring links 
between atmospheric temperature change and agricultural shifts as well as sea 
level rise. In 1956, Kaempffert wrote for the New York Times, “Today more carbon 
dioxide is being generated by man’s technological processes than by volcanoes, 
geysers and hot springs. Every century man is increasing the carbon dioxide con-
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tent of the atmosphere by 30% – that is, at the rate of 1.1°C in a century. It may be 
a chance coincidence that the average temperature of the world since 1900 has 
risen by about this rate. But the possibility that man had a hand in the rise cannot 
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be ignored.” (Kaempffert, 1956, 191). Then in 1957 – the International Geophysical 
Year – science reporter Robert C. Cowen wrote an article that appeared in the 
Christian Science Monitor called ‘Are Men Changing the Earth’s Weather?’ The 
article began: 

Industrial activity is flooding the air with carbon dioxide gas. This gas acts like the glass 
in a greenhouse. It is changing the earth’s heat balance. It could bring anything form an 
ice age to a tropical epoch…. Every time you start a car, light a fire, or turn on a furnace 
you’re joining the greatest weather “experiment” men have ever launched. You are 
adding your bit to the tons of carbon dioxide sent constantly into the air as coal, oil and 
wood are burned at unprecedented rates (Cowen, 1957). 

However, in the subsequent three decades, mass media coverage regarding cli-
mate change remained sparse. These pieces regarding human’s role in a changing 
climate served to be a rare instances of media coverage of climate science, as well 
as clarity regarding anthropogenic climate change. There was scant newspaper, 
radio and television news coverage on topics such as U.S. National Academy of 
Sciences reports in the 1960s and 1970s that made repeated reference to emergent 
climate science, and links to anthropogenic sources. 

International and domestic climate policy began to take shape in the mid-1980s, 
primarily through activities of the International Council of Scientific Unions, the 
United Nations Environment Program and the World Meteorological Organiza-
tion. In 1985, the Villach Conference convened in Austria to examine impacts of 
greenhouse gas emissions on the planet. Meanwhile, modern media communica-
tions were taking their present globalized form, marked prominently by increased 
corporate concentration, conglomeration and commercialism (McChesney, 1999). 
Media power continued to grow, as did conflicting pressures of corporate control 
and democratic principles (Graber, 2000; Doyle, 2002). The three media-science-
policy spheres collided in the mid-1980s, when media coverage of climate change 
science and policy increased dramatically.1 To illustrate, Figure 1 shows that the 
quantity of ‘climate change’ or ‘global warming’ coverage in forty of the most 
influential English-language world newspapers has risen over time, like increases 
in global atmospheric temperature. Increases have been noted during the times of 
the releases of the Intergovernmental Panel on Climate Change (IPCC) assessment 
reports in 1990, 1995 and 2001. There are also increases in coverage during the 
1992 UN Framework Convention on Climate Change (UN FCCC) and the 1997 
Kyoto Protocol. A large increase in coverage was evident in Australia, New Zealand, 
the Middle East, Asia, Eastern Europe and South Africa during the 1997 Kyoto 
Protocol. At the meetings in Kyoto, Japan, registrants included 3500 journalists 
from over 400 media organizations in 160 countries (Leggett, 2001). 

 
 

                                                           
1 Various studies in different countries demonstrate an increase in media coverage beginning 

in 1988: in the United States (Boykoff and Boykoff 2004), Germany (Weingart et al. 2000) and 
United Kingdom (Carvalho and Burgess 2005). 
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Fig. 1. The plot of global temperature anomaly over time (top) is from the Fourth Assessment 
Report Working Group I Summary for Policymakers from the Intergovernmental Panel on 
Climate Change (IPCC, 2007). The black line depicts decadal averages of observations relative 
to the corresponding temperature average for 1901–1950. The blue hand shows the general range 
from simulation runs in climate models using only natural forcings due to volcanic and solar ac-
tivity. The red band shows the range using both natural and anthropogenic forcings. The plot of 
number of newspaper articles over time (bottom) shows the general trends in the amount of cov-
erage in forty of the most influential English-language newspapers, across seventeen countries 
and on five continents: the Sydney Morning Herald, The Age (Melbourne), the Courier-Mail 
(Brisbane), The Australian, the Daily Telegraph (Sydney), Globe and Mail (Toronto), the 
Toronto Star, the South China Morning Post (Hong Kong), the Prague Post, the Irish Times 
(Dublin), the Jerusalem Post, the Jerusalem Report, Yomiuri Shimbun (Tokyo), the Japan Times 
(Tokyo), Mainichi Shimbun (Tokyo), the Korea Herald, the Korea Times (Seoul), the New 
Straits Times (Wilayah Persekutuan), Het Financieele Dagblad (Eindhoven), the New Zealand 
Herald (Auckland), the Dominion Post (Wellington), The Press (Christchurch), the Moscow 
News, the Moscow Times, The Straits Times (Singapore), Business Day (Johannesburg), the 
Financial Mail (Johannesburg), the Sunday Times (Johannesburg), The Nation (Bangkok), the 
Guardian (London), the Observer (London), the Independent (and Sunday Independent) (London), 
the Times (and Sunday Times) (London), the Financial Times (London), The Herald (Glasgow), 
The Scotsman (and Scotland on Sunday) (Edinburgh), the Los Angeles Times, the New York 
Times, U.S.A Today (McLean, VA), the Wall Street Journal (New York), and the Washington 
Post. (This figure is adapted from Boykoff, 2008.) 

Many factors contributed to the initial rise in coverage in 1988. Among them 
was NASA scientist James Hansen's testimony to the U.S. Congress that summer. 
Hansen testified that he was “99% certain” that warmer temperatures were caused 
by the burning of fossil fuels and not solely a result of natural variation (Shabecoff, 
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1988, A1). Moreover, this summer was one marked by extreme drought and high 
temperatures throughout North America. These concomitant events were thought 
to sensitize many in the climate science and policy communities, as well as the 
media and public, to the issue of climate change. Demeritt has asserted, “The 1988 
heat wave and drought in North America were arguably as influential in fostering 
public concern as any of the more formal scientific advice” (Demeritt, 2001, 307). 
In the science and policy spheres, 1988 was also the year in which UNEP and 
WMO created the IPCC, and the WMO held a landmark international conference 
called ‘Our Changing Atmosphere’ (Gupta, 2001).2 Overall, Ungar has written, 
“what rendered 1988 so extraordinary was concatenating physical impacts felt by 
the person in the street” (Ungar, 1992, 490). These climate change science and 
policy events and activities were pivotal in shaping media coverage from 1988 
forward, during the time when multi-national media corporations underwent 
further and significant consolidation, through various mergers and acquisitions 
(Bagdikian, 2004). 

Generally, increases in media coverage can be attributed to concatenate ecological/ 

For instance, the powerful 2005 hurricane season, the 2006 drought in Australia 
and 2007 floods in the UK have fed into many media stories. Culturally-relevant 
events like the 2006 release of the film ‘An Inconvenient Truth’, and fluctuating 
oil and gas prices in 2006 and 2007 have contributed to surges in news reporting 
in Western Europe and North America. Increases have also been connected to 
scientific reports such as the 2006 ‘Stern Review’, and the three 2007 UN Inter-
governmental Panel on Climate Change Working Group Reports. Moreover, political 
events such as the UN Twelfth Conference of Parties meeting to the Kyoto Protocol 
in Kenya and the June 2007 Group of Eight Summit in Germany have generated 
substantial climate change media coverage. These interrelated issues have provided 
abundant journalistic ‘news hooks’ to reporting on interwoven aspects of carbon-
based industry and society. So if media coverage does matter, how does it matter? 

3. Factors that shape climate change media coverage 

Interactions unfolding today at the interface of science, policy and media are 
steeped in histories that include media institutions and asymmetrical power rela-
tionships buttressing journalistic practices therein (Bennett, 2002; Starr, 2004). It 
is clear that science and politics have influenced media coverage of climate change 
over  time. Conversely, journalistic  framings have shaped  ongoing  scientific and 
political considerations as well as policy decisions and activities. Moreover, much  
 

                                                           
2

emissions by 20% or more by 2005 (Gupta 2001). 
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convened, and from this meeting, participants called upon countries to reduce carbon dioxide 
 At this conference in Toronto, 300 scientists and policy-makers representing 46 countries 

meteorological, cultural, scientific and political events and issues (Boykoff, 2007a,b). 
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as storylines are fueled within environmental politics, the mass media play an 
important role in framing understandings as an interpreter, translator and dissemi-
nator of information.  

In this dynamic milieu, has the recent deluge of coverage signaled or prompted 
a flood of new awareness and motivation to address climate change? Is more 
coverage ‘better’ in this respect, or has this contributed to public saturation and 
despair? What actually is ‘good’ action based on ‘good’ information via mass 
media? In combination, answers to these questions are complex, and influencing 
elements as they relate to mass media are often subtle as well as contradictory. 
Nonetheless, here I assemble a mosaic of comments to describe four contingent 
and multi-scale factors that prominently shape how rising media coverage may (or 
may not) matter to enhancing public understanding and action. 

3.1.  Journalistic accuracy 

Beyond the quantity of coverage is the obvious concern of accuracy. Media pro-
fessionals – such as editors and journalists – operate within an often-competitive 
political, economic, institutional, social and cultural landscape. Therefore, the 
negotiated meanings and representations derive through combined structural and 
agential components of mass media. These processes take place simultaneously at 

(such as decision-making in a capitalist political economy) influence everyday 
individual journalistic decisions (such as how to focus or frame a story with limited 
time to press as well as finite number of column inches). These issues intersect 
with processes such as journalistic norms and values, such as ‘objectivity’ and 

reader comprehension of climate change. For instance, research has found that 
more accurate information on climate change causes increases people’s stated 
intentions to do something about it (Bord et al., 2000). Further, research examin-
ing coverage of uncertainty in climate change found that greater contextualization 
within climate science stories helps to mitigate against controversy stirred up 
through uncertainty (Corbett and Durfee, 2004). 

3.2.  Issue salience 

Various aspects of the climate change issue can become salient for a host of rea-
sons. As an example linked to lives and livelihoods, displaced people and affected 
communities due to sea level rise make this a more prominent issue for them. 
Similarly, farmers facing new dangers of flooding or drought may consider climate 
change as an important driver, and thus, concern. However, a 2006 study found that 
beliefs about climate change were a function of three main factors: possible relevant 
personal experiences (e.g., exposure to weather disasters), perceived consequences 
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multiple scales (Boykoff, 2007a,b). Large-scale social, political and economic factors 

‘balance’ (Boykoff and Boykoff, 2004, 2007a,b). A number of polls have queried 
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of climate change (e.g., relative vulnerability) and messages from informants 
(e.g., scientists via the mass media). Through this empirical research, the authors 
put forward a mechanism linking knowledge and action: “knowledge may have 
increased certainty, which in turn increased assessments of national seriousness, 
which in turn increased policy support…knowledge about an issue per se will not 
necessarily increase support for a relevant policy. It will do so only if existence 
beliefs, attitudes, and beliefs about human responsibility are in place to permit the 
necessary reasoning steps to unfold” (Krosnick et al., 2006, 36, 37). Despite some 
of our best intentions, the reality often is that our behaviors may not match our 
concern if the issue does not significantly impact the functioning of our daily 
lives. 

3.3.  Geography 

Related to issue salience, differences between humans and physical landscapes 
(and the processes that affect them) across space influence perceptions of climate 
change. Mass media is an important driver in these variegated perceptions (Boykoff, 
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Fig. 2. This figure depicts the changing concern for climate change through an online 47-country 
survey between autumn 2006 (in red) and spring 2007 (in blue). To the question ‘what is your 
biggest and second biggest concern over the next six months, 16% of 26,486 respondents in 
Spring 2007 selected ‘global warming’, up from 7% in autumn 2006. Global warming moved 
past ‘terrorism’, ‘war’, ‘crime’ and ‘political stability’ into the fourth biggest concern after 
‘economy’, ‘health’ and ‘job security’. This figure was initially assembled by Jonathan Banks, 
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2007a,b). Recent AC Nielsen polling captures these differences over time (Figure 2).  

Business Insight Director at AC Nielsen. (AC Nielsen, 2007). 
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To the question ‘what is your biggest and second biggest concern over the next six 
months’, respondents selected global warming more than two times more fre-
quently in spring 2007 than six months previously (AC Nielsen, 2007). However, 
within this general trend there are many geographic disparities. For instance, in 
UK the increase moved from 14% to 15% concern, while concern in the US 
jumped from 6% to 13%. Meanwhile, since 2003 reporting in daily print media 
has roughly quadrupled in the UK and tripled in the US (Boykoff and Rajan, 
2007). On one hand, this shows that stated concern in the US remains lower than 
that in the UK. On another hand, this may indicate that despite dramatic in-
creases in media reports, the UK may be saturated on this issue while it contributes to 
a rise in concern in the US. Clearly, there are many explanatory limits to these 
connections with online polling and national aggregates. It harkens to the Roberts 
Chambers classic intervention into ‘whose reality counts’ (Chambers, 1997). None-
theless, such juxtapositions provide opportunities to explore these differences in 
human and physical geography, as situated in varied histories and political contexts. 

3.4.  Information and/or education 

Studies have shown that without some kind of knowledge of science to help pro-

such as in the case of purchasing carbon offsets for air travel – can prove to be 
highly contested. Ungar (2000, 309) has argued that through various mass media 
processes, “the public could very well be concerned but relatively ill informed”. 
So in this case more media coverage may not be helpful. Journalists and editors 
have consistently stated that their role as one of information dissemination rather 
than education. However, in practice, the distinction between these roles becomes 
blurred. Media representations, by their very nature, frame aspects of climate 
change, so such practices inevitably contribute to how people understanding them. 
Turning to climate science education in schools and university, it generally has 
been slow to permeate curricula amid the growing instrumental approaches to 
educational practices. Furthermore, relying on the leaders of tomorrow through 
education to tackle what many consider a pressing contemporary issue may be 
deemed a form of inter-generational irresponsibility. 

4. 

When Smith (2000) assembled the valuable edited book The Daily Globe: Envi-
ronmental change, the public and the media in 2000, the science-media-policy/ 
practice landscape looked much different. At that time, Smith asserted that such 
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vide a foundation of understanding to follow ongoing issues, more journalism
will not help (Miller, 1997). Moreover, attempts to agree on ‘appropriate’ action – 
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issues were ‘routinely underreported’, and connected this to problems in appropriate 
actions to address environmental degradation. However, now that climate change 
is often widely reported through mass media outlets, it remains an open question 
as to how this really may connect to multi-scale action, from individual to inter-
national mitigation and adaptation practices.   

Nonetheless, mass media comprise a community where these issues can readily 
and potentially effectively be addressed, analyzed and discussed. This is a com-
plex arena: mass media portrayals simply do not translate truths or truth-claims 
nor do they fill knowledge gaps for citizens and policy actors to make ‘the right 
choices’. If only things were that straightforward. In fact, increased media atten-
tion to the issue often unearths more questions to be answered and greater scien-
tific understanding actually can contribute to a greater supply of knowledge from 
which to develop and argue varying interpretations of that science (Sarewitz, 2004). 
While this can vary depending on which aspect of climate change one is focused 
on – from anthropogenic signals and noise to what should be done about it – the 
interacting factors can simultaneously illuminate and obfuscate connections between 
media coverage and public engagement. 

In theorizing interactions at the science-practice interface, researchers have 
considered three main ‘waves’ of engagement (Collins and Evans, 2002). The first 
wave of interactions was that of a ‘deficit model’ approach to understanding inter-
action. This perspective posited that poor choices and actions were attributed to 
‘deficits’ of knowledge and information to make the ‘correct’ choice. The approach 
was associated with norms and ideals of science as open, universal and objective 
practices. However, this set of ideal interactions is much more complicated in 
practice. Since the 1950s, this view has been critiqued (mainly within the dis-
cipline of science studies) for being too simple a characterization of the dynamic 
interactions between science and policy/practice. However, in the policy and public 
spheres, there are residual impulses such as the stated reliance on ‘sound’ science 
in order to make decisions, as well as the stated pursuits to eliminate uncertainty 
as a precondition for action. The second wave of engagement is considered the 
wave of ‘democracy’. Ulrich Beck examined the democratization of the science-
practice interface, particularly in his book ‘Risk Society’ (Beck, 1992). There he 
posited that there are common ‘bads’ in our risk society as well as common 
‘goods’: techno-economic development itself could actually increase problems in 
practice rather than solve them. He called for more non-state actor/policy/public 
engagement and feedback into the processes of science (or ‘upstream engage-
ment’) in order to more properly account for and deal with the contested spaces of 
(public and private) engagement with science. The third wave is called the ‘nor-
mative theory of expertise’. It is similar to the second wave in terms of the demo-
cratizing commitments, though it further maps institutional boundaries between 
formalized science-policy/politics and the lay public. This theoretical move seeks 
to delineate the variegated roles of generally legitimized and authorized ‘experts’ 
vis-à-vis specialist ‘experts’ in the field in question. In other words, in the case of  
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climate change, this modeling seeks to clarify which groups and institutions may 

5. The public space where climate science and practice  
interact via mass media 

Taken together, ‘awareness’ and ‘knowledge’, broadly construed, can prompt a 
range of responses in the public sphere. With and without access to accurate  
information on climate change science and policy/practices, people can often feel 
overwhelmed or paralyzed, and ‘switch off’ to possibilities for smaller-scale changes 
that can potentially aggregate to larger changes to address this global issue. For 
instance, media reporting on the Live Earth July 2007 concerts may inspire and 
motivate some people to strive for more low-carbon lifestyles. Meanwhile, media 
attention on the events might irk others, and cause them to surrender their carbon 
sacrifices as they learn of the high carbon-intensity lifestyles of some of the per-
formers. Borrowing from David Foster Wallace, self-sacrifice in the face of such a 
diffuse problem could be deemed ‘supposedly good things I’ll never do again’. 

While all humans are implicated to varying degrees in contributing to sources 
of greenhouse gas emissions – through household activities, engagement in indus-
trial activities through consumption, transport – those experiencing concentrated 
impacts are much fewer. So while responsibility is diffuse, subsets of more  
vulnerable human groups feel the concentrated costs. This ‘depersonalization’ is 
also reflected in intersecting research on public trust and climate change action. 
Lorenzoni and Pidgeon (2006, 88) have found that, “successful action is only 
likely to take place if individuals feel they can and should make a difference, and 
if it is firmly based upon the trust placed in government and institutional capabili-
ties for adequately managing risks and delivering the means to achieve change”. 
On a community level, public perceptions of trust are shaped by varied political 
contexts and histories often translated via mass media practices. Then on an indi-
vidual level, conflicts between knowledge and behavior may also stir up anxiety 
(or cognitive dissonance) between what one knows what one ought to do, and 
what one actually does. Again, mass media coverage has proven to be a key con-
tributor – among a number of factors – that have shaped and affected science and 
policy discourse as well as public understanding and action. Amid a number of 
open questions raised, it can be said with certainty that more media coverage of 
climate change – and fair and accurate coverage at that – will not ‘solve’ the pro-
blem. Moving forward, it is our perhaps diffuse yet shared responsibility to continue 
to consider the variegated role of mass media in improving public understanding 
of climate science and enhancing policy implementation.  
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Abstract 

The Stern Review of the Economics of Climate Change presented by Lord Nicholas 
Stern and his team has been touted as the most rigorous analysis at present regard-
ing the risks associated with global climate change. The Stern Review presents the 
costs and benefits of reducing greenhouse gas emissions and comes to the stark 
conclusion that global inaction could result in even greater costs than the invest-
ment in immediate preventative action for long-term emission stabilization. How-
ever, even though the Stern Review addresses important aspects needed to establish 
an effective global policy on climate change, it is necessary to review the uncer-
tainties associated with the Stern Review’s conclusions and overall analysis. The 
uncertainties in the economics of climate change arise from three distinct realms: 
(i) the scientific uncertainties, (ii) the uncertainties in the economic framework, 
and (iii) the uncertainties in the implications for policy. This review addresses 
these individual aspects in brief in an attempt to give a general understanding of 
the critiques and debates regarding the Stern Review. 

Keywords: the Stern Review, global climate change, climate model, scientific uncertainty, 
environmental economics, economic framework, technological diffusion, discount rate, 
environmental policy. 

1. Introduction 

The Stern Review of the Economics of Climate Change presented by Lord Nicholas 
Stern and his team has been touted as the most rigorous analysis at present regard-
ing the risks associated with global climate change. The Stern Review (or SR as it 
will be referred to in the rest of this chapter) was published in 2006 when Nicholas 
Stern was Head of the Government Economic Service and Adviser to the Govern-
ment on the economics of climate change and development. It is a 600 page 

P.C. Baveye et al. (eds.), Uncertainties in Environmental Modelling  
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document that aims to provide answers, or at least a deeper understanding, of 
the following questions: 

• “What are the economic and social implications for people in different coun-
tries and regions of a range of possible climate change outcomes, including in 
terms of incomes, lives and vulnerabilities?  

• How should we tackle the problem of forecasting future emissions growth, and 
what is the range and likelihood of possibilities under different assumptions?  

• How should policymakers understand and respond to the predicted increased 
risk of extreme events and major irreversible changes?  

• What do we know about the possibilities for, and constraints to, adaptation to 
climate change?  

• More generally, how can the world act in a coherent and collaborative way to 
tackle a problem that is global in its origins and effects?” (Stern, 2006c).  

The first part of the SR presents the costs and benefits of reducing greenhouse 
gas (GHG) emissions and comes to the stark conclusion that global inaction could 
result in even greater costs than the investment in immediate preventative action 
for long-term emission stabilization. This section draws upon four central themes 
of the climate change problem: it is a global problem, it is long-term, it involves 
risks and uncertainties, and it has the potential to involve major and irreversible 
damage (Stern, 2006a). Hence, the SR acknowledges that the economic analysis 
must incorporate an international perspective, take consideration of the future 
generations, and include a greater scope than regular economic marginal analysis 
(Stern, 2006a). 

In addition, the SR identifies key questions for the analysis of the costs and 
benefits of climate change as the following: 

• “What is our understanding of the risks of the impacts of climate change, their 
costs, and on whom they fall?  

• What are the options for reducing greenhouse-gas emissions, and what do they 
cost? What does this mean for the economics of the choice of paths to stabiliza-
tion for the world? What are the economic opportunities generated by action on 
reducing emissions and adopting new technologies?  

• For mitigation of climate change, what kind of incentive structures and policies 
will be most effective, efficient and equitable? What are the implications for 
the public finances?  

• For adaptation, what approaches are appropriate and how should they be  
financed?  

• How can approaches to both mitigation and adaptation work at an international 
level?” (Stern, 2006b) 

In the SR, the proposed answers to these questions have significant implications 
for environmental policy, what actions should be undertaken, and on whom the 
responsibilities for action fall. 
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Overall, the SR establishes clear initiatives and guidelines to be followed by 
developed and developing countries in order to adequately mediate and minimize 
the risks of catastrophic climate events from ensuing. However, even though the 
SR addresses important aspects needed to establish an effective global policy on 
climate change, it is necessary to review the uncertainties associated with the SR’s 
conclusions and overall analysis. The uncertainties in the economics of climate 
change arise from three distinct realms: (i) the scientific uncertainties, (ii) the 
uncertainties in the economic framework, and (iii) the uncertainties in the implica-
tions for policy. This chapter addresses these individual aspects in brief in an 
attempt to give a general understanding of the critiques and debates associated 
with the SR. 

2. Uncertainties in the SR’s scientific projections 

2.1.  The scientific underpinnings of climate change 

The growth of scientific evidence indicating that global climate change is a serious 
and urgent issue has galvanized governmental action all over the world to avert a 
potentially disastrous environmental crisis. Studies have indicated that the Earth 
has warmed an average of 0.7°C since 1900 as shown in Figure 1 (Brohan et al., 
2006). In addition, the evidence of the role of humans in climate change is ever 
increasing. The anthropogenic effects of GHG production have produced an envi-
ronment in which carbon dioxide (CO2) concentrations have increased by over 
one-third from 280 parts per million (ppm) in pre-industrial times (1750s) to 380 
ppm today (Stern, 2006b). Figure 2(a) (Butler, 2006) displays the rise of global 
atmospheric and anthropogenic CO2 emissions. Additionally, the radiative forcing 
of the Kyoto GHGs1, which include CO2, methane, nitrous oxide, perfluorocarbon 
(PFC), hydrofluorocarbon (HFC) and sulfur hexafluoride (SF6), has increased the 
warming effect of these GHGs, and thus the temperature in our climate as shown 
in Figure 2(b) (Stern, 2006b). 

The SR attempts to address climate scenarios and the range of outcomes which 
may span up to two centuries in the future. For example, Figure 3 (Stern, 2006b) 
demonstrates the three scenarios for emissions paths to stabilization proposed in 
the SR. These three scenarios represent the ‘business-as-usual’ scenario – emissions 
are allowed to grow as population and economies grow – the stabilization at 450 
parts per million CO2 equivalent (ppm CO2e) scenario, and the stabilization at 550 
ppm CO2e scenario, each projected to 2100. The business-as-usual scenario  
involves an environment similar to stabilization at 550 ppm for near future (30–35 
years). However, once this projection is extrapolated to the far future, emissions 
levels could reach beyond 850 ppm by the end of the twenty-first century (Stern, 
                                                           

1 Kyoto greenhouse gases are the six main greenhouse gases covered by the targets set out in 
the Kyoto Protocol. 
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2006b). The observed peaks of the curve are of particular importance since the 
peaks indicate when the atmospheric emission concentrations will begin to  
decrease. Stabilization at 450 ppm will involve peaking in the next 5 years and at 
550 ppm peaking in the next 10–20 years and falling by between 1% and 3% per 
year (Stern, 2006b). The small difference in the respective years of the 450 ppm or 
500 ppm stabilization peaks and our current year gives an indication of how strong 
emission mitigation actions must be2. 

 

Fig. 1. Global average near surface temperature from 1861 to 2005. The blue line is the result of 
using a 21-year binomial filter to smooth the annual data. Source: Brohan et al. (2006). 

Fig. 2. (a) Global CO2 concentrations with anthropogenic emissions, 1750–2000 Source: Butler 
(2006), and (b) the warming effect of greenhouse gases (the ‘radiative forcing’) in terms of the 
equivalent concentration of CO2. Source: Dr. L. Gohar and Prof. K. Shine, Department of 
Meteorology, University of Reading (from Stern 2006b).1 
                                                           

2 The SR questions whether we may have missed the boat with reference to a possible stabili-
zation at 450 ppm. However, despite the pessimism towards achieving stabilization at 450 ppm, 
the SR is optimistic in its claims that there is still feasible and sufficient time to invest in stabili-
zation at 550 ppm. 
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Fig. 3. Emission Paths to Stabilization. Source: Stern, (2006b). 

Fig. 4. Probabilistic link between emission concentrations and temperature change. The solid 
horizontal lines indicate the 5–95% range based on climate sensitivity estimates from the IPCC 
2001 and a recent Hadley Centre ensemble study. The dashed lines show the 5–95% range based 
on eleven recent studies. Source: Meinshausen(2006); from Stern (2006b). 

The business-as-usual scenario corresponds to a 4–5°C rise in temperature 
above pre-industrial levels in 100–150 years (Stern, 2006b).  Melting glaciers, 
declining crop yields, ocean acidification, rising sea levels, malnutrition and heat 
stress, and the vulnerability of ecosystems are among the other impacts of global 
climate change which must be incorporated into the scientific and economic 
analyses. Moreover, at high levels of warming, less is known about how the climate 
will respond and there are higher risks from extreme events occurring. 
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There is also uncertainty in the direct linkage between emission levels and tem-
perature change, it is generally accepted that as levels of GHGs increase the pro-
bable temperature also increases. The SR uses a range of temperature values 
provided by Meinshausen (2006), which uses climate sensitivity analyses from 
eleven recent climate studies. Temperatures projected at stabilization levels between 
400 ppm and 750 ppm CO2e and the corresponding temperature increases based 
on current scientific literature are shown in Figure 4 (Stern, 2006b). 

2.2.  Uncertainty of climate projections and models 

Even though the consensus among the majority of scientists is that global tempera-
ture rise is occurring, there are serious limitations to temperature projections esti-
mated from climate models. In addition, the use of a variety of models and varied 
assumptions between models affects the projection results, since different models 
have different representations of physical processes along with the strengths and 
weakness associated with the assumptions and initial conditions (Giorgi and 
Francisco, 2000). Because the science shapes the economics of climate change, 
principally the prices and social costs of carbon and marginal abatement costs, it is 
important to understand the climate model forecasts and the limitations of projec-
tions for global temperature change beyond the near future.  

Because climate change models are dependent on physical and chemical  
parameters, some of which are highly uncertain, it is essential perform sensitivity 
analyses for the range of possible values associated with each uncertain parameter. 
The ‘goodness-of-fit” test is one possible criteria for selecting values for uncertain 
parameters, however, other methods incorporate varying the value of the parame-
ter to plot the probability distribution functions (PDFs) across the climate model 
(Stern, 2006c). The Hadley Centre addresses the uncertainty related to climate 
modeling by quantifying it in the form of probabilistic estimates (Hadley Centre, 
2005). A variety of climate models are run with varying parameters for uncertain 
components3 of and stochastic perturbation of the feedback parameter on the cli-
mate system. The ensemble probability spread of reaching stabilization at a certain 
emission level can be plotted for a specific temperature target as shown by the 
blue line in Figure 5 (Hadley Centre, 2005) for an increase in 2°C above the 
present day temperature. Moreover, the values in the ensemble spread can 
beweighted based on the reliability of the estimates with observed data, as was 
done for the blue line spread with the weighted spread shown by the red line in 
Figure 5 (Hadley Centre, 2005). 

 

                                                           
3 These components include but are not limited to: Clouds, Land surface, Air temperature, 

Rainfall, Snowfall, River flow, Soil moisture and temperature, Wind speed and direction, Surface 
sunlight amount, Cloud amount, Ecosystem productivity, Sea-ice amount, and Ocean tempera-
ture and salinity. 
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Fig. 5. Probability distributions of climate sensitivity (for weighted (red) and unweighted (blue) 
ensemble model probability estimates of a temperature rise by 2°C relative to present day). 
Source: Hadley Centre (2005). 

Fig. 6. Climate sensitivity results for eleven climate model studies. The red and blue lines repre-
sent the IPCC TAR (Wigley and Raper, 2001) and Hadley Centre ensemble work (Murphy et al., 
2004), respectively, which are shown to be distributed close to the center of all distributions. 
Source: Meinshausen, (2006), from Stern, (2006b). 

However, the robustness of estimates for ensemble models will be enhanced by 
better estimates of model reliability, which will help produce a weighted probabi-
lity distribution that is more representative of the current and future situation. In 
the example shown in Figure 5 from the Hadley Centre, 53 models were used in 

0.6

Unweighted

Weighted

0.4

0.2

R
el

at
iv

e 
P

ro
ba

bi
lit

y

0.0
400 600 800 1000 1200

CO2 Stabilisation Level (ppm)

0.70

0.60

0.50

0.40

0.30

0.20

0.10

0.00
0 1 2 3

Climate Sensitivity (degC)

R
el

at
iv

e 
F

re
qu

en
cy

4 5 6 7 8 9 10



358 V. PEÑA 

order to address the full range of model projections in order to plot the probabili-
ties and range of emission stabilization levels. In the SR’s climate analysis, the SR 
supports the use of ensemble models, since they help to develop a further under-
standing of climate sensitivity by allowing for further comparison between climate 
models and the combination of datasets, statistical techniques, and methodologies. 

However, the Review specifically utilizes a study of eleven climate model sen-
sitivity distributions (see Figure 6; Meinshausen, 2006). 

A comprehensive use of climate models would present a better estimate of 
model reliability, and the SR’s use of Meinshausen’s model sensitivity distribu-
tions presents concrete limitations to further analysis. The SR specifically notes 
that further analysis is conducted with greater weight being given to the Inter-
governmental Panel on Climate Change (IPCC) Third Assessment Report (TAR) 
(Wigley and Raper, 2001) and Hadley Centre (Murphy et al., 2004) models since 
these models are shown to be distributed close to the center of all climate sensiti-
vity distributions. However, there exists a wide range of uncertainty between each 
model used. Figure 7 (IPCC, 2001) depicts a range of climate model projections 
through the year 2100 for seven different emission scenarios described in the 
IPCC special Report on Emission Scenarios (SRES) (IPCC, 2000). Emission sce-
nario descriptions are described further on Figure 7 (IPCC, 2001) and all scenarios 
do not include additional climate policy above current ones. The blue shading 
represents uncertainty between the 35 models in total that were run within the 
seven scenarios. Each SRES has underlying assumptions regarding socioeconomic, 
demographic and technological change. The varied assumptions between each 
model may yield a dominant source of uncertainty in the simulation, which, in 
regional climate modeling, is principally due to inter-model variability with  
inter-scenario rather than internal model variability (Giorgi and Francisco, 2000). 
This presents a different perspective of uncertainty in the models, since, ideally, 
the models should represent the full spectrum of possibilities with no scenario 
receiving more weight than the other. However, this can lead to a greater source of 
uncertainty and inter-model variability, even though the results may exhibit a high 
level of precision among different scenarios. 

In addition, because the SRES scenarios are dependent on relationships  
between emissions, abundances, and radiative forcing, ultimately the scenario 
results are dependent on the climate feedbacks on the carbon cycle and the given 
range of climate sensitivity which dictate the level of warming. Wigley and Raper 
describe the uncertainty associated with SRES assumptions for the carbon cycle 
model and the range of values for climate sensitivity (Wigley and Raper, 2001). 
For the TAR, the SRES scenarios are tuned such the climate sensitivity and  
climate feedbacks match those for other models used in the TAR, such (Jain et al., 
1996; Joos et al., 1996). However, these values do not span the full range of pos-
sible sensitivities or address the possibility of dramatic changes to the carbon 
cycle. This leads to another argument on the limitations of climate sensitivity ana-
lysis, and the assumption that the model or SRES scenarios are assumed ‘true’ within 
each individual scenario and with respect to the entire realm of possibilities. 
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Fig. 7. Climate model predictions through 2100. The line shows the 50-year average, the grey 
region the 95% confidence limit in the annual data. From years 2000 to 2100 projections of 
globally averaged surface temperature are shown for the six illustrative SRES scenarios and 
IS92a using a model with average climate sensitivity. The grey region marked “several models 
all SRES envelope” shows the range of results from the full range of 35 SRES scenarios in addi-
tion to those from a range of models with different climate sensitivities. Source: IPCC (2001). 
Special Report on Emissions Scenarios (SRES). Symbols are defined in the appendix 
(end of chapter).  

2.3.  Climate model limitations and future prospects 

One aspect that addresses the limitations of climate models being ‘true’ is in the 
ability to model the distributional pattern of temperature change across regions. 
Currently, climate models from the Hadley Centre include predictions for regional 
changes, however, a limitation includes the ability to simulate the North Atlantic 
Oscillation, and thus the particular effects this has on European weather and cli-
mate (Hadley Centre, 2005). In terms of expanding technological capability, the 
Hadley Centre acknowledges that the aim of the next generation computer model 
is to improve regional predictions while noting that future work must focus to 
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expand the range of outputs by incorporating the event of extreme temperature 
changes (Hadley Centre, 2005). 

Additionally, the availability of technology and the advancement of scenarios, 
models, and methods are crucial factors to achieve greater reliability of climate 
change pathways. For example, in the 1980’s there existed only a few distinct 
groups globally with the technology and ability to run and analyze model outputs, 
with limited opportunity to exchange model data. This situation led to the creation 
of the World Climate Research Programme (WCRP) in 1980, with specific aims 
to improve the understanding of climate and model projections (WCRP, 2007). 
This international partnership has helped pave the way forward for developments 
and improvements to climate models, in addition to analyzing uncertainty and 
errors within simulations. Previous limitations related to data transfer and storage 
impeded the collection, distribution, and analysis of climate model outputs. For 
example, authors of the IPPC TAR were only able to analyze a few fields from 
few models and experiments, which were analyzed by a limited climate science 
community (WCRP, 2007). For the IPPC Fourth Assessment Report (AR4), 
WCRP facilitated the collection, archiving, and access of model simulations and 
results in conjunction with the Working Group of Coupled Models (WGCM), esta-
blished under WCRP, which leads the development as well as the identification of 
errors of coupled ocean, atmosphere, and land models used for climate studies on 
longer time-scales (WCRP, 2007). Other valuable efforts to advance climate model-
ing include the ability for researchers to compare between models and subsets of 
model data, which is also organized through WCRP.  

Nonetheless, despite these efforts in progressing climate model projections, 
climate uncertainties are specifically vulnerable to concerns relating to magnitude, 
timing, persistence, reversibility, the potential for us adaptation, distributional 
aspects, and the weight of importance of the impacts (IPCC, 2007). As Article 2 of 
the UNFCCC states: 

“The ultimate objective of this Convention and any related legal instruments that the 
Conference of the Parties may adopt is to achieve, in accordance with the relevant 
provisions of the Convention, stabilization of greenhouse gas concentrations in the 
atmosphere at a level that would prevent dangerous anthropogenic interference with the 
climate system. Such a level should be achieved within a time-frame sufficient to allow 
ecosystems to adapt naturally to climate change, to ensure that food production is not 
threatened and to enable economic development to proceed in a sustainable manner.” 
(UNFCCC, 2002, pg.2). 

The terms dangerous and sufficient time-frame necessary to adapt to climate 
change identify the main cause for concern, since many of these aspects to miti-
gate interference with the climate system cannot be represented by climate models 
explicitly but must instead be decided by implicit societal values (which will be 
addressed in the section 3.0 Uncertainties in the Economic Framework). For 
example, IPCC has identified five areas for concern: (i) risks to unique and threat-
ened systems, (ii) risks of extreme weather events, (iii) distribution of impacts and 
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vulnerabilities, (iv) aggregate impacts, and (v) risks of large scale singularities.4 

Each of these concerns requires the placement of judgment in order to identify the 
extent to which the impacts from these scientific studies will be integrated into 
climate models. However, many of these aspects are limited the ability to observe 
their impacts on the climate system. It will be particularly important in the future 
to increase reliability of regional impact projections, which will enable better iden-
tification of particularly vulnerable systems, sectors and regions. 

Because, as the SR acknowledges, the science shapes the economics of climate 
change, it is important to understand the limitations mentioned above with regards 
to the science and the uncertainties inherent within the various climate model 
predictions and the effect this has on further economic analysis which uses these 
climate models to identify the baseline for emission stabilization goals. Climate 
predictions are continuously being updated and economic models and climate 
change policy should be flexible and adaptable to incorporate new data and results 
arising from updated studies. For instance, the SR’s analysis is based on projec-
tions from previous IPCC studies, while updated projections are available in the 
IPCC AR4 (IPCC, 2007). These studies include newer results that have emerged 
from methodological changes in probabilistic climate simulations, such as the 
inclusion of carbon cycle feedbacks in the Hadley Centre’s model (Stern, 2006b). 
Furthermore, the Hadley Centre notes an important uncertainty lies in the many 
feedbacks in the current climate system and the possibility of the strength of those 
feedbacks changing in the future (Hadley Centre, 2005). 

                                                           
4 The five areas of concern identified by the IPCC AR4: Risks to unique and threatened sys-

tems. There is new and stronger evidence of observed impacts of climate change to unique and 
vulnerable systems (such as polar and high mountain communities and ecosystems). Risks of ex-
treme weather events. Responses to some recent extreme climate events reveal higher levels of 
vulnerability in both developing and developed countries than was assessed in the TAR. There is 
now higher confidence in the projected increases in droughts, heat-waves, and floods as well as 
their adverse impacts. Increases in drought, heatwaves and floods are projected in many regions 
and would have mostly adverse impacts, including increased water stress and wild fire fre-
quency, adverse effects on food production, adverse health effects, increased flood risk and 
extreme high sea level, and damage to infrastructure.  Distribution of impacts and vulnerabilities. 
There are sharp differences across regions and societal groups with regards to susceptibility to 
climate-related damages. Aggregate impacts. Compared to the TAR, initial net market-based 
benefits from climate change are projected to peak at a lower magnitude and therefore sooner 
than was assessed in the TAR. It is likely that there will be higher damages for larger magnitudes 
of global temperature increase than estimated in the TAR and the net costs of impacts of in-
creased warming are projected to increase over time. Risks of large scale singularities. During 
the current century, a large-scale abrupt change in the meridional overturning circulation (MOC) 
is very unlikely. The sea level rise contribution from thermal expansion is projected to be much 
larger than observed over the twentieth century. There is better understanding than in the TAR 
that the risk of additional contributions to sea level rise and possibly Antarctic ice sheets may be 
larger than projected by ice sheet models and could occur on century time scales. This is because 
ice dynamical processes seen in recent observations but not fully included in ice sheet models 
assessed in AR4 could increase the rate of ice loss. Complete deglaciation of the Greenland ice 
sheet would raise sea level by 7 m and could be irreversible (explanations quoted from IPCC, 
2007). 
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2.4.  Extreme events and final notes on scientific uncertainties 

The SR acknowledges the following key messages regarding the science of climate 
change: (1) climate change threatens the basic elements of life for people around 
the world access to water, food, health, and use of land and the environment, and 
(2) the consequences of climate change will become disproportionately more 
damaging with increased warming. 

Overall, the SR claims that the potential risk and the climate system’s vulner-
abilities to higher temperatures entering into “dangerous territory”, which will 
have disproportional effects for global security of the basic elements of life, gives 
further justification for the inclusion of extreme events into the scientific and eco-
nomic analysis (Stern, 2006b). However, as explained above, the ability to identify 
extreme events and their impacts are limited by their observation and technological 
capability in modeling. Thus, these analyses must be continuously reviewed as 
scientific research and climate models are expanded to achieve greater understand-
ing of potential feedbacks, such as the effect of low versus high clouds on climate 
sensitivity and temperature change. 

In addition, another aspect to mention but not to be delved into deeply is the 
criticisms surrounding the SR’s scientific analysis lacking peer-review by others 
in the scientific community, since the SR was commissioned by the Chancellor of 
the Exchequer, Gordon Brown, in the United Kingdom (UK) and involved inde-
pendent academics to take part only as consultants. This in itself has inherent 
biases, as the SR was mainly a product of a team of economists from the UK’s 
HM Treasury. 

Now that the uncertainties related to the science of climate change and model-
ing have been exposed, we can turn to the uncertainties associated with the SR’s 
economic analysis. 

3. Uncertainties in the economic framework 

3.1.  Estimating the costs of climate change and model 
uncertainties 

The SR has focused the economic analysis based on stabilization of GHG concen-
trations in the range of 450–550 ppm CO2e. This is based on scientific analysis 
and thus incorporates a range of uncertainties related to the climate models as 
explained in the previous section. Given technological advances in science and 
economic modeling, the risks and probabilities of climate change can be analyzed 
to give an estimate of the costs of the risks. There are several approaches that can 
be taken when estimating the costs of climate change: (1) evaluating the physical 
impacts on economic activity, on human life and on the environment, (2) taking a  
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technology based approach to costing fossil fuel emissions, and (3) using integrated 
assessment models to provide aggregate monetary estimates. I will focus on the 
last two approaches. 

Earlier economic models have concluded that a rise in 2–3°C will produce a 
loss of 0–3% in global output, and a rise in excess of 2–3°C will produce a loss in 
the range of 5–10% (Stern, 2006b). The results for the high range of given by the 
latter scenario are justified since recent climate predictions indicate that global 
climate change has a possibility of reaching into the 5–6°C range within the next 
century. The SR attempts to include the impacts and the potential costs of large-
scale climate events to a certain extent through economic analysis. However, it is 
stated that recent findings of stronger feedbacks and the possibility of reaching 
higher temperatures are not incorporated into the analysis, thus under-estimating 
the resulting costs. 

3.2.  Uncertainties in the role of technology 

In evaluating the costs associated with reducing GHG emissions through abate-
ment and conservation schemes, it is possible to categorize two distinct cost 
groups: (1) the costs associated with investments in research and development of 
new technologies – this will involve the development and deployment of low-
emission and high-efficiency technologies, and (2) the costs involved at the 
consumer level – such as actions to switch from high-intensive to low-emission 
goods and services. A key component of this analysis involves the rate of diffu-
sion of technology. In general, the cost of technologies tends to fall over time due 
to its learning curve and achievement of economies of scale. For example, the 
options for low-emission technologies to replace fossil-fuel based electricity gene-
rating technologies include wind power, hydro power, photovoltaics, fuel from 
biomass, geothermal, and various others. Figure 8 (Stern, 2006b) shows the cost 
evolution of selected technologies and their respective learning rates based on 
published learning-rate estimates. As shown in Figure 8 (Stern, 2006b), the learning 
rates span a range of 3% to over 35%. The incorporation of costs for these techno-
logies will be highly dependent on the market dynamics, public investment, and 
political/financial mechanisms to support technological adoption. In addition, in 
computing the costs, selection bias occurs since the technologies that are not suc-
cessful are dropped from the market and the economics analysis. To account for 
this, the SR attempts to embed the high risks associated within the market for low-
emission technologies into the respective learning curves and overall cost assessment. 

In addition to the uncertainties and risks of costs and development previously 
mentioned, a significant amount of uncertainty lies in the dynamics within the energy 
system as a whole, and to what extent the entire energy system can help mitigate 
the effect of emissions and global climate change. Certain technological advancements 
may be dependent on advancements of other types of technology, such as energy  
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Fig. 8. Cost evolution of learning rates for selected technologies. The number in brackets indi-
cates the speed of learning: For example, (97%) means that unit costs are 97% of their previous 
level after each doubling of installed capacity – meaning costs of a good are 3% cheaper than the 
previous level. Source: IEA (2000); from Stern (2006b). 

storage techniques and the instantaneous generation of electricity or heat (Stern, 
2006b). Moreover, the advancement of technologies face certain limitations  
within the energy system. No one technology can be depended on as the solu-
tion to the climate change problem, which adds an additional level of uncertainty 
since one cannot predict what technologies will become available in the future 
due to innovation. Thus, the SR emphasizes the importance of developing a port-
folio of options to offset the limitations and uncertainties present in individual 
technologies. Figure 9 (Stern, 2006b) shows the associated costs pertaining to the 
investment needed for the development of innovative technologies, in this case a 
new technology for electricity production is used. The marginal costs of the tech-
nology are shown to decrease as time increases due to adoption and development, 
or learning-by-doing/learning-by-using and other effects. 

However, there is an important and complex interplay between the effect of the 
rising social cost increasing the marginal cost of a new technology and the de-
crease in the average cost associated with innovation, learning, and experience. 
This is demonstrated in Figure 10 (Stern, 2006b). Thus, this dynamic must be ac-
counted for in evaluating the total costs of technology over time. Overall, abate-
ment costs are summarized in Figure 11 (Stern, 2006b), indicating the costs of 
abatement of fossil-fuel emissions to 18 gigatons CO2e per year in 2050. The costs 
estimated are $930 billion, or less than 1% ±2.5% of GDP in 2050 with an average 
abatement cost of $22 per ton of CO2 per year in 2050. These estimates consider 
the full range of possible costs for each technology, future oil prices specified as a 
probability distribution ranging from $20 to $80 per barrel, as similarly done for  
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gas prices, coal prices, and future energy demands. The SR states there are ines-
capable uncertainties inherent in the projections – as can be observed with the 
price of oil currently reaching $100 per barrel, above the range given for the SR’s 

Fig. 9. Illustrative experience curve for a new technology showing the marginal cost of produc-
ing electricity and the significant investment needed for development of a new technology before 
it becomes cost-effective. Source: Stern (2006b). 

Fig. 10. Illustrative cost per unit of GHG abated for a specific technology. Source: Stern 
(2006b). 
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Fig. 11. Conclusions of the cost of carbon abatement. The red lines give uncertainty bounds 
around the central estimate using Monte Carlo analysis. Source: Stern (2006b). 

analysis. Figure 12 (Barker et al., 2006) represents the effect of various compo-
nents of the SR’s economic model, including the effect of induced technology and 
backstop technology, on world gross domestic product (GDP) in 2030 for stabili-
zation at 500–500 ppm CO2e5. On average, these technological components com-
pose a possible 2.5% difference in the global percentage costs of stabilization at 
this emission concentration in 2030, giving an indication of the impact that uncer-
tainty can have on the overall outcome. To discuss these issues with uncertainty a 
bit further, we now turn to the economic model used in the SR. 

Fig. 12. Meta-analysis estimates, contributions to cost reduction. Source Barker et al. (2006). 

                                                           
5 Referring to the effect that technological progress due to backstop resources will support 

unlimited technological progress. 
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3.3.  Basics of the economic model 

On to the integrated modeling approach, which is used to aggregate the overall 
costs of climate change given the impacts of temperature increases, the economic 
model used in the SR is the Policy Analysis of the Greenhouse Effect 2002 
(PAGE2002) Integrated Assessment Model (IAM) (Hope, 2003; Stern, 2006b). 
This model allows for direct modeling of the probabilities or risks of climate 
change and at small temperature changes obtains similar results to other models. 
However, two significant differences in comparison with other models is that it 
incorporates bigger risks described by the possibility of a 5–6°C change in tem-
perature and it takes into consideration long-term future predictions (Stern, 
2006b). The model involves aggregating costs and benefits both over time and 
across possible outcomes. 

3.3.1. Aggregating over time and the discounting debate 

The process of aggregating over time involves a principle assumption in discount-
ing, or the rate in which the value of one unit of something decreases as each year 
or time period passes. Thus, the question of uncertainty essentially lies in how one 
should value the future and if it is justified to give more or less value to future 
periods of consumption. This is valued as the pure time discount rate. In general, 
the higher the discount rate equates to less weight being placed on future utility. A 
discount rate of unity in effect means that generations in the indefinite future are 
treated equal to the current generation. The SR uses a pure time discount rate of 
0.1% per year, which is justified, as the SR frankly states, by the probability that 
there is a 10% chance of wiping out our generation in the next hundred years 
(Stern, 2006b). Normally, economists use discount rates of 3–5% (but can be 
anywhere from 0% to 20% (Portney and Weyant, 1999)) to value future damages 
and, thus, the SR’s choice has been harshly criticized. The discount rate assump-
tion is a valid cause for concern to judge the reliability of the SR’s analysis and 
should be questioned as it defines a prescriptive discount rate rather than a des-
criptive one, on which will now be elaborated. 

Thus, we enter the great discount rate debate. The choice of the discount rate 
has been as controversial in recent times as it was 40 years ago (Lind , 1982; 
Portney and Weyant, 1999). The value of the discount rate is generally an ethical 
question, however, various methodologies have been proposed. In one extreme, 
one could argue that the issue of discounting requires a subjective perspective of 
value and decisions being made for individuals in future generations and it should 
not be done.6 Furthermore, those who benefit in the future cannot compensate the 
‘losers’ in the current generation. Thus, discounting would not be consistent with 

                                                           
6 For a historical lesson of the objections to discounting see positions by Mill (1848); 

Marshall (1890), and Pigou (1920). 
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our moral concerns (Broome, 1992). In a similar vein, Cobb and Daly note that 
discounting is beneficial only in dealing with our current portfolio of investments, 
and not justifiable to address responsibility to future generations (Cobb and Daly, 
1989). The SR’s view is much aligned with this school of thought. In fact, the 
SR’s strategy has been supported by Nobel Prize recipient Kenneth Arrow: 

“Critics of the Stern Review don’t think serious action to limit CO2 emissions is justified, 
because there remains substantial uncertainty about the extent of the costs of global 
climate change, and because these costs will be incurred far in the future. However, I 
believe that Stern’s fundamental conclusion is justified: we are much better off reducing 
CO2 emissions substantially than risking the consequences of failing to act, even if, unlike 
Stern, one heavily discounts uncertainty and the future.” (Project Syndicate, 2007). 

However, a morally justified approach for discounting is proposed by Koop-
mans (1965), who noted the reduction in current consumption is acceptable in the 

fits which will far outweigh the current generation’s sacrifices. Moreover, with 
respect to expected utility, it is justified to discount on the basis that we may not 
be around to enjoy future consumption (e.g., due to mortality or an extreme event 
causing annihilation) (Quiggin, 2006a). Additionally, because individuals facing 
uncertainty often put more weight on low-probability extreme outcomes (in this 
case extreme temperature increases) than would be implied by measures of expected 
utility, the use of a low discount rate is further supported (Kahneman and Tversky 
1979). Solow (1994) echoes the opinion for placing a low discount rate for natural 
resources in order to support conservation and sustainability decisions. 

Thus, we now turn to the options for choosing a discount rate. Portney and 
Weyant (1999) have described two approaches to the selection of the discount 
rate: (i) the prescriptive approach, and (ii) the descriptive approach. The prescrip-
tive approach involves the selection of discount rate based on ethical guidelines 
that suggest how future generations should be considered. The descriptive approach 
involves choosing the discount rate based on observations of the rates of return to 
capital invested in a variety of assets. In general, Kenneth Arrow suggests that the 
prescriptive approach will yield a lower discount rate (Portney and Weyant, 1999). 
Thus, the SR’s use of a pure time discount rate of 0.1% per year places an ethical 
judgment from the economists and analysts that costs of climate change future 
generations should be considered almost as equally as the present costs to our 
generation. 

Other forms of discounting can be applied by substituting the private or market 
discount rate, or the rate of investment in capital markets; the social discount rate, 
or the rate set by the government to evaluate social projects which is usually lower 
than the market rate; the social opportunity cost rate, or the rate of return that 
investments earn in society; and finally the social rate of time preference, or the rate 
of interest that savings earn in society. Specifically, the SR uses the social rate 
of time preference (from now on referred to as SRTP) which is based on the 
Ramsey model of optimal growth theory and shown in equation (1) (Ramsey, 1928; 
Koopmans, 1965): 

sense that it will bring future generations greater consumption with overall bene-
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 SRTP =  p +  m x g  (1) 

where p is the pure rate of time preference, g denotes the growth rate of per capita 
consumption, and m represents the elasticity of the marginal utility of consumption. 

The discount rate mentioned previously in this discussion now refers to the 
pure rate of time preference, p, which is set to 0.1% per year. The values for g 
at a stable population and m are 1.3% per year and 1 respectively, which produces 
a SRTP of ~1.4% per year. Equation (1) dictates that the SRTP is composed of a 
growth rate parameter, which can be varied to depict various scenarios incorporat-
ing the extent of high climate, market impacts, risk of catastrophe, and non-market 
impacts – as shown in Figure 13. These three scenarios (four including the base-
line business as usual scenario) are discussed in the SR and show the model results 
for the costs in per-capita GDP for global mean temperature and the estimates for 
costs associated with temperature increases of 2–5°C from the PAGE20002 
model. 

Fig. 13. Mean losses in income per capita from four scenarios of climate change and economic 
impacts, plotted against time. This figure traces losses in income per capita due to climate change 
over the next 200 years, according to three of the main scenarios of climate change and economic 
impacts. The mean loss is shown in a color matching the scenarios. The range of estimates from 
the 5th to the 95th percentile is shaded grey. It plots mean losses in per-capita GDP due to 
climate change as a function of increasing global mean temperature. Source: Stern (2006b). The 
bottom panel shows estimates of costs as a proportion of gross world product associated with a 
change in temperature, from the PAGE2002 model runs. Source: Hope (2003). 
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Nordhaus has criticized the mean losses as interpreted from the impact of near-
zero discounting. Nordhaus states, with reference to Figure 13 (Stern, 2006b): 

“Take as an example the high-climate scenario with catastrophic and non-market 
impacts. For this case, the mean losses are 0.4 percent of world output in 2060, 2.9 
percent in 2100, and 13.8 percent in 2200.78 This is calculated as a loss in “current per 
capita consumption” of 14.4 percent...with near-zero discounting, the low damages in the 
next two centuries get overwhelmed by the long-term average over the many centuries 
that follow. In fact, using the Review’s methodology, more than half of the estimated 
damages “now and forever” occur after the year 2800. The damage puzzle is resolved. 
The large damages from global warming reflect large and speculative damages in the far-
distant future magnified into a large current value by a near-zero time discount rate.” 
(Nordhaus, 2007, pg.156–157). 

In addition, Nordhaus (2007) argues that the parameters for equation (1) depict-
ing the optimized growth model must be chosen inter-dependently in order to 
design the model such that it simulated observable real interest rates or savings 
rates. The choice of the elasticity of marginal utility of consumption is not well 
justified throughout the SR. In order to reach a 4% interest rate with the assumed 
growth per capita of 1.3%, there would need to be a combination of high pure 
time discounting and high elasticity, which is not the case with the SR.7 

Other notable suggestions for a discount rate framework are provided by Bradford 
and Lind. Bradford (1975) argues that the aggregate of benefits and costs does not 
reveal dynamics in the distribution of the benefits or costs. Thus it may not be pos-
sible to say if a policy is good or bad since it must weigh the gains to the gainers and 
the losses to the losers, which are overall difficult to identify. Bradford suggests 
using a declining social marginal utility of consumption and the market rate for 
long-term evaluations (Bradford, 1975). Lind argues that all future costs and bene-
fits should be converted into changes in consumption for those who will experi-
ence them. The consumption measure of costs of public investment should be 
adjusted upward to reflect the marginal productivity of capital, and the adjusted 
streams of consumption equivalents should be discounted using the social rate of 
time preference. Lind explains that the discount rate should not be based on the 
utilitarian welfare function, in which we should aim to maximize the well-being of 
the poorest individual in society (for further discussion see Rawls, 1971). 

Additionally, another area of recent research that should be addressed with 
regards to the pure time discount rate involves the concept that people do not 
behave as if their own discount rates are a constant. Specifically, Cropper et al. 
(1994) performed a survey of individual trade-offs over time which estimated a 
nominal rate of around 16.8% in valuing the present versus future risks. This find-
ing strikes dissonance with the notion that the pure time discount rates follow a 
constant exponential rate through time. Other studies have found similar sugges-

                                                           
7 Using the SR’s assumption for the economic growth rate, a near-zero pure time discount 

rate requires a consumption elasticity of 3 to produce a 4% rate of return per year. If we adopt 
the Stern consumption elasticity of 1, then we need a pure time discount rate of 2.7% per year to 
match observed rates of return. (Nordhaus, 2007). 
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tions that the discount equations are hyperbolic with discount rates that are likely 
to decline as time goes on (Weitzman, 1998, 1999; Gollier, 2002; Frederick et al., 
2002; Pearce et al., 2006). In addition, Wietzman supports the use of a declining 
interest rate when evaluating projects in the long term and suggests revisiting the 
deep future discount rate every year. 

Thus, the debate is far from concluded. Overall, there is most obviously an 
enormous amount of uncertainty when evaluating the future. These arguments and 
the fact that the discount rate can be chosen on ethical guidelines and the variety 
of approaches mentioned in choosing the discount rate fuels further uncertainty 
into the economic models used in the SR. However, the review sides with using a 
lower discount rate based on the justification that the probability of a catastrophic 
event no matter how small should be evaluated and included in the analysis. 
Essentially, the SR has chosen a pure time discount rate value based on practice 
that for shorter term projections (40 years or so) the discount rate should reflect 
the opportunity cost of capital and for longer term (over the span of centuries) it 
may be prudent to use a lower or near-zero pure time discount rate. This, in addi-
tion to the assumptions in equation (1) for optimal growth, enlists a wide range of 
criticism and uncertainty related to the SR’s final cost scenarios and results. 

3.3.2. Sensitivity calculations of the economic model 

In order to dispel some of the concerns, the economic analysis includes a sensitivity 
analysis as shown in Figure 14 (Stern, 2006b). The model is sensitive to a variety 
of inputs, however only analyzed for changes in future prices of fossil fuels,  
assumptions of increased energy efficiency, and prices of low-carbon technologies 
(e.g., carbon capture and storage). This SR sensitivity analysis is limited at best. 
Figure 14 (Stern, 2006b) shows the cost estimates range from –1.0% to 3.5% of 
global GDP by 2050. In comparison to the costs of global GDP in the business as 
usual or other climate scenarios presented in Figure 13 (Stern, 2006b), the costs of 
mitigation are far less. However, this figure is in fact a lower estimate on the costs 
considering the assumptions given in the SR’s analysis and the optimism of future 
technology and innovation. 

Furthermore, the calculation of the damage from impacts stemming from cli-
mate change reflect high estimates due to the combination of the low discount rate 
and low elasticity of marginal consumtion discussed earlier, as well as major assump-
tions on society’s ability to properly adapt (e.g., probability for farmers to change 
crop to suit a change in temperature, probability of protecting against floods through 
building dams, etc.) and its costs (Stern, 2006b). Adaptation plays significant role 
in assessing the damage costs from climate change. 

Nordhaus (2007), who has also conducted various studies on the economics 
of climate change, uses the Dynamic Integrated model of Climate and the Eco-
nomy (DICE-2007) model  to arrive at damage costs per output for 2100 shown  
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in Figure 15 (Nordhaus, 2007). The costs function is a function of the growth in 
total factor productivity (TFP), the rate of decarbonization, the temperature sensi-
tivity coefficient, the intercept of damage function, the price of backstop tech-
nology, the asymptotic population, the fraction in carbon cycle, and the resource  

Fig. 14. Sensitivity analysis. Source: Stern (2006b). 

 
Fig. 15. Damage ratio as function of uncertain parameter. This figure shows the ratio of climate 
damage to output in 2100 for the mean value of each parameter and for the values at the given 
number of standard deviations shown on the horizontal axis. Variable key: g(TFP) = growth in 
total factor productivity; g(CO2/GDP) = rate of decarbonization; T2 × CO2 = temperature sensi-
tivity coefficient; DamCoeff = intercept of damage function; P(back) = price of backstop tech-
nology; Pop = asymptotic population; CarCyc = atmospheric fraction in carbon cycle; Fosslim = 
resource abundance of carbon fuels. Source: Nordhaus (2007). 
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abundance of carbon fuels. According to Figure 15 (Nordhaus, 2007), the growth 
in TFP is most affected by future uncertainty, with the damage coefficient and the 
rate of decarbonization also ranking high in uncertainty. This emphasizes the 
importance of future technology and output productivity (e.g., through energy 
efficiency) for future calculations on the costs of climate change, given the 
model’s assumptions. 

3.4. Cognitive limitations of economic models 

One last point about uncertainty in the economic models includes cognitive capa-
city limitations and the notion that science does not have all the answers to future 
outcomes. As we mentioned, one of the main limitations of scientific and economic 
models is the inability to incorporate the entire set of outcomes possible in the 
future. Thus, the analysis is interpreted to the best of the analyst’s own capacities. 
This bounded rationality hinders the ability to consider the optimal alternative 
(e.g., choosing the status quo BAU or mitigation efforts), and this is a major cri-
tique of cost–benefit analyses (Simon, 1991). Moreover, cognitive factors are par-
ticularly important when: (1) project benefits and costs vary simultaneously on 
many dimensions; (2) benefit cost functions are discontinuous or complex (inter-
action terms); or (3) there is uncertainty about the interactions or the functional 
forms (Simon, 1957). It can be argued that many of these cases apply to the SR’s 
economic analysis, since the path of many scientific and economic parameters are 
uncertain through time and there are many climate system feedbacks and inter-
actions related to economic and political factors that are not yet understood. 

3.5.  Final words 

Overall, the SR’s economic conclusions are measures that instigate action towards 
mitigating climate change (Quiggin, 2006b). In addition, Stern (2006b, pg. 145) 
acknowledges that economic models “...must make drastic, often heroic simplifi-
cations along all stages of the climate-change chain [but]...remain the best tool 
available for estimating aggregate quantitative global costs and risks of climate 
change.” However, the case of uncertainty and the SR’s cost analysis of a possible 
worst-case scenario brings into light that more demanding climate change goals 
are needed. Ultimately the extent of the costs incurred by society will depend on 
the design and application of current environmental policies (Stern, 2006b). The 
possible steps for action and the effect of uncertainty in long-term policies will be 
explained in the proceeding section. 
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4. The implications for policy and the uncertainties  
in the political framework 

4.1.  Options for climate policy: taxes and markets 

To address the final chapter of the story, the SR addresses the implications of its 
results on policy. The SR emphasizes action to mitigate global climate change is 
necessary across all sectors and countries, since emissions are not limited to any 
one sector or border. In addition, the SR raises the issue of inequity in terms of 
impacts or burdens of climate change (developing countries) and the responsibility 
for paying for mitigation and influencing policy (developed countries). 

There are various strands to the political framework that can be undertaken. 
The first is establishing a carbon price via a tax, which has already been imple-
mented under various governments. A carbon tax provides the incentive to reduce 
emissions and accounts for externalities to provide a mandated representation of 
the true price of carbon. The second is to promote diffusion of technology 
through research and development. Investment can be promoted through proper 
deployment policy. Figure 16 (Grubb, 2004) illustrates a conceptual model of 
important factors in the innovation chain. Innovation can be fueled by the commit-
ment for investments from the business and finance community as well as contri-
bution through policy interventions from the government (Grubb, 2004). In this 
way, the creation and stablization of markets is achieved to promote efficiency in 
climate change initiatives. 

This last point is particularly important in light of the launch of the European 
Union Emission Trading Scheme (EU-ETS) in 2005. The cap and trade scheme 
was plagued by uncertainties and inefficiencies, which led to the eventual decline 
of the commodity price for carbon in May 2006. Even though the initiative indi-
cated progress in climate change policy, the market was faced with inefficiencies 
 

Fig. 16. The main steps in the innovation chain. Source: Grubb (2004). 
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from many perspectives including the limitations in the legal framework and its 
short time frame, the regulatory uncertainty, market disturbance and imperfection, 
the lack of political commitment and predictability, and ultimately the threat in 
retaining political support in years ahead, which are all serious concerns facing the 
implementation of environmental policy today. 

In fact, many uncertainties and biases are inherent within the political frame-
work that is chosen to battle climate change. A case in point is the decision over 
implementing a carbon market or a tax. Ideally, with perfect information, one 
would be able to plot the marginal costs or damage (MD) and marginal benefits or 
savings (MS) related to abatement strategies, such as shown in Figure 16 (Kolstad, 
2000). The problem lies in the fact that there is a lack of data to identify the rela-
tionship between the MD and MS curves, thus, making it difficult to distinguish 
between the scenarios present in Figure 17(a) and 17(b) (Kolstad, 2000). Because 
it is the total stock of GHGs which drive global climate change, this suggests the 
MD curve is likely to be flat in the short-term, since the effect on the MD curve of 
emitting one more unit of carbon is likely to be constant over short periods of time 
(Lydon, 2002; Pizer, 2002). However, because of the uncertainty and the possibi-
lity of reaching a threshold above which GHG stock reaches critical levels, the 
MD curve has the potential to be strongly convex (Stern, 2006b). As shown in 
Figure 16 (Kolstad, 2000), the inefficiencies apparent for the carbon tax or market 
scenario depend on the slope of the MD curve, in which a steeper MD curve will 
signify higher efficiency losses from quantity control (light shaded areas) than 
from an emission fee (dark shaded areas). 

Basically, prices or taxes are preferred where the benefits of pollution abate-
ment change less with the level of pollution than do the costs of pollution abate-
ment. Quantity controls or markets are preferred where the benefits of pollution 
abatement increase more with the level of pollution than do the costs of pollution 

Fig. 17. (a) Welfare losses from price and (b) quantity control. MD(e), marginal damage from 
emissions; MSH(e), MSL(e), marginal savings from emitting for high(H) and low(L)-cost firms; 
e*,p*, optimal quantity and price allocations; dark shaded area, inefficiency from emission fee; 
light shaded area, inefficiency from quantity control. Source: Kolstad (2000). 
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abatement (Weitzman, 1974). Nonetheless, the uncertainty in the MD function for 
CO2 is controversial, with possibilities ranging from constant, linear relationship, 
or exponential as seen with chemical toxins exhibiting a specific threshold. There-
fore, policy would benefit from further advancements and research in this area. In 
addition, political choices will be reliant on the specific needs of the government 
and priorities of the public within each country. 

4.2.  The role and limitations of technology policy 

Addressing technology is another important aspect to the economic analysis as 
well as policy. Much of the SR analysis is dependent on certain assumptions asso-
ciated with the level of technology available in the future to mitigate global climate 
change. Thus, technology policy plays a significant role, which, as with all policy, 
is plagued by future uncertainty. With reference to the experience curves or learn-
ing rates and the high marginal cost for investment for new technologies, it is pos-
sible that society may be locked-in to today’s emission intensive technologies if 
barriers to investment are not addressed through government policies. 

Additionally, the difficulty to develop and create a market for innovative tech-
nologies may be augmented by market failures, specifically in the power generation 
sector (Stern, 2006b). The lack of certainty over the future price of carbon reduces 
the incentives for innovation. Thus far, even though climate change policies, such 
as the Kyoto Protocol, have been enacted by the majority of the countries in the 
world, carbon’s environmental externality has yet to be incorporated into goods as 
a ‘true’ carbon price. This generates slower innovation in the future, and can have 
drastic effects on the scientific and economic analyses generated in the present 
(Anderson et al., 2001; Jaffe,  et al., 2003, 2004). For investment in low emission-
intensive technologies to occur, there needs to be a certainty for the rate of return 
on the investment. Since carbon pricing is a nascent concept, the uncertainties 
related to clear long-term price signals in the marketplace, which drives invest-
ment, will hamper innovation and deployment of new technologies – hence the 
lack of investment in low-carbon technologies (Stern, 2006b). Thus, in addition to 
incorporate a portfolio of low-emission technology options to avoid carbon lock-
in, policy should integrate proper legislative framework with economic incentives 
for private firms to invest in these technologies. 

4.3.  Final words 

The implementation of efficient policy is dependent on current and future under-
standing of the complex relationships linking economic growth, GHG emissions, 
the carbon cycle, the climate system, impacts and damages, and possible policies 
(Nordhaus, 2007). A major barrier to future understanding persists in the political  
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Fig. 18. Global GHG emissions indicating non-mitigation scenarios proposed by previous IPCC 
models (red trajectories), the Stern Review targets (green trajectory – with uncertainty in shaded 
green), and the goals set at the G8 Summit in Heiligendamm (trajectory), and targets shown by 
the yellow stars. The reference year from which global emissions shall be halved remains open, 
thus three options (1990, 2000, and 2007) are shown. Source: Meinshausen (2007). 

 
environment, as political economies must consider the possible trade-offs between 
environmental conservation and economic growth. In the latest negotiations of the 

disagreements among nations led to a lack of consensus on a framework for the 
path of international climate policy. However, despite areas of delay for an inter-
national regime, the recent annual commitments from the Group of Eight (G8) in 
the Summit in Heiligendamm provides a great stride forward in terms of climate 
change energy efficiency, and energy security issues (G8, 2007), providing a 
reference target of halving global emissions by 2050 – as shown in Figure 18 
(Meinshausen, 2007). 

5. Conclusion 

In brief, this paper attempts to synthesize an overall understanding of the scien-
tific, economic, and political aspects analyzed in the Stern Review. Some of the 
principal uncertainties lie within the scientific advances of climate model predic-
tions, the extent of reliance on the progress of technological change as a means to 
mitigate global climate change, the effect of bias and ethics in evaluating future 
damages, and the long-term political ambition and support to promote investment 
and creation of markets that internalize the previously ignored externalities. How-
ever, if the past is any indication for future actions, scientific uncertainties will 

 

United Nations Framework on Climate Change held recently in Bali (in 2007), 
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persist, short term policy will continue to contradict with long term goals, political 
and public perceptions will continue to clash, and there is no guarantee that the 
preferences of future generations will not change for the worst. 

The range of uncertainties span throughout each chapter of the story, and it is 
important to remember that conclusions from any model can change alongside its 
assumptions. Nonetheless, in the future, further inclusion of sensitivity variables 
and the consequential factors affecting the climate system will only help in achieving 
greater understanding of steps necessary to achieve a climate change solution.8 

Appendix: Definition of symbols in Figure 7 

A1FI: Fossil-fuel Intensive, coal, oil, and gas continue to dominate the energy 
supply for the foreseeable future.  

A1B: Balance between fossil fuels and other energy sources  
A1T: emphasis on new Technology using renewable energy rather than fossil 

fuel. 
A2: heterogeneous world, self-reliance, increasing global population, economic 

development is primarily regionally oriented and per capita economic growth 
and technological change are more fragmented and slower than in other 
storylines. 

B1: convergent world with the same global population that peaks in mid-
century and declines thereafter, as in A1, but with rapid changes in economic 
structures toward a service and information economy, with reductions in 
material intensity, and the introduction of clean and resource-efficient 
technologies. The emphasis is on global solutions to economic, social, and 
environmental sustainability, including improved equity, but without 
additional climate initiatives. 

B2: family describes a world in which the emphasis is on local solutions to eco-
nomic, social, and environmental sustainability. It is a world with continu-
ously increasing global population at a rate lower than A2, intermediate 
levels of economic development, and less rapid and more diverse techno-
logical change than in the B1 and A1 storylines. While the scenario is also 
oriented toward environmental protection and social equity, it focuses on 
local and regional levels. Source: IPCC (2000). 

                                                           
8 For further discussions and comments on the Stern Report include: Tol and Yohe (2006) 

and Mendelsohn (2006). A particularly useful discussion of discounting issues is contained in 
Dasgupta (2006). An analysis which focuses on the extreme findings of the Review is Seo 
(2007). A discussion of ethics is in Beckerman and Hepburn (2007). A sensitivity analysis of the 
ethical parameters with much the same message as the present article is Mityakov and Ruehl 
(2007). A wide-ranging attack on various elements is contained in Carter et al. (2006) and Byatt 
et al. (2006). Insurance issues and discounting are discussed in Gollier (2006) and Weitzman 
(2006). 
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Abstract 

Decision on the type of remediation technology to adopt in any particular situation 
is a difficult issue. Biotechnologies are beginning to offer efficient tools and environ-
mental solutions for the cleanup of contaminated sites. An environmentally friendly 
in-situ technology is phytoremediation. This term covers different processes appli-
cable to heavy metal-contaminated soils: phytostabilisation, phytoimmobilization, 
phytodegradation, rhizofiltration, phytoextraction. The interactions in soil between 
plant and microbes are one of the most important factors that influence the tech-
nology. The capacity of soil bacteria to utilize 1-aminocyclo-propane-1-carboxylate 
(ACC) and thus increase root elongation is reviewed. A mathematical model of 
arsenic accumulation in sunflower plant treated with a plant growth-promoting 
rhizobacteria (PGPR) Pseudomonas fluorescens biotype F and the possibilities of 
utilization of biomass from phytoremediation are presented. Further perspectives 
in that direction are related to the use of natural or introduced PGPR. 

Keywords: phytoremediation, PGPR, ACC, arsenic accumulation, model. 

1. Introduction 

Many soils around the world are contaminated with a variety of organic and  
inorganic compounds. Often, several different contaminants occur in the same soil, 
for example in case of proximity to different industrial activities. Removal from 
the environment of many contaminants is rendered difficult by their chemical 
nature and the often tight interaction between them and soil constituents. Con-
sequently, existing remediation technologies that are suitable to clean up contami-
nated soils are generally expensive and occasionally lead to damages to the natural 
environment (e.g., in the case of technologies involving the incineration of pol-
luted soils). As an alternative, in the last decade, a new technology was introduced 
that uses plants to remove contaminants from the soil. 
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Contamination of soils is widespread not just with inorganic, but also with 
organic contaminants such as chlorinated solvents, like trichloroethylene; explo-
sives, like trinitrotoluene (TNT); petroleum hydrocarbons, like benzene, toluene 
and xylene (BTX), polyaromatic hydrocarbons (PAHs), and pesticides such as 
atrazine. While many of these compounds can be degraded partially or completely 
by some soil bacteria, this process when it occurs naturally, is slow and has insuf-
ficient efficiency, because of the relatively low numbers of microorganisms in 
soils and because of nutrient limitations. However, evidence exists that the bio-
degradation of organic compounds in soil is enhanced in the rhizosphere. 

2. Phytoremediation technologies 

Depending on the extension, depth and type of contamination, different reme-
diation approaches have been proposed (Mulligan et al., 2001). Generally, three 
strategies are possible: containment of the contaminants, their removal or their 
in situ (on the site, where the contamination occurs) stabilisation. Physical con-
tainment is the least expensive approach but it leaves the contaminant in the site of 
contamination without treatment. The ex situ techniques (contaminated soil is 
removed from the site and treated or just stored to another place) are expensive, 
environmentally invasive and labor intensive. The in situ approaches are preferred, 
because they are environmental friendly and protect the ecosystem stability caus-
ing minimum damages. As in situ technique, the phytoremediation uses plants to 
remove pollutants from the environment or to render them harmless (Salt et al., 
1995). It can be applied to both organic and inorganic pollutants present in soil or 
water and is quite competitive as it costs only $10–40 per ton of soil (Mulligan et al., 
2001). The phytoremediation processes applicable for heavy metal-contaminated 
soils are described below and illustrated in Figure 1: 

• Phytostabilisation: a containment technology that uses plants tolerant to the 
contaminants with the purpose to stabilise polluted soils by plant roots, to pre-
vent erosion and leaching. This process requires adaptation of plants species to 
the contaminant concentrations in the soil and good developed roots.   

• Phytoimmobilisation: the plants are able to decrease bioavailability and mobility 
of metals and metalloids in root zone preventing plant uptake. Two plant-based 
mechanisms have been described – root adsorption/absorption and plant-
assisted formation of insoluble compounds (Wenzel et al., 1999). On the other 
hand, rhizosphere microorganisms may participate in the immobilisation through 
fixation (adsorption and uptake) or synthesis of less mobile compounds. The 
phytoimmobilisation is a very important process because the reduction of 
pollutant plant uptake to shoots avoids transfer into the food chain. In this 
sense, screening of food cultivars is necessary to select species which accumu-
late metals at the lowest possible amounts. 
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• Phytodegradation: aimed the alternative of conventional microbial biodegrada-
tion or plant use to stimulate the microbial decontamination. The process is 
applicable mainly for organic pollutants, while metals and metalloids can not 
be destroyed. Normally, the plants participate in the mobilisation of contami-
nant into the rhizosphere and this fact helps to microorganisms in the biodegra-
dation process. 

• Rhizofiltration: it refers to the use of plants to absorb contaminants from solutions, 
accumulating them into the plant roots. This process is not directly related to 
soil bioremediation. It is based on the ability of plants to absorb into the roots 
organic or inorganic contaminants. 

• Phytoextraction: plants have developed the ability to acquire nutrient ions and 
organic compounds at low concentrations from the environment and accumu-
late them into roots and shoots. This technology is known as phytoextraction. 
Nowadays, the accumulation of mineral elements by plants represents a big 
interest due to the possibility of utilization as a decontamination technology of 
toxic metals and metalloids. The phytoextraction is one of the most efficient, 
secure and low-cost alternatives for remediation of contaminated soils with 
presence of common metals (Ag, Al, Cd, Cr, Pb, Hg, Sn, Zn, Cu, etc.) and 
metalloids (As, Se). 

 

 
Fig. 1. Schematic diagram of the mechanisms of phytoremediation processes. 

387 



S. SHILEV, I. KUZMANOVA AND E. SANCHO 

When we talk about phytoextraction, it is necessary to mention three main 
factors from which this process depends: the degree of metal contamination, it 
availability in soil, and the ability of plant to absorb metals, translocate and stor-
age them into the shoots (mainly in leaves). Many plants possess ability to grow in 
soils with high concentration of metals, but unfortunately their shoot biomass is 
very low. This conducts to necessity of decades to extract sufficient quantity to 
reduce the contamination in reasonable (legislation permitted for food plants 
growth) ranges. However, the vegetation in those highly contaminated regions 
contributes in prevent the soil wind erosion, leaching into the groundwater and 
support the ecosystem rehabilitation (phytostabilisation). 

The metal availability is a very important factor that often limits the phytotech-
nologies. It means that when the metal (for example Pb) is presented in bound to 
the soil properties form, it could not be taken by the plant roots. In contaminated 
site in the south of the city of Plovdiv (South Bulgaria), the soil is carbonate-rich 
and the CaCl2-extractable Pb was found to be only 0.58 % of the total soil Pb con-
tent (Shilev et al., 2007). In that situation, the soluble fraction that theoretically 
could be taken into the plant roots is quite limited. The use of synthetic chelators 
(chelate-assisted phytoextraction) permits to increase significantly metal ion con-
centration in soil solution when is introduced in the rhizosphere (Blaylock et al., 
1997). These compounds prevent the precipitation of Pb and maintain the metal as 
soluble chelate-Pb complex available to the plant-roots. Some of the chelating agents 
[ethylene-diamine-tetraacetate (EDTA), N-hydroxy-ethylene-diamine-tetraacetate 
(HEDTA), etc.] used in high concentrations mobilize huge amount of metals, that 
could be leached in the growndwaters. By other hand, they are less biodegradable 
in soil, which could pose an environmental risk by uncontrolled metal solubilization. 
However, a suitable alternative is the use of easily biodegradable chelating agents 
such as nitrilotriacetate (NTA), ethylene-diamine-disuccinate (EDDS) (Quartacci 
et al., 2007) or elemental sulfur (Kayser et al., 2000). 

Two general categories of phytoextraction exist, based on utilization of differ-
ent types of plants: continued and induced phytoextraction. The first one is based 
on the hyperaccumulation (e.g., Thlaspi caerulescens), usually small, with high 
foliar metal concentration and with slow growth rates that do not provide a high 
biomass. The second category includes high biomass crops (e.g., Brassica juncea, 
Helianthus annuus, Zea mays) that have a large biomass production but accumu-
lates lower metal concentrations. 

To overcome the limitations due to plant characteristics, different strategies 
have been suggested to improve the phytoextraction process. Brown et al. (1995) 
proposed to transfer the metal-removal properties of hyperaccumulator plants to 
high-biomass producing species. They are often tolerant to the metals (particularly 
Pb and Zn), because of the huge biomass the total extracted quantity is enhanced 
comparing with the hyperaccumulators. Thus, the time for site remediation is 
reduced when the territory management is correct. In most of the cases, the high-
biomass-producing plants are crops for which agronomic practices are developed 
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and used during their vegetation (Lasat, 2000). This makes the growth easier, 
reduces costs and contributes to avoid diseases.  

An important factor that describes the time needed to remediate a heavy-metal-
contaminated soil is the bioconcentration factor (BCF). It provides an index of the 
ability of the plant to accumulate a specific metal with respect to its concentration 

concentration in the plant tissue and heavy metal concentration in the soil. On 
Table 1 are presented the accumulated values of some heavy metals and arsenic in 
different plants, the dry matter yield and the total heavy metal removal. 

Table 1. Phytoextraction potential of selected plant species. 

Metal 
Concentration  

(mg kg–1) Metal Plant 

Soil Leaves 

DM 
Yield 

(t ha-1) 

HM Removal
(kg ha–1 

year–1) 
References 

Cd T. cearulescens 
Poplar, willow 

10 
5 

1 600 
53 

1.6–5.2 
20 

4.2–8.3 
1 

Robinson  
et al. (1998) 
Robinson  
et al. (2000) 

Pb Brassica juncea 
Zea mays 

– 
2 500 

280 
225 

4 
10 

1.12 
2.2 

Kayser et al. 
(2000) 
Huang et al. 
(1997) 

Zn 
T. cearulescens 
Helianthus  
annuus 

500 
360–670 

10 200 
150 

5.2 
20 

61 
3 

Robinson et al. 
(1998) 
Kayser et al. 
(2000) 

As Pteris vitata 
Asparagus fern 

400 
1 230 

6 805 
1 130 

5 
5 

34 
5.66 

Ma et al. (2001) 
Bagga and  
Peterson (2001) 

3. Plant microbe-interactions in rhizosphere 

The rhizosphere is the narrow region of soil that is directly influenced by root 
secretions and associated soil microorganisms. It is teeming with bacteria that feed 
on sloughed-off plant cells, termed rhizodeposition, and the proteins and sugars 
released by roots. The protozoa and nematodes that graze on bacteria are also con-
centrated near roots. Thus, much of the nutrient cycling and disease suppression 
needed by plants occurs immediately adjacent to roots. In this environment the 
heavy metals are very important factor which influences and changes all other. 
Thereby, they suppressed the plant and the microorganism’s growth and develop-
ment through diverse toxic effects. In a lot of regions this is a serious problem due 
to the small yield production and high metal concentration into the food. It is 
known, that one of the phytoremediation goals is to recover the soil, obtaining 
safety food and decreasing the level of contamination. In this strategy plant biomass 
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is the basic factor together with plant tolerance to the contaminants. The interac-
tions are represented schematically of Figure 2. 

 

 
Fig. 2. Schematic description of rhizosphere factors. 

3.1.  Ecology of rhizobacteria 

The term rhizobacteria often refers to plant root associate bacteria which leave in 
close interactions with the roots, receiving plant metabolites and nutrients and 
secreting different enzymes, growth factors and compounds. They are important 
piece of the puzzle of plant–soil-contaminant interactions, managing plant water 
and nutrients supply, soil formation and conditioning, organic matter turnover and 
suppressing pathogens. 

The microbes and their capacity to utilize 1-aminocyclo-propane-1-carboxylate 
(ACC) have been studied extensively. However, this characteristic is most com-
mon among plant growth-promoting rhizobacteria (Glick, 2003). Moreover, there 
is a great variation in ACC deaminase activity among them. They might facilitate 
phytoremediation directly and indirectly. The direct mechanisms by which rhizo-
bacteria enhance phytoremediation include rhizodegradation supported by root 
exudates and biotransformation of toxic elements. Indirect mechanisms are optimiz-
ing bioavailability of toxic metals and other contaminants to accumulating-plants 
for their detoxification and storage (Khan, 2005). Interestingly, there is substantial 
evidence suggesting that rhizobacteria containing ACC deaminase activity protect 
plants from both biotic and abiotic stresses and dramatically increase plant bio-
mass; an important factor for plants used in phytoremediation (Burd et al., 1998; 
Glick, 2005). Many strains of genus Pseudomonas possess ACC deaminase activity. 
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P. fluorescens biotype F, isolated from heavy-metal-contaminated soil had been 
found to promote plant growth and tolerance to heavy metal and arsenic (Shilev 
et al., 2001). 

3.2.  Biochemical aspects of ACC deaminase 

ACC deaminase is a pyridoxal 5-phosphate (PLP)-dependent enzyme that  
degrades a cyclopropanoid amino acid, ACC, to α-ketobutyrate and ammonia 
(Honma and Shimomura, 1978). Molecular mapping of ACC deaminase revealed 
that there might be similar types of deaminase genes in different microbes. ACC 
deaminase demonstrates a vast array of biochemical and physical characteristics 
depending on the microbial species. The molecular mass of ACC deaminase is 
105 000 Da and its subunit molecular mass ranges from 35 000 to 41 700 Da 
(Glick, 2005). Generally, ACC deaminase exhibits optimum activity at a pH 8, 
although it could vary depending on the species. 

3.3.  Mechanisms of enhanced plant-root-growth with associate 
PGPR 

The soil bacteria that contain ACC deaminase stimulate plant-root-growth through 
decreasing the level of ethylene production into the roots (Glick, 2003). When the 
plant is submitted to heavy metal stress it starts to produce higher amount of ethy-
lene as stress response. A significant amount of the ACC, intermediate metabolite 
in that process, is exuded out of the plant-roots in the rhizosphere. It is a unique 
source of carbon and nitrogen for the bacteria containing ACC deaminase and 
posses capacity to utilize it. Thus, the bacteria decrease the concentration of ACC 
in immediate vicinity of the roots increasing the number of it population. As a 
consequence, decreases internal concentration and the amount of last product in 
the chain, the ethylene. 

4. Case study 

We investigated the accumulation in sunflower of arsenic added as sodium arse-
nate in no-contaminated soil in a pot experiment. The experiment was carried out 
during 35 days in greenhouse using control (without arsenic) and two concentra-
tion of arsenic – 5 mg L–1 and 20 mg L–1 of soil, each one with or without addition 
of rhizobacteria Pseudomonas fluorescens biotype F, tolerant to heavy metals and 
arsenic (Shilev et al., 2001). After the harvest of plant biomass (shoots and roots) 
it was washed with tap-water and deionized water, dried in oven at 80 °C and 
portion of it was submitted to wet digestion in autoclave (Shilev et al., 2008). 
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Finally, the solution was filtered and analyzed by atomic absorption spectroscopy 
for arsenic. In this investigation, a regression mathematical model was made with 
the purpose of predicting the arsenic accumulation in shoots of sunflower in phyto-
extraction and bioaugmentation assays. In this model the values of statistical t of 
Student with g.l.d, were used. 

(A) Effect of arsenic in soil and bacteria Pseudomonas fluorescens on arsenic con-
centration in the leaves. The As concentration in leaves was between four and five 
times higher than in the stems (Figure 3) and can be described by the mathematical 
model As(leaves) = 1.099 + 0.629 * arsenic + 5.141 * bacteria. Both explanatory 
variables results significantly distinct from zero with signification value of 1 %, 
where the value of R2 was 0.626 and the F of ANOVA’s demonstration model was 
significant at a level inferior to 1‰. This means that the inoculation of the bacterial 
population supports the increment of As with 5.141 µg g–1 DW of leaves and 1 mg 
As L–1 of soil induces an increment of the leaf concentration of 0.629 µg As g–1 DW. 
(B) Effect of arsenic in soil and bacteria Pseudomonas fluorescens on arsenic con-
centration in the roots. 

Fig. 3. Effect of arsenic in soil and bacteria Pseudomonas fluorescens, tolerant to metals and 
metalloids, on the arsenic concentration in the leaves (DW: dry weight). 

In all treatments was observed that increasing soil As concentration the roots 
one increases too. On the other hand, the inoculation of bacteria provokes a major 
accumulation in the roots (four times when the soil concentration was 5 mg As L–1, 
and more than eight times in the treatment with 20 mg As L–1) (Figure 4). 

In this sense the regression model is the following: As (root) = –46.830 + 7.002 
* arsenic + 80.163 * bacteria, where R2 – 0.626, and F of ANOVA, less of 1‰, 
indicates that the presence of tolerant bacteria promotes the As accumulation in 
the roots with 80.163 µg g–1 DW, while every milligram of As per litre of soil con-
tribute to 7.002 µg of As per gram DW. 
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Finally, the presence of rhizobacteria Ps. fluorescens clearly promoted the arse-
nic accumulation in stems, leaves and roots. The fact, that the plant biomass was 
enhanced following to the inoculation of rhizobacteria tolerant to metals (results 
not shown) could be considered as PGPR-effect. These observations convert the 
bacteria in a suitable tool in the phytoextraction protocols. 

Fig. 4. Effect of arsenic in soil and bacteria Pseudomonas fluorescens, tolerant to metals and 
metalloids, on the arsenic concentration in the roots (DW: dry weight). 

5. Possibilities for biomass utilization 

Ways to reuse plant biomass with high concentration of metals (Vassilev et al., 
2004):  

1. Biomass direct combustion. 

Biomass can be burned in small-scale modern boilers for heating purposes or in 
larger boilers for the generation of electricity or combined heat and power. Most 
electricity generation is based on the steam turbine cycle. Biomass combustion 
systems are in commercial use around the world, using disparate technology. 
Dedicated combustion plants can burn a wide range of fuel, including wastes. 

2. Biomass gasification. 

Biomass gasification converts biomass to a low to medium calorific value 
gaseous fuel. The fuel can be used to generate heat and electricity by direct firing 
in engines, turbines, and boilers after suitable clean up. Alternatively, the product 
gas can be reformed to produce fuels such as methanol and hydrogen, which could 
then be used in fuel cells or micro turbines, for example. 
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3. Biomass pyrolysis. 

Biomass pyrolysis produces a liquid fuel that can be transported and stored, and 
allows for decoupling of the fuel production and energy generation stages. The 
fuel can be used to generate heat and electricity by combustion in boilers, engines, 
and turbines. The liquid can also be used to produce a range of specialty and 
commodity chemicals. 

4. Physical-chemical conversion. 

The physical-chemical conversion route applies to biomass from which vegetable 
oil can be obtained, and consists of pressing and extracting oil from the biomass. 
Vegetable oils can be used in special engines or in diesel engines after an esterifi-
cation step to produce oil methyl ester. Biofuel from oilseed rape is produced in 
several European countries. Also, it could be used as lubricant for engines.  

Fly ash generated from the biomass-ash-melting and gasification-melting 
plants, known as Melting Furnace Fly Ash, contains considerable amounts of 
heavy metals such as Pb and Zn. These metals can be recovered using a smelting 
furnace after ‘‘pre-treatment’’ for removal of unnecessary elements such as Cl, Sn 
and Si. Chemical methods have been studied for pretreatment in the past. How-
ever, they have been discussed only with regard to treatment cost and the concen-
tration of Pb and Zn recovered (Okada et al., 2007). 

5. Composting. 

Another possibility for reduction of the plant biomass resulted after the reme-
diation is to compost it. It could be done in a small scale or in a large scale – cold 
(slow) composting, hot (fast) composting, etc. 

Composting has been proposed as a post-harvest biomass treatment by some 
authors (Salt et al., 1998). Hetland et al., 2001, carried out laboratory experiments 
with lead-contaminated plant material (small sunflowers, grasses) obtained after 
induced phytoextraction. The disintegrated biomass (particles less than 0.16 cm in 
diameter) was composted in 125-mL borosilicate bottles with constant aeration for 
2 months. Total dry weight loss was about 25%. Leaching tests of the composted 
material showed, however, that the composting process formed soluble organic com-
pounds that enhanced lead solubility. These results documented that composting can 
significantly reduce the volume of harvested biomass; however, lead-contaminated 
plant biomass would still require treatment prior to disposal. Plant biomass har-
vested after induced phytoextraction can contain very mobile and leachable metal–
chelate complexes. Moreover, Zhao et al. (2000), also showed that most of zinc 
within the leaves of hyperaccumulators is present also in water-soluble forms. It is 
necessary to emphasize that the purpose of composting is to reduce the volume 
and weight of plant material, with no consideration to the agricultural properties of 
the final product. Total dry weight loss of contaminated plant biomass is an advan-
tage of composting as pretreatment step. It will lower costs of transportation to a 
hazardous waste disposal facility and costs of deposition or costs of transportation 
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to other facilities, where final crop disposal will take place. However, the duration 
of composting process is from 2 to 3 months, extending time from harvesting to a 
final disposal. Furthermore, contaminated decomposed biomass should be treated 
as hazardous material, while the resulted liquid from the composting process could 
be submitted to biosorption by immobilized yeast cells in biofilm (Marinkova 
et al., 2007). 

6. Further perspectives 

Although phytoremediation has received great attention in the last decade, and a 
considerable number of reports exist suggesting that it should become the techno-
logy of choice for the clean up of various types of environmental contamination, 
this technology still does not work. Nevertheless, it is forecasted to account for 
about 10–15% of the environmental remediation market by the year 2010. On the 
other hand, to realize the potential of this technology, it is necessary for plants to 
grow as large as possible in the presence of various environmental contaminants. 
One way to achieve this goal is to utilize plant growth-promoting bacteria to 
facilitate the growth of the plants used for phytoremediation. 
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