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  Preface 

 The oldest of all of the engineering disciplines, Civil Engineering, enjoys a 

proud history of providing society with infrastructure systems to ensure eco-

nomic prosperity and a high quality of life. In recent years, a number of grand 

challenges have emerged that fundamentally jeopardize the profession’s 

ability to continue designing and maintaining infrastructure with the high 

level of performance as experienced in the past. For example, structures in 

urban environments are seeing unprecedented levels of demand from grow-

ing populations leading to higher levels of deterioration occurring at faster 

rates. This is an especially demanding issue for civil engineers in developed 

nations who are now dealing with a growing number of infrastructure com-

ponents exceeding their intended design lives (typically half a century). It 

is costlier to maintain the safe operating condition of aging infrastructure. 

Another challenge for civil engineers is the need to continue to improve 

the design of their infrastructure to withstand extreme loadings associated 

with natural hazard events including earthquakes and tropical storms. An 

especially pressing challenge is the frequent occurrence of failures at points 

of interconnection between two or more interdependent infrastructure sys-

tems. Unfortunately, functional interdependencies create the potential for 

cascading failures that can result in systemic disasters. A case in point was 

the progression of infrastructure system failures that occurred during both 

Hurricane Katrina (2005, New Orleans) and the Tohoku Earthquake (2011, 

Japan). The breaching of the levees in New Orleans led to cascading fail-

ures that ultimately crippled an entire city; to this day, New Orleans has 

not fully recuperated from this natural disaster. The Tohoku Earthquake 

offered another case of cascading failures with the failure of a protective sea 

wall setting off a chain reaction of failures leading to the meltdown of the 

Fukushima nuclear reactors; Fukushima remains an ongoing disaster with 

major public health implications for the coming century. 

 The civil engineering community is facing yet another grand challenge in 

how to innovatively design and construct more durable and safer infrastruc-

ture systems while being responsible stewards of the natural environment. 

The fi eld is now exploring new ways of designing resilient infrastructure 
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with lower levels of embodied energy, while emitting lower levels of green-

house gasses during construction. 

 The magnitude and scale of these challenges are necessitating new 

approaches to learning how infrastructure systems behave under both nor-

mal and extreme load conditions. Sensors are a key technology that allows 

civil engineers unprecedented levels of observation of operational infrastruc-

ture systems. Surveillance and observation are the main elements that aid 

professions to appropriately model their systems, improve system designs, 

and optimize future operations and maintenance processes. Concurrent 

to the growing demand for sensing, there has been a proliferation of new 

enabling technologies to improve capabilities of sensing systems while low-

ering their costs and simplifying their deployments. The creation of new, 

micro-scale sensors through the adoption of micro-electro-mechanical sys-

tems (MEMS) has led to a new generation of sensors with compact forms 

and low costs. In addition, the adoption of low power microprocessors that 

benefi t from Moore’s Law has helped create a class of ‘intelligent and smart’ 

sensors with computing autonomy. Similar to Moore’s Law, Eldholm’s Law 

is projecting continued improvement in wireless communications. The 

result has been scalable, high rate wireless communication standards that 

have been optimized for wireless communications within sensor networks. 

Undoubtedly, these trends have improved the sensing arsenal available to 

civil engineers to observe their systems while lowering traditional barriers 

to adoption including cost and ease of use. 

 At the outset, the editors felt there was a pressing need to create an author-

itative reference of established and emerging sensing technologies impact-

ing the fi eld’s ability to monitor its infrastructure systems. With that goal in 

mind, the editors invited the leaders of the fi eld to provide detailed over-

views of sensing hardware in Volume 1 of the two volume set. Specifi cally, 

Volume 1 concentrates on describing explicit sensor types and data acqui-

sition methods relevant to the civil infrastructure domain. Sensors have 

the potential to generate unprecedented amounts of data; this can create 

a bottleneck in the decision-making process of engineers. In order to aid 

decision makers responsible for the operation and upkeep of infrastruc-

ture, data analysis systems are direly needed to process growing amounts 

of sensor data. The experts in the domain of data interrogation and deci-

sion support systems were invited to author chapters in Volume 2 of the 

book. Furthermore, Volume 2 showcases how sensors and sensing systems 

are already being used to observe specifi c infrastructure system types. The 

editors home these case studies provided the basis for others to implement 

impactful sensing systems of their own. 

 At the beginning of this book project, the editors felt there was an equally 

pressing need for a comprehensive reference that could be used to educate 

students. Specifi cally, graduate programs in civil engineering have begun to 
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add new disciplinary concentrations that are intended to train students to be 

the thought leaders that will usher in the solutions required to solve some 

of the aforementioned grand challenge problems. For example, many uni-

versities across the globe are now offering a specialization in ‘infrastructure 

systems’ with the goal of training students to approach infrastructure system 

problems with a ‘systems’ perspective. Sensors are a key enabling technol-

ogy required to observe operational infrastructure systems. For this reason, 

these new graduate programs now offer courses in sensors, sensing systems, 

and data processing using sensor data. This book has been designed to offer 

educators a reference book that offers students a complete review of the 

fundamental operational principles of current and future sensor technol-

ogies (Volume 1) and showcasing the use of these sensing technologies to 

observe real-world systems (Volume 2). The book is written assuming stu-

dents are upper-level undergraduates or at the post-graduate level. 

 When undertaking a project of this scale, it should be acknowledged that 

the project was only possible due to the support and encouragement of the 

editors’ peers in the international research community. The pace of tech-

nological development that has occurred over the past quarter century has 

been fueled by the intellectual vitality and camaraderie of the research com-

munity engaged in sensing technologies for infrastructure monitoring. The 

editors are grateful that this community was willing and eager to contribute 

to this book. The result is a reference that accurately represents the state-of-

the-art of the fi eld and the impact sensing technologies has in solving emerg-

ing problems in the fi eld of civil infrastructure systems. Enjoy reading! 

 Ming L. Wang, PhD 
 Boston, MA 

 Jerome Lynch, PhD 
 Ann Arbor, MI 

 Hoon Sohn, PhD 
 Daejeon, Korea 
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 Sensor data management technologies for 

infrastructure asset management   

    K. H.   LAW ,      Stanford University, USA    ,     K.   SMARSLY , 

     Bauhaus University Weimar, Germany,     and     Y.   WANG , 

     Georgia Institute of Technology, USA    

   DOI : 10.1533/9781782422433.1.3 

  Abstract : This chapter discusses selected data management issues that 
are commonly shared by structural health monitoring (SHM) systems. 
First, data processing and management issues at the wireless sensor node 
are discussed, with special attention on reducing energy consumption 
inherent to wireless data communication. Second, issues such as 
communication constraints, protocol design and dynamic code migration, 
that are related to in-network data and software management are 
discussed. Third, persistent data storage and remote data access schemes, 
including a multi-agent-based framework for data processing and sensor 
self-monitoring, are presented. Technologies will continue to evolve to 
address these issues and to support data-rich SHM systems. 

  Key words : sensor network, data compression, communication protocol, 
code migration, multi-agent system. 

    1.1     Introduction 

 Structural health monitoring (SHM) systems are being deployed to col-

lect measurements of structural responses originating from ambient and/or 

external disturbances, and to draw conclusions about the state of health of a 

structure based on the measurement data. Typically, sensors are strategically 

placed in a structure to measure and record environmental and response 

data. The collected data, either in raw form or being fi ltered or pre-pro-

cessed, are then transmitted to another sensor node or to a data server for 

further processing and archival. Data management thus plays a very critical 

role for successful deployment of an SHM system. 

 An overview of data management issues has been discussed previously by 

McNeill (2009). As noted, data management issues include data collection 

and management at the site, data communication and transfer to off-site 

facilities, and data storage. Depending on the type of structure, the extent 

of information to be measured, and the purpose for monitoring, different 
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system confi gurations, measurement equipment, data communication and 

storage apparatus may be used. To provide a comprehensive treatment of 

all the issues related to data processing, data communication and data man-

agement of SHM systems is a non-trivial endeavor. In this chapter, the dis-

cussion will focus on selected data issues for the deployment of wireless 

sensors and sensor networks, and persistent backend data storage, manage-

ment, and access. 

 Sensors are the most basic and primitive entities of a SHM system. They 

are instrumented in a structure and its vicinity to measure response data 

(e.g. strain, acceleration, and displacement) as well as environmental data, 

such as temperature, wind speed, and wind direction. The past couple of 

decades have seen tremendous development of wireless sensors and com-

munication technology. With embedded microcontrollers, wireless sensors 

and wireless sensor networks have opened many new and exciting opportu-

nities for their deployment in SHM systems. Wireless sensor technology not 

only eradicates cables and the associated material and labor cost, but also 

allows fl exible system confi gurations. As many wireless sensors are designed 

to be powered by batteries, special considerations should be paid to mini-

mize energy usage as much as possible. Furthermore, wireless sensors and 

wireless systems have their limitations, among many other issues, on com-

munication range and possible data loss. Communication protocols must be 

designed to ensure that data can be transmitted in the monitoring environ-

ment and that data are being transmitted and received properly. 

 Measurement data are a valuable asset, not only for SHM but also for 

life-cycle assessment and management of the structure and the system as 

a whole. Persistent data storage that can effectively support data access is 

an important consideration of the overall data management system design. 

With the proliferation of the Internet and ubiquitous computing, advanced 

software technologies can be deployed to facilitate data access, support 

maintenance and operation of the monitored structure, and self-monitor 

the SHM system itself. The intriguing integration of data management and 

system monitoring is a subject worth consideration as a system solution to 

the monitoring of a civil infrastructure system. 

 This chapter is organized as follows. Section 1.2 discusses the data process-

ing and management issues at the wireless sensor node, with special attention 

on reducing energy consumption inherent to wireless data communication. 

Section 1.3 discusses the data issues related to in-network communication. 

Specifi cally, the section examines the issues related to wireless communica-

tion range in a monitoring environment and robust communication protocol 

design. Furthermore, a dynamic code migration paradigm, taking advantage 

of wireless in-network communication, is introduced as a fl exible approach 

to data processing. Section 1.4 discusses persistent data management and 

retrieval, and presents software modules developed to facilitate data access 
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and support system monitoring of a SHM system. Section 1.5 concludes the 

chapter with a brief summary and discussion.  

  1.2     Sensor level data processing and management 

 When using wireless sensors for acquiring and transmitting measurements, 

issues worth considering are the constraints regarding battery life and capac-

ity, as well as communication range. These constraints could affect how data 

are being processed and managed at the sensor nodes. Generally speak-

ing, wireless sensors consume less battery power to perform onboard data 

processing, thereby reducing the amount of data to be transmitted, than to 

transmit lengthy raw time-histories of sensor data. In other words, in terms 

of saving battery power, onboard processing is ‘cheaper’ than wireless com-

munication. This is particularly relevant for applications in civil structures, 

which typically involve long-range communication requiring signal boosting 

and/or multi-hopping, and consumption of signifi cant power by the wire-

less transceiver. Onboard processing measures can be adopted to preserve 

the life of portable batteries coupled with the wireless sensing node. These 

measures include embedding engineering analyses and performing data 

compression locally on the sensor node prior to data transmission. Using 

a wireless sensing node designed by Lynch (Lynch and Law, 2002) as an 

example, this section briefl y reviews a power-effi ciency study illustrating the 

demands for local data processing and data communication. 

  1.2.1      Power effi ciency of an example 
wireless sensing node 

 As an early research prototype effort, the wireless sensing node designed 

by Lynch (Lynch and Law, 2002) features two onboard microcontrollers, 

a low-power 8-bit Atmel AVR AT90S8515 model and a high-performance 

32-bit Motorola MPC555 PowerPC model. Normally on for maintaining the 

overall operation of the wireless sensing node, the AVR microcontroller 

draws 8 mA of current when powered by a 5 V source. On the other hand, 

the MPC555 microcontroller, which has a fl oating point unit and ample 

internal program memory, draws 110 mA of current when powered at 3.3 V. 

The MPC555 microcontroller is normally off to save power. When needed, 

the AVR microcontroller wakes up the MPC555 to perform computation-

ally demanding tasks. For wireless communication, a Proxim RangeLAN2 

7911 wireless modem, operating on the 2.4 GHz Federal Communications 

Commission (FCC) unlicensed band, is incorporated. Using a 1 dBi omni-

directional antenna, open space ranges of 1000 ft can be attained. To attain 

such a large communication range, the wireless radio consumes a signifi cant 
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amount of power. When internally powered by 5 V, the wireless modem 

draws 190 mA of current during data transmission and reception, and draws 

60 mA of current when idling. 

 To quantify power saving, the energy consumed by the wireless sens-

ing node is experimentally measured using 7.5 V battery sources. Table 1.1 

summarizes the expected operational life of a battery pack with Energizer 

AA L91 lithium-based battery cells when continuously drained (Lynch 

 et al ., 2004). As shown in Table 1.1, the wireless modem consumes a rela-

tively large amount of battery energy. To preserve battery life, the use of 

the modem should be minimized by limiting the amount of data wirelessly 

transmitted. When executing an embedded analysis task, the MPC555 con-

sumes 363 mW by drawing 110 mA at 3.3 V, while for data transmission, 

the RangeLAN2 radio consumes 950 mW of power running 190 mA at 5 

V. Clearly, the MPC555 is 2.6 times more power effi cient than the wireless 

radio. To determine the total amount of energy saved, the time required to 

perform an embedded computational task needs to be calculated. The time 

for data transmission can be computed on the basis of the wireless radio 

baud rate (19 200 bit per second).       

  1.2.2      Power saving measure I – embedded engineering 
analyses 

 With the MPC555 computational core, engineering analyses can be encoded 

and embedded in the wireless sensing node (Lynch  et al ., 2004). To assess 

the energy saved by the sensing node by locally processing data, fast Fourier 

transform (FFT) and autoregressive (AR) time series analysis, which are 

two algorithms commonly used for system identifi cation and damage detec-

tion in SHM, are used as illustrative examples. The fi rst algorithm, FFT, can 

transform time series data into frequency domain for determining structural 

modal properties. In this experimental study, the Cooley-Tukey version of 

the FFT is embedded in the wireless sensing node to locally calculate the 

Fourier coeffi cients (Press, 1995). The second algorithm, which is based on 

AR analysis and has been widely used in damage detection studies (Sohn 

 Table 1.1     Duration of battery sources for various operational states 

 Operational state  Circuit Current 

 (mA) 

 Internal Voltage 

 (V) 

 Energizer L91 7.5 V 

Li/FeS 2    (h) 

 AVR On/MPC555 Off  8  5  500 

 AVR On/MPC555 On  160  5/3.3  15 

 RangeLAN Active  190  5  13 

 RangeLAN Sleep  60  5  40 
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and Farrar, 2001), fi ts discrete measurement data to a set of linear AR coef-

fi cients weighing past time-history observations:

    
y b y rib

i

p

krr+b yib
=
∑∑

1     [1.1]   

 Here  y   k   denotes the response of the structure at the  k -th discrete point, 

which is expressed as a function of  p  previous observations of the system 

response, plus a residual error term,  r   k  . Weights on the previous observa-

tions of  y   k-i   are denoted by the  b   i   coeffi cients. Burg’s approach to solving 

the Yule-Walker equations can be used for calculating the weighting coef-

fi cients (Press, 1995). 

 Table 1.2 presents the time associated with each analysis and the energy 

saved. The time series data were obtained during a fi eld test conducted at the 

Alamosa Canyon Bridge in New Mexico (Lynch,  et al ., 2003). As compared 

to the transmission of time-history record, the computational effi ciency 

of the embedded FFT and transmission of (a few) modal frequencies can 

achieve major energy savings of over 98%. Calculation of AR coeffi cients 

is more complex and requires external memory for temporary data stor-

age, resulting in longer execution times. Nevertheless, energy savings of over 

50% can be achieved. Clearly, end-users of wireless sensing nodes should be 

cognizant of the execution times of their analyses, but on an average, signifi -

cant energy can be saved by local data interrogation on the sensor nodes.       

  1.2.3     Power saving measure II – data compression 

 Time series data can be compressed by exploiting natural internal structures 

of data prior to transmission, so that wireless transmission can be reduced 

Table 1.2     Energy analysis of data interrogation versus transmission of time series 

record 

 Analysis  Length 

of 

record 

  N  

 Time of 

MPC555 

calculation 

 (s) 

 Energy 

consumed 

MPC555 

 (J) 

 Time for 

wireless 

transmission 

 (s) 

 Energy 

consumed 

ratio 

 (J) 

 Energy 

saved 

 (%) 

 FFT  1024  0.0418  0.0152  1.7067  1.6213  99.1 

 FFT  2048  0.0903  0.0328  3.4133  3.2426  99.0 

 FFT  4096  0.1935  0.0702  6.8267  6.4854  98.9 

 AR (10 coeffi cients)  2000  1.3859  0.5031  3.3333  3.1666  84.1 

 AR (20 coeffi cients)  2000  2.8164  1.0224  3.3333  3.1666  67.7 

 AR (30 coeffi cients)  2000  4.2420  1.5398  3.3333  3.1666  51.4 

 AR (10 coeffi cients)  4000  2.7746  1.0072  6.6667  6.3333  84.1 

 AR (20 coeffi cients)  4000  5.6431  2.0484  6.6667  6.3333  67.7 

 AR (30 coeffi cients)  4000  8.5068  3.0879  6.6667  6.3333  51.2 
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and power saved. Compression algorithms can be broadly categorized into 

two classes: lossless and lossy compression. Lossless compression guarantees 

the integrity of the data without distortion. In contrast, lossy compression 

reduces data with reasonable distortions but can achieve higher compression 

rates. There are many lossless and lossy compression techniques (Salomon 

and Motta, 2010). A simple and computationally inexpensive compression 

technique, known as Huffman coding, is selected for illustration (Sayood, 

2000). 

 Lossless Huffman coding exploits statistical relationships in the data, and 

pairs short symbols to data values with high probability of occurrence and 

long symbols to those with low probability. For example, if the 16-bit inte-

ger value ‘0x2342’ was the most commonly occurring data sample, a short 

1-bit symbol can be given to it, such as ‘0’. Next, if ‘0x2455’ was the second 

most occurring data sample, it might be given the 2-bit symbol ‘10’. Hence, 

depending on the probability mass density of the data, a compact binary 

representation of variable length can be used for compressed coding. Prior 

to generation of a Huffman lookup table, inherent structures in data can be 

exploited for achieving greater compression rates by using a de-correlation 

transform, such as (Daubechies) wavelet transform. The data compression 

and de-compression process is shown in Fig. 1.1.      

 In the illustrated example, Huffman coding is performed for data com-

pression prior to wireless transmission. The compression results reported 

in Table 1.3 are obtained from the acceleration response acquired from a 

shake table test on a 5 degree-of-freedom laboratory structure subjected 

to sweeping sinusoidal and white noise inputs (Lynch and Law, 2002). The 

acceleration data are recorded by the wireless sensing node using an effec-

tive 12-bit A/D converter. Table 1.3 shows the performance of lossless com-

pression and the amount of energy saved through compressing data with 

the MPC555 and wirelessly transmitting the compressed record. Huffman 

coding compression is performed with and without wavelet transform for 

de-correlation. For the case of sweep excitation input, a compression rate 

of 61% was achieved after the initial record is de-correlated using wavelet 

transform. If the record is not de-correlated and internal statistical struc-

tures are not exploited in the creation of the Huffman coding lookup table, 

a compression rate of approximately 71% can still be attained. However, 

Data De-
correlation
transform

Huffman
lookup
table

Data compression

Huffman
lookup
table

Inverse
De-

correlation

Data

Data De-compression

Compression data for

Wireless Transmission

 1.1      Huffman compression of sensor data using wireless sensing nodes.  
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for the white noise excitation, the response lacks an inherent structure that 

the de-correlation transform can leverage for compression. Since the time 

required to compress data is practically negligible, the compression rate 

essentially determines the energy saved by the wireless radio in transmit-

ting the compressed record.      

 Lossy compression techniques are also widely available to further com-

press the data with ‘reasonable’ data distortion within certain tolerance for 

a particular application. The time series data can be compressed by adding 

signal quantization between the de-correlation (or inverse de-correlation) 

fi lter and the Huffman coder. Table 1.4 shows the data compression results 

on a 16-bit time series data set collected from a high-speed boat (Sohn,  et al ., 
2001), using a simple uniform quantizer,  x   q   = round( x/q ), with quantization 

(sampling) factors of 2 and 4. The results demonstrate that lossy compres-

sion can signifi cantly reduce the size of the time series data. However, the 

distortion errors can propagate to subsequent analyses performed, in this 

example shown as the mean-square error (MSE) on the AR coeffi cients 

computed with the compressed data series.      

 In summary, with the availability of a microcontroller onboard with 

the sensor nodes, signifi cant energy can be saved by pre-processing the 

measurement data (i.e. directly embedding engineering analyses and/

or compressing the raw sensor measurement data), prior to wireless 

transmission.   

 Table 1.3     Compression of structural response data using Huffman coding 

 Excitation 

Type 

 De-correlation  A/D 

resolution 

 (bits) 

 Total 

record 

size 

 (bytes) 

 Compressed 

record size 

 (bytes) 

 Compression 

rate 

 (%) 

 Energy 

saved 

 (%) 

 Sweep  None  12  1024  733  71.6  28.4 

 Sweep  Wavelets  12  1024  626  61.2  38.8 

 White  None  12  1024  795  77.6  22.4 

 White  Wavelets  12  1024  791  77.3  22.7 

 Table 1.4     Lossy compression of measurement data using 

uniform quantization 

 Compression 

scheme 

 Compress 

rate (%) 

 Data (MSE/

mean) 

 AR coeffi cients 

(30) (MSE) 

 Lossless  83.0  0.0  0.0 

 Lossy (2)  65.6  10 −8   10 −6  

 Lossy (4)  58.8  10 −7   10 −4  



10   Sensor Technologies for Civil Infrastructures

  1.3     In-network data communication and 
management 

 Compared to cable-based systems, wireless structural monitoring systems 

have a unique set of advantages and technical challenges. Besides the desire 

for portable long-lasting energy sources, such as batteries, reliable data 

communication is another key data management issue to be considered in 

the design and implementation of wireless structural monitoring systems. 

Section 1.3.1 discusses the important communication issues and metrics, such 

as transmission latency and communication range, for adopting wireless sen-

sors in an SHM application. Furthermore, communication constraints need 

to be considered carefully in the selection of hardware technologies and the 

design of software/algorithmic strategies. Section 1.3.2 presents the utiliza-

tion of a state machine concept to design reliable communication protocols 

in a wireless sensor network. In addition to data transmission, software code/

programs can be wirelessly transmitted and dynamically migrated to sen-

sor nodes on an as-needed basis. This dynamic code migration strategy can 

greatly ease the onboard memory limitations on the sensor nodes, and save 

effort in the fi eld for programming and incorporating new algorithmic devel-

opments on the sensor nodes. Section 1.3.3 describes the concept of dynamic 

code migration, illustrated with an example prototype implementation. 

  1.3.1      Communication constraints in wireless 
sensor network 

 To quantify transmission latency in wireless sensor networks, it is necessary 

to fi rst review the overall architecture of a wireless sensor node. A wire-

less sensor node usually consists of three functional modules, including sen-

sor interface, computational core, and wireless communication (Lynch and 

Loh, 2006). The sensor interface converts analog sensor signals into digital 

data, which are then transferred to the computational core. Besides a micro-

controller/processor executing embedded program, external static random 

access memory (SRAM) is often integrated with the computational core to 

facilitate local data storage and analysis. A complete wireless communica-

tion process includes not only wireless data exchanging among transceivers 

of different wireless nodes, but also onboard data exchange between the 

computational core and the transceiver inside each wireless node. 

 The time required for a single transmission is defi ned as the wireless trans-

mission latency between the sender and the receiver ends of the communi-

cation. A single transmission time refers to the period starting when the 

sender’s processor begins pushing data to its transceiver, and ending when 

the receiver’s processor obtains all the data from its transceiver. As shown 

in Fig. 1.2,  T  Onboard  represents the time required to transfer the data packet 
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onboard, between the processor and wireless transceiver. Typical interfaces 

for the onboard transfer are either serial peripheral interface (SPI) or uni-

versal asynchronous receiver/transmitter (UART) interface. Once the send-

er’s wireless transceiver obtains the fi rst bit of data from the its processor, 

the transceiver starts preparing wireless transmission of the data packet. The 

communication latency,  T  Latency , refers to the period starting when the sender 

side’s processor begins pushing the fi rst bit of data to its transceiver, and 

ending when the receiver side’s transceiver is able to push out the fi rst bit 

of the data to its processor. Assuming both the sender and the receiver have 

the same onboard interfaces between their processor and wireless trans-

ceiver,  T  Onboard  is usually the same for both sides.      

 Wireless transmission latency,  T  Latency , is among the basic characteristics of 

a wireless transceiver. For example, latency of the 24XStream and 9XCite 

transceiver from Digi International Inc. are measured to be about 15 ms 

and 5 ms, respectively (Wang and Law, 2007), while the Chipcon CC2420 

wireless transceiver offers a lower latency of less than 2 ms (Swartz and 

Lynch, 2009; Wang and Law, 2011). The onboard data transfer time,  T  Onboard , 

is determined by the transfer rate of the onboard interface. For example, a 

UART interface can be used with a data rate of  R  UART  at 38 400 bps (bits per 

second). UART is usually set to transmit 10 bits for every one byte (8 bits) 

of sensor data, including one start bit and one stop bit. Therefore, the data 

rate is equivalent to  R  UART  /10 bytes per second, or  R  UART  /10 000 bytes per 

ms. If a data packet to be transmitted contains  N  bytes, the single transmis-

sion time of the data packet can be estimated as:

    T T
N

RSingleTransmTT Latency

UART

ms+TLaTT tency ( )10 000
       [1.2]   

Sender
side

Receiver
side

TOnboard

TOnboardTLatency

Data packet sent from
processor to transceiver

Data packet coming out of 
transceiver and going into processor

Time

Time

1.2      Illustration of time consumption by a single wireless transmission.  



12   Sensor Technologies for Civil Infrastructures

 In the analysis herein, it is assumed that the bandwidth of the wireless trans-

ceiver is higher than or equal to the onboard transfer rate  R  UART . Otherwise, 

wireless bandwidth becomes a bottleneck in the communication, and the 

wireless baud rate should be used to replace  R  UART  in Equation [1.2]. This 

amount of single transmission time typically has minimal effect in most 

monitoring applications, but can have a noticeable effect when in-net-

work analysis is performed. An in-network analysis may require frequent 

exchange of data among wireless nodes, while harnessing the embedded 

computing power of microcontrollers for collaborative data processing. 

 The other constraint, the achievable wireless communication range, is 

related to the attenuation of the wireless signal traveling along the trans-

mission path. The path loss  PL [dB] of a wireless signal is measured as the 

ratio between the transmitted power, PTXPP mW( )   , and the received power, 

PRXPP mW( )    (Molisch, 2005):

    PL dB log
mW

mW
( ) =

( )
( )10 10

P

P
TXPP

RXPP
       [1.3]   

 Path loss generally increases with the distance,  d , between the transmitter 

and the receiver. However, the loss of signal strength varies with the envi-

ronment along the transmission path and is diffi cult to quantify precisely. 

Experiments have shown that a simple empirical model may serve as a good 

estimate to the mean path loss (Rappaport and Sandhu, 1994):

    PL PL d n( )d dB log dX B( ) ( )( ) + ( )d
d

d
d ( )n logdB0 )( ) + 10        [1.4]   

 Here PL d0( )    is the free-space path loss at a reference point close to the 

signal source ( d   0   is usually selected as 1 meter for ease of calculation). 

Parameter Xσ     represents the variance of the path loss, which is a zero-mean 

log-normally-distributed random variable with a standard deviation of   σ  . 
Parameter  n  is the path loss exponent that describes how fast the wireless 

signal attenuates over distance. In essence, Equation [1.4] indicates an expo-

nential decay of signal power:

    P PRXPP
n

mW mW( ) ( )( )d
d

−

0PP        [1.5]   

 where  P  0  is the received power at the reference distance  d  0 . Typical mea-

sured values of  n  are reported to be between 2 and 6 (Rappaport and 

Sandhu, 1994). 
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 A link budget analysis can be used to estimate the range of wireless com-

munication (Molisch, 2005). To achieve a reliable communication link, it is 

required that following inequality holds:

    P dTXPP dB d m dB( ) ( ) (( )( ) ( ) ( )G ( ) RdBd)( ) + S FdBm( )        [1.6]   

 where AG denotes the total antenna gain for the transmitter and the 

receiver, RS the receiver sensitivity, FM the fading margin to ensure the 

quality of service, and PL( )    the realized path loss at some distance  d  within 

an operating environment. Table 1.5 summarizes the link budget analysis for 

a 900 MHz and a 2.4 GHz transceiver (both operating in a free unlicensed 

frequency band in the United States), and their estimated indoor ranges. 

The transmitted power for both transceivers, PTXPP    , is set at 1 W (30 dBm), the 

maximum power allowed by the Federal Communications Committee.      

 In Table 1.5, a total antenna gain AG of 4 dBi is employed by assum-

ing that low-cost 2 dBi whip antennas are used at both the transceiver and 

receiver. The receiver sensitivity RS and fading margin FM of the two wire-

less transceivers are chosen as typical values available from commercial 

transceivers. The free-space path loss at  d  0  is computed using the Friis trans-

mission equation (Molisch, 2005):

    PL( ) dB log
d

1logdB) 0
020

4( ) = ⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞π

λ
       [1.7]   

 where   λ   is the wavelength of the corresponding wireless signal. Rappaport 

and Sandhu (1994) reported values of path loss exponent,  n , that are measured 

 Table 1.5     Link budget analysis to two types of wireless 

transceivers (1 W transmitted power) 

 900 MHz  2.4 GHz 

 
PTXPP

   (dBm)  30.00  30.00 

 AG (dBi)  4.00  4.00 

 RS (dBm)  −104.00  −105.00 

 FM (dB)  22.00  22.00 

 PL = PTXPP  + AG − RS − FM (dB)  116.00  117.00 

 PL( )d0  (dB),  d  0  = 1 m 
 31.53  40.05 

 PL PL− ( )  (dB) 
 84.47  76.95 

  n   2.80  2.80 

 d  (m) 
 1039.72  560.23 
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for a number of different building types. The value for soft-partitioned offi ce 

building ( n  = 2.8) is listed in Table 1.5 for both transceivers. Finally, assum-

ing that the variance Xσ     is zero, the mean communication range d     can be 

derived from Equation [1.4] as shown at the bottom row of Table 1.5:

    d d n( )d− ( ) ( )
0 10 dd        [1.8]   

 It is important to note the sensitivity of the communication range with 

respect to the path loss exponent  n  in Equation [1.8]. For instance, if the 

exponent of 3.3 for indoor traveling (through brick walls, as reported by 

Janssen & Prasad (1992) for 2.4 GHz signals) is used for the 2.4 GHz 

transceiver, the mean communication range reduces to 214.7 m. Our 

experience in the design of wireless sensors and their placement has dem-

onstrated the importance of considering the path loss estimation in the 

physical implementation of a SHM system with reliable data collection 

(Wang and Law, 2007).  

  1.3.2      Communication protocol development through 
state machine concept 

 To ensure reliable communication between a wireless server and wireless 

nodes, or among multiple wireless nodes, the data communication protocol 

needs to be carefully designed and implemented. A commonly used net-

work communication protocol is the transmission control protocol (TCP). 

Establishing a full duplex virtual connection between two endpoints, TCP 

is a sliding window protocol that handles both timeouts and retransmis-

sions. Although TCP is highly reliable, it is usually too general and cum-

bersome to be employed by low-power and low data-rate wireless nodes. If 

the complete TCP suite is adopted in a low-power wireless sensor network, 

protocol overhead can cause long latency while transmitting each wireless 

packet, and signifi cantly slow down the communication throughput. While 

general purpose operating systems for wireless sensors are available to con-

veniently implement TCP, for practical and effi cient application in a wire-

less structural sensor network, a simpler communication protocol is quite 

desirable to minimize the transmission overhead without overwhelming the 

limited resources of the sensor nodes. Furthermore, the protocol needs to 

be designed to ensure reliable wireless transmission by properly addressing 

possible data loss. Nevertheless, a light-overhead communication protocol 

designed for a wireless structural sensor network can still inherit many use-

ful features of TCP, such as data packetizing, sequence numbering, timeout 

checking, and retransmission. 
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 Finite state machine concepts can greatly facilitate the designing and pro-

gramming of an effi cient communication protocol. A fi nite state machine 

consists of a set of discrete states and specifi ed transitions between the states 

(Tweed, 1994). Taking the protocol between a wireless server and multiple 

wireless sensing nodes as an example, the state machine of either the server 

or a wireless node can only be in one of the possible states at any point in 

time. In response to different events, each machine transits between states. 

Figure 1.3 illustrates part of a communication protocol for one round of sen-

sor data collection, as described by state machine diagrams for the server and 

for the wireless nodes; note that the server and the nodes have separate sets 

of state defi nitions. During each round of data collection, the server collects 

sensor data from all wireless nodes. The detailed communication protocol for 

initialization and synchronization has been discussed by Wang,  et al . (2007).      

 As shown in Fig. 1.3, at the beginning of data collection, the server and all 

the wireless nodes are all set in their own State 1. Starting with the fi rst wire-

less node in the network, the server queries each node for the availability of 

data by sending the ‘01Inquiry’ command. If the data is not ready, the node 

replies ‘02NotReady’; otherwise, the node replies ‘03DataReady’ and transits 

to State 2. After the server ensures that the data from this wireless node is 

ready for collection, the server transits to State 3. To request a data segment 

from a node, the server sends a ‘04PlsSend’ command that contains a packet 

sequence number. One round of data collection from one wireless node is 

ended with a two-way handshake, where the server and the node exchange 

‘05EndTransm’ and ‘06AckEndTransm’ commands. The server then moves 

on to the next node and continuously collects sensor data round-by-round. 

 Since the typical objective in structural monitoring is to transmit sensor 

data or analysis results to the server, in this set of state machine designs, the 

server is assigned the responsibility for ensuring reliable wireless communi-

cation. If the server sends a command to a wireless sensing node and does 

not receive an expected response from the node within a certain time limit, 

the server will resend the last command again until the expected response 

is received. However, after a wireless sensing node has responded to the 

server, the node does not check if the message has successfully arrived at the 

server, because the server is assigned the overall responsibility. The wireless 

sensing node becomes aware of data loss only when the server queries the 

node for the same data again.  

  1.3.3     Dynamic wireless code migration 

 In addition to transmitting data sets, algorithms and software programs 

can also be transmitted over the wireless network. Specifi cally, the con-

cept of dynamic wireless code migration is a powerful approach toward 

resource-effi cient and reliable data processing and management at the 
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 1.3      Communication state machine diagrams for wireless SHM. (a) State 

diagram of the server. (b) State diagram of a wireless sensing node.  
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sensor node. Wireless code migration, i.e. software programs (including 

dynamic behavior, actual state, and specifi c knowledge) physically migrat-

ing from one sensor node to another, has been used in a number of areas, 

such as mobile commerce, medical applications, and distributed traffi c 

detection (Chen  et al.,  2009; Herbert  et al.,  2006; Mihailescu  et al.,  2002). 

The concept can be benefi cial for wireless SHM as well. 

 Relatively sophisticated wireless sensing nodes are now available to 

support dynamic code migration. For example, Smarsly  et al . (2011a) have 

employed a Java-based wireless sensing node, the SunSPOT node devel-

oped by Sun Microsystems, for a prototype implementation. Unlike com-

mon embedded applications for wireless sensor networks, which are 

usually written in low-level native languages (such as C/C++ and assembly 

language), the SunSPOT node contains a fully capable Java ME, which is 

widely used, for example, on advanced mobile phones. The computational 

core is an Atmel AT91RM9200 system-on-a-chip (SoC) incorporating a 

32-bit ARM920T ARM processor with 16 kB instruction and 16 kB data 

cache memories and executing at 180 MHz maximum internal clock speed. 

The SunSPOT node also incorporates a Spansion S71PL032J40 chip that 

consists of 4 MB fl ash memory and 512 kB RAM. 

 Smarsly  et al . (2011a) have coupled the migration-based approach with 

mobile multi-agent technology for wireless SHM. The wireless monitoring 

system consists of a base node and clusters of sensor network systems, each 

cluster being composed of one head node that manages the cluster, and a 

number of sensor nodes that collect structural sensor data (Fig. 1.4). The 

base node is connected to a local computer that includes a database and an 

information pool providing global information on the monitoring system 

and on the structure. Example information includes modal properties of the 

structure under monitoring, sensor nodes installed, and a catalog of data 

analysis algorithms.      

 Two basic types of mobile software programs are designed, namely 

‘onboard agents’ permanently residing at the head and sensor nodes, and 

‘migrating agents’ located at the head nodes to be sent to the sensor nodes 

Base node

Head node

Sensor node

Wireless inter-cluster
communication

Database

Information
pool

Wireless intra-cluster
communication

Cable-based
communication

 1.4      Hierarchical architecture of the monitoring system.  
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upon request. The onboard agents installed on the sensor nodes are self-

contained, interacting software programs capable of making their own 

decisions and acting in the wireless sensor network with a high degree of 

autonomy. The onboard agents are designed to continuously record sensor 

data from the monitored structure, to perform simple routines for detecting 

suspected structural abnormalities, and to aggregate the sensor data (for 

example, to extract representative features and values from sets of measure-

ments). The aggregated data is then transmitted to the database installed on 

the connected local computer for persistent storage. 

 As opposed to onboard agents that are permanently residing at the 

nodes, the migrating agents are capable of physically migrating from one 

node to another in real-time. While the onboard agents at the sensor nodes 

are continuously executing relatively simple yet resource-effi cient routines, 

the migrating agents are designed to carry out more comprehensive data 

analysis algorithms directly on a sensor node. Acting upon a request by an 

onboard agent in the case of detected or suspected abnormal changes of 

the monitored structure (‘anomalies’), a migrating agent is dynamically 

composed of the most appropriate algorithm selected from the information 

pool for analyzing the detected anomaly (here a Cooley-Tukey FFT algo-

rithm as introduced in the previous section). In the prototype implementa-

tion of dynamic code migration, a 96.4% reduction of wirelessly transferred 

data has been achieved compared to transferring the collected raw sensor 

data to a central server (Smarsly  et al ., 2011b). Furthermore, the memory 

consumption on a sensor node utilizing the code migration strategy can 

potentially be reduced compared to the conventional execution of embed-

ded algorithms.   

  1.4     Persistent data management and retrieval 

 This section provides an overview on data management and retrieval in 

SHM systems by means of a wind turbine monitoring system as an illustra-

tive example (Hartmann  et al.,  2011; Smarsly  et al.,  2012a). Section 1.4.1 gives 

a brief description of the monitoring system. The basic steps of data collec-

tion, processing, and archiving are discussed in Section 1.4.2, followed by an 

example of remote communication with the monitoring system in Section 

1.4.3. Finally, in Section 1.4.4, specifi c features of the monitoring system are 

illuminated, such as the autonomous detection of sensor malfunctions. 

  1.4.1     A wind turbine monitoring system 

 A wind turbine monitoring system is prototypically implemented on 

a 500 kW wind turbine located in Germany. The system is designed to 
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systematically assess the condition of the wind turbine, detect damage 

and deterioration, and estimate its service lifespan. The monitoring sys-

tem consists of an on-site hardware system and a software system for 

supporting distributed and remote access (Fig. 1.5). Installed in the wind 

turbine, the on-site hardware system includes sensors, data acquisition 

units (DAUs), and a local computer (on-site server). Remotely connected 

to the hardware system, the software system is composed of software mod-

ules designed to continuously execute relevant monitoring tasks, such as 

storing and converting the sensor data collected from the wind turbine.      

 The on-site hardware system is implemented to collect structural, envi-

ronmental, and operational data for assessing the condition of the wind 

turbine. For that purpose, the wind turbine is instrumented with sen-

sors installed both inside and outside the tower as well as on the foun-

dation of the wind turbine. Six inductive displacement transducers, type 

HBM-W5K, are mounted at two different levels inside the tower. The 

displacement transducers are complemented by Pt100 resistance temper-

ature detectors to capture temperature infl uences on the displacement 

measurements. Additional temperature sensors are placed at two other 

levels inside and outside the tower to measure temperature gradients. 

In addition, six three-dimensional 3713D1FD3G piezoelectric acceler-

ometers, manufactured by PCB Piezotronics, are placed at fi ve levels in 

the tower. On the foundation of the wind turbine, three single-axis PCB-

393B12 piezoelectric seismic accelerometers are installed. For acquiring 
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 1.5      Architecture of the wind turbine monitoring system.  
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wind information, a Metek USA-1 ultrasonic anemometer is mounted on 

a telescopic mast next to the wind turbine. Figure 1.6 shows components 

of the on-site hardware system installed in the wind turbine tower as well 

as the anemometer.      

 The sensors are controlled by the DAUs, which are connected to the on-

site server located in the maintenance room of the wind turbine. For the 

acquisition of temperature data, three 4-channel Picotech resistance ther-

mometer data logger (RTD) input modules PT-104 are deployed; for the 

acquisition of acceleration and displacement data, four Spider8 measuring 

units are used. Each Spider8 unit has separate A/D converters, ensuring 

simultaneous measurements at sampling rates between 1 and 9600 Hz. All 

data sets, being sampled and digitized, are continuously forwarded from the 

DAUs to the on-site server for temporary storage. 

 The software system is installed on different computers at the Institute 

for Computational Engineering (ICE) in Bochum (Germany). The data col-

lected by the on-site hardware system is forwarded to the software system 

using a permanently installed digital subscriber line (DSL) connection. As 

shown in Fig. 1.5, the software system is designed to provide a persistent 

data storage, and to support remote access to the data sets and the mon-

itoring system. For data storage, the software system comprises (i) server 

systems for online data synchronization, data conversion, and data trans-

mission, (ii) RAID-based storage systems for periodic backup, and (iii) a 

MySQL database for persistent data storage. A web interface connection is 

designed to facilitate interactions by the human users to remotely monitor 

the wind turbine. In addition, a database connection can be utilized by both 

human users and software programs to remotely access the monitoring sys-

tem and to download and analyze the data.  

Accelerometer
(PCB-3713D1FD3G)

3D ultrasonic anemometer
(METEK USA-1)

RTD surface sensor
(Pt100)

Displacement transducer
(HBM-W5K)

(a) (b)

 1.6      Sensors inside the wind turbine tower (a) and three-dimensional 

anemometer (b) being part of the on-site hardware system.  
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  1.4.2     Data processing and management 

 The data sets collected on the wind turbine are stored temporarily on the 

on-site server. The on-site server automatically creates local backups of all 

recorded data sets and, through a permanently installed DSL connection, 

transmits the raw data to the MySQL database installed on a main server 

at ICE. The data transmission is automatically executed by a ‘Cron’ job 

scheduler, which is a time-based Unix utility running on the on-site server 

to ensure the periodic execution of tasks according to specifi ed time inter-

vals. When uploading the collected raw data to the main server for persis-

tent archival, metadata are added to provide defi nitions of installed sensors, 

DAU IDs, output specifi cation details, date and time formats, etc. This data 

conversion process is implemented using a commercial, open-source tool 

‘Pentaho Data Integration’ (PDI), which offers metadata-driven conver-

sion and data extraction capability (Castors, 2008; Roldan, 2009). Figure 1.7 

shows the basic tasks defi ned for executing the data conversion process, 

which includes (i) starting the conversion service, (ii) data processing, and 

(iii) moving the input data fi les for storage on a database.      

 Once the data are successfully converted and stored in the MySQL data-

base, an acknowledgement is sent from the main server at ICE to the on-site 

server in the wind turbine, whereupon the corresponding data set on the on-

site server is deleted. During the conversion process, all data sets involved 

are automatically ‘locked’ and cannot be accessed by software programs or 

by human users, in order to avoid inconsistencies. Performance tests validat-

ing the automated data conversion process have been documented (Smarsly 

and Hartmann, 2009a, b, 2010). After being stored in the database at ICE, 

the data are available for remote access. 

 Figure 1.8 shows the basic structure of the database. Database tables (such 

as ‘pt104’, ‘spider8’ and ‘usa’) are defi ned for the DAUs (PT-104 modules, 

Spider8 measuring units, USA-1 anemometer) installed in the wind tur-

bine. Each fi eld in a database table represents one sensor connected to the 

DAU. For example, the database table ‘pt104’, shown in Fig. 1.8, comprises 

ten fi elds, which correspond to the data recorded by the PT-104 modules 

through the temperature sensors T1 to T10.      

Service
running

Data
converted

Data files
moved

convert
Data()

startService()
(New files

not available)

(New files
available)

moveFilesFor
Backup()

 1.7      Abridged illustration of the automated data conversion expressed 

in terms of a state machine protocol.  
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 During the automated conversion process, the basic statistics of the data 

sets, such as quartiles, medians and means, are computed at different time 

intervals and stored in the MySQL database (Table 1.6). As an example, 

Fig. 1.9 shows the database table ‘usa_3’ which summarizes the statistics of 

the data sets collected by the USA-1 anemometer over a period of 3 s, as 

indicated by the suffi x ‘_3’. The data sets and statistics are made available for 

analyzing the physical and operational states of the wind turbine structure.            

  1.4.3     Remote access to the monitoring system 

 Remote access to the monitoring data is provided through the web inter-

face and through the direct database connection. The web interface offers 

spider8

usa

pt104

1,724,319,519

877,378,974

17,574,367

MyISAM

MyISAM

MyISAM

432.6 GiB

57.2 GiB

1.9 GiB

pt104

Table Records Type Size

Field

Monitoring database

Type Null Default Comments

time bigint(20) No

t1 float

float

float

float

float

float

float

float

float

float

No

t2 No

t3 No

t4 No

t5 No

t6 No

bigint(20)time No

t7 No

t8 No

t9 No

t10 No

usa

Field Type Null Default Comments

spider8

Field Type Null Default Comments

time bigint(20) No

B1_x float No

B1_y float No

B1_z float No

B2_x float No

B2_y float No

B2_z float No

B3_x float No

B3_y float No

B3_z float No

B4_x float No

B4_y float No

B4_z float No

B5_x float No

B5_y float No

B5_z float No

B6_x float No

B6_y float No

B6_z float No

W1 float No

W2 float No

W3 float No

W4 float No

W5 float No

W6 float No

B7 float No

B8 float No

B9 float No

int(11)v No

int(11)d No

int(11)z No

int(11)t No

 1.8      Structure of the monitoring database (extract).  
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graphical user interfaces (GUIs) for remotely visualizing, exporting, and 

analyzing the monitoring data, while the database connection allows access-

ing the data directly, for example by software programs and other tools. 

Figure 1.10 shows the web interface displaying the monitoring data collected 

during 24 h on 24 April 2011. As shown in the left pane of the web interface, 

the monitoring data are graphically displayed as selected by the user through 

the control panel on the right pane. Using the control panel, the user can 

select the data collected by specifi c sensors, specify the time intervals to be 

plotted, conduct online data analyses, and export data sets. In Fig. 1.10, a time 

 Table 1.6     Characteristic values describing the secondary monitoring data 

 Description  Suffi x 

 Least value not considered an outlier  _least_non_outlier 

 First (lower) quartile Q1  _lower_quartile 

 Second quartile Q2 (median)  _median 

 Mean value  _mean 

 Third (upper) quartile Q3  _upper_quartile 

 Largest value not considered an outlier  _largest_non_outlier 

Monitoring database (aggregated)

pt104_3

pt104_60

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

MyISAM

pt104_360

pt104_600

pt104_1800

pt104_21600

spider8_3

spider8_60

spider8_360

spider8_600

spider8_1800

spider8_21600

usa_3

usa_60

usa_360

usa_600

usa_1800

4.4 GiB

237.7 MiB

37.3 MiB

23.8 MiB

7.5 MiB

638.3 KiB

12.9 GiB

712.8 MiB

109.9 MiB

71.3 MiB

22.0 MiB

1.8 MiB

2.0 GiB

107.7 MiB

16.8 MiB

10.8 MiB

3.4 MiB

289.0 KiBusa_21600

17,806,670

946,176

148,397

94,617

29,686

2,477

17,475,701

944,449

145,640

94,446

29,135

2,434

17,740,632

946,001

147,847

94,600

29,575

2,467

usa_3

time Nobigint(20)

v_least_non_outlier Nofloat

v_lower_quartile Nofloat

v_median Nofloat

v_mean Nofloat

v_upper_quartile Nofloat

v_largest_non_outlier

d_least_non_outlier

d_lower_quartile

d_median

d_mean

d_upper_quartile

d_largest_non_outlier

z_least_non_outlier

z_lower_quartile

z_median

z_mean

z_upper_quartile

z_largest_non_outlier

t_least_non_outlier

t_lower_quartile

t_median

t_mean

t_upper_quartile

t_largest_non_outlier

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Nofloat

Table Records Type Size Field Type Null Default Comments

 1.9      Tertiary monitoring data composed of characteristic values 

(database structure).  
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history of acceleration data is displayed, collected by a Spider8 measuring 

unit through a 3D accelerometer installed at the height of 63 m in the wind 

turbine tower (sensor B1). The web interface and the database connection 

provide easy access to the users and software modules for interacting with 

the monitoring system and conducting monitoring tasks.       

  1.4.4      Detection of data anomalies and sensor 
malfunctions 

 One of the key issues in an SHM system is to ensure that the collected sensor 

data are reliable and, furthermore, the sensors or the DAUs are in good con-

dition. Typical malfunction may be caused by communication problems due 

to long-distance lines, breakdowns of sensors, or temporary power black-

outs that affect the computer systems. A fl exible and extensible multi-agent 

system is designed and connected to the existing monitoring system through 

the database connection (Smarsly  et al.,  2011c, d, 2012b). The purpose of 

the multi-agent system is to self-detect malfunctions and enable corrective 

actions. Once a malfunction of a DAU is observed, the system informs the 

responsible individuals about the detected defects through email alerts. The 

affected DAUs can be restarted remotely or replaced in a timely manner. 

 A multi-agent system consists of multiple interacting software compo-

nents or ‘agents.’ Software agents are characterized by two basic capabilities: 

 autonomy  and  fl exibility , which make multi-agent technology well suited for 

implementing distributed, real-time applications. An ‘autonomous’ software 

 1.10      Data sets remotely accessed via the web interface provided by the 

monitoring system (collected during 24 h on 24 April 2011).  
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agent is able to operate without any direct intervention by humans or other 

software systems, to control its actions, and to decide independently which 

actions are appropriate for achieving prescribed goals (Russell and Norvig, 

1995; Wooldridge, 2009). In this implementation, the multi-agent system 

is developed on the basis of the widely used Java Agent Development 

Framework JADE (Bellifemine  et al.,  2003, 2004, 2007). To ensure exten-

sibility and interoperability, the multi-agent system is implemented in com-

pliance with the specifi cations issued by the Foundation for Intelligent 

Physical Agents (FIPA). FIPA, the IEEE Computer Society standards orga-

nization for agents and multi-agent systems, promotes agent-based technol-

ogy, interoperability of agent applications, and interoperability with other 

technologies (FIPA, 2004, 2002a, b, c, d). Besides ensuring extensibility and 

interoperability, adhering to the FIPA specifi cations provides considerable 

advantages with respect to performance and robustness of the implemented 

multi-agent system. To illustrate the integration of data management system 

with self-monitoring functions, the following briefl y describes two specifi c 

agents, namely an ‘interrogator agent’ for sensor malfunction detection, and 

a ‘mail agent’ for sending email alerts to responsible personnel. 

 One typical potential DAU malfunction that causes an interruption of 

the data acquisition process is often implicitly indicated by anomalies in the 

data sets, such as a long consecutive sequence of unusual, identical measure-

ments. To detect such a data anomaly, the interrogator agent at certain time 

intervals extracts and analyzes the data sets stored in the MySQL monitor-

ing database (Smarsly  et al ., 2012a). The interrogator agent is connected to 

the monitoring database through the Java Database Connectivity (JDBC). 

Security of database requests and data transmissions is ensured by security 

mechanisms provided by the MySQL database, which requires password 

and username as well as secure drivers to be specifi ed by the interrogator 

agent when trying to access the database. A set of confi guration fi les defi n-

ing interrogation parameters, database URL, database driver, sensor spec-

ifi cations, scheduled interrogation intervals, etc., is predefi ned and stored 

in the multi-agent system (Smarsly and Law, 2012, Smarsly  et al.,  2012a). 

Figure 1.11 shows an abridged example of how a connection is established 

using the required specifi cations of URL, database driver, username, and 

password (connect method). Similarly, other complex queries can be exe-

cuted by the agent (interrogate method). As shown in the fi gure, SQL com-

mand queries, issued to request for the sensor data or for performing data 

analyses, can be dynamically executed.      

 Upon detecting possible data anomalies, the responsible individuals are 

immediately notifi ed by the mail agent. On behalf of the interrogator agent 

the notifi cation is issued by the mail agent via an agent-based email messa-

ging service in a two-step process. In the fi rst step, the mail agent collects 

all relevant information from the interrogator agent about the observed 
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anomaly. Furthermore, metadata stored in the confi guration fi les, such as 

addresses of the recipients or the email server to be used, are acquired to 

compose the email, which is then automatically sent to the email clients 

using the Simple Mail Transfer Protocol (SMTP). For that purpose, the mail 

agent communicates with an SMTP server that is specifi ed in the confi gu-

ration fi les (and can be changed any time by the users, as approved by and 

registered with the multi-agent system). Secure email messages are ensured 

by username- and password-based authentications that the mail agent, like 

a human user, needs to specify when trying to access the SMTP server. 

 Since its initial deployment in 2009, the multi-agent system has reliably 

detected all the malfunctions that have occurred and has notifi ed individu-

als via email alerts. To illustrate the remote access to the monitoring system 

using the web interface, the detection of a malfunction of a temperature 

DAU, as occurred on 17 April 2011, is shown in Fig. 1.12. Identical temper-

ature measurements have been repeatedly stored by the DAU for a long 

period of time, while other DAUs show variations on the temperature mea-

surements. Figure 1.13 shows a printed excerpt of the corresponding email, 

assembled and sent by the mail agent, which includes detailed information 

on the revealed anomaly. An internal system malfunction in the DAU (one 

of the PT-104 input modules installed in the wind turbine) was identifi ed as 

the cause and the engineer, after having received the email alert, remotely 

restarted the DAU in a timely manner.           

 One distinct advantage of the agent-based approach is that the multi-

agent system can be easily extended to accommodate additional functions. 

A variety of self-sensing and self-detection mechanisms can be built and 

 1.11      Abridged example of establishing and utilizing a database 

connection.  



Sensor data management technologies   27

 1.12      Malfunction detected by the multi-agent system on 17 April 2011.  

 1.13      Excerpt of the email alert, assembled and sent by the multi-agent 

system.  
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data interrogation methods, such as FFTs and autoregressive models, can be 

implemented as specialized agents readily integrated into the multi-agent 

system.   

  1.5     Conclusion and future trends 

 Measurement data collection, data transmission, and persistent storage for 

data retrieval and access are among the key issues for successful deployment 

of an SHM system. With a few selected examples from prior wireless sensor 

research and from system deployment efforts, this chapter has discussed a 

number of issues faced by sensor data management of SHM systems. Issues 

have been discussed and demonstrated at three different operational levels: 

sensor level, in-network level, and system and database level.  

   1.     At the sensor level, more specifi cally for wireless sensor nodes, energy 

constraints are an important issue when handling collected measure-

ment data. To reduce the energy-demanding wireless transmission of 

data, onboard data processing and compression are viable approaches 

to optimize the performance at the sensor level. A dual-microcontroller 

architecture has been shown, allowing the power-consuming and more 

sophisticated microcontroller to be switched on only when complicated 

computing tasks are needed. Algorithms can be embedded to pre-pro-

cess the data prior to transmission.  

  2.     With respect to data management occurring at the sensor network level, 

communication bandwidth and range are important issues to consider. 

Robust and light-overhead end-to-end communication protocols are 

necessary to achieve reliable data exchange. For fl exible onboard data 

processing, wireless exchange of analysis code, i.e. dynamic wireless code 

migration, offers new opportunities for conveniently providing wireless 

sensor nodes with a wide variety of engineering analysis algorithms on 

demand.  

  3.     At the system and database level, persistent data storage and conve-

nient data retrieval from potentially off-site database is fundamentally 

important for the maintenance and operation of the monitored struc-

ture. JDBC has been illustrated to provide online interfaces for querying 

a relational database. A multi-agent system allows a fl exible and mod-

ular approach for implementing external functions for processing the 

data and for performing operational activities, including self-monitoring 

and diagnosis.    

 In today’s rapidly evolving technological world, new hardware/software 

platforms will continue to emerge. Although the technologies used as exam-

ples in this chapter are not necessarily the latest, the data management and 
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processing issues discussed are commonly shared by different generations of 

SHM systems. Future energy harvesting technologies may alleviate energy 

constraints at the sensor node level, and empower more sophisticated in-

network analysis. New data modeling techniques, such as the hierarchical 

data format HDF5 (HDF-Group, 2011), provide enhanced capabilities to 

support complex and large-volume data sets. New technologies and analyses 

will eventually enable low-cost, pervasive, and ubiquitous sensing that sup-

ports data-rich SHM systems. It can be expected that future SHM systems 

will provide a much more detailed and accurate understanding of structural 

performance than today’s systems.  
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  Abstract : Structural health monitoring data analysis is basically a 
logical inference problem, wherein we attempt to gain information 
on the structural state based on sensor responses. In this chapter, we 
fi rst introduce Bayesian logic as the main instrument to formulate the 
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data reduction techniques is provided, with a special focus on principal 
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    2.1     Introduction 

 In structural health monitoring we acquire data using sensors to understand 

the condition state of a structure. Therefore the process of data interpre-

tation is basically a logical inference problem, wherein we attempt to gain 

information on the structural state based on sensor responses. We have an 

ideal condition when the state of the structure is bi-univocally and deter-

ministically mapped to the sensor observations. However, in the real world, 

data and interpretation models are very often uncertain, so we need logic 

which accounts for uncertainties; in this chapter we will use Bayesian logic 

as the main instrument to formulate the problem in rigorous mathematical 

terms. In Section 2.2, we fi rst introduce the concept of Bayesian inference 

and explain with simple examples how it applies to structural health mon-

itoring problems. Permanent monitoring often results in a large amount of 

data from different types of sensor, the data usually being highly redundant. 

Reducing the size of the dataset helps reduce the computational effort and 



34   Sensor Technologies for Civil Infrastructures

optimize the analysis performance. An overview of the most popular data 

reduction techniques is provided in Section 2.3, with special focus on prin-

cipal component analysis (PCA). Data fusion refers to techniques and tools 

used for combining sensor data, which is a typical problem encountered in 

structural monitoring. In Section 2.4 we introduce the concept of data fusion 

and discuss some of the most popular techniques to handle multi-temporal 

and multi-sensor data, always based on Bayesian statistics. Alternative non-

probabilistic logical schemes for handling uncertainties are outlined at the 

end of the chapter.  

  2.2     Bayesian inference and monitoring data analysis 

 In structural health monitoring we acquire data to understand the condition 

state of a structure. For example, we use strain gauges to measure the defor-

mation of a concrete surface. We may want to use the same information to 

understand whether the concrete surface is cracked or not. We use load cells 

to understand the tension of a tendon in a cable-stayed bridge. On a bridge 

we may use accelerometers to acquire the free or forced vibration modes, 

and then use the acceleration data to estimate the natural frequencies or 

mode shapes. Based on changes in model parameters, we can infer whether 

any components of the bridge are damaged or not. 

 In more abstract terms we can say that to monitor is to infer logically 

the state of a system (the structure) based on observations (the instrumen-

tal measurements), on assumptions as to the state of the structure (prior 

knowledge), and on the relationship with the observations (model). 

 This section introduces the reader to this logical process (Section 2.2.1) 

and states the formal tools for Bayesian inference (Section 2.2.2). It fi rst 

analyses the case where the data interpretation model is a probabilistic 

parametric one, generic (Section 2.2.3) or linear Gaussian (Section 2.2.4). 

To highlight the connection between deterministic and probabilistic param-

eter identifi cation, the most popular statistical parameter estimators are 

discussed (Section 2.2.5). Eventually, the approach is further generalized 

to those problems whereby the interpretation model can change with the 

structural state (Section 2.2.6). 

  2.2.1     Inference in health monitoring 

 The problem of data interpretation is basically a logical problem, so we will 

start by defi ning the tools of logical inference. To illustrate the ideal mon-

itoring system, Wenzel (2011) liked to use, as an example, a fuel warning 

light: when driving, if this warning light is on, we infer that the fuel is low, 

so we stop to refuel, even if we cannot physically observe the fuel level in 

the tank. Deterministic logic is based on the assumption that information 
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from a sensor is deterministically related to the state of the object moni-

tored. Thus, when we see the warning light, we can infer the state of the item 

monitored (low fuel). When the relationship between observation and state 

is (or assumed to be) bi-univocal and deterministic (‘light on’ if and only if 

the fuel is low), the deductive inference can follow the classical Aristotelian 

deductive reasoning (‘light on’ necessarily implies that the fuel is low). 

 In real life, things are not so simple. For example, the warning light could 

be burnt out so we will not see any warning even if the fuel is low (false neg-

ative case). Or the fl oat mechanism in the tank could be faulty, so the warn-

ing light stays on even when the fuel is not low (false positive case). So in 

general we can see that the relationship between the observation (the sen-

sor response) and the state is not fully deterministic, but has some degree of 

randomness. In these cases classical deterministic logic fails to apply strictly: 

‘light on’ implies that either the gas is low or the fl oat is faulty, so the obser-

vation does not provide any deterministic information on the state of the 

tank level. That said, when we observe the light on, we can still say that it is 

plausible that the fuel is low. 

 To deal formally with such uncertainties we need to recast the problem in 

a probabilistic framework. The approach followed here is based on Bayesian 

logic. The Bayesian theory of probability originates from Bayes’ well-known 

essay (Bayes, 1763), and today many modern specialized textbooks can pro-

vide the reader with a critical review and applications of this theory to data 

analysis; see for instance Gregory (2005) and Sivia (2006). Of all the papers 

dealing with the application of Bayesian theory to engineering problems, 

I wish to underline Beck’s work in Papadimitriou  et al . (1997), Beck and 

Katafygiotis (1998), Beck and Au (2002), which by disseminating these con-

cepts have had great impact on the civil engineering community.  

  2.2.2     Formal probabilistic framework 

 In the examples above we have introduced indirectly the idea that structural 

health monitoring entails an inference process to correlate observation and 

state. Now we want an abstract from the physical system and defi ne the 

basic component of the probabilistic inference process involved in health 

monitoring. First, we defi ne the concepts of sensor, state observation and 

model that we will use in the rest of this chapter. 

  Sensor : there are many uses of the term sensor; in this chapter we will 

refer to a sensor in logical terms as suggested by Hall and McMullen (2004): 

a logical sensor is defi ned as ‘any device which functions as a source of 

information’. 

  Observation : in general, we use objective information in our inference 

problem; in structural health monitoring, the raw data acquired by the sen-

sors are observations. 
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  State : an object which represents the condition of the system. The state 

of the system can be specifi ed by a discrete variable or class (for example, 

a concrete beam can be cracked or not cracked), by a set of continuous 

parameters   θ   (for example, Young modulus of concrete, the opening of a 

crack) or by a combination of the two. 

  Model : the way we assume the observations are correlated to the state. 

Typically, in structural engineering problems, the model has a physical back-

ground (e.g. a fi nite element or analytical model). Sometimes the model can 

be heuristic. Very often it depends on some state parameters; it can be prob-

abilistic, in the sense that the parameters are random and are represented 

by a distribution. 

 Going back to the defi nition introduced above, the basic monitoring 

problem is to infer the state  S  of the structure based on a set of instrumen-

tal observations, or measurements,  y . In general the state  S  is identifi ed by 

set of variables which characterize the state. To start with, we assume that 

the structural system can be in one of  N  mutually exclusive and exhaustive 

scenarios, so the structural state can be univocally defi ned by a variable  S  

which can assume the discrete values  S ∈   ( S  1 , S  2 , …,  S   N  ). Once measurements 

 y  become available from the monitoring system, Bayes’ theorem allows cal-

culation of the updated, or  posterior , probability for each state  S   n  , from prior 

probability prob( S   n  ), state likelihood pdf( y | S   n  ) and evidence pdf( y ), using 

the following expression:

    prob =
pdf prob

pdf
S

Sprob
n

np Sprob
y

y
( ) ( )Sny ( )

( )     [2.1]   

 where pdf denotes the  probability density function  of a random variable or 

vector. Equation [2.1] reads: my estimated probability of being in state  n  

after acquiring the sensor data  y  is equal to the likelihood of the observed 

data multiplied by my state probability estimated a priori, normalized by 

the evidence of the data acquired. The fi rst term in the numerator is nor-

mally referred to as the likelihood of the scenario, a function that states 

how credible are the observations assuming the known state  S  (how plausi-

ble is the strain recorded when my concrete is cracked). The calculation of 

this likelihood entails defi nition of a probabilistic model which connects the 

structural state to the sensor response. As the scenario set is complete and 

mutually exclusive, evidence of measurement  y  is simply obtained by sum-

ming over the scenarios:

    pdf pdf probpdfy( ) ( )y ( )
=

∑ Sprob)⋅ ( np) (Sprob) (
n

N

1

       [2.2]   
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 Equation [2.1], known as Bayes’ rule, is technically the result of manipulat-

ing a conditional probability, but its meaning is fundamental to understand-

ing the cognitive essence of the inference process. Bayes’ rule shows that the 

posterior probability is always the result of the update of prior knowledge. 

The equation does not determine the source of the prior; it simply states 

that the data interpretation process always depends on prior knowledge. 

Prior probabilities assigned to each scenario refl ect the initial judgement of 

the evaluator, independently of the outcome of monitoring. In summary, the 

interpretation of the monitoring data always presumes (i) the existence of a 

model that correlates the observation to the state, and (ii) a prior idea about 

the state of the structure.  

   Example 1. State classifi cation . In Glisic  et al . (2012) is described the case 

of ‘Tom’, a fi ctitious maintenance manager, who wants to understand the 

damage state of the steel-concrete arch bridge depicted in Fig. 2.1a, based 

on a single strain observation  ε , recorded at midspan by an optical strain 

gauge. The details of the bridge and its monitoring system are reported in 

(Glisic, 2011). In this problem,  S  is formally a variable which can assume 

the two mutually exclusive and exhaustive values undamaged ( U ) and 

damaged ( D ).        

 Tom expects that, if the bridge is virtually undamaged, the change in strain 

will be close to zero. He is also aware of the natural fl uctuation of the midspan 

curvature, mainly due to thermal effects; his monitoring system provider told 

him that this fl uctuation might be of the order of ±300  με . Formally, we can 

encode this knowledge in a theoretical  likelihood of no-damage  pdf(  ε  | U ), nor-

mally distributed, with zero mean value and standard deviation   σ   = 300  με 

which represents Tom’s expectation of the system response in the undamaged 

state. Conversely, on the assumption that the bridge is heavily damaged but 

still standing, Tom expects a signifi cant change in strain; we can model the 
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 2.1      Location of sensors in the main span of the bridge (a); likelihoods 

and evidence (b), Glisic  et al . (2012).  
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 evidence of damage  PDF(  ε  | D ) as a Gaussian distribution with mean value of 

1000  με , and standard deviation of   σ   = 600  με , which refl ects Tom’s uncertainty 

of expectation. In addition, he guesses that after a damage event (a road acci-

dent),  U  is more likely than scenario  D  and he estimates prob( D ) = 30% and 

prob( U ) = 70% as prior probabilities. Using his prior judgement Tom can also 

predict the distribution of  ε , before this data is available, by marginalizing the 

system states through the following formulation:

    pdf pdf prob pdf probεpdfε ε( )ε ( ) ( ) + ( ) ( )D Dprob) ( UprobU ) (     [2.3]   

 When the monitoring observation,   ε  , is available to the manager, he can 

update his estimate of the probability of damage using Bayes’ formula:

    prob =
pdf prob

pdf

Dprob

ε
( )D ε

( )Dε ( )
( )        [2.4]    

  2.2.3     Probabilistic parametric model 

 In the previous example the likelihood functions are defi ned heuristically, 

based on the engineer’s judgement, and basically refl ect her/his knowledge 

of the mechanical behaviour of the bridge. In general, an evaluation of like-

lihood requires knowledge of a probabilistic model which correlates the 

measurements and the parameters which defi ne the system state. Very often 

the model includes a response model  r , which encodes the expected phys-

ical behaviour, and an epistemic component, which reproduces the episte-

mic uncertainty. The mechanical part  r  refl ects our physical interpretation 

of the behaviour, and may depend on a set of parameters   θ    r  . Civil engineers 

are normally very confi dent with mechanical models, as these are the typ-

ical tools used to predict the structural response at the design stage. In the 

real world, we do not expect the model to fi t the observation perfectly, even 

after identifi cation of the optimal parameters, because the response pre-

diction is usually affected by errors. The sources of discrepancy can include 

(Bevington and Robinson, 2003):

   systematic errors in the measurement or bias errors (for example: cali-• 

bration errors);  

  random fl uctuation of the observation due to limited precision of • 

the measurement system or to the physical nature of the quantity 

observed;  

  incompleteness of the model: the model does not fully reproduce the • 

physics of the problem (for example, we did not account for thermal 

expansion, while local temperature changes are signifi cant).    
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 Whatever the source of the discrepancy, the scatter between model pre-

diction and observation can be modelled with an error,  e , or epistemic com-

ponent, which in turn may depend on a number of additional parameters,   θ    e  . 

Formally, we can write:

    y y( )) ( ) ( )θ θ) + ( θ�     [2.5]   

 Therefore, the observations  y  can be seen as the outcome of a probabi-

listic model y� θ( )  which depends on a set of parameters   θ   that includes 

both physical and epistemic parameters. It is important to observe that, 

having defined the probabilistic model in the form of Equation [2.5], it is 

irrelevant whether the nature of the parameter is mechanical or episte-

mic for its identification. 

 When the state is defi ned by a set of continuous parameters   θ  , we can 

rewrite Equation [2.1] in the form:

    pdf
pdf pdf

pdf

θpdf( )yθ =
( )y θ ( )

( )y
    [2.6]   

 which shows that the posterior distribution pdf θ y( )  of the parameters is 

proportional to the likelihood pdf ( )y θ  and to the prior distribution pdf θ( )  

of the parameters. The evidence can be seen as a normalization constant, 

which must be calculated by integrating over the parameter space:

    pdf pdf pdf d
D

y y= pdf( ) ( ) ( )⋅∫ |θ θpdf)⋅ ( θ
θ

    [2.7]   

 where D  θ   means the domain of the parameters   θ  . Assume that  y  is a set of  m  

uncorrelated observations y y ym2y ,2y ...,    ; in this case the application of the 

joint probability rule yields:

    pdf =pdf pdfθ=pdf( )y θ ⎛
⎝⎝⎝

⎞
⎠
⎞⎞
⎠⎠ ( )θ

= =
∏pdfy θ⎞

⎠⎟
⎞⎞
⎠⎠

= (∏
i

m

i

m

|
1 1

∩     [2.8]   

 which is to say that the likelihood of a set of uncorrelated measure-

ments is simply the product of the likelihood pdf ( )yi θ  of the individual 

measurements.  

Example 2. Probabi  listic model of a concrete column . The expected axial 

contraction ε�r t( )  at time  t  of a concrete column under a constant load  N  can 
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be seen as a combination of an elastic term, a creep term   ε    cc   and a shrinkage 

term   ε    cs  . We assume that the structural response depends on three random 

mechanical parameters: Young modulus of concrete  E   c  , the creep coeffi cient 

  φ  , and the ultimate shrinkage εcs,∞   ; while the other quantities in the physical 

model are deterministically known. In formula:    

    ε ε φ ε�εε
c

cs

N
E Ac

t φ εcs;ccεccE A
t φcc csE A
;ccE A
φ εcsφ εcs;εccE A

t( )φ εcφ sE ,φ εcεε s, + ( )φφφφφφ ( )εcst; ,cs; ∞εcst;     [2.9]   

 where ε φεε ( )φ     and εcsεε ( )εcst; ,∞     denote the creep and shrinkage models assumed, 

respectively. The column is instrumented with a long gauge strain sensor, which 

records  m  measurements of the contraction of the column ε = { }  

at times  t  1 ,  t  1 , …,  t   m  . Our goal is to identify the posterior distribution of the 

three parameters based on the observed strain. We can model the discrep-

ancy between the observed response and the model prediction with a ran-

dom Gaussian noise g σ( )    with unknown standard deviation   σ  ; in this case the 

probabilistic model which predicts an observation will read:

  

 ε φ ε σ ε φ σ ε φ ε� �E E g
N

E A
c cφ sc εε cφφ s

c

cc c, ,εcε sc σ εg
A

cε s εε, ,c cφ sφσ εεε, cε s( )σ (( )) ( )σσ ( )φ+φ εφ,φ εε= εεε ) + + s css st gcs t;gcs, σt;tgcs( )) (( )σ   

  [2.10]   

 so in turn any observation   ε    i   is interpreted through a probabilistic model 
ε� ti ;θ( )  which depends on parameters θ = { }.}}}  Given a specifi c set 

of parameters and times, the distribution of the prediction is normal distrib-

uted with mean value ε�εε ( )φ εcφ ε sE , ,∞  and standard deviation   σ  :

    pdf Nε Norm� N( )ε� { }ε ε σ� � ( )φ εεε ε φεε φ εεφ     [2.11]   

 where in general the notation Norm{ }x;μ σ,  indicates normal distribution 

of variable  x  with mean value   μ   and standard deviation   σ  . When at time  t   i   we 

observe measurement   ε    i  , the likelihood of the parameters is:

    pdf p Nεiεε NNormNorm| ;pdf εip εp i θtε εiεdfpdfpdf( )) εiεpdfpdf (( ))(( )) { }ε σiεε εiε ;εε ,( )φ εcsεεE ,φ ,N� θ( )) {     [2.12]   

 or in other words it is the normal distribution with mean value equal to the 

response model prediction ε�εε ( )φ εcsE , ,∞  and standard deviation equal to 

  σ  , calculated for value   ε    i  . Last, the likelihood of the dataset can be calculated 

using Equation [2.8]:
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    pdf ε | Norm( ) { }; ,( ), ,

=
∏ ; , }};
i

m

;;
1

    [2.13]    

  2.2.4     Linear Gaussian model 

 A special case is that of a linear Gaussian model. Here we assume a linear 

relationship between the observations  y  and the parameters   θ  :

    y A g+Aθ     [2.14]   

 where  A  is a linear transformation, deterministic, and  g  is a zero mean 

Gaussian noise with known covariance. This model sometimes refl ects the 

actual physics of the problem, but may be just an approximation driven by 

computational convenience. Very often engineers prefer to work with nor-

mal distributions for such convenience, because any linear combination of 

normal distributions is still normal. Unfortunately, probabilistic models are 

generally non-linear as to parameters, even assuming a linear relationship 

between physical model and mechanical parameters.  

   Example 3. Temperature compensation . We want to estimate the baseline 

deformation   ε   0  at reference temperature  T  0  of a steel cable subject to tem-

perature changes. The cable has a strain gauge and a thermometer, and the 

recordings at instants  t   1  ,  t   1  , …,  t   m   are denoted with ε = { }  and 

T = { }   , respectively. Our physical knowledge of the problem lets 

us state the following relationship:    

    ε ε� �t Tε α t T( ) ε ( )( )0TTtT ( )0 αα (     [2.15]   

 where   α   is the (unknown) apparent thermal expansion coeffi cient, and ε�  

and T�  denote the supposed physical strain and temperature, respectively. In 

turn the values of the physical quantities are related to the observations by:

    
ε ε σ

σ
εiε εε

i T

t gi

T Ti t gi

( ) ( )
( ) ( )
�
�     [2.16a,b]   

 where σ ε    and σT    are the standard deviations of strain and temperature 

noise and where as usual we indicate with g σ( )    a zero mean uncorrelated 

Gaussian noise. Combining Equations [2.15] with [2.16] yields the probabi-

listic relationship between observations and parameters:
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    ε α σ ασεiε εε TT T g= +εε ( ) +σ ε+ ( )(( )0α iα+ 2ασ2 + (        [2.17]   

 The physical quantities in Equations [2.15] and [2.16] are sometimes 

improperly referred to as the ‘true’ values in some literature; however, it 

is important to note that these quantities have meaning only within the 

model assumed by the engineer in charge of the data interpretation, while 

the only ‘true’ values involved in the inference process are the observations. 

Equation [2.17] shows that the relationship between parameters and obser-

vations is non-linear, even assuming as deterministic the standard deviation 

of the measurements, because the standard deviation of the noise depends 

on parameter  α . For computational reasons, therefore, it is convenient to 

assume that the standard deviation is independent of  α .  

    ε α σiε εε T T g= +εε ( ) + ( )0α iα+        [2.18]   

 We can easily verify that a probabilistic model underlying Equation [2.18] 

is a linear Gaussian model where temperature  T  is seen as a dependent 

variable of ε�  (similarly to  t  in Equation [2.15]), and where the standard 

deviation of noise incorporates all the uncertainties of the problem. In 

formula:

    ε α σ� T Tε α α T g;εε 0ε0 αα,( )ααα εε ( ) ( )σ     [2.19]   

 or:

    ε ε
α� T Tε α T gε
α;εε T TT0 αα, 01( )α −TT(( )⎡⎣ ⎤⎦

⎡
⎣⎣⎣

⎤
⎦⎦⎦

=g A g+     [2.20]   

 which highlights the canonical form of Equation [2.14]. With this approxi-

mation, the temperature compensation problem reduces to a linear fi t in the 

plane   ε  – T , where   ε   0  is the intercept and  α  is the slope of the fi tting line.  

  2.2.5     Statistical estimators 

 Many civil engineers dealing with structural monitoring are familiar with 

structural identifi cation techniques, but are not very familiar with proba-

bility. In general, the problem of structural identifi cation is to fi nd the opti-

mal set of parameters, where by optimal we mean those which somehow 

minimize the discrepancy between prediction and observation. To see the 
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connection between deterministic and Bayesian parameter identifi cation, it 

is useful to analyse some of the more popular statistical estimators, and in 

particular the maximum a posteriori (MAP), the maximum likelihood (ML) 

and the least square (LS). The objective is to highlight the underlying metric 

of the methods and its meaning in Bayesian terms. 

MAP . This set of parameters is the set that maximizes the posterior prob-

ability of the observations:

    θ
θ

MAP p ( )g |θx pdf ( y     [2.21]   

 From a logical point of view, the MAP parameters are those that identify 

the most likely state of the structure, given the prior and the observations. 

Noting that Bayes’ principle allows not only calculation of the ‘optimal’ 

parameters values, but also their posterior distribution, knowledge of the 

posterior distribution allows evaluation of the degree of confi dence and 

determinacy of the solution. 

ML . We defi ne ML solution as the set of parameters that maximizes the 

likelihood of the observations:

    θ θ
θ

ML p ( )g x |pdf (y     [2.22]   

 As suggested by Equation [2.6] the posterior probability is proportional to 

prior and likelihood:

    pdf df pdfθ pdf θppdfy( ) ( )θy ⋅ ( )     [2.23]   

 thus we recognize immediately that the ML solution coincides with the 

MAP solution when the prior is uniform. Uniform prior assumption means 

that, without knowledge of any observation, any value of parameters   θ   (or 

any possible state of the structure) is equally likely. The   θ   ML  can be seen 

as the most likely set of parameters given only the information from the 

monitoring system. More correctly, we must say that the uniform assump-

tion is per se strong prior information, while a deeper discussion of the 

meaning of non-informative prior can be found in Kass and Wasserman 

(1994). 

 Nevertheless, the uniform prior assumption is very often used in physi-

cal data analysis, mainly because it allows easy calculation of the posterior 

parameters. In fact, if the probabilistic model is such that the likelihood is 

differentiable, the   θ   ML  can be calculated by solving the system:
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    θ
θ

θ
θ θ

ML

pdf

ML

:
|∂ ( )

∂
⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
=

y
0     [2.24]   

 Using ML means disregarding the prior information and this could 

produce unacceptable errors or even make the inference problem 

indeterminate. 

  LS . Starting from Equation [2.6], it is easily demonstrated that the LS 

solution of an identifi cation problem is also the ML, under the assump-

tion that the likelihood is normally distributed over the parameters; 

see for example van der Heijden  et al . (2004) for a formal demonstra-

tion. Assuming uniform prior and normal likelihood it follows that 

θ θ θMAP Mθ L Lθ S=θMθ L ,  which is to say that the traditional LS method provides 

the most likely solution, also in Bayesian terms, when the likelihood is 

normal and any value of the parameters is equally likely a priori. The 

normal likelihood assumption depends on the nature of the probabilistic 

model adopted. A special case is that of a linear Gaussian model, already 

discussed in Section 2.2.4.  

  2.2.6     Bayesian model selection 

 We discussed earlier the problem of parameter estimation under the assump-

tion that the model is determinate, which is to say that we can use the same 

parametric model to reproduce the structural response independently of 

the structural state. However, there may be problems where the mechanical 

model changes on the basis of the state of the structure. For example, the 

moment – curvature relationship for a concrete beam changes depending on 

whether the beam is cracked or not. Thus we need different models for the 

original state and for the cracked case, and the interpretation of the obser-

vations changes based on the state of the structure. 

 In this case, it is convenient to divide the domain of the possible struc-

tural responses into a mutually exclusive and exhaustive set of scenarios 

( S  1 ,  S  2 , ….,  S   N  ), each defi ning the structural behaviour in a specifi c condition 

state. The structural response   n   r  ( t ;  n    θ  ) for time  t  and sensor  s   j   in scenario 

 n  is controlled by a certain number of parameters   n    θ   (e.g. damage posi-

tion, activation time, corrosion rate). The structural response is completely 

defi ned by specifying a scenario and a value for the correlated parameter 

set. Here, as in Bayesian model selection theory (Bretthorst, 1996; Beck 

and Katafygiotis, 1998; Yuen, 2002; Sivia, 2006), the discrete meta-param-

eter scenario identifi es the response function, which in turn is specifi ed by 

a parameter set. Bayes’ rule assumes in this case the same expression of 

Equation [2.1]:



Sensor data analysis, reduction and fusion   45

    prob =
pdf prob

pdf
S

Sprob
n

np Sprob
y

y
( ) ( )Sny ( )

( )
    (2.1, repeated)   

 and similarly the evidence assumes the same form of Equation [2.2]. 

However, since here the scenario response is controlled by a number of 

unknown parameters n θ , the  likelihood  of scenario  S   n  , requires integration 

over the whole parameter domain Dn θ , using:

    pdf df pdfppdf= pdf dn

Dn

( )y S ( )y Sy n ( )Sn∫ pdf)Sn ⋅ ( n θ
θ

    [2.25]   

 where the fi rst term in the integral is the likelihood of the  S   n  -parameters 

given scenario  S   n  , while the second is their prior distribution. In the assump-

tion of uncorrelated observations, the likelihood can be calculated as:

    pdf pdf
i

m

ppdfpdfpdfppdf( )y n
nSθ S, nSn ( )i ny Sθi

ny ,i θi
=

∏∏
1

    [2.26]   

 Once having calculated the posterior scenario probability, we can calculate 

the pdf of the parameters governing a specifi c scenario, again using Bayes’ 

principle, which takes a form similar to Equation [2.6]:

    pdf =
pdf p

pdf
n

n
n

n

S
S

S
θ y

y
,

|θnpdfdfppdf

|
( ) ( )n θy , nSnSn ( )

( )     [2.27]   

 When many parameters are involved, the exact integration of Equation 

[2.25] might require an exceptional computational effort and need to be 

circumvented with numerical techniques. 

 One of the simplest ways is to apply a Laplace asymptotic expansion, a 

deterministic method which approximates the posterior distribution of the 

parameters with an un-normalized multivariate Gaussian function (Beck 

and Katafygiotis, 1998). The method is applied independently for each 

scenario and, more in detail, requires the following two steps: (i) using an 

optimization technique, we fi nd the MAP set of parameters   n    θ   MAP ; (ii) we 

compute, at   n    θ   MAP , the Hessian  H   p   of the logarithm of the posterior distri-

bution pdf y | :( )  this quantity can be regarded as a measure of the fi tting 

sensitivity. It can be shown (MacKay, 2003) that the likelihood of the sce-

nario  S   n   can be derived by the following formula:
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    pdf py | dpdf MAP et
M( ) ( ))[ ] ( )p

−
MAP

2 1 2
    [2.28]   

 where  M  is the number of parameters in the scenario. 

 Monte Carlo algorithms are alternative methods: their implementation 

may be computationally more demanding but their validity is more general, 

as they also work well with non-Gaussian distributions. They are classifi ed 

as classical Monte Carlo methods and Markov chain Monte Carlo methods 

(MacKay, 2003): both rely on the possibility of drawing samples from a tar-

get distribution and of computing an integral, averaging along the sample. 

While the former family draws samples independently from a fi xed distri-

bution, the latter produces a step-by-step random walk in the parameter 

domain. The Metropolis-Hastings algorithm (Metropolis  et al ., 1953; Beck 

and Au 2002) is possibly the most popular in this family. Parallel tempering 

(Gregory, 2005) is a robust evolution of Metropolis-Hastings, where several 

pseudo-random samples are produced in parallel by using different distri-

butions: the algorithm allows information exchange between the simula-

tions running in parallel. The reader is referred to the technical literature for 

more details of this topic; suggested readings are the textbooks by Brandt 

(1999), MacKay (2003), Bolstad (2010), Yuen (2010).  

   Example 4. Monitoring the tilt of a historic tower . Zonta  et al . (2008) report 

the case of the leaning tower shown in Fig. 2.2, continuously monitored 

from October 2003 to October 2007. The main instrument installed is an 

inclinometer, based on a pendulum hanging from level  H  = 29.90 m, for 

which the position is returned in the form of two coordinates,  x  and  y , 

representing the shift in directions West-East and North-South, respec-

tively. In addition to the pendulum inclinometer, the system records the 

temperature fi eld  T ( t ) at a number of thermocouples. Figure 2.3a and 2.3b 

report a typical temperature record and the pendulum position in the two 

directions,  x  and  y , during the whole monitoring period. The monitoring 

objective is to determine as soon as possible whether or not the tower 

tilt progresses with time. Using the formal approach introduced in this 

section, we can defi ne two scenarios: in the fi rst scenario,  S  1 , the tower 

inclination does not change with time, any pendulum shift from the mean 

position being due to daily and annual temperature changes; according to 

the second,  S  2 , the tower tilt is increasing, with a trend we can assume to 

be linear. In scenario  S  1  the compensated inclination  ϕ   x  ( t ) of the tower in 

direction  x  (i.e. east–west) is modelled as constant and equal to parame-

ter  1  ϕ  0 ,x  . Conversely, in scenario  S  2 , the compensated inclination is a linear 

function trend  w   x   with an offset  2  ϕ  0 ,x  . We can see the misalignment mea-

sured by the pendulum as the sum of a term depending on tower incli-

nation, a term linearly correlated with the temperatures recorded and a 

Gaussian noise. Particularly, for direction  x :         
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x t H t g t S
x t H

xH

x

( ) = ( )x ⋅ HH ( ) + ( )
( ) = ( )w tx xw

( )(
+x ⋅ +H ⋅

1
1

2

x

a
for

TT t g t S( ) ( ) f 2

       [2.29]   

 where  a   x   is the linear transformation that correlates the temperatures to the 

misalignment, while indices 1 or 2 indicate that this vector generally assumes 

different values in different scenarios. Similar equations can be written for 

direction y. Following the notation outlined in this chapter, we can group the 
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 2.3      Temperature measurements at thermocouple (a); out of plumb 

measurements (b); posterior distribution of angular trend  w  x  (c); 

posterior distribution of angular trend  w  y  (d); posterior probability of 

scenario  S  2  (e), Zonta  et al . (2008).  
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parameters into a single vector: in scenario  S  1 , this vector is  1   θ   = [ 1   ϕ   0, x    
1  a   x    

1   ϕ   0, y   

 1  a   y  ] 
 T  , while in scenario  S  2  it is  2    θ   = [ 2   ϕ   0, x    w   x    

2  a   x    
2   ϕ   0, y    w   y    

2  a   y  ] 
 T  . 

 The posterior probability of tilting is calculated assuming two different prior 

knowledge conditions: (i) a low prior credibility of tilting, equal to prob( S  2 ) = 

1/1000, which refl ects the actual perception of the owner at the beginning of 

the monitoring; (ii) a relatively higher credibility of tilting prob( S  2 ) = 3.7% 

based on technical information found in historical documents; the reader 

is referred to Zonta  et al . (2008) for a detailed discussion on choice of the 

prior information. The light plot in Fig. 2.3e shows how the monitoring data 

modifi es the system perception of an existing trend, assuming a low prior 

credibility of tilting. We can see that during the fi rst 2 years of monitoring the 

probability of scenario  S  2  is always close to zero, while only during the third 

year the monitoring information starts to alter the initial perception, to the 

point where in April 2006 the data are suffi cient to convince the system that 

the tower is tilting. Similarly, the light plots of Fig. 2.3c and 2.3d show the evo-

lution of the trend distributions  w   x   and  w   y  : we see that the trend estimates, 

which are very uncertain during the fi rst 2 years, rapidly converge to more 

reliable values. The bold plots in the same diagrams reproduce the outcome 

of the inference process assuming the higher prior credibility of tilting: in this 

case, the system would theoretically become aware of the trend as early as 

September 2005; therefore, we can conclude that the historical information 

is roughly equivalent to 6 months of instrumental monitoring.        

  2.3     Data reduction 

 Permanent monitoring often results in a large amount of often highly redun-

dant data from different types of sensor. In many cases, the dimensions  M  

of a dataset can be very large, and many elements of the dataset may be 

redundant or irrelevant to the classifi cation or identifi cation process (van 

der Heijden  et al ., 2004). Bayes’ rule is a very powerful principle which lets 

us handle consistently any type of problem involving uncertainties: how-

ever, in practice the diffi culty of its application grows quickly with the size 

and complexity of the dataset. 

 This section introduces the process of data reduction (Section 2.3.1), with 

special focus on Principal Component Analysis (Section 2.3.2). An overview 

of other popular feature reduction techniques is provided at the end of the 

Section 2.3.3. 

  2.3.1     Defi nition and scope 

 Reducing the size of the dataset is advisable for a number of reasons. The 

most obvious is that less data reduces the computational complexity and 

effort. However, we may believe that selecting or compressing data always 
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deteriorates the fi nal result, while adding data in principle increases infor-

mation but also increases noise. Van der Heijden  et al . (2004, pages 183–185) 

demonstrate that increasing the dimensions of the dataset can cause an ulti-

mate loss of monitoring performance; this mechanism is at the basis of the so-

called  catastrophic data fusion  highlighted by Movellan and Mineiro (1998). 

 In general, most data reduction techniques are based on the concept of 

feature, where by feature we mean those components of the dataset that 

carry the information relevant to the monitoring inference problem. For 

example, in a damage detection problem, the features are the components 

of the dataset that are damage-sensitive. Data reduction occurs through two 

different steps: feature extraction and feature selection. Feature extraction 

is basically a transformation of the raw measurement space into the feature 

space (for example, from the acceleration records to the modal parameters). 

Feature selection basically consists in discarding those elements of the fea-

tures vector that carry little or no information, and using the remainder. 

 Feature extraction and selection can be seen as processes that attempt 

to distil the knowledge hidden into the raw dataset; thus, data reduction is 

strictly related to the process of learning in Artifi cial Intelligence (Kantardzic, 

2003). From this point of view, data reduction techniques are classifi ed as: 

 supervised , when the transformation from data space to the feature space is 

chosen based on the knowledge of the physical nature of the problem; and 

 unsupervised , when the transformation is merely data driven. Based on the 

mathematical nature of the transformation, data reduction techniques are 

also classifi ed as  linear  or  non-linear . Because supervised techniques are, 

due to their nature, strictly application dependent, in this section we will 

focus principally on unsupervised techniques.  

  2.3.2     Principal component analysis (PCA) 

 PCA is possibly the most popular technique for reducing the dimensions 

of a dataset. Especially over recent years, PCA and its variants have found 

widespread application in structural health monitoring data analysis (see 

among many: Sohn  et al ., 2000, Zang and Imregun 2001; Giraldo  et al ., 2006; 

Ni  et al ., 2006; Li and Zhang 2006; Loh  et al ., 2011), as well as in data com-

pression algorithms which are needed for optimizing data transmission in 

wireless sensor networks (see for example Park  et al ., 2007). The concept of 

principal component (PC) was fi rst introduced by Hotelling (1933) although 

the method has its background in Pearson (1901). However, widespread 

interest in the method began only after the works of Anderson (1963), Rao 

(1964), Gower (1966) and Jeffers (1967), as correctly pointed out by Jolliffe 

(1986). Both Anderson’s paper and Jolliffe’s book are good references for 

approaching the method, but see also Kantardzic (2003). 
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 Assume we have a dataset  y  resulting from monitoring a structure, instru-

mented with  M  sensors, labelled ( s  1 ,  s  2 , …,  s   M  ), each providing measurements 

at each of  N   T   time instants ( t  1 , t  2 , …,  t   Nt  ). We denote as i
ky( )     the sample acquired 

by sensor  s   i   at time  t   k  , and as k    the acquisition of the whole  M -dimensional 

sensor set at time  t   k  . The objective of PCA is to extract an  m -dimensional 

linear projection of the  M -dimensional dataset in the LS sense. Generally, 

data are correlated and the degree of correlation is well represented by the 

covariance matrix   Σ  . Because the covariance is not known a priori, we can 

use the sample covariance as its estimator:

    Σ μ μ
1

1NT k

N

k
T

T

y yμ( ) −( )
=

∑     [2.30]   

 where the mean value vector is defi ned as:

    μ=
1

1NT
k

k

NT

y
=

∑     [2.31]   

 We want fi rst to recast the dataset  y  in a new coordinate system where the 

new variables  x , the data features or PCs, are uncorrelated. We call  A  the 

linear orthonormal transformation from the original data system to the fea-

ture system:

    y AxkAx     [2.32]   

 Transformation  A  is found by solving the classical eigenvalue problem:

    Σ Λ     [2.33]   

 where   Λ   is the diagonal matrix whose  i -th diagonal element is the  i -th eigen-

value   λ    i   of   Σ  . From Equation [2.33] it is clear that  A  collects the eigenvector 

 a   i   of covariance matrix   Σ  . We can sort the eigenvalues and label so that:

    λ λ λ1 2λ λλ 0≥λ2λ ≥ ≥λ... n        [2.34]   

 Because   λ   represents the variance of each PC of the dataset, the larger is 

  λ  , the higher is the quantity of information that the component carries. To 

reduce the initial  M -dimensional dataset to an  m -dimensional set, we can 

choose to represent it by the best subset of  m  PCs. An issue is how many PCs 
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do we need to obtain a meaningful representation of the original data. The 

most straightforward criterion is to select a subset of components whose 

cumulative variance is greater than a desired percentage R    (for example: 

90%). In formula:

    R Rm

i
i

m

i
i

M

i
i

m

( )
=

∑

∑

∑λ

λ

λ
1

1

1

tr Σ
    [2.35]   

 where we note that here the cumulative variance is the trace of the covari-

ance matrix. 

 When the dataset is heterogeneous, it is useful to carry out PCA using the 

correlation matrix, instead of the covariance, whose elements are defi ned as:

    ρ
σ

σ σij
ij

ii jj

=
2

2 2σ
       [2.36]   

 being σ ij
2    the generic element of the covariance matrix. An interesting prop-

erty of the correlation matrix eigenvalues is that they are all equal to one 

when the data records are mutually uncorrelated (and in this case the PCs 

coincide with the original variables); this suggests that a PC with variance 

less than one carries less information than any of the original records. In this 

case another popular method for selecting the subset dimension is to pick 

those PCs associated to eigenvalues greater than one; this criterion is some-

time referred to as Kaiser’s rule (Kaiser, 1960). Further criteria for selecting 

PCs are, for example, the broken stick method (Legendre and Legendre, 

1983) and the ‘scree’ graph method (Cattel, 1966).  
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and projection onto the principal component space (b).  
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Example 5.   PCA of a temperature   dataset . Figure 2.4a represents the data-

set  T =[ (1)  T   (2)  T   (3)  T   (4)  T ] acquired in 14 days by four thermocouples in the 

application discussed in Zonta  et al . (2008). The PCA of the dataset pro-

duces the results reported in Table 2.1. In particular, we observe that the fi rst 

eigenvalue   λ   1  is dominant with respect to the other three, having a variance 

corresponding to 92.8% of the total cumulative variance. This suggests we 

reduce the 4-dimensional dataset to a 1-dimensional record  (1)  x  which is the 

projection of the dataset on the fi rst PC, according to:              

    ( ) ( ) ( ) ( ) ( ). . . .1
) ( ) (0 595 0 3 8 0 6612 0 387x a T T( ). )0 595 T( )).T 0 612 T1a T + +( ). (0 348 T +     [2.37]   

 where  a  1  is the fi rst eigenvector. Figure 2.4b represents the dataset projected 

in the PC space and highlights the dominance of the fi rst component. Using 

two PCs, the cumulative variance is 99.2%, meaning that using two PCs 

allows data reduction with virtually no loss of information.  

  2.3.3     Other feature reduction techniques 

 PCA is based on the information provided by the data only, and is per-

formed by a simple linear transformation. However, the simplicity of the 

method is sometimes inappropriate given the nature of the dataset or the 

objective of the analysis. Many methods have been proposed to overcome 

PCA limits: we discuss in this section the most important of these methods, 

while an exhaustive review can be found in Skocaj’s dissertation (2003) and 

Mitchell’s textbook (2005). 

  Probabi  listic   PCA . To properly account for the prior information, which is 

neglected in PCA, a probabilistic version of PCA was suggested in Tipping 

and Bishop (1999). The assumption is that the observed data  y  can be seen 

as the outcome of a linear Gaussian model controlled by a number  m  of 

latent parameters  x , of the type:

Table 2.1     Outcome of PCA on a 4-dimensional temperature dataset 

 Principal 

component  i  
 Eigenvalue   λ    i   

(°C 2 ) 

 Cumulative 

variance  R   m   

 Eigenvector  a   i   
 T   

 1  6.357  92.8%  0.595  0.348  0.612  0.387 

 2  0.434  99.2%  −0.147  0.714  −0.533  0.387 

 3  0.039  99.7%  0.734  −0.339  −0.580  0.428 

 4  0.017  100%  0.291  0.504  −0.057  −0.811 
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    y Ax g+Ax +μ     [2.38]   

 where   μ   is as usual the mean value vector and  g  a zero mean Gaussian noise 

with variance   σ   2  independent of the parameters. In practice, probabilistic 

PCAs reduce the problem of data reduction to a Bayesian parameter identi-

fi cation problem with a linear Gaussian model, which is discussed in Section 

2.2.4. The reader can fi nd the details of the mathematical manipulation in 

Tipping and Bishop (1999). 

  Multidimensional Scaling (  MDS) . MDS is a non-linear mapping tech-

nique proposed by Kruskal and Wish (1997), although it has its background 

in Sammon (1969) and is also known as Sammon mapping. The objective of 

MDS is to reduce the dimensions of the dataset while preserving, as far as 

possible, the Euclidean distance between the objects yk   ; this is done by min-

imizing a target function which cumulates the error of all possible mutual 

distances between objects. The classic application of MDS has the problem 

of representing a 3-dimensional space in 2 dimensions, while only recently 

has it been applied to mechanical system identifi cation problems (see for 

instance Lopez and Sarigul-Klijn, 2009). 

  Kernel   PCA (  KPCA).  Kernel PCA refers to a group of techniques that 

extend PCA to non-linear feature mapping functions, taking advantage of the 

properties of kernel functions. The general approach has its background in the 

work of Aizerman  et al . (1964), while an extensive review of its applications 

can be found in the technical report by Schöelkopf  et al . (1996). Recent appli-

cations of KPCA to damage detection and identifi cation of mechanical sys-

tems are found in the work of He  et al . (2007), Žvokelj  et al  (2011), Reynders 

 et al . (2012). See also in Yan  et al . (2005) an interesting way to override the 

complexity of KPCA in non-linear feature extraction using local PCA. 

  Linear Discriminant Analysis (  LDA).  This is a supervised linear mapping 

technique that has been popular mainly in pattern recognition problems. It 

assumes that each measurement yk    is associated with a class, or system state. 

While PCA seeks to maximize the variance of projections, LDA aims at 

maximizing the distance between the projected class means, while minimiz-

ing the variance within classes. Skocaj (2003) provides a broad overview on 

LDA and its variants, but see also Mitchell (2005).   

  2.4     Data fusion 

 Data fusion refers to techniques and tools used for combining sensor data, 

which is a typical problem encountered in structural monitoring. In this sec-

tion, we introduce the concept of data fusion (Section 2.4.1) and we discuss 

some of the most popular techniques to handle multi-temporal (Section 

2.4.2) and multi-sensor (Section 2.4.3) data, always based on Bayesian sta-

tistics. Alternative non-probabilistic logical schemes for handling uncertain-

ties are outlined at the end of Section 2.4.4. 
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  2.4.1     Defi nition and scope 

 Today there is still no univocal defi nition of data fusion. Historically, according 

Goodman  et al . (1997), data fusion is the name given to a variety of problems 

arising primarily in military applications, and particularly in air - sea surveil-

lance systems, against possible threats. Goodman defi nes data fusion as ‘locate 

and identify an unknown number of unknown objects of many different types 

on the basis of different kind of evidence’. Therefore, apart from the specifi c 

application, the general problem in data fusion is to combine information 

from different sources to identify a physical quantity, and this has led over the 

years to the development of a theory that is independent of the application. 

Mitchell (2007) defi nes data fusion as ‘the theory, techniques and tools which 

are used for combining sensor data, or data derived from sensory data, into 

a common representational format’. Regardless of the defi nition, data fusion 

entails combination of uncertain information of differing nature, and there-

fore it is clear to the reader that Bayesian logic as introduced in Section 2.2 

can serve as a natural instrument in tackling the problem. Application of data 

fusion to structural health monitoring of structural mechanical systems has 

seen rapid growth in recent years, including applications in temperature com-

pensation in civil structures (Balmès  et al ., 2008); fault detection in mechani-

cal systems (Chen  et al ., 1995; Worden and Dulieu-Barton 2004; Subrahmanya 

 et al ., 2010); monitoring adaptive structures (Garg  et al ., 2002); vibration con-

trol (Tjepkema  et al ., 2012); structural damage evaluation in CFRP structures 

(Su  et al ., 2009); and damage location (Guo, 2006). 

 A classifi cation of data fusion techniques is based on the object of fusion:

   In  multi-sensor data fusion , fusion occurs across different sensors;  

  In  multi-temporal data fusion , fusion occurs across time at the same 

sensor;  

  In  multi-temporal multi-sensor data fusion , we combine data from differ-

ent sensors and times.    

 Based on the nature of the information fused, the fusion may occur at the 

 data level  or at the  feature level .  

  2.4.2     Multi-sensor data fusion 

 In the case of multi-sensor data fusion we distinguish:

   a  homogeneous case , in which the dataset originates from sensors which 

nominally measure the same quantity and the objective is to deter-

mine the state   θ  ;  
  a  heterogeneous case , in which the sensors involved measure different 

quantities which are used to estimate a further physical quantity  x  



56   Sensor Technologies for Civil Infrastructures

(for example: we use a strain gauge and a thermometer to estimate the 

tension of a steel cable).    

 In both cases the problem is easily handled with Bayesian inference. 

Assume the case of two homogeneous sensors, which provide measure-

ments  1  y  and  2  y . The problem can be tackled using Bayes’ rule in the form 

of Equation [2.6]:

    pdf =
pdf pdf

pdf
θ

θpdf
y

y
( ) ( )θy ( )

( )
   

 (2.6. repeated) 
  

 where the dataset  y  includes the two measurements { }1 2y y2    . Thus the likeli-

hood is calculated by applying the joint probability relationship:

    pdf =pdf pdf p=pdf( )y θ ( )θ = ( ) ( )θdfpdf)θ (ppdf)θ (pdfθ     [2.39]   

 and when the measurements are not correlated, Equation [2.39] simply 

reduces to Equation [2.8]. Equations [2.6] and [2.8] preserve their form 

independently of the number of observations.  

  2.4.3     Multi-temporal data fusion 

 When dealing with a dynamic system (i.e. a system which changes in time), 

the effi ciency of data fusion can be improved by applying sequentially the 

inference process: this recursive application of Bayes’ formula is commonly 

known as  Bayesian fi ltering . Assume that we want to estimate in real time the 

state at each measurement time ( t  1 ,  t  2 , …,  t   k   …). We label  y   k   the measurement 

taken at time  t   k   and y1:k    the whole dataset from the fi rst time interval (i.e. 

from the start of monitoring) to time  t   k  . Let pdf θk ky1 1k:( )  be a prediction of
 

parameters θk  at time  t   k  , based on the information y1 1:k     acquired to time  t   k-1  : 

Bayes’ theorem allows us to update this distribution using the fresh data  y   k  :

    pdf =
pdf pdf

pdf
θ

θ θpdf
k k

k k kp kθpdf k

k

y
y yk y

y yk
1

1k 1 1k

1k
:

:θk k kp θpdf y1k 1,( ) ( )) (( )
( )

kk y1pk1
    [2.40]   

 Equation [2.40] is equivalent to the general formulation of Equation [2.6], 

with the difference that here the data are formally processed sequentially, 

and not all at once. Although very elegant, this sequential scheme does not 
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necessarily provide any advantage in computational terms over the classical 

scheme, because its implementation requires, at every step, recalculation of
 

the prediction pdf θk ky1 1k:( )  and the likelihood pdf y y ky k1k ,( )θ , which in 

turn depend on all the past data. The problem gets simplifi ed when we make 

the assumption that θk, the state of system at time  t   k  , depends only on the 

state θk −1  at time  t   k  − 1 . In statistical terms, this is to say that the system state 

evolution follows a Markov process of order one. In this case, the prediction 

in Bayesian terms follows the calculation of the integral:

    pdf df df dθ pdf θpdf θ
θ

k k k

D k

yp kpy k yθpdf k= pdf θpdf k 1k 1

1

p kp θpdf kpkk ppdfp k −( )) ( )k k( )θ θθ θk θθk kθk k ( )⋅
−

∫     [2.41]   

 which depends on the distribution pdf ( )θ θk kθ −  of the transition from state 

 k− 1 to  k , and the posterior state estimate pdf θk k−( )1 1 1k −y :  which is known 

at time  t   k- 1 . Then, once the sample  y   k+ 1  is acquired, the state prediction of 

Equation [2.41] can be updated (or corrected) with:

    pdf =
pdf df

pdf
θ

θpdf
k k

k

k

y
yp θpdf kp θpdf

y yk
1

1 1k

1k
:

:( ) ( )θy θk k ( )
( )     [2.42]   

 where now, contrary to Equation [2.40], the likelihood pdf ( )yk kθ  is indepen-

dent of past observations. Similarly, the evidence is calculated by integrating:

    pdf = pdf df dy y yp
‚

ky p k k

Dk‚‚

1k 1 1k:yppk yppdf1k 1 kyp 1p1( )) ( )yy( )yyy (( )⋅∫ θpdfpdfpdfpdf) ( θ     [2.43]   

 which does not involve quantities differing from the likelihood and the pre-

diction. In summary, the estimation of the structural state is obtained by 

recursive application of Equation [2.42], known as  prediction , and Equation 

[2.43], known as  correction  (or  update ). 

 The practical implementation of this recursive scheme is very burdensome, 

because as usual the problem is to calculate the integrals of Equations [2.42] 

and [2.43]. A useful simplifi cation of the problem is possible when the model 

is linear Gaussian. In this case Equation [2.36] allows a closed form solution, 

which is usually referred to as the  Kalman fi lter  (Kalman, 1960; Kalman and 

Bucy, 1961). The linear Gaussian assumption can be formally written as:

    y A gkA k kg+AkA kθ     [2.44]   
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 where  g   k   is a zero mean Gaussian noise with covariance   Σ    g,k– 1 . Also, assuming 

that the states at time  k  are linearly related to the parameters at time  k –1:

    θk k k kF vθθk k +θk     [2.45]   

 where  v   k   is a zero mean Gaussian noise with covariance   Σ    v,k– 1  (linear Gaussian 

process assumption). Further, it is assumed that the prior distribution of the 

parameter vector is also Gaussian:

    p θ Σ0Σ| ,μ| 0y( ) ( )     [2.46]   

 Under these conditions, it is shown that the posterior pdfs are Gaussian, 

too:

    
p

p

θk

θk

| k

| Nk

y

y
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    [2.47]   

 and their mean value and covariance can be recursively calculated in closed 

form through the following prediction-correction scheme:

    μ
μ μ
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 where  K   k   is the so-called Kalman gain, defi ned as:

    K Ak k
T ( )A Ak k

T
g k+Ak

T
−

ATAT (AA|k ( k− Ak A kkk ( k kk ( k kk ( k kAk A
1

    [2.50]   

 Among the many applications of the Kalman fi lter to mechanical system 

identifi cation, we wish to mention the work by the research groups Bernal 

(Bernal, 2005; Hernandez, 2011; Hernandez and Bernal, 2012), Smyth (Wu 

and Smyth, 2007; Wu and Smyth, 2008) and Brownjohn (Omenzetter and 

Brownjohn, 2006). Among other books, the reader can fi nd further informa-

tion on the Kalman fi lter and its application in Grewal and Andrews (2001) 

and in Zarchan and Mussov (2009).  
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  2.4.4     Alternative non-probabilistic models 

 Although Bayes’ theorem lets us state a rigorous mathematical formulation 

for any inference problem encountered in structural monitoring, it is a fact 

that civil engineers are not usually very familiar with probability theory, and 

are often discouraged by the complexity of its application. Indeed, imple-

mentations of probabilistic methods usually involve great computational 

effort to integrate the likelihood and evidence functions; it also requires a 

formal defi nition of all the uncertainties in the variables used in the infer-

ence process, which is not an easy task if one is unfamiliar with statistics. 

 These limits of Bayesian probability theory have justifi ed in the past the 

redevelopment of alternative methods to handle uncertainties. Among these 

methods, possibly the most popular approaches are  fuzzy logic  and  interval 
algebra . Below we provide a brief outline of these approaches. 

Fuzzy logic . Fuzzy set theory was fi rst introduced by Zadeh (1965) as a 

way to handle semantically imprecise concepts. Fuzzy logic is based on the 

concept of membership function. While in deterministic logic an element 

x  can belong or not to set  A , in fuzzy logic this is defi ned through a mem-

bership function μAμ x( )   ; the metric of the membership is a value ranging 

between 1 and 0, known as grade of truth, or truth value. In fuzzy logic the 

classical Boolean logic operators (NOT, AND, OR) are redefi ned and often 

referred to as Zadhe operators. For example NOT is obviously defi ned as:

    μ μAμ A xμAμ( )) ( )1        [2.51]   

 Operators AND and OR are not univocally defi ned but are usually defi ned 

as follows: the degree of truth of x being simultaneously in A AND B (which 

is to say  x  is in the interception of A and B, A B   ), is the minimum grade 

of truth of A and B  

    μμμ ( ) { }μ μA Bμ x( ) ( )i μA xμAμ ( )        [2.52]   

 Similarly, operator OR is usually defi ned as the maximum grade of truth of 

the two  

    μμμ ( ) { }μ μA Bμ x( ) ( )μA xμAμ ( )        [2.53]   

 It is almost natural to seek some analogy between truth value and 

Bayesian probability; specifi cally, the grade of truth, varying between 0 

and 1, strictly recalls the concept of probability. However, comparison 
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between the expression of the joint probability and Equation [2.52] shows 

that fuzzy logic coincides with probability only under special conditions, 

and in any case does not have the fl exibility to handle correlation. Critics 

of fuzzy logic note, often on the basis of de Finetti’s theory (1993), the lack 

of a need for a method for handling uncertainties, alternative to a proba-

bilistic method. 

  Interval-based techniques . Interval algebra, fi rst disseminated by the work 

of Moore (1966), is an even rougher way to handle uncertainties. While in 

deterministic logic the value of a variable  x  is determinate, and in proba-

bilistic analysis is defi ned by a distribution pdf( x ), in interval analysis the 

uncertainty of a variable is defi ned through an interval  x :

    x = [ ]     [2.54]   

 which means that the variable  x  is expected to range from a minimum 

value of  x  to a maximum of x    . Interval algebra provides a formal exten-

sion of classic algebraic operators; for example, sum and difference are 

redefi ned as:

    x y+ =y [ ]+ ⎡⎣⎡⎡ ⎤⎦⎤⎤ = + +⎡⎣ ⎤⎦⎤⎤y y x y+ x y+]+ ⎣⎡⎡y ,     [2.55]    

    x y =y [ ] − ⎡⎣⎡⎡ ⎤⎦⎤⎤ = ⎡⎣⎡⎡ ⎤⎦⎤⎤y y x y− x y−] ⎣⎡⎡y ,     [2.56]   

 Interval analysis has gained some popularity in the past, and is sometimes 

still used today for its simplicity and easy interpretation of the results. From 

a statistical perspective, it can be seen as a very rough approximation of the 

probability theory, where distributions are conservatively forced to be uni-

form, and correlation is ignored. These simplifi cations often cause too con-

servative results: for example, direct application of Equation [2.6] produces 

the following apparent paradox:

    x x =x [ ] − [ ] = [ ]− −] [     [2.57]   

 for which an interval minus itself is not equal to zero, but to an interval cen-

tred on zero. That said, using intervals can be useful when scarce information 

makes it diffi cult to defi ne the distributions necessary to state the inference 

problem in rigorous probabilistic terms. The reader is also referred to the 

textbook by Alfred and Herzberger (1983) for an exhaustive explanation of 

interval logic.   
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  2.5     Further trends 

 The process of fusing data from different sources into a single piece of infor-

mation is often conceptually represented with a  fusion cell or fusion node  

(Mitchell, 2005).  For example, we can conceive the temperature-compensated 

strain as the output of a fusion node where the rough strain observation is 

fused with the temperature observation. Rather than being a physical entity, 

the fusion node is an object in a logical network, which represents the logical 

interconnection of the different components in the fusion process. The output 

of a fusion node can be seen as a sensor in logical terms, even if this has no 

connection with the physical architecture of the sensor network. Imagine for 

example a monitoring system including a network of strain gauges distributed 

over a bridge, all wired to a single interrogation unit, and a second network 

of thermocouples paired with the strain gauges but independently wired to a 

second interrogation unit; the two interrogation units are in turn connected to 

a computer, which analyses and stores the data. Temperature compensation of 

an individual strain gauge occurs by combining its data with that of the cor-

responding thermocouple. Therefore, from a logical point of view, data from 

each strain gauge–thermocouple pair are locally fused in a compensated mea-

surement, through a fusion node. However, from the physical point of view, all 

data processing occurs at the computer CPU, and therefore there is no direct 

relationship between the logical architecture (software) and physical architec-

ture (hardware) of the system. 

 An alternative solution is to physically combine the parent sensors in a 

single device with a CPU to carry out data acquisition and processing at the 

local level. In this case a computer system designed for the specifi c applica-

tion is  embedded  in the device, in contrast to the computer system needed 

to logically process the data at the network level. This device, sometimes 

referred to as sensor node, embeds not only hardware but also the logic 

of the fusion node. The output of the node is the result of data fusion (the 

compensated strain in our example) and the device itself can be seen as a 

sensor from the point of view of network logic. Embedding a fusion block in 

a single device scales the level of abstraction of the network and reduces its 

complexity and cost while facilitating deployment, scalability and operation. 

Wireless sensor networks are a typical application of embedded systems: in 

this case the sensor node is embedded. Wireless sensor networks are dis-

cussed in Section 10.4 of this book, while key references on the topics are 

Lynch and Loh (2006) and Lynch (2007). 

 Apart from providing information on the state, the utility of the monitor-

ing system is to drive decisions by the owner as to infrastructure maintenance, 

repair, retrofi t or replacement. There are cases when knowledge of the state 

automatically drives the decision (going back to the introductory example: 
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the fuel gauge is on, so we stop to refuel). In other cases the knowledge of 

the state does not automatically entail a specifi c action, because the decision 

requires prediction of the effect of the action. When the effect can be quan-

tifi ed in economic terms, the decision problem can be formally addressed 

by the utility theory (von Neumann and Morganstern, 1944; Jensen, 1967), 

which is discussed in its general terms in many modern textbooks (see for 

example Parmigiani and Lurdes, 2009). An application of decision theory 

to a civil engineering monitoring problem is discussed in the tutorial paper 

by Glisic  et al . (2012), which recognizes the utility of monitoring using the 

concept of value of information (Russell and 1991), but see also Pozzi  et al . 
(2010) and van der Hijden  et al . (2004).  

  2.6     Sources of further information and advice 

 Bayesian theory of probability is clearly stated in many modern textbooks 

including Jaynes (2003), Gregory (2005) and Sivia (2006). For a historical 

background, good readings are Weber (1973), Stigler (1986) and of course 

Bayes’ essay (Bayes, 1763), where you might be surprised to see that he 

was not Bayesian in the modern sense. Bayesian numerical techniques are 

the subject of a number of specialized textbooks, including Brandt (1999), 

McKay (2003), Bolstad (2010) and Yuen (2010). The defi nitive work on 

PCA is Jolliffe (1986), while for alternative data reduction techniques sug-

gested readings are Bevington and Robinson (2003), Kantardzic (2003), van 

der Hijden  et al . (2004), Mitchell (2005) and Skocaj (2003). Mitchell (2005) 

is also one of the most comprehensive works approaching data fusion, but 

see also Clark and Yuille (1990), Goodman  et al . (1997) and again van der 

Hijden  et al . (2004). Among many, a suggested key reference for fuzzy set 

theory is Duboi and Prade (1980), while for interval analysis see Moore 

(1966) and Alfred and Herzberger (1983).  
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  Abstract : The chapter contains a review of some aspects of structural 
dynamics and includes a section on damage detection and damage 
localization from vibration signals. Novelty detection is treated in detail, 
with special attention given to the situation where the environmental 
variables are not measured. Two techniques that can detect damage 
without the need for repeated identifi cations are presented (one based 
on a subspace approach and one on the Kalman fi lter) and a discussion 
of change detection using a cumulative sum chart from process control 
is included. The techniques presented are covered in suffi cient detail to 
allow implementation by an interested reader. 

  Key words : damage detection, damage localization, environmental effects, 
change detection. 

    3.1     Introduction 

 The chapter contains a review of some aspects of structural dynamics and 

includes a section on damage detection and damage localization from vibra-

tion signals. The material is not a survey but a description of some specifi c 

techniques in suffi cient detail to allow implementation by an interested 

reader.  

  3.2     Linear time invariant systems 

 The equations of dynamic equilibrium for a linear time invariant fi nite 

dimensional system with viscous dissipation can be written as  

    M C K f��q qC q b( )tt ( )t( )t ( )t ( )t+ +CC )t 2        [3.1]   

 where: q 1∈Rn×
 
is the displacement vector;  n  is number of degrees of free-

dom (DOF);  M ,  C  dam , and  K  ∈Rn n× are the symmetric mass, damping, and 
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stiffness matrices, respectively; b R2
×n r×

 is a vector describing the spatial 

distribution of the forces f ( )t ∈ ×Rr 1 ; and dots indicate differentiation. 

  First order formulation 

 Augmenting Equation [3.1] with the equality � �q q( ) ( )q) (  gives  

    
damM K M C M{ }�

��
q
q

( )
( )
( )( ) = − −M K
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⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦{ }�
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q
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( )( ){ }( ) + ⎡

⎣⎢
⎡⎡
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⎤
⎦−

0 0⎤{ }q( ) + ⎡
1

2b1 1K MK M ⎥⎥
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( )f t(     [3.2]   

 taking  

    z
T= { }tt t     [3.3]   

 and defi ning  

    A = M K M Cz
0 I

1 1K M dam− −M KK M
⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

    [3.4]   

 and  

    B = Mz
0

b1
2

−
⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

    [3.5]   

 gives  

    �z A z B fz zz B( )t = ( )tt ( )t     [3.6]   

 Measurements are typically a linear combination of the state variables with 

the possibility of a direct transmission from the input, namely  

    y C z D fz zz D( )t = ( )tt ( )t     [3.7]   

 where  y ( t ) ∈ ×Rm 1 and  D   z   is known as the direct transmission term. 

Examination shows that the map from the inputs to the state, and from the 

state to the outputs, is not unique; indeed, letting  

    x Tz( )t = ( )t     [3.8]   

 where  T  is invertible but otherwise arbitrary, one has  

    �x A x B fc cx B( )t = ( )tt ( )t     [3.9]   
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 and  

    y C x D fc cx D( )t = ( )tt ( )t     [3.10]   

 where  

    A T A T B T B C C T D Dc zT A c zT B c zC c zDT A T B = C T D−1 1A T B TA T B −A T B T     [3.11a-d]   

 Two points to note are: (1) that the  A   c   matrices are related by a similarity 

transformation, and thus have the same eigenvalues; and (2) that  D   c   is inde-

pendent of  T .   

  3.3     Modal form 

 Assuming that  A   c   is not defective, a spectral decomposition gives  

    Ac = −ΨΛΨ 1     [3.12]   

 where Ψ      are the eigenvectors of  A   c   and Λ = diag( , ..., )λ λ λ1 2,λ λλ , 2n is the 

diagonal matrix of the complex eigenvalues. Introducing the coordinate 

transformation  

    x Z( )t = ( )tΨ     [3.13]   

 gives  

    �Z Z fT( )t = ( )t( ) ( )tΛ ΓZ )t +     [3.14]   

 and  

    y Z D f( )t = ( )t + ( )tΘ     [3.15]   

 where  

    Γ ΨT
cB−1     [3.16]   

 and  

    Θ ΨCc     [3.17]   

 where Θ    are the complex modes of the physical system at the measured 

coordinates. Taking a Laplace transform of Equations [3.14] and [3.15], 

assuming zero initial conditions, and eliminating the internal state, one gets  

    y G f( )s = ( )s × ( )s     [3.18]   
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 where the transfer matrix is  

    G s D
T

c( ) = [ ]I +−Θ[I sI − Γ1
    [3.19]   

 Taking Θ = [ ][ and Γ = [ ]  where  t  j  is a column vector, 

Equation [3.19] can be written as  

    G s
s

Dj j
T

jj

n

c( ) +j j=
=
∑ ϕ

λ
t

−1

2

    [3.20]   

 For under-damped systems the eigenvalues appear in complex conjugate 

pairs and it is customary to write Equation [3.20] as  

    G s D
s sc

j

j

j

jj

n

( ) = +Dc +
=
∑ γ

λλ
γ

λ−s

*γ
*λλ1

    [3.21]   

 where γ ϕj jγ ϕ j
Tt is the residue of mode  j  and the asterisk stands for conjuga-

tion. The direct transmission term is non-zero only in the case where  G(s)  

is Accelerance and there is collocation. In the common case where one is 

interested in the relation between forces and displacements or velocities,  D   c   

is zero and one has  

    G s
s s

j

j

j

jj

n

( ) = +j

=
∑ γ

λλ
γ

λ−s

*γ
*λλ1

    [3.22]   

 which is the transfer matrix in pole residue form.  

  3.4     Relation between the complex and the normal 
mode models 

 The eigenvalues of the fi rst order formulation are complex and carry infor-

mation on the homogeneous solution; namely, the real part gives the rate of 

decay and the imaginary the damped vibration frequency. If the system is 

classically damped, one has  

    λ ω ξ ω ξj jλ ωλ j jξ ωξ jω ξjω ξξ −ωω ξ 1 2ξξ     [3.23]   

 where   ω   = undamped frequency and   ξ   = the modal damping ratio. In prac-

tice, Equation [3.23] is used to estimate   ω   and   ξ   from the complex eigenval-

ues, even when the classical damping premise is not satisfi ed. The simplest 
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approximation of normal modes, given the complex modes, is obtained by 

normalizing the vectors so that the entry with the largest amplitude is real, 

and discarding the imaginary components.  

  3.5     Damage detection 

 Detection is the fi rst level in a damage assessment scheme. The objective in 

detection is to announce, with a predetermined level of confi dence, whether 

a structure is in its reference state or not. When the damage detection algo-

rithm incurs an error by announcing damage, while the system is healthy, 

there is a false positive or Type I error. On the contrary, if it announces that 

the system is in the reference condition when some damage has taken place, 

then one has a false negative or Type II error. 

 The resolution of the damage detection is characterized by the power 

of the test (POT), which is the probability that the test classifi es data from 

the damaged system correctly given a pre-selected Type I error rate   α  , e.g. 

  α   = 5%. The POT is particular to each damage and is the complement of 

the Type II error   β  . In reference to Fig. 3.1a, it is the area to the right of 

the threshold on the damaged state distribution. An alternative graphical 

depiction of the effectiveness of an algorithm to detect a particular damage 

is the receiver operating characteristic (ROC) curve. The ROC curve plots 

the Type I error on the horizontal axis vs the POT on the vertical, each point 

corresponding to a different discriminating threshold. The ROC curve for 

the distributions depicted in Fig. 3.1a is illustrated in Fig. 3.1b.      

 Detection can be based on model updating or be data-driven. In the model 

updating approach, the measured data are used to estimate the parameters 

of a (physics-based) model and damage or no-damage is inferred by inspec-

tion of the parameter values. Data-driven algorithms decide on damage by 

contrasting identifi cation models obtained at different times, or by inspect-

ing residuals that refl ect how well the recorded data fi t an identifi cation 
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 3.1      (a) Distributions of discriminating metric in reference and damaged 

states and (b) ROC curve for the distributions in (a).  
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model of the reference state. This chapter considers the multiple identifi -

cation approach and the residual-based scheme, but does not discuss the 

model updating alternative. 

 We note, for clarity, that the term point is used here to refer to an element 

of a vector space. A point, for example, can be a collection of frequencies 

and mode shapes listed on a vector. ‘Input space’ is used to indicate the sup-

port of the points (e.g. all the real positive numbers if the points are vectors 

collecting frequencies) while ‘feature space’ is the scalar valued space of the 

metric used to decide on the system’s state. In some settings the input and 

the feature spaces are the same. We defi ne the term pre-damaged image 

(PDI) as the location in input space that a damaged point ‘would have occu-

pied’ (given the present environmental conditions) if the structure were 

undamaged. Damage, therefore, can be viewed as the translation from the 

PDI to the position where the point is actually observed with time frozen. 

We designate the vector from the PDI to the damaged location as   δ x . 

  Novelty detection 

 Let  t  1 ,  t  2   ,…, t   L   be times indicating the initiation of measurements, and  Δ  t  1 , 
 Δ  t  2   ,…,   Δ  t   L   the duration of the records. We assume that the durations  Δ  t  j  
 ∀  j  are short compared to the time scale in which the system properties 

change due to environmental fl uctuations. Let the recorded data be used to 

obtain a vector  x  ∈Rmx1   that depends on system properties. One has, there-

fore, X = { } ∈ χ . Assume it is known that the structure, for 

 j = 1, …,  L , is in the undamaged state. The issue in damage detection is to 

decide, informed by the data in  X , on the subset of the input space,  S , for 

which data points are to be classifi ed as normal. 

 The decision on  S  is often realized by specifying a function, or algorithm, 

that operates on  x  and produces a scalar ρ = g( )x     that is in some way cor-

related with the probability density of the points in input space. S is then 

taken as the collection of all points for which ρ κ≥    , where   κ   is a threshold. 

The assumption that the points in  X  are samples from a single distribution 

is justifi ed when these points are compensated for environmental fl uctua-

tions, but otherwise they should be thought of as coming from a collection of 

distributions that depend on the environmental state. This chapter does not 

discuss the formulation of environmental models, but interested readers can 

consult the work presented in Sohn  et al . (2001), who used Artifi cial Neural 

Networks and a spatial description of the temperature fi eld and the one by 

Peeters and De Roeck (2000), who presented an autoregressive model and 

a temporal representation of the temperature state. 

 If the points in  X  belong to multiple distributions the most favorable sce-

nario for detection is that where the distributions are well separated. Indeed, 

in this instance the data points form well-defi ned clusters and the densities 
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for each cluster can be identifi ed separately. In many cases, however, the 

environment produces continuous changes in the identifi cation results and 

well-defi ned clusters do not appear. In these instances the topology of the 

data cloud in input space limits the performance that can be realized in 

damage detection. If the intrinsic dimensionality of the fl uctuations in  x  due 

to the environment equals  m  (where we recall  m  is the dimension of the 

points in input space) then good damage detection resolution is diffi cult. 

On the contrary, if the data cloud has ‘narrow dimensions’, as illustrated in 

Fig. 3.2, good performance can be attained if the damage has important pro-

jections in these directions.       

  3.5.1     Selection of the decision boundary ΓS    

 Let ΓS    be the boundary of the S domain. A simple approach to select ΓS   is 

to take the Euclidian distance of the points to the center of  X  as a measure 

of novelty and decide on a threshold (assuming the histogram of the data 

points has a single mode). Another (also assuming a single mode) is to use the 

covariance of the data to normalize the distance, in which case one obtains 

the widely used Mahalanobis metric (Mahalanobis 1936). Another approach, 

often claimed as a way to ‘eliminate environmental effects’, is to project the 

data into a subspace where the variance in the reference state is small, and 

measure novelty there. Projection procedures include principal component 
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analysis, factor analysis, and missing data analysis (Kullaa 2003, 2005; Yan 

 et al ., 2005a), for ‘linear data’, and nonlinear principal component analysis 

(PCA) or kernel PCA (among others) for data whose principal directions 

are not linear in input space (Hoffman, 2007; Hsu and Loh, 2010; Yan  et al ., 
2005b). Commentary on the results of applying these techniques is presented 

next. 

 Consider the bivariate data plotted in Fig. 3.3a. Accepting a hard bound-

ary the line labeled ‘a’ is a reasonable ΓS   . In PCA the data are projected on 

to the 2–2 axis, and ΓS    is changed from the  a -boundary to the two straight 

lines shown. Assume  p  1  is observed. If one were confi dent that the data of 

the reference condition cover all the environmental fl uctuations, it would be 

reasonable to consider  p  1  as a novel point. Processing the point using PCA 

would thus lead to a false negative. If, on the contrary, there is signifi cant 

uncertainty on the adequacy of the boundary in the 1–1 direction, it appears 

preferable to treat  p  1  as a previously unseen healthy point, especially if the 

prior probability that the structure is undamaged is large. The usefulness 

of PCA, therefore, is strongly related to the uncertainty that there is on the 

distribution of the data projected on the principal directions. As Fig. 3.3b 

shows, PCA increases damage detection sensitivity in some directions and 

decreases it in others, the directions depending on the location of each point 

in input space. The steps in the implementation of PCA, when the distance 

metric is the Mahalanobis distance, are presented next.      

  Principal component analysis 

 Let μ ∈ ×Rm 1    be the mean of the columns in  X , defi ne  

    E
L

x xk k
T

k

L

=
=

∑1

1

       [3.24]   

 Perform an SVD of  E  and partition into the subspaces  ϑ  1  and  ϑ  2 , namely  

    E S
S

U
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T

T[ ]U U ⎡
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⎤
⎦⎥
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U 1

2

1

2
       [3.25]   

 where  S  2  is selected such that the largest entry in  S  2  is small compared to the 

smallest entry in  S  1 . The model of the reference is {  μ  ,  S  2  and  U  2 }. Let the data 

matrix in the validation stage be  X   v  . Each vector of the matrix  X   v   is centered 

using the mean obtained in the model to obtain  

    x xv k v k, ,k v −x k μ        [3.26]   
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 3.3      (a) PCA on bivariate data and (b) change of damage detection 
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 The projection in  ϑ  2  (sometimes referred to as the reconstruction error) is  

    pr U xkrr T
v k= 2 ,xv        [3.27]   

 and the squared Mahalanobis distance is  

    M pr S prkrrT
krr( )prrr −

2
1        [3.28]   

 The results from Equation [3.28] are computed for all the  L   v   data. Sorting 

these values from high to low, the threshold for a 5% Type I error is then 

taken as the  p th term, where  p  is the closest integer to 0.05  ×   L   v  . The vectors 

in the test phase are treated as explained in the validation phase except that in 

this case their Mahalanobis is contrasted with threshold to decide on novelty.  

  Kernel principal component analysis 

 If the data points in input space do not have principal directions that are linear 

in input space, the covariance is a poor indicator of the structure of the data, 

and the square Mahalanobis distance is poorly correlated with density. One 

approach that can provide a decision boundary for arbitrary distributions, by 

performing linear algebra, is a generalization of PCA known as kernel PCA 

(KPCA) (Sch ö lkopf  et al ., 1998). There is an important difference between 

KPCA and PCA that is worth noting from the outset. Namely, in PCA the 

input space is of dimension  m  and, if there are  pc  principal components, the 

effect is to specify an  S  that is ‘open’ in  pc  directions. In contrast, in KPCA the 

analysis is carried out in a high dimensional feature space and although  pc  

directions are ‘opened’ in this space,  S  is generally closed in the input space. 

 A key feature in KPCA is that the nonlinear function used to expand the 

input space to the feature space is not explicitly defi ned, but only the dot 

product between the vectors is needed (Hoffmann, 2007). KPCA is based 

on the ‘Kernel Trick’, a scheme that can extend any algorithm that can be 

cast in terms of dot products to a higher dimensional space. The advantage 

of the higher dimensional space is that linear operations carried out there 

can correspond to nonlinear operations in the original one. To illustrate how 

the approach works, assume that the L vectors in the input space are mapped 

to an L-dimensional feature space by an undetermined function. The data 

matrix in the feature space is thus  B   ∈  R L × L . Since  B  is square  BB   T   and  B   T   B  

are both symmetric with identical eigenvalues, one can write  

    Q BB S
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 and it is not diffi cult to show that  

    U BA S jj jBA j
−0 5 with  = 1 or 2     [3.31]   

 The projection of the vectors in  B  is  

    pr U B S A B B S A Qj
T

j jAT BT TB j jAT= =U B =B SAT B0 5 0 5
2A B B ST B =        [3.32]   

 or  

    pr S Aj jAT= 0 5        [3.33]   

 So a projection in the direction of the eigenvectors of the covariance (the 

U  directions) can be realized without having the covariance explicitly. The 

square of the distance to the origin in the non-principal subspace follows 

from Equation [3.33] as  

    γ = diag( )A S AT
2 2S 2        [3.34]   

 The kernel most widely used to specify  Q  2  is the Gaussian Kernel, given 

by  

    �Q j b b
f f
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       [3.35]   

 where the tilde indicates that the matrix is not  Q  2 , because  Q  2  must be based 

on features that are centered (zero mean). It is not diffi cult to show that the 

centered  Q  2  can be obtained from the non-centered one as  

    Q Q Q Q Q2 2QQ 2 2QQ 2−Q2Q +� � � �Γ ΓQ QQQ2QQ Γ ΓQ2        [3.36]   

 where  Γ   ∈   R  L × L   is a matrix of ones divided by the number of data points,  L . 

Computation of the novelty measure in the reference state is thus straight-

forward, namely,  

   1.     �Q2    is formulated from Equation [3.35].  

  2.     The matrix is centered using Equation [3.36].  

  3.     The SVD of �Q2   is carried out and a dimension for  S   2   is selected.  

  4.     The squares of the norms from Equation [3.34] are ordered from large 

to small and the threshold is selected from the sequence, so a given Type 

I error is realized.    
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 The testing state in KPCA is somewhat more complex because the new 

vectors must be centered using the mean implicit in the reference state and 

this requires some manipulations. The original derivation of the procedure 

can be found in Hoffman (2007), where the summation notation is used. 

Here we present the result using matrix products, namely, taking a test vec-

tor in the input space as  z  one has  

    q1 1 2 3 1 1
0 5( ) d) T T1 2 T A3 STd T1

T +( ) −        [3.37]    

    q2 2 21
2 1

( )
L

d r
L2

r Q rT
1

r r= −1 +        [3.38]    

    γ ( ) ( ) ( )) q q( )( −)( 2q( )( )(
2

2
       [3.39]   

 where  

    T I1TT −I( )Γ        [3.40]    

    T
L
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L
r Q

1
=        [3.41]    

    T r QT
3 2TT Q Γr QT

2r Q        [3.42]   

 where  r  is a column vector of 1s with  L  entries and  d    ∈   R  L ×  1  is such that  

    d
z fjff

( )j exp= −exp
⎛

⎝
⎜
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⎜⎝⎝
⎜⎜

⎞

⎠
⎟
⎞⎞

⎟⎠⎠
⎟⎟2

2

22σ
       [3.43]   

 User selected parameters in KPCA are the width of the kernel,   σ  , and the 

number of components to retain,  pc  i.e.,  S  1    ∈   R pc  ×  pc . As it turns out, these 

parameters are related. Namely, as   σ   increases the columns of  Q  1  become 

increasing collinear and  pc  decreases. While automated procedures for opti-

mal selection of   σ   appear feasible, at present these have not yet been devel-

oped and some trial and error by the user is typically required to select a 

reasonable value.   

  3.5.2     Techniques that operate with a single identifi cation 

 Techniques that use results from a single identifi cation judge novelty 

based on the statistical properties of residuals. An attractive property of 
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these techniques is that they avoid the diffi culties that can arise in the mul-

tiple identifi cations setting, where the need to ensure that the quantities 

that are compared are in fact the same, e.g. the frequencies of the same 

modes. Two techniques that operate in this manner are described in the 

next sections. 

  Robust statistical subspace-based damage detection 

 Let the system considered in Equations [3.9]–[3.10] be sampled and given at 

discrete time instants  t  =  k τ  , where the inputs are unknown and are replaced 

by noise terms, leading to the model  

    
x A x v
y C x w

k dA k kv

dC k kw
+A xdA

+C xdC
    [3.44]   

 with Ad ( )AcAp c  and C Cd cC    . A Hankel matrix of output covariances of 

this system is defi ned as  
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 where  p  and  q  are user defi ned parameters and Rj ( )y yky j k
T . Since 

R C A Gj dC d
j 1     where G ( )x yk

T
k

 (Van Overschee and De Moor, 1996), 

the Hankel matrix can be factored into an observability and controllability 

product as  
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=1O +Oq pOOq p q ppq p where d# ( )dG A … A GAAd
q .     [3.46]   

 A necessary condition for the information from all the modes to be con-

tained in the matrix of Equation [3.46] is that the number of rows and the 

number of columns be no less than the system order. Since the true system 

is infi nitely dimensional, the order selected is always that of a truncated 

model on which results are based. With the number of output sensors as  m  

and the selected system order as  n  it follows that p n m≥ −n m 1  and q n m≥ ; 

therefore, one can take p ( )n mround and q p+ 1.  
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  Subspace-based damage detection 

 Damage introduces a change in the modes and thus a change in the sub-

space defi ned by the observability matrix  O   p+ 1  in Equation [3.46]. Defi ning 

the left null space  S  of  O   p+ 1  in the reference state, the characteristic property 

of the system being in the reference state can be written as  

    S O ST
pO T

p q+ =1 pS p= 0 0S H q =S H 1S H +S HpHS Hd h .     [3.47]   

 Note that the left null space  S , given a selected order  n , is the matrix given 

by columns ( n  + 1), to the last column, from the left side singular vectors of 

the SVD of Hp qH +1  in the reference state. The damage detection technique 

exploits the orthogonality condition in Equation [3.47] using the residual 

vector (Basseville  et al ., 2000)  

    ζN N= ( )T
p qS H     [3.48]   

 where H p q
l +1  is the Hankel matrix of Equation [3.45] computed from cova-

riance estimates R
N

y yj j k
T

k

Nl =
=∑1

1
 on test data containing  N  data points, 

and vec ( )⋅  denotes column stacking vectorization. 

 The statistical evaluation of the residual vector of Equation [3.48] in 

order to test if ζN = 0    (reference state) or ζN ≠ 0    (damaged state) requires 

the knowledge of its covariance, which can be estimated from a collection 

of data sets obtained while the structure is in the reference state. Since the 

approach is formulated on the premise that the response is stationary, a col-

lection of data sets can be obtained by dividing a long record into segments, 

e.g. if the total number of points is  N  1  one can divide the data into  n   b   blocks 

with length N N nb1     and use each set as an independent test. Namely, if 

ζN
1( )    is the residual obtained using Equation [3.48] for the  l th data set, one 

estimates the covariance as  

    
1

1nb

l
N
l T

l

nb

ζ ζN
l

ς
( ) ( )

=
∑∑        [3.49]   

 Finally, to test if a newly collected data set corresponds to the reference 

state or not, one computes the metric  

    χ ζ ζζNχ ζχ N
1χχ ∑ζNζζTζζ     [3.50]   

 which is chi-squared distributed with as many DOFs as the dimension 

of the residual vector. In theory, the threshold of the metric in Equation 
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[3.50] can be determined from the cumulative   χ   2  distribution by selecting 

an acceptable Type I error, but in practice, due to inevitable deviations 

between the assumptions and the real situation, the threshold is best estab-

lished by inspecting results for a sequence of data sets from the reference 

state. Specifi cally, one orders the values of the metric from high to low and 

selects the threshold as the   α  th quantile of the sequence, where   α   is the 

Type I error rate.  

  Changes in the excitation statistics 

 A limitation of the residual in Equation [3.48] is that the Hankel matrix at 

the time of inquiry depends on the intensity of the excitation, and thus the 

amplitude of the residual depends, not only on changes in the system, but 

also in fl uctuations in the disturbances. A modifi cation that sharply improves 

the situation, recently introduced by D ö hler and Mevel (2011), replaces the 

Hankel matrix at the time of enquiry by the left side singular vectors that 

defi ne its span, namely, with  

    Hlp q
TV+ = [ ]U U ⎡

⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

1 U 1

2

Δ
Δ     [3.51]   

 One obtains the residual as  

    ζ N N= ( )TS U     [3.52]   

 where the number of columns in  U  1  is the selected order  n .  

  Environmental changes (temperature) 

 One way to mitigate the effect of temperature in the subspace detection 

approach is to compute the matrix  S  from a composite Hankel matrix formed 

by concatenating results for all the environmental conditions of interest 

(Balm è s  et al ., 2008). Specifi cally, with  H  1 ,  H  2 , …,  H   t   as Hankel matrices from 

Equation [3.45] computed for different environmental conditions, one has  

    H [ ]H H H tH        [3.53]   

 The matrix  S  is then defi ned as the left null space of this matrix. Needless 

to say, the premise is that the temperature effects produce changes that are 

limited to particular directions so that the matrix in Equation [3.53] retains 

a left null space. Once  S  and the covariance are established, the approach 
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proceeds as described previously. As is the case with PCA, this approach 

reduces the sensitivity of the residual to damage since the dimension of the 

null space of  H  decreases.  

  Kalman fi lter-based damage detection 

 The idea of using the Kalman fi lter as a fault detector was introduced by 

Mehra and Peschon (1971), soon after the fi lter was developed (Kalman, 

1960). The strategy is based on the fact that when the fi lter is operating opti-

mally (i.e., when the prevailing conditions satisfy the assumptions), differ-

ences between measurements and fi lter predictions, known as innovations, 

are realizations of a white noise process. Detection, therefore, is carried out 

by formulating the fi lter for some reference state, which is treated as the 

healthy condition, and subsequently carrying a hypothesis test (Melsa and 

Cohn, 1978) on the innovation’s whiteness. For damage detection purposes, 

the physical meaning of the state vector is not relevant and this allows, as 

shall be shown, formulation of the fi lter from data measured in the refer-

ence state (Bodeux and Golinval, 2001; Di Ruscio 1996). This section illus-

trates how the fi lter can be used as a damage detector; a discussion on how 

the fi lter can be extracted from reference state data can be found in Bodeux 

and Golinval, (2001). 

 The innovations form of the state space expressions are  

    x Ax AKek k k+ AAxAx1     [3.54]    

    y C ekCxCC k+CxCCxCC     [3.55]   

 where  e  is the innovation,  K  is the Kalman gain, and the superscripts – and 

+ indicate before and after information from the measurement is accounted 

for in the estimation. Note that in the literature the matrix  AK  is also 

referred to as the Kalman gain. The algorithm to compute the innovations 

sequence can be summarized as follows:

   Let • k
−    be known or assumed  

  The innovation at  • k  is computed using Equation [3.55]  

  The state at  • k  is updated using     

    x x Kek k kKe+ − +xk
−x     [3.56]    

   and it is advanced as     • 

    x Axk k+
+Ax1     [3.57]   
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 The next step is to determine if it is reasonable to assume that the innova-

tion sequence obtained is a realization from a white noise process.  

  Whiteness test 

 Consider any one of the innovation signals (there is one for each output 

channel). Under the null hypothesis, the auto-correlation for the  jth  lag,

q Ej E ( )e eie i j
 has an empirical estimate given by  

    q
L

e ej i
L

e i j
i

L

=
=
∑1

1

    [3.58]   

 where  L  is the number of points selected for the summation. Under the null 

hypothesis, provided the innovations are normalized to unit variance,  q   j   has 

zero mean and a variance equal to 1 /L . A   χ   2  test for innovations whiteness 

can thus be carried out as follows:

   Normalize  • e ( k ) to unit variance  

  Compute the correlation function  • q   j   for lags  n  1  to  n  2     

 Compute the   χ   2  statistic,   Γ  , as  

    = ( )∑ (L∑
j n=

n
2

1

2

    [3.59]   

 where  n  1  is the fi rst lag considered and  n  2  the last. The null hypothesis, i.e. 

that the innovation sequence is a realization of a white noise process, is not 

rejected if   Γ   is no larger than the  ( 1 − α ) th quantile of the   χ   2  with n n n−n +2 1n 1 

DOF.  

  Aggregation 

 Since the whiteness test (as shown) is carried out one sensor at a time, the 

question of aggregation in the multi-sensor case arises. A simple option is 

to decide on damage or no-damage using an OR strategy. Namely, the null 

is rejected if   Γ   exceeds the associated threshold at any sensor. For an OR 

strategy the rate at which the null is rejected at each sensor aj    differs from 

the value of the global Type I error. An expression for aj    as a function of   α   
can be derived by noting that the distributions of   Γ   at each sensor are inde-

pendent under the null hypothesis; on this premise one has  

    α ( )α
=

∏1 (∏
1j

m

       [3.60]   
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 So, taking all the values of α j   as equal one gets  

    α α(( )11 ( 1/m
       [3.61]   

 which, for small values of   α  , is closely approximated by   α  / m .  

  Selection of n  1   and n  2   

 Analytical optimization of  n  1  and n n n−n +2 1n 1 is not practical because the 

result depends on the specifi c damage. An alternative that has been shown 

to provide reasonable results is to use n f fsff( )1ff     where  f   s   = sampling 

frequency and  f  1  = fundamental frequency (from the identifi cation) and to 

select n 1  from inspection of a plot of the threshold vs  n  1 . Namely, the metric 

  Γ   for each channel is computed for a number of  n  1  values using the training 

data (for fi xed n) and the result is organized from largest to smallest. The 

threshold for each channel,  ϑ , at each  n  1  value is the α ⋅ P entry, where  P  is 

the number of data points used for training. A plot of  ϑ  vs  n  1  can then be 

made and one selects  n  1  as the lowest value for which the rate of change of 

the threshold is small. This approach, which entails judgment from the user, 

is analogous to the selection of a regularization parameter in the solution 

of a poorly conditioned system of equations. The whiteness test with the  n  1  

and n  selection described has been designated as the lag shifted whiteness 

test (LSWT).   

  3.5.3     Change detection 

 The advantage that the system state does not switch back-and-forth from 

healthy to damage can be realized by framing the problem as one of change 

detection. In this case, the question posed is not whether a particular data 

point is an outlier, but rather whether the aggregate of a sequence of points 

(typically assumed independent under the null hypothesis) is such that a 

change should be announced. A convenient approach to processing the data 

for change detection is by means of control charts devised in the process 

control fi eld (Montgomery, 2009). A control chart is a depiction in the  y -axis 

of some metric whose probability depends on the state of the process vs 

the sample number. Control charts were introduced by Shewhart, (1931) 

and since then many types have been proposed. A recent literature review 

can be found in Schmid (2007). The CUSUM chart is designed to perform a 

hypothesis test regarding the shift in any parameter of a distribution that is 

assumed to prevail when the null hypothesis is true. In this section we pre-

sent general expressions for the exponential distribution family and partic-

ular results for the Gaussian and the Gamma density functions. 
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 With  y  as the metric and   θ   as the parameter that is allowed to vary in the 

distribution (parameters vary one at a time) one has, for the exponential 

family  

    f ( )y θ = { }a y dc dce b θ yyy θ     [3.62]   

 Assuming independence, the probability of the sequence of values  Y = y   i   

and  i =  1 ,…, n , follows from Equation [3.62] as  
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 Consider two postulated parameter  θ  0  and  θ  1 ; we want to determine which of 

the two is more likely, given the data. The answer is given by Equation [3.63] 

evaluated for  θ  =  θ  1  divided by the same expression evaluated for  θ =  θ  0 . If 

the ratio is >1 then  θ  1  is more likely, and the opposite is true if the value is 

<1. The ratio is  
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 or, designating ℑ = ln( )     

    ℑ = +
=
∑ jn = ∑
j

n

n( (b ) (b )) ( )j ( (d ) (d ))θ(b− θ θ) (− d
1

1 0) (θ θθ ) (d     [3.65]   

 From inspection of Equation [3.65] it follows that  

    ℑ = ℑ + +−n nℑ 1 1+ 1+0 a 0( (bb ) (b )) ( )yny ( (dd ) (d ))θ1) (b− θ1) (d−     [3.66]   

 or  

    ℑ = ℑ + { }+−n nℑ 1 1+ 0( (bb ) (b ))θ1) (b−     [3.67]   

 where one has  
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 Negative values of ℑnindicate that   θ   =   θ   0  is most likely. A single positive 

value of ℑn is not strong evidence that a switch to the alternative hypothesis 

is appropriate because ℑn is a random variable, but a trend in the upward 

direction indicates that the alternative hypothesis is the more likely one. 

While one can focus on the slope of ℑn, it is more convenient to inspect 

the attainment of a critical upper movement once the slope turns positive. 

This is easily done by reinitializing ℑn whenever it goes negative and setting 

some limiting positive value,  h  + , as a level which, when crossed, damage is 

announced. Needless to say, there is always a fi nite probability that any level 

will be crossed, even when the structure is not damaged, and this is known 

as ARL 0  (average run length under the null hypothesis). Once damage 

takes place there is also an average number of data points needed before 

the threshold is crossed, and this depends on the amount of damage and on 

the specifi c value of  h   +   selected, and is known as ARL 1 . Optimal values of   θ   1  
and  h   +   depend, in principle, on the desired ARL 0  and on the magnitude of 

Δθ θ θ1 0θ− for which one wishes to attain the minimum  ARL  1 . In practice, 

however, at least in damage detection of civil structures, our experience is 

that refi nement in the selection of these levels is unwarranted. Specifi cally, it 

generally suffi ces to take   θ   1   =  1.5  θ   0  (or 1/1.5 if damage decreases the param-

eter) and select  h   +   as the hard threshold using data for the training phase. 

Although the shift suggested is large, numerical results indicate that the 

results are insensitive to the specifi c choice in a wide range. Expressions for 

 a(y) ,  b( θ )  and  d( θ )  for specifi c parameters and distributions are presented 

in Table 3.1.      

  Step by step procedure  

   Compute  • L  values of the metric in the reference state  

  Fit a distribution to the metric (if neither Gaussian nor gamma work, then • 

results for some others can be found in Hawkins and Olwell (1997).  

 Table 3.1     Parameters for implementation of the CUSUM 

 Distribution   θ    a ( y )   b (  θ  )   d (  θ  ) 

 Gaussian  N (  μ  ,   σ  )    μ     Y  
 μ
σ 2
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  Determine if  •  θ   increases or decreases due to damage, and select   θ   1  
accordingly  

  Starting with • ℑ =0 0   , compute k and evaluate ℑn 
using Equation [3.67] for 

the healthy state. Recall that if ℑ    goes negative at any step it is replaced 

by zero before executing the next step.  

  From inspection of the results select  • h   +    

  Process the data of the test phase exactly as before and announce dam-• 

age when the threshold  h   +   is crossed.    

 In closing the damage detection discussion, we note that:

   1.     The diffi culties in detecting damage under environmental changes 

increase as the structure gets larger, because the environment affects the 

complete system, while damage is typically local in nature.  

  2.     Damage is easier to detect in lightly damped structures than in struc-

tures with heavier damping, because the variability of the discriminating 

metric resulting from environmental changes is not signifi cantly affected 

by damping, while sensitivity to damage decreases with damping.    

 An example illustrating novelty detection using KPCA in conjunction 

with the CUMSUM chart is presented next.   

  3.5.4      Example: detection of novel patterns using KPCA in 
conjunction with the CUSUM chart 

 This example illustrates the detection of novel patterns by combining KPCA 

with the CUSUM chart. The data considered, as shown in Fig. 3.4, are strongly 

nonlinear in the input space. We note that the points marked as stars are not 

included in the formulation of the KPCA model, but are used subsequently to 

test novelty. The reconstruction error over the input space is depicted in Plate 

I in the color section between pages 374 and 375 for   σ   = 1.5 and  pc  = 180. As 

can be seen, the approach captures the structure of the data accurately.            

  CUSUM 

 An inspection of the histogram of the reconstruction error of the model, for 

the training data, shows that the distribution is approximately gamma, and 

a distribution fi t leads to   α   = 2.14 and   β   = 0.02. The results of the CUSUM 

(implemented as described) for the data of the model, with the test data 

appended at the end, are depicted in Figs [3.5a] and [3.5b], where thresholds 

based on hard boundaries are illustrated. As can be seen, the novelty of the 

outliers is clearly detected.   
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  3.6     Damage localization 

 Once damage is identifi ed it is sometimes of interest to obtain information 

on its location. In contrast to detection, localization (with sparse sensors) 

requires use of a model. 

  3.6.1     Stochastic damage locating vector approach (SDLV) 

 We present a damage localization approach that applies when the identi-

fi cation is carried out from output signals. The approach operates using a 
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static model of the reference condition (i.e., no mass or damping properties 

are needed) and is described in detail in Bernal (2006). Related procedures 

that apply when the input can be measured, as well as variants that use the 

system dynamics, are described in Bernal (2002, 2007, 2009, 2010). 

 Let { A   c   and  C   c  } be the system matrix and the state to output matrix in 

continuous time, and let there be two sets of these matrices obtained from 

identifi cation, one for the reference condition and one for the damaged 

state. For each state one computes  

    R C A H Lc cA( )s *= H−1     [3.69]   

 where  

    H C A
C L Ic cA
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 The difference between the damaged state and the reference state matri-

ces,  R , is  

    ΔR R RD RR−RD     [3.71]   

 Performing an SVD of the transpose of  Δ  R  gives  

    ΔR U s
s

T T×U ⎡
⎣⎢
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⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

×[ ]V V1

2
V VV V     [3.72]   

 where the singular values  s  2  are assumed to be small. Leaving aside tempo-

rarily the issue of how to decide when a singular value is suffi ciently small, 

let the  s  2  set have p entries so V2VV ∈ ×Rm p× where  m  = number of sensors. The 

SDLV approach localizes the damage by inspecting the stress fi elds associ-

ated with the vectors in  V  2 . Specifi cally, let V2 1VV 2= ⎡⎣⎡⎡ ⎤⎦⎤⎤v v1 L vp  and the 

stress fi eld on a model of the reference state due to  v   j   be   σ    j .  Taking the nor-

malized stress index for the jth vector as  nsi   j  , namely  

    nsij
j

j

=
σ

σmax
    [3.73]   

 one computes an aggregate index as  

    WSI =

+

+

∑

∑
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 with the set of potentially damaged elements announced as those for which 

the weighted stress index, WSI, is less than some threshold. In Bernal (2006) 

it is recommended that the number of terms ( z ) in Equation [3.74] be com-

puted as follows: (1) normalize the singular values to a maximum of unity; 

(2) take the square root; (3) count how many are less than 0.1 (say there are 

 q ), and; (4) take  z  equal to  q /2, rounding downward. 

 We conclude by noting that the SDLV approach does not state that the 

damage is in elements where the stress fi eld is small but rather that the 

elements that have signifi cant stresses are not damaged. The theoretical 

resolution of the SDLV approach depends on the location of the sensors 

and is clarifi ed in the original reference. Improvements in resolution can 

be realized by calling on the dynamic system properties using the SDDLV 

approach (Bernal, 2010).   

  3.7     Future trends 

 The literature in vibration-based structural health monitoring is vast and 

continues to expand at a fast rate. Progress in the detection side is likely to 

come from improvements in the formulation of refi ned models for environ-

mental effects. In localization, methods that avoid a model altogether and 

make up for it with a large sensor density may prove feasible and, if so, could 

lead to improved robustness and practicality. Although not treated here due 

to space constraints, damage quantifi cation is a relatively simple step once 

the correct locations are identifi ed.  

  3.8     Sources of further information and advice 

 There are various excellent sources of information on analytical tech-

niques for damage characterization in the literature. Chapter 2 of the book 

Structural Health Monitoring, edited by Balageas, Fritzen and Guemes 

(2006), for example, is a good reference for vibration-based techniques, and 

the texts by Patton and Frank (2000) on fault diagnosis provide a summary 

of the state of the art from the systems theory perspective.  
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  Abstract : The primary objective of this chapter is to develop output only 
modal identifi cation and structural damage detection. Identifi cation of 
multidegree of freedom (MDOF) linear time invariant (LTI) and linear 
time variant (LTV – due to damage) systems based on time-frequency (TF) 
techniques – such as short-time Fourier transform (STFT), empirical mode 
decomposition (EMD), and wavelets – and also a newly-merging blind 
source separation (BSS) technique is discussed. STFT, EMD, and wavelet 
methods developed to date are reviewed in suffi cient detail. In addition, 
a Hilbert transform (HT) approach to determine frequency and damping 
is also presented. In this chapter STFT, EMD, HT, and wavelet techniques 
are developed for decomposition of free-vibration response of MDOF 
systems into their modal components. Once the modal components are 
obtained, each one is processed using HT to obtain the modal frequency 
and damping ratios. In addition, the ratio of modal components at different 
degrees of freedom facilitate determination of mode shape. In cases with 
output only modal identifi cation using ambient/random response the 
random decrement technique is used to obtain free-vibration response. 

 The advantage of TF techniques is that they are signal-based, hence, 
they can be used for output only modal identifi cation. A three degree of 
freedom 1:10 scale model test structure is used to validate the proposed 
output only modal identifi cation techniques based on STFT, EMD, HT, 
and wavelets. Both measured free-vibration and forced-vibration (white 
noise) response are considered. The second objective of this chapter 
is to show the relative ease with which the TF techniques can be used 
for modal identifi cation and their potential for real-world applications 
wherein output only identifi cation is essential. Recorded ambient 
vibration data processed using techniques such as random decrement 
technique can be used to obtain the free-vibration response, so that 
further processing using TF-based modal identifi cation can be performed. 

  Key words : output only modal identifi cation, time-frequency techniques, 
short-time Fourier transform (STFT), empirical mode decomposition 
(EMD), Hilbert transform (HT), wavelets, blind source separation (BSS), 
independent component analysis (ICA). 
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    4.1     Introduction 

 Modal identifi cation of structural systems is a key step in the process of 

structural identifi cation, structural health monitoring, and damage detec-

tion. It essentially requires an inverse problem to be solved from measured 

or recorded response of the structures under ambient or dynamic loading 

such as earthquakes, wind and waves. The aim is to estimate properties of 

the structures such as natural frequencies, mode shapes, energy dissipation 

characteristics, and strength and stiffness deterioration due to damage. Such 

estimates are required to be performed only from output signals. This is 

especially the case for large civil structures where input excitation cannot 

be directly measured in most practical situations. 

 System identifi cation of structures has classically been performed in two 

different paradigms: (i) time-domain analysis; and (ii) frequency domain 

analysis. Several approaches to time-domain system identifi cation have 

been developed, such as state estimation using Kalman fi lter, stochas-

tic analysis and modeling, recursive modeling, and least squares method. 

System identifi cation and fault detection techniques are also currently being 

developed. The work of Nagarajaiah and co-workers has led to the devel-

opment new interaction matrix formulation and input error formulation 

(Koh  et al ., 2005a, b, 2008), based on the concept of analytical redundancy, 

to detect and isolate the damage/faults in structural members, sensors, and 

actuators in a structural system (Li  et al ., 2007; Chen  et al ., 2007, 2008a, b). 

The new techniques can detect the presence of fault/damage in a structure 

(Level 1), locate the member/sensor/actuator in which fault/damage is exis-

tent (Level 2), and determine the time instants of occurrence (Level 3). The 

resulting error function would indicate real-time failure/damage of a mem-

ber, sensor, or actuator. The interaction matrix technique allows the devel-

opment of input–output equations that are infl uenced only by one target 

input. These input–output equations serve as an effective tool to monitor 

the integrity of each member, sensor, or actuator, regardless of the status 

of the others. The procedure requires knowledge of the analytical model 

of the healthy system being tested, and the analytical redundancy can be 

experimentally predetermined through input–output-based system identi-

fi cation. Additionally, the authors have developed an ARMarkov observer 

bank algorithm to detect the extent of damage – Level 4 (Dharap  et al ., 
2006). They have also shown experimentally that the proposed algorithms 

successfully identify failures of actuators or sensors that are attached to 

the truss structure in tests on the NASA 8-bay 4 m long truss (Koh  et al ., 
2005a; Li  et al ., 2007). Considering the limited number of measurements 

and the complexity of the structure, test results ensure the capability of 

the proposed procedure in detecting and isolating the simultaneously and 

arbitrarily occurred multiple failures. In addition, new time-segmented 
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system identifi cation techniques have been proposed (Nagarajaiah  et al ., 
2003, 2004). More recently, Yang and Nagarajaiah established a series of 

output only algorithms based on a new unsupervised learning technique 

blind source separation (BSS) or independent component analysis (ICA). 

Specifi cally, the developed time-frequency (TF) STFT-ICA can perform 

effective modal identifi cation of highly-damped structures (Yang and 

Nagarajaiah, 2013a); also, ICA has been discovered to bias toward sparse 

components that typically signify damage, thus capable of blindly identify-

ing even multiple damage instants (Level 3) and damage locations (Level 

2), simultaneously (Yang and Nagarajaiah, 2012). In addition, the proposed 

sparse component analysis (SCA) modal identifi cation method (Yang and 

Nagarajaiah, 2013b) in the framework of underdetermined BSS is able to 

identify all the present modes using dramatically few sensors, in which sit-

uation traditional modal identifi cation methods may not work. These algo-

rithms are validated using numerical and experimental models, as well as 

real-world seismic-excited structures. The advantages of these BSS meth-

ods lie in their elegant formulations, straightforward implementations, and 

effi cient computations. 

 Signal-based identifi cation techniques, i.e. those based on analysis of 

response signals of structures, have also been developed. A large volume 

of work has been carried out based on time-series analysis in the context 

of output only modal identifi cation and damage detection. Spiridonakos 

 et al . (2010) carried out time-domain identifi cation of time varying (TV) 

mechanical structures using time-dependent auto-regressive moving aver-

age (ARMA) models. Laboratory tests on TV systems simulated by a beam 

with a moving mass were performed and the results compared with ‘frozen-

confi guration’ baseline model. It was concluded that functional series-based 

models performed best. Worden  et al . (2000) considered damage detection 

using statistical process control charts using mean and variance of the resid-

ual of the auto-regressive (AR) model of the signals. Sohn and Farrar (2001) 

presented damage detection using statistical pattern recognition methodol-

ogy on AR time series of dynamics signals recorded. Change in AR coeffi -

cients from recorded signals embedded into a wireless sensor has shown the 

prospect of implementation of damage detection algorithms in the context 

of a wireless sensor network (Lynch  et al ., 2004). 

 A signifi cant amount of research is currently being focused on output 

only modal identifi cation and damage detection techniques for various 

types of applications. Deraemaeker  et al . (2008) studied the output only 

damage detection under environmental changes using an automated sub-

space identifi cation methodology. Damping ratios of bridges were identifi ed 

by Gonzalez  et al . (2012) using acceleration records from vehicle axles using 

simulated signals from a quarter car model. The vehicle–bridge interaction 

(VBI) was simulated, and the effect of noise and road surface roughness was 
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investigated. Fan and Qiao (2011) carried out a review of modal parameter-

based damage identifi cation methods in beams and plates. Milanese  et al . 
(2008) detected joint loosening using output only strain data from broad-

band vibration excitation. Zheng and Mita (2012) proposed distance mea-

sures of AR models to identify damage from the output signals and applied 

the technique to a fi ve-story building model. Gul and Catbas (2008) used a 

complex mode indicator function with random decrement on output only 

data from ambient vibration to identify modal parameters. Laboratory test 

on a steel grid and fi eld test on a long span bridge were conducted. The 

methodology was used to identify damage on the steel grid. 

 Parallel to the advances in sensing and data acquisition techniques, 

there has been a tremendous development of signal processing techniques, 

which allows extraction of information from the available data sensed in 

the form of either signals or images. Several identifi cation techniques have 

been proposed for structural dynamic systems in the recent past (Worden 

and Tomlinson, 2001). Most of the techniques and algorithms proposed 

are based on the use of different integral transforms. Among the available 

techniques, those based on the use of Hilbert transform (HT) by Tomlinson 

(1987) and Feldman (1994a, b) have become popular. The classical method 

of frequency domain analysis is by means of Fourier transform (FT) and 

its algorithmic implementation, the discrete Fourier transformation (DFT). 

Though DFT has been widely used for modal analysis and other system 

identifi cation tasks, it has several limitations. Fourier analysis is inherently 

global in nature and provides average information over time, ignoring the 

TV nature of a non-stationary signal. 

 TF methods (Cohen 1995; Huang  et al ., 1998), such as short-time Fourier 

transform (STFT) and wavelets, are used extensively for signal processing. 

New techniques such as empirical mode decomposition (EMD) (Huang 

 et al ., 1998) have been developed for signal processing of non-stationary 

signals. STFT and EMD techniques, with HT, have played a key role in 

the development of new TF-based controllers for semiactive, smart tuned 

mass dampers (Nagarajaiah  et al ., 1999; Nagarajaiah and Varadarajan, 

2001; Nagarajaiah and Varadarajan, 2005; Nagarajaiah and Sonmez, 2007; 

Nagarajaiah, 2009; Narasimhan and Nagarajaiah, 2005; Varadarajan and 

Nagarajaiah, 2004). Modal identifi cation using EMD and HT has been 

developed (Nagarajaiah and Varadarajan, 2001; Nagarajaiah, 2009; Yang 

 et al ., 2003, 2004). Wavelets have played a key role in the development 

of new linear quadratic TV controllers (Basu and Nagarajaiah, 2008) 

and modal identifi cation of TV systems (Basu  et al ., 2008) by the authors. 

Wavelets, with HT, have also been used to estimate frequency and damp-

ing (Staszewski, 1997), modal and damage identifi cation (Staszewski  et al ., 
1998, 2007; Basu, 2007; Chakraborty  et al ., 2006; Basu, 2008; Pakrashi  et al ., 
2007; Goggins  et al ., 2007). 
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 Recently, several TF analysis tools, particularly wavelet analysis technique, 

have proved to be powerful for system assessment, structural health and fault 

monitoring (Staszewski and Tomlinson, 1994; Wang and McFadden, 1996; 

Al-Khalidy  et al ., 1997; Ghanem and Romeo, 2000; Addison  et al ., 2002), sys-

tem identifi cation (Staszewski, 1997, 1998; Ruzzene  et al ., 1997; Gurley and 

Kareem, 1999; Kitada, 1998; Kypriyanou and Staszewski, 1999; Robertson 

 et al ., 1998; Lardies and Gouttebroze, 2000; Piombo  et al ., 2000; Ghanem and 

Romeo, 2001; Kijewski and Kareem, 2002, 2006, 2007; Jiang and Mahadevan, 

2008; Chen  et al ., 2009; Le and Paultre, 2012), and damage detection (Naldi 

and Venini, 1997; Staszewski  et al ., 1998; Liew and Wang, 1998; Okafor and 

Dutta, 2000; Wang and Deng, 1999; Hou  et al ., 2000; Chatterjee and Basu, 

2001, 2006; Patsias and Staszewski, 2002; Patsias  et al ., 2002; Melhem and 

Kim, 2003; Chang and Chen,  2003; Gentile and Messina, 2003; Loutridis 

 et al ., 2004; Rucka and Wilde, 2006; Spanos  et al ., 2006; Gangadharan  et al ., 
2009) by analyzing vibration signals. Some of the early researchers on anal-

ysis of vibration signals using wavelets include Newland (1993, 1994a, b), 

Zeldin and Spanos (1998) and Basu and Gupta (1997, 1998, 1999a, b). The 

above mentioned references are representative of a vast amount of literature 

available as result of the research in the past decade and a half. An overview 

of wavelet analysis with several different applications has been provided by 

Robertson and Basu (2008) and Staszewski and Robertson (2007). 

 Lately, the unsupervised BSS learning technique (Comon and Jutten, 

2010) has attracted considerable attention as a new signal processing tool 

in structural dynamics and structural identifi cation (Antoni, 2005). BSS is 

able to recover the hidden source signals and the unknown mixing pro-

cess using only the measured mixture signals; it is thus particularly suit-

able for output only identifi cation. Several BSS learning algorithms – such 

as ICA (Hyv ä rinen  et al ., 2000), second order blind identifi cation (SOBI)  

(Belouchrani  et al ., 1997), and SCA (Gribonval and Lesage, 2006) – have 

been explored to perform output only structural identifi cation, enjoying 

intuitive physical interpretation, straightforward implementation, and com-

putational effi ciency. As the most popular BSS technique, ICA uses a higher 

order statistics of signals to estimate the BSS model, while SOBI is based 

on the second order statistics of signals and uses the joint approximate diag-

onalization (JAD) algorithm to perform BSS estimation. Kerschen  et al . 
(2007) proposed that the vibration modes can be viewed as the virtual ICA 

modes and used the time-domain ICA method to identify the modal param-

eters of undamped or lightly damped structures. SOBI was shown to have 

potential in identifi cation of higher-damped structures (Poncelet  et al ., 2007; 

Zhou and Chelidze, 2007), complex modes (McNeill and Zimmerman, 2008), 

and structures subjected to non-stationary excitation (Hazra  et al ., 2010a, 

b). To tackle the damping effect in the ICA method, Yang and Nagarajaiah 

(2013a) proposed a TF BSS algorithm STFT-ICA, and showed that it is 
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effective for identifying even highly-damped structures in free or random 

vibration (stationary or non-stationary) subject to heavy measurement noise. 

Furthermore, Yang and Nagarajaiah (2012) discovered that the ICA learning 

rule naturally extracts sparse components, which typically indicate damage 

features; combining the wavelet transform, they proposed a new output only 

method WT-ICA that is able to simultaneously identify single or multiple 

damage instants and damage locations and is validated by detailed simula-

tions and practical examples. An outstanding advantage of the ICA method 

is that it has a robust FastICA algorithm that enjoys cubic convergence rate, 

and is thus superior for identifi cation of large-scale structures and promising 

in wireless platform. 

 In addition, the modal identifi cation issue with fewer sensors than modes 

is also addressed in the framework of underdetermined BSS. Hazra  et al . 
(2012) combined the EMD and SOBI to solve the underdetermined modal 

identifi cation problem. They assumed the  a priori  knowledge of mode-

shapes to proceed with the identifi cation. Sadhu  et al . (2011) conducted the 

modal identifi cation in the wavelet domain using SOBI, and combined sev-

eral identifi ed partial modeshapes to yield a complete modeshape matrix. 

Abazarsa  et al . (2012) used a new underdetermined BSS technique called 

PARAFAC to handle this problem. In particular, they provided the iden-

tifi ability criterion of the minimum sensor number of their method. Yang 

and Nagarajaiah (2013b) used the SCA method to perform output only 

identifi cation. They showed that the SCA method can accurately identify 

the modal parameters in either the determined or underdetermined case 

where sensors may be dramatically few. In the numerical and experimental 

examples, they illustrated that it can be run automatically without any prior 

knowledge of the structure or expert interference. 

 The primary objective of this chapter is to present output only modal iden-

tifi cation and structural damage detection. Identifi cation of multidegree of 

freedom (MDOF) linear time invariant (LTI) and linear time variant (LTV – 

due to damage) systems based on TF techniques – such as STFT, EMD, and 

wavelets – is discussed. STFT, EMD, and wavelet methods developed to date 

are reviewed in suffi cient detail. In addition, an HT approach to determine 

frequency and damping is also presented. In this chapter STFT, EMD, HT, 

and wavelet techniques are developed for decomposition of free-vibration 

response of MDOF systems into modal components. Once the modal com-

ponents are obtained, each one is processed using HT to obtain the modal 

frequency and damping ratios. In addition, the ratio of modal components 

at different degrees of freedom facilitates determination of mode shape. In 

cases with output only modal identifi cation using ambient/random response, 

the random decrement technique is used to obtain free-vibration response. 

 The advantage of TF techniques is that they are signal-based; hence, they 

can be used for output only modal identifi cation. A three degree of free-

dom 1:10 scale model test structure is used to validate the output only 
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modal identifi cation techniques based on STFT, EMD, HT, and wavelets. 

Both measure free-vibration and forced-vibration (white noise) response 

are considered. The second objective of this chapter is to show the relative 

ease with which the TF techniques can be used for modal identifi cation, and 

their potential for real-world applications wherein output only identifi cation 

is essential. Recorded ambient vibration data processed using techniques 

such as random decrement technique can be used obtain the free-vibration 

response, so that further processing using TF-based modal identifi cation can 

be performed.  

  4.2     Time-frequency (TF) methods: STFT, EMD and HT  

 In this section an introduction to TF methods STFT, EMD and HT is pro-

vided. The concept of analytical signal is described and the means to obtain 

it using HT is presented. 

  4.2.1     Analytical signal and Hilbert transform 

 Signals in nature are real valued, but for analysis it is often more convenient 

to deal with complex signals. One wants the real part, s t( )   , of the complex 

signal, s ta ( ) , to be the actual signal under consideration. How does one fi x 

the imaginary part, s( )t    , to form the complex signal? In particular, if one 

wants to write a complex signal, how does one choose s( )t    ? The standard 

method is to form the ‘analytic’ signal, s ta ( ) ,  

    s t s t js ta ( ) = ( ) + ( )        [4.1]   

 where j = −1   . This can be achieved by taking the spectrum of the actual 

signal, s ω( )   , deleting the negative part of the spectrum, retaining only the 

positive part of the spectrum, multiplying it by a factor of 2, and then form-

ing the new (complex) signal by Fourier inversion. More specifi cally, if one 

has a real signal, s t( )   , calculate s ω( )   . Form the complex signal with the pos-

itive part of s ω( )    only,  

    s t s da
j t( ) = ( )∞

∫2
1

2 0∫∫π
ω ωe dj t) t        [4.2]   

 The factor of 2 is inserted so that the real part of the complex signal will 

be equal to the real signal that one started out with. Therefore substituting 

for s ω( )   :

    s t s t e e dt da
j t j t( ) = ( ) − j∫ ∫

∞1

0∫∫π
ωet j−et′ ′ ′dj tj t        [4.3]   
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 Using the fact that  

    e d x
j
x

ω πδ ( ) +
∞

∫0∫∫        [4.4]   

 one has  

    e d t t
j

t t
j ω πδ( )∞

tπδ ( ) +∫ ′ ′
′0∫∫     [4.5]   

 hence  

    s t s t t t
j

t t
dta ( ) = ( ) ( ) +⎛

⎝
⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞∫1

π
πδ ′t t(′)⎛⎛⎛ πδ

′
′     [4.6]   

 or  

    s t s t
j s t

t t
dta ( ) = ( ) + ( )

−∞

∞

∫−π
′
′

′     [4.7]   

 The imaginary part turns out to be the HT:

    s H s t
s t

t t
dt( )⎡⎣⎡⎡ ⎤⎦⎤⎤ =

( )
−∞

∞

∫−

1

π
′
′

′        [4.8]   

 Hence,  

    s t s t jH s t s t jsja ( ) = ( ) + ( )⎡⎣⎡⎡ ⎤⎦⎤⎤ = ( ) +        [4.9]   

 The complex signal thus formed, s ta ( )   , is called the analytic signal. Note 

that, by defi nition, analytic signals are signals whose spectra consist only of 

positive frequencies. That is, the spectrum is zero for negative frequencies. 

 As per Equations [4.1]–[4.9], the analytic signal can be obtained by: (1) 

taking the FT of s t( )   ; (2) zeroing the amplitude for negative frequencies and 

doubling the amplitude for positive frequencies; and (3) taking the inverse 

FT. The analytic signal s ta ( )    can also be expressed as  

    s t A t ea
j t( ) = ( ) ( )j        [4.10]   

 where A t( )    = instantaneous amplitude and ϕ t( )    = instantaneous phase.  
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  4.2.2     Instantaneous frequency 

 In the analytic signal given by Equations [4.1] and [4.10], A t( ) = ( )s s+s ttt t  

and ϕ t( ) ( )s s t( )t t , the instantaneous frequency ω i t( )    is given by  

    ω ϕωω t tϕ d
dt

s t

s t
( ) ( ) =

( )
( )

⎛

⎝
⎜
⎛⎛

⎝⎝

⎞

⎠
⎟
⎞⎞

⎠⎠

⎛

⎝
⎜
⎛⎛

⎝⎝

⎞

⎠
⎟
⎞⎞

⎠⎠
� arctan     [4.11]   

 where  

    
d
dt s t

s t

d s t s t
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ϕ
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 and  

    
d
dt

s t

s t

s t s t s t s t

s t
( )
( ) =

( ) ( ) − ( ) ( )
( )

�
2

       [4.13]   

 From Equations [4.12] and [4.13] one obtains  

    ω
ϕ

i t
d tϕ

dt

s t s t

s t s t
( ) =

( )
=

( )s t s t( ) ( ) − ( ) ( )
(( ) + ( )

�
2st2 ( ) +

    [4.14]    

  4.2.3      Short-time Fourier transform (STFT) and 
spectrogram 

 The FT of a signal s t( )    is given by s s t e dtj tπω t( )ω ( ) −∫1 2 . The STFT, the 

fi rst tool devised for analyzing a signal in both time and frequency, is based 

on the FT of a short portion of signal sh τ( )τ  sampled by a moving window 

h tτ( ) . The running time is τ  and the fi xed time is  t . Since the time inter-

val is short compared to the whole signal, this process is called taking the 

STFT.  

    S s dt hs
π

τ τe d( ) ( )
−∞

∞

∫−

1

2
       [4.15]   

 where sh τ( )τ  is defi ned as follows:
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    s h th τsτ τ( ) ( ) ( )        [4.16]   

 in which h tτ( )  is an appropriately chosen window function that empha-

sizes the signal around the time  t , and is a function τ − t  i.e., sh τ τs( )τ ( )τ  for 

τ  near  t  and sh τ( )τ = 0 for τ  far away from  t . Considering this signal as a 

function of τ , one can ask for its spectrum. Since the window has been cho-

sen to emphasize signal at  t , the spectrum will emphasize, and hence give an 

indication of, the frequencies at that time. In particular the spectrum is  

    S s h t e dt ω
π

τ τh τd( ) ( ) ( )
−∞

∞

∫−

1

2
       [4.17]   

 which is the STFT. 

 Summarizing, the basic idea is that if one wants to know the frequency 

content of the signal at a particular time,  t , then take a small piece sh τ( )τ  of 

the signal around that time and Fourier analyze it, neglecting the rest of the 

signal, obtaining a spectrum at that time. Next take another small piece, of 

equal length of the signal, at the next time instant and obtain another spec-

trum. Proceed in this way till the entire signal is sampled. The collection of 

all these spectra (or slices at every time instant) gives a TF spectrogram, 

which covers the entire signal, and captures the localized TV frequency con-

tent of the signal. If one performs an FT then the localized variations of 

frequency content are lost, since FT is performed on the whole signal; one 

gets an average spectrum of all those obtained by STFT. 

 The energy density of the modifi ed signal and the spectrogram are 

given by:

    P t St, ωStω( )ω ( )ω 2
or     [4.18]    

    P t s h t e dSPPP j,ω
π

τhτ τdωτ( ) = ( ) −( ) −
−∞

∞

∫−

1

2

2

       [4.19]   

 By analogy with the previous discussion it can be used to study the behav-

ior of the signal around the frequency point ω    . This is done by choosing a 

window function whose transform is weighted relatively higher at the fre-

quency ω    .  

    H h t e djω
π

τdωτ( ) ( ) −
−∞

∞

∫−

1

2
       [4.20]    
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    s t S dω π
ω ωH ω ωe d( ) = ( )) −(( )

−∞

∞

∫−

1

2
′ω ωωHH′) ( ′ωω′     [4.21]    

    s h t S e dth t Sh
jτ τss

π
ω ωωe djωτ( )τ ( )τ ( ) = ( )ω

−∞

∞

∫−

1

2
    [4.22]   

 where ω ′ω     is running frequency and ω     is fi xed frequency. The spectrogram is 

given by  

    P t s dSPPP ,ω
π

ω ωH ω ωe d( )ω = ( )) −(( )
−∞

∞

∫−

1

2

2

′ω ωωHH′) ( ′ωω′     [4.23]   

 The limitation of STFT is its fi xed resolution (we will discuss this more 

in a later section on wavelets), which can be overcome with multiresolution 

analysis (MRA) using wavelets. In STFT, the length of the signal segment 

chosen, or the length of the windowing function h t( )   , determines the reso-

lution: a broad window results in better frequency resolution but poor time 

resolution, and a narrow window results in good time resolution but poor 

frequency resolution, due to the time-bandwidth relation (uncertainty prin-

ciple; Cohen, 1995). Note h t( )    and H ω( )    are FT pairs (Equation [4.20] ) i.e., 

if h t( )    is narrow, more time resolution is obtained; however, H ω( )    becomes 

broad, resulting in poor frequency resolution and vice versa.  

  4.2.4     STFT implementation procedure 

 The implementation procedure for the STFT in the discrete domain is car-

ried out by extracting time windows of the original non-stationary signal 

s t( )   . After zero padding and convolving the signal with the Hamming win-

dow, the DFT is computed for each windowed signal to obtain STFT, st ω( )ω ,

of signal sh τ( )τ . If the window width is n tΔ  (where  n  is the number of points 

in the window, and Δt    is the sampling rate of the signal), the  k th element in 

st ω( )    is the Fourier coeffi cient that corresponds to the frequency,  

    ω π
k

k
n t

n t= ( )2

Δ
Δfor window width        [4.24]    

  4.2.5     Empirical mode decomposition (EMD) 

 For a multicomponent signal – as in a multimodal or MDOF response – the 

procedure described in the previous section to obtain the analytic signal 
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and instantaneous frequency cannot be applied directly, as described ear-

lier. The EMD technique, developed by Huang (Huang, 1998), adaptively 

decomposes a signal into ‘intrinsic mode functions (IMF),’ which can then be 

converted to an analytic signal using HT. The TF representation and instan-

taneous frequency can be obtained from the intrinsic modes extracted from 

the decomposition, using HT. The principal technique is to decompose a sig-

nal into a sum of functions that (1) have the same numbers of zero cross-

ings and extrema, and (2) are symmetric with respect to the local mean. The 

fi rst condition is similar to the narrow-band requirement for a stationary 

Gaussian process. The second condition modifi es a global requirement to a 

local one, and is necessary to ensure that the instantaneous frequency will 

not have unwanted fl uctuations, as induced by asymmetric waveforms. These 

functions are called intrinsic mode functions (IMF denoted by fm iff    ) obtained 

iteratively (Huang  et al ., 1998). The signal, x tj ( )   , for example, jth    degree of 

freedom displacement of a MDOF system, can be decomposed as follows  

    x t imf tm r tj it imffm
i

n

nrr( ) = ( ) + ( )
=
∑

1

       [4.25]   

 where imf tmff ( )    are the ‘IMF’ (note: dominant IMFs are equivalent to individ-

ual modal contributions to x tj ( )    – which will be demonstrated in a later sec-

tion) and r tnrr ( )    is the residue of the decomposition. The IMFs are obtained 

using the following algorithm:

   1.     Initialize; r x t ij0rr 1( ) =,      

  2.     Extract the imfm iff     as follows: 

   a.     Initialize: h t r t ji jrr0 1( ) = ( ) =,      

  b.     Extract the local minima and maxima of h tj t ( )     
  c.     Interpolate the local maxima and the local minima by a spline to form 

upper and lower envelopes of h tj t ( )   , emax ( )t  and emin ( )t ,  respectively.  

  d.     Calculate the mean mj −1    of the upper and lower envelopes 

=
( ) ( )e t( e t(max + min

2
   

  e.     h t h t m tj jt h j( ) = ( ) − ( )− 1mj1 t1 ( ) −j( )    .  

  f.     If stopping criterion is satisfi ed then set imf tm h ti jf tf h( ) = ( )   , else go to (b) 

with j j + 1    

  3.     r t r t imf tmit rrirr ff( ) = ( ) − ( )−1      

  4.     If r tirr ( )    still has at least two extrema, then go to 2 with i i + 1 ; otherwise 

the decomposition is fi nished and r tirr ( )    is the residue.    

 The analytic signal, s ta ( )   , and the instantaneous frequencies, ω i t( )   , asso-

ciated with each imf tmff ( )    component can be obtained using Equations 
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[4.1]–[4.14] by letting s t imf tmff( ) = ( )     and s t s t jHa ( ) = ( ) ( )s t( )+  for each IMF 

component. 

 To ensure that the IMF components retain the amplitude and frequency 

modulations of the actual signal, a satisfactory stopping criterion for the 

sifting process is defi ned (Rilling  et al ., 2003). A criterion for stopping is 

accomplished by limiting the standard deviation, SD (Huang  et al ., 1998), of 

h t( )   , obtained from consecutive sifting results as  

    SD
h k h k t

h k t
j jk t h

k

l

j

=
( ) ( )

( )
⎡

⎣
⎢
⎡⎡

⎢⎣⎣
⎢⎢

⎤

⎦
⎥
⎤⎤

⎥⎦⎦
⎥⎥

= −

∑
2

2
0 1

Δt h kjt h (
Δ

    [4.26]   

 where l T t/ Δ     and  T  = total time. A typical value for SD is set between 0.2 

and 0.3 (Rilling  et al ., 2003). An improvement on this criterion is based on 

two thresholds θ1    and θ2   , aimed at globally small fl uctuations in the mean 

while taking into account locally large excursions. This amounts to introduc-

ing a mode amplitude a t( )    and an evaluation function σ t( )   :

    a t
e e( ) =

−⎛
⎝
⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞max me in( )tt ( )t

2
    [4.27]    

    σ t
m t

a t
( ) =

( )
( )        [4.28]   

 Sifting is iterated until σ θ( ) 1    for a fraction of the total duration while 

σ θ( ) 2    for the remaining fraction. Typically θ1 0 05≈     and θ θ2 1θ θθ 10     (Rilling 

et al ., 2003).   

  4.3     Modal identification of linear time invariant (LTI) 
and linear time variant (LTV) systems using 
EMD/HT and STFT 

 EMD can be used to decompose a signal into its multimodal components 

(+ residual IMF components + residue). In a lightly damped system with 

distinct modes, EMD can extract the multicomponent modal contributions 

(or IMFs) from the  j th degree of freedom (DOF)  displacement response 

of a MDOF system. Each of these IMF components can then be analyzed 

separately to obtain the instantaneous frequency and damping ratios. If the 

displacement of the MDOF LTI system is represented by vector qΦ , 
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where Φ    =modal matrix,  q  = modal displacement vector, then combining it 

with Equation [4.25] leads to the following equation for x tj ( )   , the  j th degree 

of freedom displacement of a MDOF LTI system:

    x t q t imf tm rj t
i

n

jiq
i

m

nt rrff
i m

n

( ) = ( ) + (( ) +
=
∑ ∑imf tm r tiimffm nr tr( ) + ( ) = ∑

1 1i=i

Φ ( )t     [4.29]   

 where  m  = number of modes of a MDOF system, and IMFs from  m  to  n  are 

treated as residual terms along with the actual residuals and discarded. 

 The equation of motion of an MDOF is given by  

    Mx Cx Kx MRfR� �C+ +Cx +        [4.30]   

 substituting x = qΦ ,   

    Φ Φ ΦT TΦ T TΦM qΦΦ C qΦ K qΦΦ MRfR+ +ΦΦ C qΦ =        [4.31]   

 The proportional damped system with orthonormal Φ     leads to  m  uncou-

pled equations of motion with  
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    �� �q q q fkq k+qkq+ 2 2ξ ω ω        [4.32]   

 where Γk k
T MR= Φk    , with  f  as input and  q   k   as output, taking the Laplace 

transform  

    q s f sks( )s sk k
2 22+ +s2 ( ) = ( )k Γ        [4.33]   

 Dropping Γk    for generality, the transfer function is then given by  

    H s
s sk

k k

( ) =
+s+

1

22 2ξ ωkξ ω
       [4.34]   



Modal identifi cation and structural damage detection   107

 and the frequency response function (FRF) is given by  

    H j
j k k k

ω
ω ξj kω ωk ω

( ) =
−ω +

1

ξξ 2
       [4.35]   

 Noting x qkΦ     and xjk    as the  j th component of the displacement con-

tributed by the  k th mode, and with  f  as input and xjk    as output, the transfer 

function  

    H j
jj

k k
jkω

ω ωk ξ ωk ω
φ( ) = ( ) +

1

22 2
       [4.36]   

 If the structure is lightly damped, the peak transfer function occurs at 

ω ωk    with amplitude  

    H jj
k

k
jkω

ξk

ξk

φ( ) =
1 4+
2

2ξξ
       [4.37]   

 From Equation [4.37] it is seen that the magnitudes of the FRF peaks at 

ω ωk    are proportional to the components of the  k th modal vector. The 

sign of these components can be determined by phases associated with the 

FRFs: if two modal components are in phase they are of the same sign, and 

if the two modal components are out-of-phase they are of opposite sign. 

With knowledge of the magnitude of the peaks, the damping factor, ξkξ     can 

be solved from Equation [4.37]. From Equation [4.36] summing over all 

modes gives  

    H j
jj

jk

k kk

n

ω
φ φik

ω ωk ξ ωk ω
( ) = ( ) +2

=
∑ 2

1 2
       [4.38]   

 which can be written as  

    H j
A

jj
k iAji

k kk

n

ω
ω ωk ξ ωk ω

( ) = ( ) +2
=

∑ 2
1 2

       [4.39]   

 with k ij ii k jkA = φ φik  being the residues or modal components. Taking the 

inverse transform of Equation [4.39] gives the general form of the impulse 

response function (IRF):
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    h t
A

e tij
k iAji

dk

t
dk

k

n

( ) = ( )
=

∑ ω
ωξ ω i

1

       [4.40]   

 where ω ω ξdkω k kξ−ωk 1 2ξξ    = damped frequency of the  k th mode. It follows from 

Equation [4.39] that the MDOF LTI system frequency responses are the 

sum of  n  single degree of freedom frequency responses, provided that well 

separated modes and light proportional damping are valid, and the residues 

and the modes are real. For non-proportional damped systems the residues 

and modes become complex. 

 Consider the function e k j tk−σk j k+  with σ ξ ωkξ nk    and ω ωk dω ω k   . For a damped 

asymptotically stable system with σ > 0   , we can rewrite the Equation [4.36] 

for mode  k  by taking inverse FT  

    h t A e tjk jk
t

dk
k( ) = ( )−σ ωsin        [4.41]    

    h t A e tjk jk
t

dk
k( ) = ( )−σ ωcos        [4.42]   

 where Ajk jk dk= Φ /ω , leading to the analytic signal  

    h t h t jh tjk jk jka
( ) = ( ) + ( )        [4.43]   

 that can be written as  

    h t A ejk jk
j t

a
( ) = j t        [4.44]   

 The magnitude of this analytic signal is given by:

    h t A h t h tjk jk jka jka a
( ) = A ( ) ( )2 2t h( ) −        [4.45]   

 Substituting Equation [4.3] and simplifying results:

    A A ejk jk
tk−σ        [4.46]   

 Taking the natural logarithm of this expression yields:

    log logtj g k n logt( )j( ) + ( )AjA kξσ loglog ( )AjA k ω        [4.47]   
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  4.3.1      Modal identifi cation based on empirical mode 
decomposition 

 Nagarajaiah and co-workers originally developed the EMD/HT modal 

identifi cation approach for tuning STMD in 2001 (Nagarajaiah and 

Varadarajan, 2001), based on their earlier work (Nagarajaiah  et al ., 
1999) on variable stiffness systems. The advantage of this approach is that 

it is signal-based and output only; hence, measured response at any one 

DOF can be used to make useful estimates of the instantaneous frequency 

and damping ratio. However, to estimate modeshapes, response signals at 

more degrees of freedom will be needed. Each signifi cant IMF component 

represents one modal component with unique instantaneous frequency 

and damping ratio. 

 Individual mode FRF and corresponding IRF can be extracted when band-

pass fi lters (Thrane, 1984) are applied to the system FRF. Equation [4.46] 

can be used to estimate damping in the  k th mode, as suggested originally by 

Thrane in 1984 and adopted by Agneni in 1989. In 2003 Yang and co-workers 

(Yang  et al ., 2003, 2004) extended this approach by using EMD/HT to decom-

pose and obtain IMFs and perform modal identifi cation. In the case when 

the inputs are white noise excitation and the output accelerations at a certain 

fl oor are available, one can obtain the free-vibration response from the sta-

tionary response to white noise using the random decrement technique fol-

lowed by instantaneous frequency and damping calculations. 

 The EMD/HT outlined below was developed independently by 

Nagarajaiah and co-workers (Nagarajaiah and Varadarajan, 2001):

   1.     Obtain signal x tj ( )   ,  j th degree of freedom displacement of a MDOF sys-

tem, from the feedback response.  

  2.     Decompose the signal x tj ( )    into its IMF components as described in 

Equations [4.29] and [4.25].  

  3.     Construct the analytical signal for each IMF/modal component using 

HT method described in Equation [4.9].  

  4.     Obtain the phase angle of the analytic signal and then obtain the instan-

taneous frequency from Equation [4.14].  

  5.     Obtain the log amplitude function of the analytic signal; perform least 

squares line fi t to the function (which will be a decreasing function fl uc-

tuating about a line and not necessarily linear at all times). Then using 

Equation [4.47] compute the slope and damping ratio.  

  6.     The ratio of modal components at different degrees of freedom facilitate 

determination of modeshape.  

  7.     In the case of output only modal identifi cation with ambient/random 

excitation, use the random decrement technique (Ibrahim, 1977) to 

obtain the free-vibration response.     
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  4.3.2     Modal identifi cation based on STFT 

 After obtaining a spectrogram, an FRF at a given time can be extracted, and 

the individual mode FRF and corresponding IRF can be extracted when 

band-pass fi lters (Thrane, 1984) are applied. The frequencies can be identi-

fi ed by applying HT to the IRF as per Equation [4.44]. Equation [4.46] can 

be used to estimate damping in the  k th mode, as suggested originally by 

Thrane in 1984 and adopted by Agneni in 1989. The ratios of modal compo-

nents at different degrees of freedom facilitate determination of modeshape. 

In the case of output only modal identifi cation with ambient/random excita-

tion, the random decrement technique can be used to obtain free-vibration 

response.   

  4.4     Modal identification of LTI and LTV systems 
using wavelets 

 The wavelet function can be defi ned as  

    a b
a

x t
t b

a
dtψ( )W xψWW ( ) = ( ) ⎛
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1
       [4.48]   

 where  b  is a translation indicating the locality,  a  is a dilation or scale param-

eter, ψ t( )    is an analyzing (basic) wavelet and ψ ∗ ⋅( )    is the complex conjugate 

of ψ ⋅( )   . Each value of the wavelet transform a b( )W xψWW ( ),     is normalized by the 

factor 1 / a    . This normalization ensures that the integral energy given by 

each wavelet ψ a b t, ( )    is independent of the dilation  a . The function ψ t( )    quali-

fi es as an analyzing wavelet when it satisfi es the admissibility condition  
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    [4.49]   

 where ψ ω( )    is the FT of ψ t( )   . This is necessary for obtaining the inverse of 

the wavelet transform given by  

    x t
C

a b

a

t b
a

dadb
a

( ) =
( )W x ( ) ⎛

⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞

−∞

∞
∗∫ ∫−∞

∞

−

1 1

2
ψ

WW
ψ∗∗

,
    [4.50]   

 The possibility of TF localization arises from the ψ t( )    being a window 

function, which means that additionally  
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    ψψ t dt( ) < ∞
−∞

∞

∫−
       [4.51]   

 which follows from Equation [4.45]. One of the most widely used functions 

in wavelet analysis is the Morlet wavelet defi ned by:

    ψ t e ej fπ tt e( ) 2fπ t te
2

offff     [4.52]   

 The Fourier spectrum of Morlet wavelet is a shifted Gaussian function  

    
�ψ π πf eπ f f( ) f− π ( )2 2π 2

off     [4.53]   

 In practice the value of f0ff 5>     is used. The wavelet transform is a linear 

representation of a signal. Thus it follows that for a given  N  functions xi    and 

N  complex values α i i N( )1 2, , ,…      
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 The frequency localization is clearly seen when the wavelet transform is 

expressed in terms of the FT,  

    a b a X f af ea dfj fbffψ( )W xψWW ( ) = ( ) ( )
−∞

+∞

∫−
, ,        [4.55]   

 where ψ ∗ ⋅( )    is the complex conjugate of ψ ⋅( )   . This localization depends on 

the dilation parameter  a . The local resolution of the wavelet transform in 

time and frequency is determined by duration and bandwidth of the analyz-

ing functions given by  

    Δ Δ Δ
Δ

t a t fΔ
fΔ
a

=Δ Δt fΔψ
ψff

,     [4.56]   

 where Δtψt     and ΔfΔ ψff     are duration and bandwidth of the basic wavelet func-

tion respectively. For the Morlet analyzing wavelet function, the relation-

ship between the dilation parameter af     and the signal frequency fxff     at which 

the analyzing wavelet function is focused, can be given as  
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 where fsff     and fwff     are the sampling frequencies of the signal and the analyzing 

wavelet, respectively. The frequency bandwidth of the wavelet function for 

the given dilation  a  can be obtained using a frequency representation of the 

Morlet wavelet and expressed as  

    ΔfΔ
a

f
fxff sff

wff
= ⎛

⎝
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π
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 which allows one to obtain a single element of the wavelet decomposition 

of the function for a given value of frequency (dilation) and frequency 

bandwidth. 

 The wavelets are scaled to obtain a range of frequencies. They are also 

translated to provide the time information in the transform. The wavelet 

transform works as a fi lter, allowing only a certain time and frequency con-

tent through. Any given atom in the TF map of the wavelet transform (see 

Fig. 4.1) represents the correlation between the wavelet basis function at that 

frequency dilation and the signal in that time segment. The frequency content 

of the wavelet transform is represented in terms of scales, which are inversely 

related to frequencies. The squared amplitude of the continuous wavelet 

transform (CWT) is therefore called the scalogram. The relationship between 

scales and frequencies can be used to form a TF map from the scalogram.      

 Since the wavelet works in a manner similar to the STFT, by convolving 

the signal with a function that varies in both time and frequency, it suffers 

from similar limitations in the resolution of the TF map. Both transforms 

are confi ned by the uncertainty principle, which limits the area of a TF atom 

in the overall TF map (see Fig. 4.1). The biggest difference between the two 

transforms is that the atoms in the WT map are not a constant shape. In 

the lower frequencies, the atoms are fatter, providing a better resolution in 

frequency and worse resolution in time, whereas in the upper frequencies 

the atoms are taller, providing better time resolution and worse frequency 

resolution. This variable resolution can be advantageous in the analysis of 

structural time response data. 

 The CWT gets its name from the fact that the mother wavelet is contin-

uously shifted across the length of the data being analyzed. This smooth 

shifting means that the time/frequency atoms shown in Fig. 4.1 will overlap 

one another, providing redundant information. 

 The variable windowing feature of wavelet analysis leads to an important 

property exhibiting constant  Q -factor (defi ned as the ratio of the center 

frequency to bandwidth) analysis. For STFT, at an analyzing frequency ω0 , 

changing the window width will increase or decrease the number of cycles 

of ω0     inside the window. In the case of wavelet transforms, with the change 
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in window width, mean dilation or compression of the wavelet function 

changes. Hence, the carrier frequency becomes ω0 / a    , for a window width 

changing from  T  to  aT . However, the number of cycles inside the window 

remains constant. 

 The frequency resolution is proportional to the window width, in the 

case of both STFT and wavelet transform. However, for wavelet transform, 

a center frequency shift necessarily accompanies a window width change 

(time scaling). Thus,  Q -factor is invariant with respect to wavelet dilation, 

and these dilated wavelets may be considered as constant Q band-pass fi l-

ters, giving rise to the frequency selectivity of the CWT. 

 Since the wavelet transform is an alternative representation of a signal, it 

should retain the characteristics of the signal including the energy content 

in the signal. Thus, there should exist a similar relation to the Parseval’s the-

orem, which provides the energy relationship in Fourier domain. The total 

energy of a signal in wavelet domain representation is:

    E
C

WT u s
ds du

sf = ( )
−∞

∞

∫ ∫−∞

∞

−

1 2

2
ψ

,     [4.59]   

 where Cψ     is a scalar constant related to the FT of the wavelet basis (called 

‘admissibility constant’). The wavelet basis functions can be normalized in 

a way such that it can attain a value of unity. The differential energy of the 

signal in the differential tile of scale-translation plane in the wavelet domain 

is WT u d d s/dsdu, s( ) 2
2, which leads to the construction of the scalogram. 

ω ω = 
a

(0,0) t b

ω0

4.1      Comparing STFT and wavelet transform resolution in time and 

frequency domain.  
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  4.4.1     Estimates of modal parameters in MDOF systems 

 Since the analyzing wavelet function has compact support in the time and 

frequency domains, multicomponent signals can be written as  

    W x
a

x t
t b

ai

N

i

N

t a t

t a t

ψWW ψ
ψt

ψt

=

∗∑ ∑x a bi ∫t

⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎠⎠

( ) ⎛
⎝
⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞

1a i=a i1 ⎠
1

Δ

Δ
dt     [4.60]   

 The response of an underdamped SDOF system can be expressed in the 

form  

    x t A t e j t( ) = ( ) ± j ξj 2ξξ        [4.61]   

 Assuming the envelope A t( )    is slowly varying it follows (Staszewski, 1997; 

Chakraborty  et al ., 2006):  

    ln , la, Aln llξω ψψ( )W xψWW ( ) AA ψlnln ( )j nωa jj ξ± −(( )ψ aa ξξ        [4.62]   

 Subsequently, the response of the MDOF system can be obtained as  
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 Due to the compact support of the analyzing wavelet functions in time 

and frequency, the wavelet transform of each separate mode i N1 2, , ,…     

becomes (Staszewski, 1997; Chakraborty  et al ., 2006)  

    a b b bξ ψψ( )W xiψWW ( ) ( ) ( )n ii
j i ξi−,b A b e bξ) ≈ ( ) ( j ni
jaij nωjai ξξ        [4.64]   

 For the given value of dilation ai     related to the natural frequency fnff i
    of the 

system, the modulus of the wavelet transform plotted in a semi-logarithmic 

scale leads to  

    ln , la , lia ni
ξ ωi( )W xiψWW ( ) ln ( )AiiAi ψ ( )j n iinωa ja j ξi± − ξξ        [4.65]   

 and forms the basis of identifying the damping. 
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 The derivations so far are general, and are applicable to any continuous 

wavelet basis with desired or suitable TF characteristics. Section 4.4.2  pro-

vides the detail of a wavelet basis used for identifying the modal parameters 

of an MDOF system.  

  4.4.2     Modifi ed Littlewood-Paley (L - P) basis 

 An equivalent of the harmonic wavelet when the basis function is real is the 

Littlewood-Paley (L-P) wavelet. This wavelet basis function is defi ned by  

    ψ
π

π π
t

tπ
t

( ) =
( )) (( )1

2

2(4π t)sin π(4π i
       [4.66]   

 A possible variation of the wavelet is one that retains the characteristic 

of the basis function (close to transient vibration signals, i.e. oscillatory and 

decaying) but could reduce the frequency bandwidth of the mother wave-

let. Hence, the derived modifi ed wavelet is called the modifi ed L-P wave-

let, and has been proposed and used by Basu and Gupta (Gupta, 1999a, b). 

The shifted and scaled version of this is called the baby modifi ed L-P wave-

let. This wavelet basis has also been used by Basu (2005, 2007) for damage 

detection in structures. 

 The modifi ed L-P basis function is defi ned by  

    ψ
π σ

σπ π
t

t tπ
t

( ) =
−

( ) ( )1

1

si σπ tn ( i
       [4.67]   

 where σ is a scalar( ) > 1 . In the frequency domain the wavelet basis can be 

represented by  
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π σ −( 0& @π ω σπ≤ ≤ωω & e0@π ω σπ≤ωω & lsewhere      

 By choosing appropriate values for the bandwidth, the frequency content 

of the mother wavelet can be adjusted. If for numerical computation the 

scaling parameter is discretized as aj
j= σ     (in an exponential scale), then the 

scaled version of the mother basis function has mutually non-overlapping 

frequency bands and is also orthogonal. This property can be conveniently 

utilized to detect natural frequencies and modal properties for the dynam-

ical systems, as can be seen in the following sections.  
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  4.4.3     Wavelet packets 

 While the constant  Q -factor and coarser frequency resolution at high fre-

quencies make the wavelet analysis computationally effi cient, this may be 

a disadvantage for analysis of some signals for system/modal identifi cation 

and structural health monitoring. Better resolution at high frequencies can 

be obtained by wavelet packet construction. 

 The discrete wavelet transform based on MRA splits the signal into two 

bands, a higher band (by using a high pass fi lter) and a lower band (by using 

a low pass fi lter). The lower band is again subsequently split in two bands. 

This concept can be generalized by splitting the signal into several bands 

each time. In addition, there could further splitting of higher bands too, not 

just the lower band. This generalization of MRA produces outputs called 

wavelet packets. This is a deviation from constant Q analysis and achieves 

the desired frequency resolution at high frequency bands. Wavelet packets 

through arbitrary band splitting can choose the most suitable resolution to 

represent a signal. 

 The resolution of signals with wavelet packets is not only possible using 

MRA-based frequency fi lters in the time domain (starting with Haar wave-

lets) but also in the frequency domain. For the arbitrary resolution using fre-

quency domain-based fi lters, the construction for wavelet packets should be 

based on a modifi ed L-P wavelet basis. The application of wavelet packets is 

particularly useful in system identifi cation and damage detection for SHM 

where fi ner resolution at higher frequency is desired.  

  4.4.4     Identifi cation of modal parameters 

 To detect the frequency bands in which the natural frequencies lie, the 

energy corresponding to each band is calculated for a particular state of 

response using Equation [4.59]. The bands, which do not contain the nat-

ural frequencies, lead to insignifi cant energy contribution. Hence, the fi rst 

‘ n ’ bands with signifi cant energy content are the bands where the natural 

frequencies are located. These bands are in increasing order corresponding 

to the fi rst ‘ n ’ natural frequencies, i.e. the lowest frequency band has the fi rst 

natural frequency, and so on. 

 However, the chosen bands may lead to bands with a relatively broad 

interval in which the natural frequencies lie. To refi ne the estimates into 

fi ner intervals, so that natural frequencies could be determined to a better 

precision, wavelet packets are used. This is an extension of wavelet trans-

form to provide level-by-level TF description and is easily adaptable for 

the modifi ed L-P basis. The wavelet packet enables extraction of informa-

tion from signals with an arbitrary TF resolution satisfying the product con-

straint in the TF window. In this technique, to refi ne the estimation of the 
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k th natural frequency, ωnk
   , located in the  j   k  th band, i.e. with frequency band

[ / , / ],/ a/,jk jk , further re-division is carried out. If it is required to further 

subdivide the band into ‘M’ parts, then again an exponential scale is used 

to divide the band so that the corresponding time-domain function forms 

a wavelet basis function. In this approach (also sometimes, termed as sub-

band coding), for the  j   k  th band, the mother basis for the packet, ψ s t( )    is 

formed with the frequency domain description:  
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 where δ σδδ     [with δ a scalar( ) > 1   ]. The corresponding time-domain 

description is given by:

    ψ
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       [4.68]   

 The frequency band for the  p th sub-band within the original  j   k  th band 

is the interval [ / , / ]δj ja a, /jk k
, / j . The basis function for this is denoted 

by ψa b
spψψ

jkjj
t, ( ). The wavelet coeffi cient in this sub-band is denoted by 

W x
sp mψWW ( )a b

kja ,    . Using the wavelet coeffi cients in these sub-bands and then 

applying an expression similar to that in Equation [4.59] to estimate the 

relative energies in the sub-bands, the natural frequencies can be obtained 

more precisely. 

 Once the natural frequencies are obtained and the corresponding bands 

are identifi ed, the following expression corresponding to the sub-band con-

taining the  k th natural frequency with scale parameter  j   k   and the sub-band 

parameter ‘ p ’ is considered to obtain the  k th modeshape.  
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 Considering the response or two states or DOF in a MDOF system (with 

one arbitrarily chosen as  i  = 1, without loss of generality), the ratio of wavelet 

coeffi cients of the two considered degrees of freedom at any instant of time 

 t = b , corresponding to band  j   k    
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 Thus it is seen that the computed ratios of the wavelet coeffi cients are 

invariant with ‘ b ’. These ratios for different states corresponding to different 

values of ‘ m , ′  and assuming φ1 1jφ =     (without loss of generality), the mode-

shape for the  k th mode (in  j   k   band with further sub-band division) can be 

obtained as  

    m N{ }φm
kφφ = { }m

jk
, ,m , ,1 2     [4.71]    

  4.4.5      Wavelet-based online monitoring of LTV systems 
with stiffness changes 

 Consider a linear TV MDOF system with  m  degrees of freedom represented 

by the set of linear TV ordinary differential equations with [ ]M    , C t( )⎡⎣⎡⎡ ⎤⎦⎤⎤   , and 
K t( )⎡⎣⎡⎡ ⎤⎦⎤⎤    as the mass, TV damping, and TV stiffness matrices respectively. The 

displacement response vector is denoted by 
T{ }X t( ) = { }x t x t x tm( ) ( ) ( )t x( ) , 

Let us assume that the functions K t i j mij ( ) =; i , ,1     in the stiffness matrix 

have discontinuities at a fi nite number of points. It is then possible to divide 

the time into several segments with indices arranged as t t t tn0 1tt 2<t1t …  such 

that all K t i j mij ( ) =; i , ,1     are continuous functions in [ ]t ti it    . Further, it is 

assumed that the variation of all the TV stiffness functions K tij ( )    is slower 

than the fundamental (lowest) frequency of the system (corresponding to 

the longest period). It subsequently follows that the variation of { }X t( )     may 

be represented with a slowly varying amplitude i

k{ }φ t( )     and a slowly varying 

frequency ωki
t( )    at the kth    mode in the time interval [ ]t ti it    . 

 The modifi ed L-P    function has been used as the wavelet basis for analysis 

for this problem and the basis is characterized by the FT  
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 where F1FF     is the initial cut-off frequency of the mother wavelet. If this modifi ed 

L-P    basis function is used, then 
�ψ ( )

yy
ωj  is supported over σF aσ F aj ja1F aF Fj FF .jaFF⎡⎣⎡⎡ ⎤⎦⎤⎤  

It follows that if ωki
b( )  corresponding to the kth    mode is in the jk

th
 band i.e. 

ωk j jkb F a F a( ) ⎡⎣ ⎤⎦⎤⎤1j FFj  then it can be approximated as  
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 for a lightly damped system (with ηk = 1   ), where ω0 jk
    is the central frequency 

of the jk
th band. Let the parameters ω ω1ωω

i i2 i
b bω2ω bm( ) ( ) ( ),b2ω

i22ω ( ) ,…  be contained 
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in the bands with scale parameters identifi ed by indices respectively. Since 

the response, z tk ( )   , in the kth    mode i.e. in jk
th
 band, is narrow banded with 

frequency around F a F aj ja k1F aF Fj FF⎡⎣⎡⎡ ⎤⎦⎤⎤ , it follows that the bands not contain-

ing the natural frequency have insignifi cant energy, which leads to the 

approximation  

    W Z k mj kZ kj jψWW j ;kj j , , ,( )a bj bb j 1j j k;jkj0 jjji …     [4.73]   

 Thus, the ‘ m ’ bands with the ‘ m ’ natural frequency parameters 

ωk i b k m( ); ,k = ,1 …     correspond to  m  local maxima in the variation of tem-

poral energy, E x bj rx ( )    [or its proportional quantity 
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ε

ε

] (with the integral over b − ε    to b+ ε  for the windowed data in case of 

online identifi cation) with different values of the band parameter ‘ j .’ It may 

be noted that since the wavelet basis is localized in time, the integral over 

the window is acceptable with the parameter ε     dependent on the frequency 

scale corresponding to  j . If the forcing function is assumed to be described 

by a broad-banded excitation, then by calculating the relative energies in 

different bands and comparing, it may be concluded that  

    E x b E x b E x b j j k mj r j r j rx( ) ( ) > ( ) jj =EjEjbbE xj xEj rxx bx brx ( ) > 1 2j j=j , ,2 ,…        [4.74]   

 if the modes are not too closely spaced. Once these bands are detected, the 

parameters w bki
( )    can be obtained as  
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 over the interval [ ]b b ]bb . The sub-band coding with wavelet packets could 

be applied if the parameters ωki
b( )    are desired to be obtained with better pre-

cision. Once the bands corresponding to the ‘ m ’ modes with the parameters 

ωki
b( )  are obtained, the TV mode shapes 

i

k{ }φ t( )     could be found by consid-

ering the wavelet coeffi cients of x tr ( )    with the scale parameters,  j   k  , and sub-

band parameter  p  (for wavelet packets). Now, considering two different states 

of response of the MDOF system, with one considered as  r  = 1 (without loss 

of generality), the ratio of wavelet coeffi cients of the considered states at the 

time instant  t = b  gives the  r th component of the TV  k th mode as  
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  4.5     Experimental and numerical validation of modal 
identification of LTI and LTV systems using STFT, 
EMD, wavelets and HT  

 This section presents the experimental and numerical validation of the 

introduced methods for modal identifi cation of LTI and LTV systems. 

  4.5.1      Modal identifi cation of 1:10 scale three-story model 
using free-vibration test results and STFT 

 The 1:10 scale three-story model with a total weight of 1000 lbs shown in 

Fig. 4.2 is used for a modal identifi cation study based on the proposed STFT 

and EMD/HT algorithm. The time axis is scaled by 10    from the prototype 

scale for this study. The measured third-fl oor free-vibration displacement 

response, shown in Fig. 4.2, is used for output only modal identifi cation. Tests 

were also performed with white noise excitation, and the FRF was estimated – 

for further details refer to Nagarajaiah (2009). The identifi ed frequencies of 

the 3DOF structure, both from free-vibration (output only) as well as forced-

vibration test (input–output), are 5.5, 18.7, and 34 Hz for the three modes, 

respectively. The identifi ed damping ratios are approximately 1.9%, 1.7%, and 

1.1% in the three modes, respectively, as shown in Table 4.1. At the prototype 

scale the three modal frequencies are 1.75, 5.9, and 10.7 Hz, respectively.           

 4.2      Three-story 1:10 scale building model.  
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 STFT is applied to the free-vibration displacement response of three-

story scaled building model. Plate II in the color section between pages 374 

and 375 shows the time history (lower right), frequency spectrum (upper 

left), and the TF spectrogram (upper right). The evolution of the frequency 

content of the displacement signal as a function of time can be seen in 

the spectrogram or TF distribution (upper right), shown in Plate II. If one 

examines the time history alone (lower right), the localized nature of the 

TV frequency content is not evident. The modal free-vibration response 

in the three separate modes and the time localization for each mode are 

clearly evident in the spectrogram, but not in the frequency spectrum or 

the time history – when examined independently. The three modal frequen-

cies 5.5, 18.7, and 34 Hz (Nagarajaiah, 2009) are clearly evident in the spec-

trogram and the frequency spectrum (upper left) shown in Plate II. After 

the STFT spectrogram reveals the modal frequencies, further processing is 

essential using band-pass fi ltering to obtain modal components as described 

in Section 4.3.2. Next we present EMD/HT- and wavelet/HT-based meth-

ods that can accomplish output only modal identifi cation without the use of 

band-pass fi lters.  

  4.5.2      Validation of EMD/HT technique using three-story 
model free-vibration test results 

 The three-story scaled model, with fi rst mode frequency of 5.5 Hz, is sub-

jected to free-vibration tests. The measured third-fl oor free-vibration 

acceleration response signal (we use the acceleration signal since the third 

mode is dominant, while in the displacement signal it is not dominant) 

is then analyzed using EMD/HT to extract instantaneous frequency and 

damping ratios of the three modes as per the procedure described ear-

lier in Section 4.3.2. The free-vibration acceleration response of the third 

fl oor is shown in Fig. 4.3. The fi rst three modes are not clearly evident in 

the time history, as all three modes are present simultaneously and decay 

at different rates; hence, the need for TF analysis exists to understand 

localization. 

 Table 4.1     Frequencies and damping ratios estimated using EMD/HT 

 Mode  Free-vibration tests  White noise tests 

 Identifi ed 

frequency (Hz) 

 Identifi ed damping 

ratio (%) 

 Identifi ed 

frequency (Hz) 

 Identifi ed 

damping ratio (%) 

 1  5.5  1.9  5.5  1.5 

 2  18.7  1.0  18.7  1.0 

 3  34  1.1  33.7  1.0 
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 The EMD method is capable of extracting all three vibration frequencies 

and damping ratios from a single measurement of the acceleration response 

time history based on the procedure outlined in Section 4.3.1. The third-fl oor 

acceleration is decomposed into IMFs; the fi rst three are shown in Fig. 4.4 

and the rest are discarded, as they are small and below the threshold. Based 

on the modal identifi cation procedure presented in Section 4.3.1, modal 

frequencies and damping ratios are identifi ed using linear least squares fi t 

applied to the HT; log amplitude and phase (Equations [4.14], [4.43]–[4.47]) 

of HT of IMF3 is shown in Fig. 4.5. The modal frequencies and damping 

ratios obtained are shown in Table 4.1.           

 IMFs of all three-fl oor accelerations are obtained. Magnitude/phase 

information of IMF3 of the three-fl oor accelerations at a particular time 

provides the fi rst mode. Similarly second and third modes are obtained. The 

identifi ed modeshapes (scaled to maximum of 1) are shown in Table 4.2. 

The analytical modeshapes are shown in Table 4.3. The EMD results are in 

agreement with the analytical results.       

  4.5.3      Validation of wavelet/HT technique using three-
story model free-vibration test results 

 The three-story scaled model is subjected to free-vibration tests. The mea-

sured third-fl oor free-vibration displacement response signal is then ana-

lyzed using wavelets to extract instantaneous frequency and damping ratios 

of the three modes, as per the procedure described earlier in Section 4.4. 

The scalogram of the free-vibration displacement response of the third fl oor 

is shown in Plate III in the color section between pages 374 and 375, and 

relevant wavelet coeffi cients of the measured free-vibration displacement 
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 4.3      Measured third-fl oor acceleration free-vibration response.  
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response of all three fl oors and modes are shown in Fig. 4.6 (the wavelet 

coeffi cients have been normalized to have a peak value of 1 in Mode 1). All 

three modes and their decrement as a function of time are clearly evident in 

Plate III and Fig. 4.6. The modal frequencies and damping ratios are identi-

fi ed using linear least squares fi t applied to the HT; log amplitude and phase 

(Equations [4.14], [4.43]–[4.47]) of HT of wavelet coeffi cient corresponding 

to Mode 1 (Fig. 4.6 top) is shown in Fig. 4.7.  The modal frequencies obtained 

are 5.5, 18.8, and 34 Hz, and the damping ratio of the fi rst mode is estimated 

to be 1.9%; however, the damping in Modes 2 and 3 are underestimated at 

0.08%, as compared to the values shown in Table 4.1. Wavelet coeffi cients 

of all three fl oor displacements, shown in Fig. 4.6, are used to obtain the 
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 Table 4.2     Mode shapes estimated using EMD 

 Mode 1  Mode 2  Mode 3 

 Story-3  1.0000  −0.7025  −0.3787 

 Story-2  0.6976  0.3265  1.0000 

 Story-1  0.4696  1.0000  −0.6185 
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modeshapes. Magnitude/phase information of wavelet coeffi cients of the 

three fl oor displacements at a particular time provides the fi rst mode. The 

ratio of the wavelet coeffi cients shown in Fig. 4.6, remain nearly constant as 

a function of time. Similarly, second and third modes are obtained.      

 The identifi ed mode shapes (scaled to maximum of 1) are shown in 

Table 4.4. The analytical modeshapes are shown in Table 4.3. The wavelet 

results are in agreement with the analytical results.            

  4.5.4      Validation of wavelet technique using numerical 
simulation of a 5DOF LTI system 

 A MDOF model is used to simulate the displacement response and to show 

the application of the proposed identifi cation methodology. The MDOF 

system, as shown in Fig. 4.8, is considered. The displacement of the mass 

relative to the support is denoted by i ( )   . Simulation is carried out for a 

5DOF system ( n  = 5). The masses are  m  1  = 300 kg,  m  2  = 200 kg,  m  3  = 200 kg, 

 m  4  = 250 kg, and  m  5  = 350 kg; and the spring stiffnesses are  k  1  = 36 000 N/m,
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 Table 4.3     Analytical mode shapes 

 Mode 1  Mode 2  Mode 3 

 Story-3  1.0000  −0.6416  −0.3946 

 Story-2  0.6438  0.4299  1.0000 

 Story-1  0.3648  1.0000  −0.6831 

 Table 4.4     Mode shapes estimated using wavelets 

 Mode 1  Mode 2  Mode 3 

 Story-3  1.0000  −0.6930  −0.3247 

 Story-2  0.6437  0.4106  1.0000 

 Story-1  0.3647  1.0000  −0.7475 
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 k  2  = 24 000 N/m,  k  3  = 36 000 N/m,  k  4  = 20 000 N/m, and  k  5  = 15 000 N/m, 

respectively. The damping ratio is assumed to be 5% for all modes. The 

system is subjected to initial displacement of x ii 0 1 1 5( ) =i, ,i 1 ,…     for all 

the degrees of freedom. Using these, the ambient vibration response is 

simulated.           

 The modifi ed L-P wavelet is used to decompose the signals into different 

frequency levels. Initially, the response energy is calculated for each degree 

of freedom in frequency bands with σ = 21 4/     to broadly identify the bands 

that contain the natural frequencies. These bands are further divided into 

sub-bands using wavelet packets. Figures 4.6 and 4.10 represent the ratio of 
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wavelet coeffi cients of displacements x ti ( ) = 1 2i =i 5, ,i 2i ,…     with respect to the 

wavelet coeffi cients of displacement x t1 ( )    over time for the fi ve frequency 

sub-bands containing the fi ve natural frequencies, respectively. Since the 

response for different degrees of freedom attain same phase during modal 

vibration, these ratios are practically constant over time. The natural fre-

quencies are estimated as the central frequency of the corresponding sub-

bands, and the corresponding modeshapes are obtained by averaging the 

ratios. The results for the fi rst two modes are shown in Figs 4.9 and 4.11 

using sub-band coding as discussed in Section 4.4. The results are summa-

rized in Table 4.5. Figures 4.10 and 4.12 show the mode shapes estimated 

using the proposed method and compared with the actual for the fi rst 

three modes. From Figs 4.10 and 4.12 and Table 4.6, it can be noticed that 

the modal frequencies, along with other modal parameters, are estimated 

satisfactorily, which proves the effectiveness of the proposed method.                          

 Although the ratios of wavelet coeffi cients for higher modes are constant 

over time, the accuracy in estimation reduces for the higher modes. This is 

due to the fact that the energy content in bands containing the higher modal 

frequencies reduces with increase in mode number. 
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 For the 5DOF system, the estimation accuracies start deteriorating from 

the third mode onwards, and are poorer for the last two modes. This indicates 

that a higher number of modes and the associated modal properties can be 

identifi ed with greater accuracy, for systems with a relatively greater number 

Table 4.6     Third mode shape estimated using wavelets 

 3*

Mode 

 Normalized mode shape 

 
x1     

x2

    Actual

 
x2

    Estimated
 
x3

    Actual

 
x3

    Estimated

 
x4     

Actual

 
x4

    Estimated
 
x5

    Actual

 
x5

    Estimated

 1  1.00  2.40  2.37  3.22  3.18  4.45  4.39  5.48  5.39 

 2  1.00  1.76  1.73  1.69  1.66  0.56  0.69  −1.49  −1.58 

 3  1.00  0.59  0.89  −0.18  −0.59  −1.30  −1.02  0.51  0.63 

Table 4.5     Second mode shape estimated using wavelets 

 2*Mode  Natural frequency ( )rad / s   Damping ratio (%) 

 Actual  Estimated  Actual  Estimated 

 1  2.84  2.88  0.05  0.04 

 2  7.69  7.69  0.05  0.03 

 3  12.35  12.59  0.05  0.02 
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of degrees of freedom. Also, modal damping ratios can be estimated with 

reasonable accuracy, with the level of accuracy deteriorating with higher 

modes. The higher modal damping ratios tend to be underestimated.  

  4.5.5      Validation of wavelet technique using numerical 
simulation of a 2DOF LTV system 

 To demonstrate the application of the tracking methodology, an example 

of a 2DOF system has been considered. The system considered is a shear-

building model. The masses at fi rst and second fl oors are m1 10= unit    

and m2 15= unit   , respectively. The fl oor stiffnesses for the fi rst and sec-

ond fl oor are k1 2500= unit     and k2 4500= unit   , respectively. These param-

eters lead to the fi rst and second natural frequencies, of ω1 9 04= r04 ad/s    

and ω2 30 30= . r30 ad/s   , respectively. The fi rst and the second mode shapes 

are { }φ φφφ 21φ21 = { }1 1 137,1 .     and { }φ φφφ 22φ22 = { }1 0 048,1 .1    , respectively. A band 

limited white noise excitation has been simulated. The range of frequen-

cies is kept wide enough to cover the frequencies of the system to be 

identifi ed. The excitation has been digitally simulated at a time step of 

Δt = 0 0104. s0104    . The response of the system is simulated with 5% of modal 

damping. For the frequency-tracking algorithm, a moving window of 

400 time steps equal to 4.16 s has been chosen. For the identifi cation of 

the 2DOF system, the parameters F1FF     and σ     are taken as 8 5. /25 d s/  and 

1.2 respectively. To observe if the proposed method can track a sudden 

change in the stiffness of an MDOF system and follow the recovery to 

the original stiffness value(s), the stiffnesses  k  1  and  k  2  of the 2DOF are 

changed to 5000 and 5200 unit respectively at an instant of 5.72 s in time. 

Subsequently, the stiffness are restored to their original value at 12.28 s. 

During the changed phase the natural frequencies and the mode shapes are 

changed to ω1 11 5= . /57 d s/ ;  ω2 35 11= . /11 d s/ ;  and ;{ }φ φφφ 21φ21 = { }1 1 157,1 .157
t

 

{ }φ φφφ 22φ22 = { }1 0 048,1 .1    . Figures 4.13 and 4.14 show the tracked fi rst natural 

frequency and the ratio of fi rst mode shape φ φφφ 11/ . As expected, there is 

a time lag in tracking the frequency and mode shape. The change in the 

frequency is tracked in (three) steps corresponding to the bands of fre-

quencies considered. To investigate if a relatively small change in stiffness 

can be tracked, a case where the natural frequency of a SDOF represent-

ing fi rst mode only changes from 9 rad/s to 9.5 rad/s is considered, and the 

results for successful tracking are shown in Fig. 4.15 with a window width 

of 200 sampling points corresponding to a time delay of 2.08 s. For this, the 

parameters F1 and σ    are taken as 8.9 rad/s and 1.02 respectively. This indi-

cates that the minimum change in stiffness that can be tracked is related 

to the value of σ    , and to identify a small change a relatively smaller value 

will be required.                 
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  4.5.6      Validation of wavelet and random decrement 
technique using three-story model test results 
under white noise excitation: the case of structural 
damage detection 

 The three-story scaled model was damaged intentionally to simulate struc-

tural deterioration (Nagarajaiah, 2009). The model was subjected to white 
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noise tests before and after the structural damage. We choose 10 s of the mea-

sured acceleration record before damage and 10 s of the measured accel-

eration after damage. The measured third-fl oor acceleration response signal 

is shown in Fig. 4.16, and the corresponding Fourier spectrum is shown in 

Fig. 4.17. From the Fourier spectrum the fi rst mode frequency evident is ~5.5 

Hz, the second mode frequency at ~18.8 Hz, and the third mode frequency at 

~34 Hz. The lower fi rst mode frequency after damage is evident. The scalo-

gram of the acceleration response of the third fl oor is shown in Plate IV in the 

color section between pages 374 and 375 and relevant scaled wavelet coeffi -

cients of the measured third-fl oor acceleration response are shown in Fig. 4.18. 

The fi rst two wavelet coeffi cient time histories in Fig. 4.18 are the most inter-

esting, as they correspond to the fi rst mode frequencies 4.9 Hz (after damage) 

and 5.5 Hz (before damage). The fi rst two wavelet coeffi cients in Fig. 4.18 

detect the loss of stiffness at 10 s, as evident in the signifi cant change at 10 s in 

both coeffi cients. The third and fourth time histories in Fig. 4.18 correspond 

to the second and third modes, respectively. Even the second mode response 

reduces at 10 s, although the frequency of the second mode does not change 

signifi cantly. The third mode response does not indicate any change.           

 The modal frequency of the second wavelet coeffi cient in Fig. 4.18b is 

estimated using linear least squares fi t applied to the HT; log amplitude and 

phase (Equations [4.14], [4.43]–[4.47]) of HT of second wavelet coeffi cient 

corresponding to Mode 1 before damage (Fig. 4.18b) is shown in Fig. 4.19. 

The change in frequency is clearly detected at 10 s: the frequency is ~5.5 Hz 

prior to damage and ~4.9 Hz after damage.           
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 The fi rst two wavelet coeffi cient time histories in Fig. 4.18 are processed 

further to extract the free-vibration response using the random decrement 

technique. The third-fl oor acceleration free-vibration time history obtained 

from the random decrement technique before damage is shown in Fig. 4.20; 
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 4.16      Measured third-fl oor acceleration response to white noise 
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also shown is the frequency estimation using HT – the estimated fi rst mode 

frequency before damage is ~5.5 Hz. The third-fl oor acceleration free-vibra-

tion time history obtained from the random decrement technique after 

damage is shown in Fig. 4.21; also shown is the frequency estimation using 

HT – the estimated fi rst mode frequency after damage is ~4.9 Hz. Damping 

ratios and modeshapes can be obtained as described in Section 4.4 (not 

shown, due to space limitations).       

  4.5.7      Three-story model test results under white noise 
excitation: STFT and EMD for structural damage 
detection 

 We process the third-fl oor acceleration response to white noise excitation using 

STFT and EMD. The spectrogram is shown in Plate V in the color section 

between pages 374 and 375. The spectrogram detects the change in frequency 

from 5.5 to 4.9 Hz at 10 s. However, the fi xed TF resolution is a limitation that 

prevents robust detection when compared to the variable resolution of wave-

lets that enables more robust detection. In addition, estimation of frequencies, 
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damping ratios, and mode shapes would require further processing using band-

pass fi ltering and HT approach, as described earlier in Section 4.3. 

 We process the third-fl oor acceleration response to white noise excitation 

using EMD. The IMFs are shown in Fig. 4.22. The IMFs do detect change 

at 10 s – particularly the IMF3 for the fi rst mode before damage at 5.5 Hz; 

however, the detection is not as robust as in the case of the wavelet coef-

fi cients shown in Fig. 4.18.                     

 The recently developed output only WT-ICA method also successfully 

identifi ed damage instant, damage location, and the TV modes of this model 

due to damage. For details, refer to Yang and Nagarajaiah (2012).   

  4.6     Conclusion 

 The effectiveness of the developed TF algorithms for output only modal 

identifi cation of MDOF LTI and LTV systems has been demonstrated by 

simulated and experimental results. The algorithms presented demonstrate 

the powerful capabilities of TF methods for output only modal identifi ca-

tion and ease of implementation. 

 The STFT, EMD, and wavelet HT algorithms applied to MDOF LTI and 

LTV systems offer different advantages and limitations that can be summa-

rized as follows.  
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   1.     STFT based identifi cation technique presented can detect the modal fre-

quencies of LTI systems and their time localization very well; however, 

further processing using band-pass fi ltering is essential to obtain frequen-

cies, damping ratios, and mode shapes. STFT can also detect changes in 

modal frequency of LTV systems due to structural damage. However, 

the fi xed TF resolution is a limitation that prevents robust detection 

when compared to the variable resolution of wavelets that enables more 

robust detection.  

   2.  The EMD-based identifi cation technique presented is capable of decom-

posing the free-vibration or forced-vibration output signal into its indi-

vidual modal components – represented by individual IMFs. Frequencies, 

damping ratios, and mode shapes of LTI systems can be obtained using 

the IMFs and the HT approach. In case of ambient response, the random 

decrement technique can be used to obtain the free-vibration response, 

followed by the application of EMD/HT for modal identifi cation. The 

EMD technique is capable of detecting changes in frequency of LTV 

systems due to structural damage; however, the detection may not be as 

robust as wavelets.  

  3.     The wavelet-based identifi cation technique presented is capable of extract-

ing the modal components represented by wavelet coeffi cients obtained 

from the free-vibration or forced-vibration output response signal. 

Frequencies, damping ratios, and mode shapes of LTI and LTV systems can 
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be obtained using wavelet coeffi cients and the HT approach. In the case of 

ambient response, the random decrement technique can be used to obtain 

the free-vibration response, followed by the application of wavelet/HT for 

modal identifi cation. The wavelet technique is very effective in detecting 

changes in the frequency of LTV systems due to structural damage. The 

wavelet technique can also detect closely spaced modal frequencies and 

real-time changes in frequencies and mode shapes of LTV systems.     
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  Abstract : Effi cient prognosis based on structural health monitoring 
(SHM) information can improve the accuracy associated with structural 
performance assessment and prediction, and lead to more rational life-
cycle management of civil infrastructure systems. This chapter deals with 
the statistical and probabilistic aspects for effi cient prognosis using SHM 
data. The concepts of the statistics of extremes and decision analysis are 
employed for cost-effective monitoring planning considering availability 
of monitoring data and performance prediction error. In order to 
quantify this error, the loss function is used. Furthermore, the general 
concept of life-cycle evaluation, the possible effects of SHM on structural 
performance and service life prediction, and a practical approach to 
integrating SHM into life-cycle performance analysis of deteriorating civil 
infrastructures are presented. 

  Key words : prognosis, structural health monitoring (SHM), statistics of 
extremes, decision analysis, life-cycle analysis, structural performance, 
uncertainty, cost, optimization. 

    5.1     Introduction 

 Uncertainty in estimation of the structural safety and prediction of the ser-

vice life of civil infrastructure systems is unavoidable. Over the last sev-

eral decades, various types of nondestructive testing and structural health 

monitoring (SHM) methods have been employed for assisting managers 

of aging structures with the continuation of safe and economic operation 

(Brownjohn, 2007). The application of SHM has great potential in rational 

damage prognosis by reducing the uncertainty (Farrar and Lieven, 2007). This 

reduction can lead to preventing unexpected failure of a structure, assess-

ing and predicting structural performance more reliably, and applying the 

appropriate maintenance at the optimum time (Frangopol and Messervey, 

2007, 2009). However, if the application of SHM is not cost-effective and the 
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use of SHM data is not effi cient, it will be diffi cult for structure managers to 

justify adopting SHM (Frangopol, 2011). Therefore, studies regarding cost-

effective monitoring, planning, and effi cient prognosis approaches to using 

SHM data are necessary. 

 The statistical and probabilistic concepts, along with a probability-based 

decision-making approach, can provide effi cient tools for treating episte-

mic uncertainty in rational prognosis using SHM information. This chapter 

presents such concepts and approach. Exceedance probability, availability 

of monitoring data for performance prediction, and a general concept of 

the loss function to quantify the error in structural performance assessment 

and prediction are introduced. Furthermore, a decision-making approach 

based on availability of monitoring data is provided for cost-effective plan-

ning of monitoring. Finally, a general concept of life-cycle evaluation, pos-

sible effects of SHM on life-cycle assessment, and a practical approach for 

the effi cient integration of SHM into life-cycle analysis of deteriorating civil 

infrastructure systems are presented. The concepts and approaches intro-

duced in this chapter can lead to effi cient prognosis, and cost-effective and 

more reliable maintenance management of civil infrastructure.  

  5.2     Statistical and probabilistic aspects for efficient 
prognosis 

 Signifi cant accomplishments focusing on damage diagnosis using advanced 

SHM technologies have been made over the last several decades (Chang 

 et al ., 2003). Despite this progress in damage diagnosis techniques, infra-

structure managers are under continuous challenge to accurately predict 

the remaining service life and structural performance using SHM infor-

mation (Farrar and Worden, 2007; Glaser  et al ., 2007). Several studies on 

damage prognosis using SHM information have been conducted only 

recently. Farrar and Lieven (2007) provided a comprehensive review of 

recent advances and future challenges in damage prognosis. Approaches 

to predict the fatigue life of existing structures using monitoring data 

were presented by Kulkarni and Achenbach (2008), Kwon and Frangopol 

(2010), and Z á rate  et al . (2012), among others. Furthermore, Okasha and 

Frangopol (2012) and Orcesi and Frangopol (2011) developed an inte-

grated life-cycle framework for maintenance-SHM-management of civil 

infrastructures. However, damage prognosis for more practical applications 

still requires extensive and multi-disciplinary research efforts (Farrar and 

Worden, 2007). 

 SHM for the structural response to external loadings requires a very size-

able storage system if a large-scale continuous SHM is used and all data 

are recorded (Li and Zhang, 2006). The size of monitored data depends on 
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the monitoring frequency and number of installed sensors. The statistics of 

extremes is well suited for effi cient data management and structural perfor-

mance assessment and prediction (Mahmoud  et al ., 2005). 

 SHM is generally applied for damage detection and identifi cation, struc-

tural performance assessment and prediction, and effective management of 

structural systems under uncertainty (Doebling  et al ., 1996; Farhey, 2005; 

Brownjohn, 2007; Orcesi and Frangopol, 2010). These objectives are related 

to the reduction of the epistemic uncertainty (Frangopol  et al ., 2008; Kim 

and Frangopol, 2011). Therefore, the use of probabilistic concepts and meth-

ods is necessary for rational prognosis based on SHM information. 

  5.2.1     Statistics of extremes 

 Extreme values from observed data are necessary to design and assess engi-

neering structures. These extreme values may be treated as random variables 

(Ang and Tang, 1984). The sample size  n  taken from the population of an ini-

tial variate  X  is considered in order to fi nd the probability density function 

(PDF) of the extreme value. The largest value  Y  max ,n   among  n  initial variables 

is  max { X  1  , X  2  , …, X   n  }. Assuming that the initial variables  X  1  , X  2  , …, X   n   are 

identically distributed (i.e.,  F   X 1 ( x ) =  F   X 2 ( x ) = … =  F   Xn  ( x ) =  F   X  ( x )) and statis-

tically independent, the cumulative distribution function (CDF) of  Y  max ,n   for 

the  n  initial variables  X  1  , X  2  , …, X   n   is  

   

 F y P P X y X y X y F yFF P X y y XX FF
n

, y( ) ≡ P ( )Y yn ymax, ≤Y nmaxYY XXPP y XX,yy ,(( ) = ( )⎡⎣⎡⎡ ⎤⎦⎤⎤y Xy, XX        [5.1]   

 In a similar way, the CDF of the smallest value  Y  min  can be obtained  

    F y F yFF XFF
n

, ( ) ≡ ( )yn ymin,( ) ( )⎡⎣ ⎤⎦⎤⎤11 P− ( )Y yn ymiYY n > 1        [5.2]   

 As the sample size  n   →  ∞,  F   Y max ,n  ( y ) (see Equation [5.1]) and  F   Y min ,n  ( y ) 

(see Equation [5.2]) may converge to a particular distribution type, which 

depends on how the tail of the initial distribution decays in the direction of 

the extreme. Gumbel (1958) categorized the asymptotic distributions into 

three types: (a) Type I asymptotic form (i.e., the double exponential form) 

(b) Type II asymptotic form (i.e., the exponential form), and (c) Type III 

asymptotic form (i.e., the exponential form with upper bound). For instance, 

the largest and smallest values of the normally distributed initial variables 

having exponentially decaying tails are associated with the Type I asymp-

totic distribution. The CDF of the Type I asymptotic form is expressed as  
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   F yFF , exp exp( ) = −exp ( )y max− ( )⎡⎣⎡⎡ ⎤⎦⎤⎤ymax y −y(( for the largest value        [5.3a]    

  
 F yFF , exp exp( ) = − − exp( )y min− ( )⎡⎣⎡⎡ ⎤⎦⎤⎤1 yy −min ( for the smallest vallull e      

  [5.3b]   

 where   α   max  and   α   min  are the location parameters, and   β   max  and   β   min  are the 

scale parameters. The location parameters   α   max  and   α   min  are F nXFF ( )1 1 1 /     and 

F nXFF ( )1 1 /    , respectively, where FXFF − ⋅( )1      =  inverse CDF of the initial variate  X , 

and  n  = sample size of the initial population  X . The scale parameters   β   max  and 

  β   min  are defi ned as  n⋅f   X   (  α   max ) and  n⋅f   X   (  α   min ), respectively, where fXff ⋅( )  = PDF 

of the initial variate  X .  

  5.2.2     Exceedance probability 

 Exceedance probability is referred to as the probability that a certain value 

will be exceeded in a predefi ned future time period. The exceedance proba-

bility can be used to predict extreme events such as fl oods, earthquakes, and 

hurricanes (Lambert  et al ., 1994; Kunreuther, 2002). This probability could 

be dependent on or independent of the PDFs of the existing observations 

(Ang and Tang, 1984). 

  Distribution independent exceedance probability : when the number 

of existing observations is not enough to estimate the PDF of the exist-

ing observations, the exceedance probability  p  exd  (i.e., probability that the 

observed largest value among  n  existing observations will be exceeded in  N  

future observations) is  

    p
N

N nexd = ( )     [5.4]   

  Distribution dependent exceedance probability : considering the PDF of 

existing observations can lead to more accurate estimation of exceedance 

probability. If  Y  max ,n   is the largest value among  n  existing observations (i.e., 

 Y  max ,n   = max{ X  1  , X  2  , …, X   n  }) and the initial distribution of  X  is associated 

with Type I or II asymptotic distribution, the probability that the largest 

value among  N  future observations  Y  max ,N   is larger than  Y  max ,n   is  

    P
N
n

exp( )Y YN nYmax,YY ,YY> = − −⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

1        [5.5]    
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  5.2.3      Availability of monitoring data for performance 
prediction 

 The relation between the predictor variable (i.e., time) and the response 

variable (i.e., physical quantity) can be formulated by a prediction function 

f   p  ( t ) approximated to fi rst, second or third order (Frangopol  et al ., 2008) as  

    f t c tp if tf c i

j

m

( ) cc=
=
∑∑

0

    [5.6]   

 where  c   i   = coeffi cient,  m  = order of the prediction function (i.e.,  m  = 1, 2, or 

3), and  t  = time. The real physical quantity  q   t   can be expressed as  

    q f t et pff t( )        [5.7]   

 where  q   t   = monitored data at time  t , and  f   p  ( t ) and  e   t   are the regression func-

tion and the error between values from the monitored data and values from 

the prediction function at time  t , respectively. The linear performance pre-

diction model based on monitoring data during  t   m   days is shown in Fig. 5.1a. 

In general, the errors between the values from the linear regression model 

and the actual data can be assumed normally distributed with mean value 

0, if the data are mutually independent, the number of data is large enough, 

and the regression model is obtained appropriately (Rosenkrantz, 1997). 

For this reason, the largest values from the errors as initial variate can be 

expressed as the Type I asymptotic PDF, as shown in Fig. 5.1b.      

 The availability of monitoring data for performance prediction is defi ned 

as the probability that the performance prediction model based on monitor-

ing data is usable in the future (Kim and Frangopol, 2011). The performance 

prediction model in a non-usable state can become usable by establishing a 

prediction model based on new monitoring data. The criterion for availability 

of monitoring data is as follows: if the largest error between values from per-

formance prediction model and monitoring data in future  t   f   days exceeds the 

largest error during the monitoring period  t   m   days, the monitoring data cannot 

be used for prediction of the structural performance. Therefore, the average 

availability A    of monitoring data for performance prediction can be defi ned 

as (Ang and Tang, 1984)  

    A
T
t

p T tLTT

f
L fT tT= ⋅ ( )tf + ( )p( )( )ft( ) ≤ TTT0)pp− ( )tft     [5.8]   
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 where p ( )tf = − ( )t tft m−1 exp  (see Equation [5.5]), and  T   L   is the time to 

lose the usability of the prediction model. The expected average availability 

of monitoring data for prediction is (Ang and Tang, 1984)  

    E
t

p x dx
t
t

t

tf

m

f

f

m

tft( )A = − ⋅ ( ) = −
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
∫1

1
1

0∫∫ exp     [5.9]   
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 5.1      (a) Performance prediction model based on monitoring data; and 

(b) PDF of the error between the values from the prediction model and 

the actual data (i.e., normal PDF), and the associated largest value PDF 

(i.e., Type I asymptotic PDF).  
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 The expected average availability of monitoring data E ( )A     can be used for 

optimum monitoring planning (Kim and Frangopol, 2011), where the for-

mulation of the bi-objective optimization problem is associated with maxi-

mization of E ( )A     and minimization of monitoring cost.  

  5.2.4     Bayesian updating 

 The limited monitoring data can be used to systematically update existing 

information or judgements by using Bayesian techniques. Furthermore, 

the updated results can lead to better performance prediction (Frangopol, 

2011). If the existing parameter   θ   is a random variable with PDF fΘff ′ θ( )θ  and 

the monitoring data provide the likelihood function  L (  θ  ), the updated PDF 

fΘff ″ θ( )θ  of the parameter   θ   can be obtained as (Ang and Tang, 2007)  

    f
L f

L f d
Θff

Θff

Θff
″

′

′
θ

θfΘff ′

θfΘff ′ θ
( )θ = ( ) ( )θ

( )fff ( )θ
−∞

∞

∫−

    [5.10]   

 The updated mean μθ
″  and standard deviation σθ

″ of the random variable 

  θ   are  

    μ θ θμμ″
−∞

∞
″ ( )∫−

dθfθ ″ ( )θff     [5.11a]    

    σ θ μ θθ θ μμ″ ″θ
−∞

∞
″−θθ(( ) ( )⎡

⎣⎣⎣
⎤θ
⎦⎥
⎤⎤
⎦⎦∫−

2
0 5

f dθ″ ( )θ     [5.11b]   

 For example, suppose the initial error between the values from the linear 

regression model and the actual data is normally distributed as shown in 

Fig. 5.1, and the mean and standard deviation of the error  E  are 0.0 and 

5.0 (i.e.,  N (0; 5)), respectively. The additional information from monitoring 

shows that the PDF of the error is normal with  N (0; 4). Therefore, the prior 

PDF f eff ′ ( )  and likelihood PDF  L ( e ) are  

    f e
e

ff ′ ( ) = − ⎛
⎝
⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
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⎣
⎢
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⎣⎣

⎤

⎦
⎥
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5 2

1

2 5⎝⎝⎝

2

π
exp     [5.12a]    

    L e
e( ) = − ⎛

⎝
⎛⎛⎛
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 Since 1 16 05.16/ ,f eff( ) ( )
−∞

∞

∫−
′ d  the updated PDF f eff ″ ( )  is 

0.1277exp(–0.05125 e  2 ) as indicated in Equation [5.10]. According to Equation 

[5.11], the mean and standard deviation of the updated error are 0 and 3.124, 

respectively. Figure 5.2 shows the prior, likelihood, and updated PDFs.      

 The Bayesian updating approach has been treated as an attractive tool 

to establish more rational structural performance prediction and life-cycle 

analysis. Orcesi and Frangopol (2011) proposed a probabilistic approach 

for optimum maintenance planning using monitoring data, where time to 

failure is predicted and updated through the Bayesian process, and opti-

mum maintenance plans with and without updating are compared. In 

Okasha and Frangopol (2012), an approach using Bayesian updating based 

on several algorithms (e.g., Metropolis-Hasting algorithm, slice sampling 

algorithm) is presented for more accurate system performance prediction 

and life-cycle analysis.  

  5.2.5     Performance prediction error and loss function 

 The uncertainty of the monitored data has a signifi cant effect on the moni-

toring plan (Kim and Frangopol, 2009). The use of the non-usable monitored 

data for performance prediction can result in monetary loss. This loss can 

be incurred when damage prognosis and structural performance estimation 

0
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 5.2      Prior, likelihood, and updated PDFs of the error between the values 

from the prediction model and the actual data.  
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are inaccurate; ultimately, this loss may lead to untimely and inappropri-

ate maintenance actions in addition to unexpected unserviceability of civil 

infrastructure systems. In order to quantify the monetary loss statistically, 

the loss function based on prediction error can be used (Taguchi  et al ., 1988). 

The prediction error is expressed as the difference between the actual value 

of parameter   θ   and its estimated parameter 
�
θ     (i.e., θ θ

�
   ) (Ang and Tang, 

1984). If the loss function is expressed as  

    f clff ( )� ⋅cl ( )θ θ
� 2

    [5.13]   

 where  c   l   is the monetary loss due to an error in the estimation, the expected 

loss  E  Loss  can be obtained as  

    
f d clLossff ( )⋅ ( ) = ⋅cl { }( ) + ( )−

−∞

∞

∫−
θd ( ) + () + (() ( ) {( )ff

    
[5.14]

   

 where fΘff θ( )    is the PDF of   θ  , and   μ     θ    and   σ     θ    are the mean and standard devia-

tion of the parameter   θ  , respectively. Figure 5.3a and 5.3b show the loss func-

tion fLossff ( )θ θ,θθ
�

 and the PDFs fΘff θ( )    of the three cases indicated in Table 5.1. 

The expected loss  E  Loss  of case 1 has the smallest value, and case 3 provides 

the largest  E  Loss  among these three cases as shown in Fig. 5.3c.           

 In general, as the sample size increases, the prediction accuracy can be 

improved. The loss function considering cost of sampling can be used to fi nd 

the optimal sample size. Assuming that the loss function is  

    c nl scff ( )n
�

= c ( )θ θ
�

+ ⋅csc
2

    [5.15]   

 where  n  = number of samples,  c   s   = cost per sample, and the parameter   θ   is 

normally distributed, the optimal sample size  n  opt  to minimize the expected 

loss is (Ang and Tang, 1984)  

Table 5.1     Mean and standard deviation of parameter   θ   for three cases 

 Case 1  Case 2  Case 3  Remarks 

 Mean   μ     θ       μ     θ ,  case1     μ     θ ,  case2     μ     θ ,  case3   μ θθ μ θθ μ θθμ θμ μμ μμ, ,μμμ ,<θθθ =θ
� � ��

 

 Standard 

deviation   σ     θ    
   σ     θ ,  case1     σ     θ ,  case2     σ     θ ,  case3     σ     θ  , case1  =   σ     θ ,  case2  <   σ     θ ,  case3  
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 5.3      (a) Loss function; (b) PDFs of parameter   θ  ; and (c) expected losses 

of three cases defi ned in Table 5.1.  
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    nopt without prior information= ⋅σθ
c
c

l

s

    [5.16c]   

 where σθ
′ = prior standard deviation of the parameter   θ  . 

 When the monitoring system provides daily physical quantities, the opti-

mal monitoring days can be obtained using Equation [5.16]. As an exam-

ple, consider the error between the value from the linear regression model 

and the actual data as shown in Fig. 5.1. The loss function is expressed by

f e e t c e e c tm lc s mtff , ,e
� �( )) = cc −(( ) ⋅2 + , where  c   l   = 1000 and  c   s   = 10. When the stan-

dard deviation of the error   σ    e   is 4.0, the optimal number of monitoring days 

is 4·10 = 40 days (see Equation [5.16c]). If the prior information indicates 

σe
′  = 2.0, the optimal number of monitoring days is 36 days (see Equation 

[5.16a]).   

  5.3     Decision analysis based on availability of 
SHM data 

 Continuous long-term SHM is needed for reliable assessment and predic-

tion of the structural performance; it can lead to preventing unexpected 

failure of a structure by applying appropriate maintenance actions on time. 

However, this is not practical, due to limited fi nancial resources. Therefore, 

cost-effective SHM is needed. In this section, decision analysis based on the 

availability of SHM data for cost-effective SHM planning is presented. As 

mentioned previously (see Section 5.2.3), the expected average availability 

of SHM data is formulated using the statistics of extremes and the perfor-

mance prediction based on SHM data. 

  5.3.1     General concepts of decision analysis 

 Decision analysis has been widely used for engineering planning and design 

processes (Dixon, 1966; Benjamin and Cornell, 1970; Saari, 2006). The vari-

ous factors of a decision analysis can be represented by a decision tree con-

sisting of the sequence of decisions (i.e., alternatives) and the associated 

probabilities and outcomes. The main purpose of the decision analysis is 
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to make the best decision by comparing all the possible alternatives. If the 

decision is expressed in terms of a monetary value, the decision associated 

with the minimum expected monetary loss (EML) is the solution. 

 A decision tree with  n  alternatives is shown in Fig. 5.4a. The rectangular 

and circular nodes in this fi gure indicate decision nodes and chance nodes, 

respectively. The decision tree begins with a decision node where there are 

 n  alternatives. Each alternative can lead to several possible outcomes origi-

nating from a chance node. The EML of the  i th alternative EML( a   i  ) is (Ang 

and Tang, 1984):   

    EML a p cip j ic j
j

mi

( ) ⋅pip j
=
∑∑ , ,j i

1

       [5.17]   

 where  m   i   is the total number of consequences of alternative  a   i  , and  p   i,j   and 

 c   i,j   are the probability and monetary value of the  j th consequence associ-

ated with alternative  a   i  , respectively. It should be noted that the outcomes 

from a chance node are mutually exclusive and collectively exhaustive (i.e., 

pi j
j

mi

=
=
∑ 1 0.

1

). According to the minimum EML, the optimal alternative  a  opt  

is determined as that having the minimum EML among  n  alternatives:

   EML ( )aopt { }EML EML EML EMLaEML ai nEML a( ) ( ) ( )) ( )i a{EMLEML ( ) aEML) () aiEML (     [5.18]
    

  5.3.2      Decision analysis based on availability of SHM data 
for cost-effective SHM planning 

 The EML of SHM planning is formulated by using the expected average 

availability and monitoring cost. The SHM planning associated with min-

imum EML is selected as the optimum SHM plan. As shown in Fig. 5.4b, 

each monitoring plan has two events: the monitoring data for performance 

prediction are usable and not usable during the prediction duration. For 

the event of usable monitoring data during the prediction duration, the 

corresponding probability and monetary value are Ei ( )A     and  c   i,u  , respec-

tively. The probability and monetary value associated with the event of 

non-usable monitoring data during the prediction duration are 1 − ( )E (i     

and  c   i, nu , respectively. According to Equation [5.17], the EML of monitoring 

plan  i  is  

    EML nuPlan i E c E ci ic u iE i( ) ( )AA +cic u − ( )A⎡⎣⎡⎡ ⎤⎦⎤⎤ ⋅ ,ii,u ( )⎣ ⎦1     [5.19]   
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 The expected average availability of monitoring data for prediction Ei ( )A     

is defi ned as shown in Equation [5.9]. According to the minimum EML as 

indicated in Equation [5.18], a cost-effective SHM plan that provides opti-

mum monitoring and non-monitoring time periods can be established. 

 As an illustrative example, it is assumed that the monitoring cost is pro-

portional to the monitoring duration, and the monitoring costs per day for 

the usable and non-usable cases can be estimated using the monitoring cost 

c   o   during  t  mo  days as  
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5.4      (a) Generic decision tree; and (b) decision tree for cost-effective 

SHM planning.  
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 where  t   m,i   = monitoring duration,  t   f,i   = prediction duration of monitoring plan 

 i , and  c  loss  = monetary loss per day due to the use of non-usable monitoring 

data for performance prediction. Substituting Equations [5.20a] and [5.20b] 

into Equation [5.19] leads to EML for plan  i  as  
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  [5.21]   

 Assuming  c   o   = 10 000 and  t  mo  = 100 days, the relation of the ratio of monitor-

ing duration to prediction duration (i.e.,  t   m  / t   f  ), EML, and the monetary loss 

 c  loss  is presented in Plate VIa in the color section between pages 374 and 375. 

Figure 5.5a shows EML versus  t   m  / t   f   for various values of  c  loss  (i.e., 0, 50, 100, 

150 and 200). From this fi gure, it can be seen that as the loss  c  loss  increases, the 

monitoring plan associated with the larger  t   m  / t   f   is the optimum monitoring plan 

according to minimum EML criterion. For  c  loss  = 100, the optimum monitoring 
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 5.5      (a) Relations between t m /t f  and EML for  c  loss  = 0, 50, 100, 150 and 200 
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plan has the ratio  t   m  / t   f   = 1.15, and the associated EML = 86.69 as shown in 

Fig. 5.5b.      

 Typically, the decision to ensure the desired level of structural perfor-

mance during the specifi c lifetime of a structural system under risk has to be 

made with incomplete and uncertain information (Ang and De Leon, 2005). 

The decision analysis has been treated as a rational and effi cient tool in 

risk assessment of civil infrastructures over the last decade. Einstein (1996) 

introduced an overview of the basic aspects of risk analysis and decision 

making, including the examples associated with several tunnel projects. The 

decision-making framework for risk assessment, including discussions on 

risk acceptance criteria and associated expected loss, has been presented 

(Ditlevsen, 2003; Faber and Stewart, 2003; Hsu  et al ., 2012). Furthermore, 

the risk informed decision analysis for life-cycle analysis under uncertainty 

can be found in Ang (2011).   

  5.4     Life-cycle analysis using monitoring data 

 Accurate service life prediction of a deteriorating civil infrastructure can 

lead to cost-effective maintenance management for extending its service 

life. The deterioration process of structures and infrastructures depends 

on the various environmental and mechanical stressors under uncertainty 

(Smoak, 2002; Moan, 2005; NCHRP, 2006). The effi cient integration of SHM 

into service life prediction of a deteriorating civil infrastructure can improve 

the accuracy and reduce the uncertainty associated with the life-cycle analy-

sis, and fi nally lead to cost-effective and more rational maintenance man-

agement (Frangopol, 2011). 

  5.4.1     Life-cycle performance and cost analysis 

 Limited fi nancial resources should be allocated in a rational way so that life-

time structural performance can be improved, and the service life of a struc-

ture can be extended, ensuring the structural safety over the lifetime (Das, 

1999; Stewart, 2006). This requires reliable modeling of loadings, accurate 

prediction of structural performance, and proper estimation of maintenance 

management cost over time (Frangopol and Liu, 2006; Pandey  et al ., 2009). 

Since time-dependent structural deterioration processes under continuously 

changing environmental conditions are highly uncertain, reliability-based 

approaches for life-cycle analysis are necessary (Estes and Frangopol, 1999; 

Frangopol and Maute, 2003; Kong and Frangopol, 2003, 2005). 

 The reliability of a structure is expressed using a state function (Ang and 

Tang, 1984). The state function  g ( X ) is  

    g g X X XnX( ) ( )1 2X ,2X …     [5.22]   
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 where X = ( )X X Xn1 2X ,2X …  is a vector of random variables. The state of the 

structure can be determined by  g ( X ) as follows: (a) [ g ( X ) > 0] =  safe state ; 

(b) [ g ( X ) < 0] =  failure state ; and (c) [ g ( X ) = 0] =  limit state . The reliability  p   S   

and the probability of failure  p   F   are  

    p f
g

( )
( )>
∫ Xff

X

x x)d
0

    [5.23a]    

    p f
g

( )
( )<
∫ Xff

X

x x)d
0

    [5.23b]   

 where  f   X   ( x ) = joint PDF of  X . Furthermore, time-dependent reliability  p   S  ( t ) 

at time  t  is formulated from Equation [5.23a] as  

    p t f t tt

g t

( ) = ( )⎡⎣ ⎤⎦⎤⎤ ( )( )
( )⎡⎣⎡⎡ ⎤⎦⎤⎤>
∫ Xff

X

xt)⎤⎤ d
0

    [5.24]   

 Maintenance actions can improve the structural performance (e.g., reliabil-

ity) and extend the service life of a structure. Figure 5.6 shows the effect of 

maintenance on the structural reliability. The service life of a structure  t  life  can 

be defi ned as the time when the reliability  p   S   reaches the predefi ned thresh-

old reliability  p   S, thres . As shown in this fi gure, the fi rst and second maintenance 

actions lead to improvement of the reliability by  Δ  p   S, ma1  and  Δ  p   S, ma2 , respec-

tively. Accordingly, the service life extension under the fi rst maintenance is 

( t  life,ma1  –  t  life ,o  ), and under the fi rst and second maintenances is ( t  life,ma2  –  t  life ,o  ).      
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 The types and times of maintenance actions have to be determined 

considering the maintenance cost, the improvement of structural perfor-

mance, and the extension of the service life. Through an optimization pro-

cess, the reliability-based life-cycle analysis can be performed to fi nd the 

optimum types and times of maintenance actions. The minimum expected 

total cost is the life-cycle optimization criterion for the deteriorating civil 

infrastructure (Frangopol  et al ., 1997; Frangopol and Maute, 2003; Kong and 

Frangopol, 2005). The general formulation of the expected life-cycle cost  c  ET  

is (Frangopol  et al ., 1997):  

    c c c c cMET INI Ic NS FAIL= +cINI + +cM     [5.25]   

 where  c  INI  = initial cost (i.e., design and construction cost),  c  INS  = inspection 

cost, and  c   M   = maintenance cost. The expected cost of failure  c  FAIL  in Equation 

[5.25] is defi ned as (Frangopol  et al ., 1997):  

    c p cF , life fc ail⋅pF lif        [5.26]   

 where  p   F ,life  = lifetime probability of failure, and  c  fail  = monetary loss due 

to structural failure.  p   F, life  is defi ned as the maximum value of  p   F   during the 

predefi ned lifetime.  

  5.4.2      Effects of SHM on performance and service life 
prediction 

 Deteriorating civil infrastructure systems are usually monitored at potential 

critical locations. The purpose of SHM includes detecting and identifying 

damages at potential critical locations, assessing and predicting structural 

performance, and providing information for more reliable maintenance plan-

ning (Frangopol  et al ., 2008). Effi cient use of SHM can lead to improvement 

of accuracy associated with structural performance assessment and predic-

tion, and fi nally can result in cost-effective maintenance management. 

 The possible effects of SHM on the prediction of structural performance 

index and service life under uncertainty are illustrated in Fig. 5.7. In this fi g-

ure, there are three cases, as follows:   

• Case I  is associated with initial structural performance index prediction 

without updating based on monitoring data.  

• Case   II  indicates that SHM is performed at time  t  mon , and the mean 

values of the updated structural performance index  E ( P   II  ) and service 

life  E ( t  life,   II  ) are less than the mean of initially predicted performance 
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index  E ( P   I  ) and service life  E ( t  life ,I  ), respectively. In this case, it is clear 

that inaccurate prediction of structural performance index can delay 

the maintenance and endanger the survival of the structure (Frangopol, 

2011).  

   • Case   III  shows that the updating based on SHM can lead to prediction of 

higher mean values of structural performance index  E ( P   III  ) and service 

life  E ( t  life,   III  ) than  E ( P   I  ) and  E ( t  life ,I  ), respectively, and unnecessary main-

tenance actions can be avoided (Frangopol, 2011).    

 The PDFs of the structural performance index and of the service life of these 

cases are illustrated in Fig. 5.7. The updating using SHM data can reduce the 

dispersions of both structural performance index and service life prediction.  

  5.4.3      Effi cient use of monitoring data for structural 
performance prediction 

 If the SHM is applied, the expected total cost will be (Frangopol and 

Messervey, 2007)  

    c c c c c cM′ ′ ′ ′ ′ET INI Ic NS FAIL mon+c′c INI +c M′c +     [5.27]   
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 where  c  mon  = monitoring cost. The superscript ′ indicates costs in Equation 

[5.25] affected by monitoring. The benefi t of SHM  B  mon  can be determined 

as  c  ET  –  c ′ ET  (i.e., difference between the expected costs associated with 

Equations [5.25] and [5.27]). If the application of SHM does not provide 

a benefi t (i.e.,  B  mon  < 0), it will be diffi cult for structure managers to justify 

adopting SHM. For this reason, effi cient use of SHM should be considered 

to maximize its benefi t. 

 Liu  et al . (2009) have introduced a practical approach to assess the perfor-

mance of a structure based on SHM data through formulation of the state 

function as  

    g s e so −s +( ) ⋅1 τ( )t( )tt mon     [5.28]   

 where  s   o   = predefi ned stress (e.g., the maximum stress obtained from exper-

imental studies on strains),  s  mon  = stress derived from monitored data on 

strains, ( )    = time-dependent function at future time  t  that is used to predict 

future component stress, and  e  = measurement error in the monitored data. 

This error is assumed to be normally distributed with zero mean value. The 

time-dependent function τ( )    at time  t  is defi ned as the ratio of the expected 

largest stress during future time period  t  to the largest stress obtained dur-

ing the monitored period (Liu  et al ., 2009). For example, if the appropriate 

distribution of the monitored stress  s  mon  is associated with Type I asymp-

totic form, the CDF of  s  mon  becomes Equation [5.3a]. The largest stress  s  mon ,Nt 
  

among the stresses induced by the expected number of heavy vehicles  N   t   

during a specifi ed future time can be predicted, if  s  mon ,Nt 
  is the characteristic 

largest value (i.e., 1 1 NY ttYY ( )Nt
s /,    ) as follows  

    s
N

N

t

tmon mNt ax

max

ln ln
, = −

−ln ( )( )⎡⎣⎡⎡ ⎤⎦⎤⎤αα
β

1 1− (
       [5.29]   

 Therefore, the time-dependent function   τ  ( t ) is (Liu  et al ., 2009)  

    τ t
s Nt( ) = { }s s snt

⎧
⎨
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;
mon,

ss
1 0.     [5.30]   

 where  s   i   = monitored stress induced by  i th heavy vehicle, and  n   t   = total num-

ber of heavy vehicles during monitoring duration. 

 As an illustrative example, monitored data of an existing bridge 

(Bridge I-39, Northbound Wisconsin River Bridge) in Wisconsin, USA, 
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are used. This bridge is a fi ve span continuous steel plate girder bridge 

with slightly curved girders, as shown in Fig. 5.8 (Mahmoud  et al ., 2005). 

In this example, the monitoring data from channels 3 to 6 installed on the 

bottom face of the bottom fl ange of each girder are used (see Fig. 5.8). 

The histograms and the best-fi t distributions (i.e., generalized extreme 

value PDF) of the monitored stress from channel 3 (i.e., CH 3) of girder 4 

under right and left loading are shown in Fig. 5.9. Through determination 

of the best-fi t PDF and the associated parameters of monitored stress, 

the state function for each girder can be formulated from Equation[5.28] 

as (Liu  et al ., 2009)            

    g s e t
N
N

s
N
N

s
N
N

so
r

t

l

t
l

s

t
s−s +( ) ( ) ⋅⋅ + ⋅l + ⋅s⎛

⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

1 τ mon mN
sr + on mon, ,N mNr on ,     [5.31]   

 where  s  mon , r  ,  s  mon, l , and  s  mon , s   are monitored stresses of component  i  induced 

by right, left, and side-by-side lane loading, respectively. Based on the ini-

tial monitored data, the total number of heavy trucks crossing the bridge 

on the right lane, left lane, and side-by-side in the next  t  years are assumed 

 N   r   = 2500 t ,  N   l   = 1000 t , and  N   s   = 30 t , respectively. Figure 5.10 shows the 

time-dependent exceedance probabilities  P ( s  mon  >  s   o  ) (i.e., probability asso-

ciated with  g  < 0) for girders 1, 2, 3, and 4. The exceedance probability can 
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 5.8      Sensor locations on the I-39 Northbound Wisconsin River Bridge. 

( Source : adapted from Mahmoud  et al ., 2005.)  
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serve in the structural performance assessment and prediction (Liu  et al ., 
2009). Using this approach, the reliability importance assessment and pre-

diction for monitoring planning at system level was performed by Kim and 

Frangopol (2010).        
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  5.5     Conclusions 

 This chapter has presented statistical and probabilistic approaches for effi -

cient prognosis based on SHM information. The concepts of the statistics 

of extremes and decision analysis are employed to establish cost-effective 

monitoring planning considering the loss due to use of non-usable mon-

itoring data. In order to quantify this loss, the loss function is introduced. 

Furthermore, general concepts of life-cycle analysis and possible effects 

of SHM on life-cycle analysis are presented. Finally, a practical approach 

to assessing and predicting structural performance using SHM data is 

presented. 

 The concepts and approaches presented in this chapter are useful for 

effi cient prognosis, cost-effective, and more reliable maintenance man-

agement of civil infrastructure systems. However, signifi cant future effort 

has to be devoted to developing multi-disciplinary methodologies includ-

ing development of advanced SHM technology, statistical and probabilis-

tic computational framework for SHM data acquisition and interpretation, 

and integrated life-cycle approach for optimal monitoring and maintenance 

(Farrar and Worden, 2007; Frangopol, 2011).  
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   5.8   Appendix: Notation used  
        

 A    
 average availability of monitoring data for prediction 

  c  fail   monetary loss due to structural failure 
  c  l   monetary loss due to an error in the estimation 
  c  loss   monetary loss per day due to the use of non-usable monitoring 

data for prediction 
  c  ET   expected life-cycle cost 
  c  INI   initial cost 
  c  INS   inspection cost 
  c  FAIL   failure cost 
  c   M    maintenance cost 

 E ( )A     
 
expected average availability of monitoring data for prediction 

  E  Loss   expected loss 
  e   t    error at time t 
  f  Loss   loss function 
  f  ′  Θ   (  θ  )  prior PDF of parameter  θ  
  f  ″  Θ   (  θ  )  updated (posterior) PDF of parameter  θ  
  f   p  ( t )  prediction function in terms of time t 
  f   X  ( x )  joint PDF of random variables  X  
  F   X  ( x )  CDF of random variable X 
  F   –1   X  ( x )  inverse CDF of random variable X 
  g ( X )  state function consisting of random variables  X  
  L ( θ )  likelihood function of parameter  θ  
  n   t    total number of heavy vehicles during monitoring duration 
  N   t    total number of heavy vehicles during a specifi c future 

duration 
  p  exd   exceedance probability 
  p   F    probability of failure 
  p   S    reliability 
  P   structural performance index 
  q   t    monitored physical quantity at time t 
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  s  mon   stress derived from monitored data on strains 
  t  life   service lifetime 
  t   f    prediction duration 
  t   m    monitoring duration 
  Y  max, n    largest value among n existing observations 
  Y  min, n    smallest value among n existing observations 
   α    location parameter for the CDF of Type I asymptotic 

distribution 
   β    scale parameter for the CDF of Type I asymptotic distribution 

   μ     θ     mean of random variable  θ  
   σ     θ     standard deviation of random variable  θ  
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  Abstract : This chapter discusses the system-level design of a roaming 
multi-modal multi-sensor system and puts the associated general 
problems into a real-life context, based on the case study of Versatile 
On-board Traffi c-Embedded Roaming Sensors (VOTERS) – a sensing 
system to monitor the structural health of roads and bridge decks. 
The design challenges of this and similar distributed sensing systems 
are addressed. First, the background of comparable sensing systems is 
reviewed, then an overview of the VOTERS multi-modal multi-sensor 
system with its system-level requirements for sensing, synchronizing, 
processing, and storing is presented. The focus then shifts to details of 
the hierarchical distribution of work, the organization and structure of 
handling large data amounts including a communication framework, and 
the challenges of enabling sensor fusion. All aspects are considered in the 
context of achieving a fully automated system. 

  Key words : middleware, distributed sensor system, sensor fusion, time 
synchronization. 

    6.1     Introduction 

 With the advances in sensor technology and improvements of algorithms 

for data processing, sensing systems are more widely employed. They are an 

important means of measuring physical quantities in virtually every domain: 

industrial automation, environmental monitoring, and infrastructure moni-

toring, to just name a few examples. Sensing systems have different deploy-

ment strategies. A classical approach uses stationary mounted sensor 

systems, for example in industry automation settings (e.g. sensing process 

variables). In recent years, mobile applications of groups of sensors have 

gained research interest in the form of wireless sensor networks (WSNs), in 

which sensors combine sensing capability with some local computation and 
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wireless communication. WSNs typically employ many sensors with same 

sensing capabilities, with peer-to-peer communication for self-organization. 

Their strength lies in covering large areas through many (mostly stationary) 

sensors where the distributed sensing is combined into a single unifi ed view 

of the covered area. Conversely, roaming sensor systems are sensor sys-

tems that are moved through and survey the area of interest (e.g. by being 

mounted onto a survey vehicle). As a result, fewer sensors can be used to 

cover a larger area. However, roaming sensor systems are typically used for 

observing slow-changing physical phenomena. This chapter discusses the 

system-level design of such  roaming  sensor systems. 

 Sensing challenges in roaming sensor systems stem from the physical 

process to be monitored. Depending on the process, more than one sen-

sor type may be needed to gain a complete view of the measured process. 

As an example, to assess road surface status a camera image showing 

surface cracks may need to be supplemented with a ground penetrating 

radar (GPR) image to examine the road’s subsurface health condition. 

This drives the need for heterogeneous or  multi-modal  sensors. To form a 

complete view, data across the sensing domain need to be fused into a sin-

gle coherent picture. Since roaming sensing systems survey areas of inter-

est, it is important to maximize the coverage in a single pass, which can 

be achieved by mounting multiple sensors of the same type, for example  

in an array confi guration. This drives the need for  multi-sensor  systems 

that combine measurements of many identical sensors into one view of a 

larger spatial area. 

 In consequence, the design of a roaming multi-modal multi-sensor system 

has to deal with many challenges.  Large  amounts of raw data need to be 

stored on the survey system during a survey. The data across homogenous 

multi-sensor compositions and heterogeneous multi-modal sensors need 

to be combined through  sensor fusion . However, as sensors are physically 

distributed on the survey vehicle, data across sensors have to be  spatially 
correlated  to ensure the use of measurements of the same physical feature. 

The system has to allow algorithms for sensor fusion and special correla-

tion to evolve and for raw data from earlier surveys to be reprocessed. For 

this, raw data have to be stored at a central location for later processing. 

To achieve this,  centralized storage  of all raw data are desirable. To con-

trol which area should be surveyed, a  centralized coordination  of survey 

vehicles is desirable. 

 This chapter describes the system-level design of a roaming multi-

modal multi-sensor system and puts the general problems into a real-life 

context. Based on the case study of VOTERS – a sensing system to moni-

tor the structural heath of roads and bridge decks – this chapter describes 

how the general challenges outlined above can be met. VOTERS utilizes 
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a fl eet of survey vehicles to gather information about a larger geographic 

area (city, state).VOTERS addresses the complexity challenge by hierar-

chically distributing the work across fl eet management, vehicle manage-

ment, subsystems and sensors. Each vehicle contains multi-modal sensors 

mounted to the vehicle. Spatial correlation and sensor fusion are enabled 

by strict time synchronization across the subsystems in a vehicle. Sensor 

data are organized into streams and stored locally on the vehicle during 

a survey. After completing a survey, the vehicle returns to its base and 

the data are uploaded to a centralized location for post-processing. In 

consequence, VOTERS offers an effi cient way to survey roads and bridge 

decks over a large geographic area, automating data collection, upload, 

and processing. It offers geo-spatially and temporally correlated survey 

data with convenient central access, and provides invaluable information 

for timely infrastructure investment decisions. 

 This chapter is organized as follows: Section 6.2 motivates the application 

example of monitoring the structural health of our transportation infrastruc-

ture. Section 6.3 reviews the background of sensing systems. Section 6.4 over-

views the VOTERS multi-modal multi-sensor system with its system-level 

requirements for sensing, synchronizing, processing, and storing. Section 6.5 

shows in more detail the hierarchical distribution of work. Section 6.6 discusses 

our organization and structure of handling large data amounts. Section 6.7 

looks at the challenges of enabling sensor fusion. Finally, Section 6.8 concludes 

the chapter with a general summary and outlook for future work.  

  6.2     Need for health monitoring of transportation 
infrastructure 

 Civil infrastructure construction and maintenance represent a large societal 

investment. Despite being the lifeline of commerce, civil infrastructure is 

just at the beginning of benefi ting from the latest advances in sensor tech-

nology. According to the latest ASCE report card 1  the United States’ (US) 

infrastructure scores only a D, and it is estimated that $2.2 trillion in invest-

ments are needed over 5 years to bring the condition of the nation’s infra-

structure to a good condition. 

 There are four million miles of roads and nearly 600 000 bridges in the 

US 2  requiring a broad range of maintenance activities. The ASCE report 

card 1  gives bridges a grade C commenting: ‘More than 26%, or one in four, of 

our nation’s bridges are either structurally defi cient or functionally obsolete. 

While some progress has been made in recent years to reduce the number 

of defi cient and obsolete bridges in rural areas, the number in urban areas 

is rising. A $17 billion annual investment is needed to substantially improve 

current bridge conditions. Currently, only $10.5 billion is spent annually on 

the construction and maintenance of bridges.’ 
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 The same report gives roads only a grade of D-, commenting that 

‘Americans spend 4.2 billion h a year stuck in traffi c at a cost to the economy 

of $78.2 billion, or $710 per motorist. Poor conditions cost motorists $67 

billion a year in repairs and operating costs. One-third of America’s major 

roads are in poor or mediocre condition and 45% of major urban highways 

are congested. Current spending of $70.3 billion per year for highway capi-

tal improvements is well below the estimated $186 billion needed annually 

to substantially improve conditions’. In Reference [1] it is estimated that an 

investment of $930 billion is needed over 5 years to bring bridges and roads 

to an acceptable level. 

 The US faces a monumental problem of infrastructure management in 

scheduling and implementing maintenance and repair, and in prioritizing 

expenditure within budgetary constraints. The effi cient and effective per-

formance of these operations is crucial to ensuring roadway safety, prevent-

ing catastrophic failures, and promoting economic growth. Roadway work 

zones used for assessment and repair are a major source of traffi c conges-

tion, which results in lost productivity and wasted fuel. It is a critical need 

to make the right roadway and bridge deck repairs in the right place and at 

the right time. However, current inspection methods and strategies (Section 

6.2.2) used to characterize roadway and bridge deck conditions are not well 

suited to fulfi ll this need, because they typically only inspect small localized 

areas, only periodically (order of years, if at all), and mainly through visual 

(surface) inspection. 

  6.2.1     Roadway and bridge deck defects 

 Bridge deck and pavement deterioration frequently takes place below the 

surface and cannot be evaluated by visual means (Fig. 6.1). Concrete deck 

deterioration includes delamination arising from chloride induced rebar cor-

rosion, cracking caused by alkali silica reaction (ASR), and cracking caused 

by overloading or excessive vibration. Pavement deteriorates due to inter-

nal moisture damage, debonding, and loss of subsurface support. Reinforced 

concrete (RC) or prestressed concrete (PC) bridge decks are often overlaid 

with an asphalt concrete or Portland cement concrete. The presence of the 

overlay makes it more diffi cult to detect the subsurface deterioration, and 

the overlay can also develop damage due to debonding. Pavement layers are 

subjected to extensive abrasion and deterioration from service loading (e.g. 

traffi c) and environmental attacks (e.g. freeze-thaw, rain, road salts), and 

thus are subject to deterioration.      

 Common types of roadway damage are transverse cracks, longitudi-

nal cracks, tracking, corrugation, potholes, delamination, and seepage. 

Transverse cracks occur more often than longitudinal cracks and can start 

with a fi ne crack of less than 0.5 mm in width and of less than 2 cm in depth. 
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Such cracks are hardly visible when it is sunny, but are visible after rain 

due to the vaporization of the surface water that leaves water in the cracks. 

Small cracks need to be treated to prevent them from developing into larger 

cracks. Large cracks often have widths of more than 1 mm, depths of 5 cm, 

and run meters in length. If large cracks are not sealed, delamination and 

scaling will follow. If the adhesion between pavement and concrete deck 

decreases, the overlay may debond from the deck’s top surface. The loss of 

adhesion may be caused by seepage from cracks or potholes. Local debond-

ing may span only several square centimeters, and can be diffi cult to detect 

because the pavement surface remains intact. Large area delaminations 

may develop into large cracks at the pavement surface and eventually cause 

large potholes and loss of pavement. Feedback effects can complicate and 

accelerate damage progression. Cracks and potholes are often accompa-

nied by seepage. Water enters into the overlay through cracks. The adhesion 

between asphalt and concrete deck is extremely vulnerable to water pene-

tration. Water within cracks of a pavement will stay and seep. This is most 

harmful to asphalt pavement.  

  6.2.2     Current inspection methods 

 Traditional bridge deck inspection methods, such as chain drag, 3  half-cell 

potentials, 4  and chloride contents 4  are slow, require traffi c delay caus-

ing road closures, and are often not effective. Higher speed technologies 

such as GPR, infrared thermography, and scanning impact-echo have been 
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 6.1      Some common defects and deteriorations found in concrete bridge 

decks with asphalt pavement overlay.  
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developed and used to some extent by highway agencies to meet their needs 

for bridge deck condition assessment. 5–12  These technologies may incur the 

need for traffi c closures, or provide insuffi cient spatial data coverage, which 

have reduced their acceptance and reliability. 

 More modern roadway and bridge deck inspection technologies are vehi-

cle-based. They range from profi le-based single or dual channel air-coupled 

GPR 13  and fallen weight defl ectometers (FWD) to vehicles with lane-wide 

digital surface (e.g. video, LIDAR) and subsurface (e.g. GPR array) condi-

tion survey systems. Many of the currently commercially available systems 

can be operated within normal traffi c fl ow, but are used only for inspec-

tion of localized areas with no repeat measurements in mind. A need for 

improved roadway and bridge deck inspection methods and devices using 

low-cost, faster, and easy-to-deploy sensor technology remains. In addition, 

a need to manage and jointly consider data from multiple service providers, 

locations, and inspection dates is highly desired. 

 In Section 6.4 a mobile multi-modal multi-sensor system is introduced 

that includes a number of vehicles of opportunity (VOO), which contin-

uously monitor the network-wide health of roadways and bridge decks in 

an economic way. With the vehicle roaming embedded in the regular traffi c, 

a continuous and non-disruptive measurement becomes feasible. The col-

lected data are geo-spatially and temporally correlated at a central location 

and provides invaluable information for timely infrastructure investment 

decisions.   

  6.3     Sensor systems background 

 Sensor systems have emerged rapidly in recent decades to accommodate the 

growing needs of collecting, monitoring, analyzing, and responding to var-

ious physical sources and phenomena. It becomes more critical as sensing 

systems help improve the effi ciency and accuracy by automating the process 

and eliminating human error compared to traditional human systems. WSN, 

and mobile WSN, is an active research topic related to the concepts and 

principles of the design we propose and has received much attention. 14–16  

Proposed system designs and methodologies to address the ineffi ciency of 

heterogeneous sensor systems range from specifi c applications in personal 

area networks to generic scalable software architectures. In particular, the 

fi eld of WSN in geo-sensors shares similar goals and targets with our design. 

For instance, Reference 17 has designed a data representation abstraction 

for large-scale geo-sensor data with a centralized monitoring system for air 

pollution. Even though work and research have been intensively explored, 

our system differs from them in sensor fusion and sensing topology. 

 Sensor fusion is a technique to combine multiple sources of sensory 

data to create and improve the result better than the effort of individual 
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sensors alone. 18  However, sensor fusion concepts and techniques have not 

received much attention in the geospatial domain. Geological data col-

lected by roaming sensors to observe physical phenomena can be used to 

signifi cantly help study, understand, and improve the geo-affected areas. 

For example, ground penetration radar systems and optical solutions can 

be equipped to use different wave lengths to evaluate the surface and sub-

surface conditions of the road. 19,20  Our design specifi cally targets the road 

surface and subsurface quality and health inspections for preventive main-

tenance, which could change completely the traditional method of US road 

system inspections, due to the innovative sensor fusion framework pro-

posed in our design, 21  and would allow for the fi rst time monitoring of the 

actual deterioration process. A variety of arrays of sensors, with very differ-

ent specifi cations and characteristics, are deployed and their complemen-

tary data are combined to help evaluate the same objective with different 

sensing modalities. For instance, numerous microphones, accelerometers, 

trigger wheels, ground penetration radar devices, infrared sensors, inertial 

measurement units (IMUs), and global positioning systems (GPS) are all 

mounted on the designated vehicle to compose a roaming unit to collect 

data simultaneously. Our distributed heterogeneous architecture differs in 

comparison to similar approaches with respect to the number, types, and 

modalities of sensors. In Reference 22, only accelerometers are used to 

monitor the pothole on the ground. In Reference 23–25, only a limit num-

ber of homogeneous sensors are considered to fulfi ll the requirements of 

sensing one particular task. These approaches fail in accurately measuring 

the task quantitatively, and often are affected severely by the noise due to 

the lack of sensor variety. 

 As part of sensor fusion, multiple levels of data fusion take place, such as 

raw, intermediate and high, depending on the amount of processing power 

and data integration. 26  In our design, three processing levels are deployed, 

namely sensor, vehicle, and centralized managers; all are built with sensor 

fusion in different granularity. The raw data from multiple homogeneous 

sensors are collected to perform the fi rst level of sensor fusion, raw data pro-

cessing, and data reduction. Afterwards, necessary information is transmitted 

together on a vehicle, so that on-board heterogeneous sensor fusion is exe-

cuted. Lastly, multiple vehicles transmit processed data back to the central-

ized manager for post-processing. This is the highest level of sensor fusion 

and data mining that can be performed with the aid of a geographic infor-

mation system (GIS) backed by a geospatial and temporal database. During 

the three-fold processing strategy, plug-ins are used to carry out all the tasks 

algorithmically. No similar level of data fusion schemes has been developed 

or researched. Reference 22 has proposed the concept of pushing process-

ing to different granularity; however, they in general do not have a concrete 

implementation, and no sensor fusion is considered to improve the results. 
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 The sensing topology is defi ned as the structural hierarchy built to cope 

with the heterogeneous sensor framework for multi-tier processing and 

decision-making strategy. The communication infrastructure is essential as 

the backbone of the sensing topology to provide a robust, scalable, fl exi-

ble and fault-tolerant distributed roaming system. In health care applica-

tions 27,28  presented their architectures with a centralized server managing 

multiple instances of mobile sensors. Reference 22 has designed a queu-

ing software layer for transmitting data with the open Wi-Fi as the network 

media. Reference 16 has proposed a generic querying interface built on 

hardware directly, operating system (OS) dependent or application depen-

dent. However, these designs do not all consider the combined effect of dis-

tributed computing environments with roaming heterogeneous sensors and 

various network media, which in turn makes the communication systems for 

their systems fairly simple and straightforward. 

 Due to the nature of a distributed roaming sensor system, the selection 

of multiple communication media is inevitable. Ethernet, Wi-Fi, and cellu-

lar network are incorporated into one design as the unifi ed communication 

channel from vehicle managers to the centralized manager. Ethernet and 

Wi-Fi have higher bandwidth and lower latency, with a relatively stable net-

work condition, but are not ubiquitously available citywide. In contrast, a 

cellular network has a fairly low speed and high latency, but good coverage 

in metropolitan areas. Therefore, Ethernet and Wi-Fi are used for bulk data 

handling, where large amounts of data need to be uploaded from vehicle to 

the server. Meanwhile, the cellular channel is used to dynamically monitor 

and control the vehicle in real time. The term ‘real time’ here is not defi ned 

by a preset numerical time constant, but instead by qualitative expressions 

such as ‘instantaneously.’ Hence, it leads the necessity to have a software 

layer that can communicate seamlessly across multiple platforms. A mid-

dleware framework has been adopted in our system to fulfi ll this require-

ment. The sensing topology determines that the middleware solution is most 

suitable and cost-effi cient, given data marshaling/de-marshaling, Quality of 

Service (QoS), real-time features, etc. 

 Unlike other system frameworks, where mobile units are entirely auton-

omous and the centralized server is not responsible for managing or confi g-

uring these mobile units, 16,22  the centralized manager can be used to track, 

manage, control, and confi gure multiple vehicle managers. Moreover, it pro-

vides advanced features such as geo-referencing, sensor snapshot, and other 

operations on temporal and spatial data requiring real-time management 

with the sophisticated geospatial database. GIS data processing has been 

widely used in the fi eld of geo-sensors 29,30  to help identify features and infor-

mation with the aid of specialized GIS analysis features backed by a database. 

However, they do not all incorporate any real-time control and feedback 

mechanism, concentrating only on post-processing the related data.  
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  6.4     VOTERS mobile sensor system overview 

 The VOTERS project (www.neu.edu/voters) provides a framework to com-

plement periodical localized inspections of roadways and bridge decks with 

continuous network-wide health monitoring. 21  In order to enable continuous 

monitoring, VOTERS uses a set of sensors mounted on a fl eet of vehicles 

called VOOs. VOOs are traffi c-embedded, i.e. they will roam through daily 

traffi c while collecting data. This eliminates hazardous, congestion-prone 

work zones that are typically set up to gather these critical inspection data 

sets. At the same time, utilizing VOOs for collection improves safety for 

the driving public and inspection personnel. Most importantly, using traffi c-

embedded VOOs opens the opportunity to monitor much more frequently 

larger stretches of the roadway infrastructure, which provides maintenance 

decision makers and researchers with a temporal and spatial data set not 

available with current inspection methods. 

 VOOs are considered mobile roaming sensor platforms that are driving 

around a city or other area, collecting inspection information as a by-prod-

uct. Taxis, buses, postal service vehicles, city or private vehicles, transpor-

tation, or other fl eet vehicles are all good candidates to be VOOs. Each of 

them would be equipped with an autonomous multi-modal multi-sensor 

(acoustic, electromagnetic, and optical) VOTERS sensing system (Section 

6.4.1), which only requires power from the host vehicle. Each VOTERS sys-

tem will be in communication with a control center via a wireless communi-

cation link (Section 6.5.1) while collecting data. Once returned to operation 

base, bulk-collected data will be transferred via a higher speed communica-

tion link, such as 802.11n. 

 This framework allows the collection of sensor data at traffi c speeds that 

contain roadway and bridge deck surface and subsurface condition informa-

tion. Over time the VOOs will achieve a continuous network-wide health 

monitoring of roadways and bridge decks. One key element is the accu-

rate registration of all data streams in time and space (Section 6.7.1). The 

collected and/or on-board processed data will be transferred to the control 

center for further analysis, visualization, and decision making, i.e. prioritiz-

ing areas to be repaired. An important additional benefi t will be the creation 

of time-lapse data sets that allow monitoring and analysis of the deteriora-

tion process over time, thereby providing experimental results that can be 

compared with and used to improve existing life-cycle models. 31–34  

 The success of this concept will rely on the VOTERS sensing system being 

economical, light-weight, compact packaging, and non-interfering with the 

normal operation of the VOOs. It further depends on smart algorithms that 

can reduce the amount of data to be transferred from the VOOs to the con-

trol center at various levels throughout the system (Section 6.6), because the 
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bandwidth of current cellular technology is insuffi cient or cost-prohibitive 

for the large amount of data collected. 

  6.4.1     Multi-modal sensing 

 VOTERS has developed four new prototype sensing systems that collect 

data containing surface and subsurface (maximum of 1 m deep) condition 

information of roadways and bridge decks to locate and map defects at traf-

fi c speed, and is currently testing their performance. Each sensing system 

contains several multi-sensor systems in the acoustic, optical, and electro-

magnetic domains:

   Acoustic technology that uses tire-induced vibration and sound waves • 

to determine surface texture and subsurface defects such as debonded 

asphalt layers. The waves are recorded with directional microphones 35–38  

and a newly developed dynamic tire pressure sensor (DTPS). 39,40   

  Improved air-coupled GPR array technology that will map subsurface • 

defects such as corroded rebar, trapped moisture, voids, and the pave-

ment layers (thicknesses and electromagnetic properties). 19,20   

  Millimeter-wave radar technology (24 GHz) for the near-surface inspec-• 

tion of roadways and bridge decks focusing on pavement condition 

change detection and surface features covering the roadway, such as ice, 

water, or oil. 41   

  Video technology used to capture surface defects and automatically • 

analyze any increase in defects over time. 42     

 Prototypes of these sensor systems have been developed and deployed on 

the VOTERS prototype vehicle. Their design, specifi cations, and function-

ality are described in the references given above. Here the focus is on how 

these sensor systems are integrated into the overall mobile VOTERS sens-

ing system, the types of data collected, how the data relates to the roadway 

and bridge deck defects we want to map, how their large size infl uenced 

the system design and architecture, and how they are routed through the 

VOTERS system.  

  6.4.2     Data types 

 In this multi-modal sensor system, special consideration has to be given 

to the type of data collected by the sensor system/domain. The type infl u-

ences potential processing and storage requirements. Figure 6.2 depicts 

example sources for the data types considered in the framework.      
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  Single Data Point:  The simplest data type is a single data point per loca-

tion  x  and time  t . The spatial and temporal interval to the next data point 

depends on the trigger mode (distance or time) of the system, and can 

vary. An example of such a data stream is the amplitude of the millime-

ter-wave radar (Fig. 6.2d). Initial processing can be as simple as using a 

threshold or change detection, but also windowing, transformation to the 

frequency domain, and looking for a pattern in a fi nite subset of such a 

data stream. 

  Continuous Samples : Another data type is a continuously sampled sen-

sor (time triggered only) e.g. a microphone that collects acoustic waves 

(Fig. 6.2c). A common way to process such data is to transform them into the 

frequency domain to perform an analysis, or to do a principle component 

analysis. In order to detect the differences between two frequency curves 

in Fig. 6.2c, one solution is to create a feature vector for each sample set 

using appropriate sampling strategies (e.g. uniform distributed sampling) to 

represent the data. 

  Distance Triggered Finite Length Series : A third data type is the collec-

tion of a fi nite length time series at distance triggered intervals (trace) e.g. 

as the GPR array sensor system (Fig.6.2b). GPR traces can be analyzed 

in one dimension through change detection from one trace to the next 

or by quickly inverting them for the underlying model (e.g., thickness di    

and electromagnetic properties of the roadway layers: conductivity σ  and 

dielectric constant ε ). A collection of GPR traces can also be simulated 43–46  

and processed in two dimensions, looking for patterns in the  x-t  images 

with a variety of pattern recognition methods including artifi cial neural 

networks. 47–50,43–46  

  2D Data : Video or image data (2D arrays) capturing a defi ned fi eld of 

view is the fourth data type (Fig. 6.2e). Here, image processing algorithms 

can be applied to detect cracks. 42  

 The diverse set of data types infl uence the system design in many aspects: 

synchronization across sensors, spatial relationship, sensor fusion process-

ing/feature extraction, as well as in the form of centralized displaying the 

results.  

  6.4.3     Bulk data requirements 

 While a VOO is roaming through the traffi c collecting data, the raw col-

lected data need to be stored on the vehicle. Once returned to the vehicle 

base, the raw data will be uploaded to a central location for further pro-

cessing. Preserving raw data streams enables repeatedly post-processing the 

valuable survey data for fusion/feature extraction algorithm development. 
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 6.2      (a) Schematic of VOTERS roaming sensor system (van) equipped 

with an access point and multi-modal sensor systems. They collect data 

streams sensing roadways for surface and subsurface defects, layer 

thickness, and properties. Four different types of data are collected: (b) 

GPR traces (c) acoustic waves (d) millimeter-wave radar, and (e) video 

images.  
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At the same time, this increases the storage and data handling demands for 

the overall system. This section overviews data rates for each sensor and the 

complete system. 

 A VOO will collect sensor data from fi ve different domains. Table 6.1 

shows the data rates for these sensors. The most data intense sensors are 

the GPR array, with more than 300 GB/h, and the video camera, with 

more than 450 GB/h. Both sensors will be distance triggered to capture 

the same area regardless of the speed at which the VOO travels. The trig-

ger distances are set based on coverage of the individual sensor allowing 

for 15% overlap between measurements. The highest rates are produced 

when the VOO travels at maximum speed of 100 km/h. Conversely, acous-

tic microphones, DTPS, and the millimeter-wave radar are time triggered. 

They collect at a sampling rate of 25  μ s providing suffi cient resolution 

even at maximum speed. Their collection speed is not reduced at lower 

velocities, since these sensors still lead to much smaller data rates. In 

addition to the sensors, the vehicle’s position, inertia, and tilt information 

is recorded. The amount of data collected for position-related informa-

tion, however, is negligible compared to the main sensor systems. In total, 

a single VOO produces 781 gigabytes per hour when driving at 100 km/h 

(highway speed).      

 The above calculations show the data volumes for a single VOO. To com-

pute the demands for a complete fl eet of fi ve vehicles that concurrently roam 

an area of interest, we assume that each vehicle travels at 50 km/h on an 

average. We further assume that each vehicle collects 4 h of new data every 

day, as vehicles may not be utilized the whole time and may re-traverse suf-

fi ciently surveyed areas. With these assumptions, a VOTERS fl eet produces 

about 8 TBytes/day. This demands signifi cant efforts for storage and backup 

of the centralized survey data.   

 Table 6.1     Worst-case scenario of data rates per hour for VOTERS sensing system, 

assuming a maximum velocity of 100 km/h for the distance triggered systems 

 Sensor  Max 

sensor 

 Min trigger 

interval 

 Points/

sensor /

trigger 

 Size/

point/

(byte) 

 Data 

rate 

(GB/h) 

 GPR array  16  0.01 m  1024  2  305.2 

 Acoustic microphones  4  25  μ s  1  4  2.1 

 Dynamic tire pressure  2  25  μ s  1  4  1.1 

 Millimeter-wave radar  10  25  μ s  1  4  5.4 

 Video images  1  1 m  5018400  1  467.4 

 Positioning data  1  0.2 s  4  4  0.0003 

  Total    781.1  
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  6.5     Hierarchical multi-tiered architecture 

 The previous section has introduced the VOTERS system as an overview 

with its heterogeneous sensors, the types of sensor data, and has described 

the large data demands. This section discusses how to address the challenges 

of complexity. It describes the hierarchical organization, the communication 

infrastructure, and introduces how to deal with large data streams. 

  6.5.1     Multi-tiered architecture 

 VOTERS employs a multi-tiered communications architecture to split 

the system complexity and responsibilities into separate hierarchy levels. 

Figure 6.3 shows a three-tiered communication architecture suitable for a 

fl eet of vehicle-based sensor systems.      

 The topmost level in the VOTERS system, the fi rst tier, deals with the 

whole fl eet, at once offering a centralized control. The tasks at this tier are 

further split across two entities: MAP-GIS and Fleet Manager. Mapping 

and prognosis (MAP)-GIS is the interface to the collected data, offering 

off-line processing and data visualization. Conversely, the Fleet Manager 

performs the daily operative management of coordination of vehicles, sta-

tus monitoring, and commanding of vehicles. Each vehicle in turn is con-

trolled by a VOO Manager, which coordinates individual subsystems at 

the third tier in the system architecture. Each subsystem controls one or 

more sensors. High-data rate sensors (video and GPR) are managed by 

an exclusive subsystem, while low data rate sensors share a subsystem. 

The hierarchical structure allows a specialization for each tier in terms of 

communication structure, hardware, and processing. It further eases scal-

ability in extending additional sensors or vehicles. With integrating mul-

tiple systems developed by different project partners, heterogeneous OS 

requirements come into place. As shown in Fig. 6.3, the VOO Manager 

runs under QNX OS, while other subsystems may run any combination 

of QNX, Linux, or Windows. QNX is selected for components with hard 

real-time requirements, whereas Windows is adapted for better graphic 

computation and driver support, and Linux is used as the generic low-cost 

OS for deployment. 

 The MAP-GIS on top of Fig. 6.3 is the portal for the VOTERS system, 

enabling end-users to access and review roadway condition information. It 

is designed to allow users to visualize their datasets and results in an intu-

itive, web-enabled, geo-referenced interface that supports their ability to 

make well-informed decisions. The communications between the clients and 

server are handled by the ArcGIS server software, 51  and clients connect to 

it via customized web applications, e.g. Silverlight. 
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 One of the advantages of a multi-tiered architecture is the distribution 

of responsibilities across levels. For example, the Fleet Manager commu-

nicates only with the VOO Manager on the vehicle, which in turn auton-

omously manages the communication with the subsystems (through the 

VOO internal network – a local area network (LAN)) and represents them 

unifi ed to the outside. The VOO Manager is responsible for controlling 

the operations inside VOO as a self-operating unit. For example, the VOO 

Manager coordinates VOO-wide state transitions, e.g. as triggered by geo-

fencing information. In result, a VOO can operate, after receiving the initial 

instructions, independently of an active Internet connection. This increases 

the robustness and reliability when there is no, or poor, outside network 

connection. 

 To further understand communication requirements, Fig. 6.4 shows the 

fundamental message types in the system. Three types of messages are 

designed to carry the overall communication between Fleet Manager and 

VOO Manager:

Internet

WiFi/LAN

Database + files

Web-client

Web client
Client

Client

1. Fleet

2. Vehicle

3. Sub-system

VOO internal network

Cellular

VOO 1
2

3

VOO manager

Subsys 2

Subsys 1

Subsys N

Fleet
manager

MAP-
GIS

...

 6.3      Multi-tiered communication architecture.  
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   1.     Control messages are initiated by the Fleet Manager establishing two-

way communication with the VOO for purpose of controlling, acknowl-

edgement, and confi guration. Examples of control messages include the 

confi guration target surveys, geo-fencing information defi ning areas that 

require surveying, the request of snapshot data (currently measured 

data), and confi guration changes to sensor systems inside the VOO.  

  2.     Autonomous messages are sent by the VOO Manager to the Fleet 

Manager without a specifi c request. These messages include periodic sta-

tus updates (e.g. location beacon), system warnings and errors, or warn-

ings based on on-board data analysis (e.g. when black ice is detected).  

  3.     Bulk data deals with uploading the survey data from the VOO to a cen-

tralized storage center after the VOO has returned to the central loca-

tion. It is desirable that the bulk data are automatically uploaded when 

the vehicle has returned and is connected to a high speed communica-

tion link.       

 The demands on the communication framework differ by message type. 

Control and autonomous messages are typically small in volume. However, 

they have a large diversity, since they represent a wide set of features (will 

require data structures of many types to be transferred). Conversely, bulk 

data will deal with large data amounts (see Section 6.4.3), but with mostly 

identical data types.  

  6.5.2     Communication framework 

 The design of the communication framework to support a roaming sensor 

system such as VOTERS faces many challenges. On the one hand, diverse 

Fleet Manager

(a
) 

co
nt

ro
l

Controller

Sub-
systems S1 S2 S3 S4 S5

VOOVOO Manager

(b
) 

au
to

no
m

ou
s

(c
) 

bu
lk

 d
at

a
 6.4      Communication message types.  
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data types have to be transmitted with a low latency for control and autono-

mous messages whereas, on the other hand, large volumes of bulk data have 

to be effi ciently transferred where latency is less of a concern. Simultaneously, 

the system has to be tolerant to sustain autonomous operations when net-

work connectivity is temporarily unavailable. Additional challenges arise 

from the need to support multiple OSs, as subsystem developers may prefer 

a particular OS. We generally target Linux; however, we also need to sup-

port Windows 7 due to driver availability, and QNX for systems with inter-

nal hard real-time requirements. 

 We recognize the differences in the types of messages to be transferred 

and thus target two specialized communication schemes. For dealing with 

control and autonomous messages, VOTERS utilizes distributed systems 

middleware, and for bulk data transfers it uses a dedicated fi le transfer 

protocol (FTP). Both communication schemes are seamlessly integrated 

into our overall communication framework. By utilizing object-oriented 

design principles and abstraction, VOTERS hides complexity from sensor 

developers. 

 Different options exist for realizing distributed systems middleware. 

Options range from manually implemented socket communication on top 

of transmission control protocol/Internet protocol (TCP/IP), and remote 

procedure calls (RPC) to dedicated object request brokers. For the real-

ization of the VOTERS communication infrastructure, we selected the 

common object request broker architecture (CORBA) 53  implementation 

the Ace Orb (TAO). 54  In CORBA, communication interfaces are strictly 

defi ned in an Interface Defi nition Language (IDL), simplifying the man-

agement of large varieties of data types (important for control/autono-

mous messages). It combines messaging and thread management, and has 

options for real-time messaging and QoS, allowing us to prioritize impor-

tant messages. It has been widely accepted in the telecommunications 

industry. 

 Figure 6.5 shows the software application stack for the VOTERS system. 

At its bottom (0), the OS (QNX, Linux, Windows) provides basic access to 

the network interfaces with user datagram protocol (UDP)/TCP and FTP 

protocols. On top of that, adaptive communication environment (ACE) 52  

provides multi-tasking and timing primitives in an OS abstracted fashion. At 

the heart of the VOTERS system is the CORBA 53  implementation, TAO. 54  

It provides object-oriented remote communication, allowing for easy con-

struction of distributed systems. A local call (to a  client ) on one machine 

will be translated in one or more network messages which, transferred to 

a different machine, will invoke a server (who implements a  skeleton ). On 

top of TAO, the VOTERS base classes provide common implementations 

across all subsystems, such as status management, provisioning, and debug. 

Finally, the application on top only implements the system specifi c aspects, 
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such as confi guration or management of individual sensors. Utilizing a com-

mon software stack across all nodes in the distributed system makes the 

VOTERS system easier scalable and maintainable.       

  6.5.3      Communication media for control/autonomous 
messages and bulk data 

 For the selection of the communication media, we assume that the VOOs 

will be parked at a centralized  base . They start operating from there to 

gather surveys. With this, two separate operation modes have to be con-

sidered:  at-base  when the vehicle is parked at its base station, and  roaming  

when the vehicle is traveling either gathering a survey or traveling to/from 

the survey site. 

 When in  roaming  mode, it is desirable to control and observe the pro-

gress of vehicles, which demands a wireless connection. Cellular networks 

are suitable candidates, such as wideband code division multiple access 

(W-CDMA), 4G long-term evolution (LTE) or worldwide interoperabil-

ity for microwave access (WiMAX). Using an existing cellular network 

dramatically simplifi es deployment and reduces the effort. Hot-spot-

based networks such as Wi-Fi are less suitable as their range is shorter 

and offers limited availability. In our roaming sensor system scenario, the 

bandwidth produced by all sensors is too high, with over 750 GBytes/h 

to be transmitted on any cellular network. Furthermore, the application 

does not demand full coverage real-time information as the observed 

processes (structural state of the infrastructure) change very slowly. We 

therefore opt to transmit only control and autonomous messages on a 

regular basis through the cellular connection, and keep the option of 

transmitting spot data on demand. This signifi cantly reduces the network 

bandwidth requirements. 

VOO Manager Fleet Manager

(4) Application

(3) VOTERS Base_Classes

(2) ORB: TAO

(1) ACE

(0) Operating system/drivers

Skel Client

(4) Application

(3) VOTERS Base_Classes

(2) ORB: TAO

(1) ACE

(0) Operating system/drivers

Skel Client

UDP/TCP

 6.5      VOTERS software stack.  
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 During  at-base  operation, the bandwidth requirements are immense. 

When a vehicle returns, the collected bulk data have to be uploaded to 

a centralized server. This requires high-bandwidth connections, but poses 

low requirements on latency. As the vehicle is stationary at this point, both 

wired connections and hot-spot-based Wi-Fi communication are suit-

able. Gigabit Ethernet is very suitable, as it provides suffi cient bandwidth, 

around 100 Mbytes/s, at a very low cost. Further increasing the bandwidth 

for bulk data transmission is not meaningful, as it matches the bandwidth 

of affordable high-volume storage systems – especially considering if 

two to fi ve vehicles upload simultaneously. Using a wired connection has 

benefi ts of simple scalability, low cost, and high bandwidth. However, it 

requires the vehicle operator to plug in the cable when returning to the 

base. A more seamless solution can utilize Wi-Fi technology (with 802.11n 

reaching 600 Mbit/s, or the planned 802.11ac being planned for >1 GBit/s). 

Even though the theoretical maximum network speeds are comparable to 

Gigabit Ethernet, actual data rates will be much lower, due to range and 

interference. 

 In our system, heterogeneous communication architecture is conceived 

and implemented by combining wired and wireless network media. During 

 roaming  operation a wireless connection (3G cellular) is used for con-

trol messages in a real-time fashion. Similar to other designs, 22,23  we only 

transmit essential and concise messages over the cellular network. In the 

next release, a 4G LTE module or a WiMAX component can be quickly 

integrated, as the underlying communication link is independent of the 

VOTERS software system. A wired Gigabit Ethernet connection is used 

during  at-base  operation, primarily for large volume bulk data transfer. In 

the future, we will look into Wi-Fi 802.11n to further reduce the effort of the 

driver for operating a VOO.   

  6.6     Bulk data handling 

 This section discusses how VOTERS organizes the bulk data being collected 

during the surveys. It fi rst discusses processing levels, then overviews our 

hierarchical structuring of bulk data, and closes with a defi nition of plug-ins 

for processing the collecting data. 

  6.6.1     Processing levels 

 The large amount of data collected by each VOO, combined with the lim-

ited bandwidth cellular networks, prohibits uploading raw data to the Fleet 

Manager while a VOO is collecting survey data. As an initial stage we fol-

low a store, upload, and post-process paradigm. The collected bulk data 
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are locally stored on the vehicle and uploaded to the Fleet Manager, once 

the VOO is parked, via a wireless or wired Ethernet connection. Then the 

MAP-GIS can post-process the data. There are multiple levels of processing 

possible (Table 6.2), which the MAP can perform. However, Level 1 and 2 

processing can ultimately be performed on the VOO, as explained below.      

 The fi rst level performs processing of raw data from a single sensor stream 

of a single domain. Such processing is usually very domain specifi c and does 

include only the knowledge of time relationship between data points. One 

can assume that no geometry information is available at this level, not even 

the relative offsets between sensors of the same domain. 

 The second level adds knowledge of the geometry, allowing for algorithms 

with spatial dependencies to operate on multiple channels (same domain) 

of a single sensor system, e.g. all channels of the GPR array. At this second 

level it is even possible to fuse data streams from multiple domains and 

extract knowledge analyzing them jointly. 

 The third level can be performed only at the MAP, as it requires that data 

from multiple domains are available, properly geo-registered for joint pro-

cessing or comparison. In addition, the MAP will have access to data from 

multiple VOOs and data collected at the same location at different dates. 

This allows for the detection of changes to the roadway and bridge deck 

conditions over time using all available data. 

 The processing solution has to be built up over time; algorithms to ana-

lyze such data sets do not exist yet, because such data sets had not been 

acquired before the VOTERS project had completed its prototype. Once 

reliable processing algorithms have been developed, additional processing 

options to the off-board post-processing on the MAP will become available. 

Level 1 processing, as described above, can then be implemented in hard-

ware or software on the sensor subsystem for immediate processing as the 

 Table 6.2     Processing levels 

 Level  Description  Real-time 

capability 

 Scope/fusion 

 1  Sensor subsystem 

processing 

 Possible  Single domain, single 

sensor 

 2  On-board processing on 

VOO controller 

 Time delayed  Multiple domains, 

multiple sensor, 

local geometry 

 3  MAP processing, off-board  Post-processing  Multiple domains, 

multiple sensor, 

local and global 

geometry, and 

multiple times 

(repeats) 
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data stream comes in. This has the potential of reducing the amount of data 

that needs to be uploaded to the MAP at the end of a day dramatically. In 

a similar way, Level 2 processing can be moved to the BOSS, as this VOO 

controller has access to the data from all sensor subsystems and the posi-

tioning system.  

  6.6.2     Bulk data hierarchy 

 Each subsystem within VOTERS contains one or more sensors. The raw 

data of the sensor, as well as processed data from one or more sensors, may 

be recorded as bulk data. To distinguish between different formats and 

semantic meanings of different bulk data, we defi ne  streams . A  stream  is a 

set of data in the same format and same semantic meaning. Note that one 

sensor can produce multiple streams. One stream can be the raw unpro-

cessed stream, such as video images of the road surface. Another stream 

may be processed from the raw stream and show an image of detected 

cracks. Again, although both stem from the same sensor, they are consid-

ered separate streams. 

 In order to identify streams, stream types need to be defi ned. Each stream 

instance can then be associated with a stream type. This enables the MAP/

GIS to identify how to handle or display the bulk data. 

 The stream type defi nes only the type of data. More information is needed 

to identify how the stream is captured. A stream can consist of one or more 

fi les. An example of a stream fi le is a single image of a video stream. Each 

image of a video can be stored separately (e.g. as a JPEG image). Multiple 

image fi les make up a stream. Proper defi nition of the streams needs to be 

complemented by defi nitions of the storage locations and automatically 

generated directory names, so that the upload of the bulk data can be trig-

gered from the MAP and completed automatically. This requires several 

Survey

Session

Stream Stream Stream

Session Session...

...

... FileFile

 6.6      Bulk data hierarchy.  
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additional defi nitions (Fig. 6.6) and the fully automated transfer of meta-

data alongside the bulk data.      

 A  survey  defi nes a data collection run of the vehicle, from the time it 

leaves the parking location to its return. A survey may consist of one or 

more sessions. A  session  defi nes the contiguous recording in the same con-

fi guration. Therefore, a survey may consist of one or more sessions. A new 

session is started each time the system confi guration changes, or after a 

brief stop of the recording (e.g. when passing over an area of non-interest or 

parking temporarily). Each subsystem is responsible for recording its own 

data. The base directory of data storage is defi ned throughout the VOTERS 

system, and each subsystem has to conform to these standard confi gurations 

to achieve maximum automation. The stream fi les will be located in a direc-

tory that follows the naming convention: /var/voters/<VooNr>/<Survey>/<

SessionNr>/<SubSystem>/<Sensor>/<Stream><StreamQual>. 

 Following a common guideline of storage location not only allows auto-

mation of bulk data upload, it also simplifi es debugging in fi eld analysis as 

all systems will store data in the same manner.  

  6.6.3     Plug-ins for data processing 

 For displaying of streams, for processing of the raw data inside the streams, 

and for processing of processed streams, plug-ins need to be defi ned. Plug-

ins will be designed to process from one stream type (e.g. unprocessed data) 

to another stream type (e.g. feature extracted data) while being executable 

at all processing levels as long as the input stream matches. The generic pro-

cessing of streams through plug-ins is depicted in Fig. 6.7.      

 It is desirable to have the plug-ins developed in a way that they are able 

to run on-board, off-board and through the web-based interface to the MAP. 

This leads to the concept of a fl exible plug-in, which operates on a well-defi ned 

data stream and outputs another well-defi ned processed data stream. This 

allows developing plug-in algorithms using recorded data at Level 3 executing 

on the MAP (FleetManager). With the maturing of the algorithm, and given 

the requirement, the plug-in can be moved to Level 2 or 1 for processing on the 

VOO or even the sensor subsystems. Implementations can be in software or 

hardware such as FPGAs or GPUs. To allow sensor fusion, a plug-in can natu-

rally operate on multiple data streams. An example is illustrated in Fig. 6.8.        

Streamin StreamoutPlug-in

 6.7      Plug-in processing streams.  
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  6.7     Enabling sensor fusion 

 The sensor systems are spatially distributed on the VOO and may have all 

very different triggering requirements or varying sampling intervals. Each 

sensor subsystem may be operated from a separate single board computer. 

The challenge is to design a system that allows for each data point to be geo-

referenced as accurate as possible to allow for spatial and temporal compar-

ison of different data sets (domains) from one VOO. 

 It is of critical importance to assign an accurate position to each data 

point. To achieve this, we rely on two facts: (a) the position of sensors rela-

tive to the VOO is known and (b) a tight time synchronization is in place. 

Then, we time stamp every data point collected at each sensor, as well as the 

positioning data stream recording the location of the vehicle. Then, the cor-

relation between the sensor streams can be computed time delayed. 

Video crack detection plug-in
O

ut
In

 6.8      Example crack detection plug-in operating on black and white 

video image input stream and creating binary image data stream of 

detected cracks and a text fi le containing statistics on the detected crack 

classes, e.g. 326673 total pixels, 1171 pixels or 0.36% transverse cracks, 

76 pixels or 0.02% longitudinal cracks, 1201 pixels or 0.37% transverse 

cracks, and 2448 pixels or 0.75% diagonal cracks. 42   



System-level design of a roaming multi-modal multi-sensor system   195

 The synchronization of the sensor data streams with the positioning data 

requires the following features:

   Each VOO must have an accurate on-board positioning system. In our • 

case we fuse a decimeter accuracy GPS, a distance measurement instru-

ment (DMI) and an IMU to achieve this requirement.  

  Each VOO must have an accurate world time. In our case this is accom-• 

plished with a GPS timing board. Other options are available.  

  All computers on a VOO need to be time synchronized within a certain • 

tolerance.  

  All VOOs need to be time synchronized to the MAP within a certain • 

tolerance.  

  The location of each sensor on a VOO must be known with respect to • 

the local positioning system.    

  6.7.1     Timing synchronization 

 In order to coordinate distributed subsystems to agree upon a unifi ed notion 

of system time so that events and tasks can be recorded and executed in an 

ordered fashion, a synchronization scheme of the timing on each system in 

a VOO has to be created to propagate reference clock time within a certain 

range. 

 Options for time synchronization differ in cost and accuracy. Broadly, 

one can categorize synchronization approaches into hardware implemen-

tations, software implementations, and software implementations with 

hardware assistance. In Reference [55], hardware timing synchronization 

with a GPS timing board as a reference is introduced. Global time synchro-

nization is achieved through GPS, and the reference time is distributed via 

a dedicated connection (single wire). Each subsystem requires a dedicated 

receiver. Local time synchronization achieves accuracies <1 ns. However, 

the cost with dedicated hardware is high; it also implies efforts for driver 

development. Pure software driven methods are widely used and are of 

research interest. Network Timing Protocol (NTP) 56  has been designed 

to compensate for clock drift and jitter on the Internet infrastructure. It 

allows synchronization across many subnets and routers. NTP achieves 

time synchronization with a few milliseconds accuracy. Precise Timing 

Protocol (PTP): IEEE 1588 57  has been developed to signifi cantly improve 

the accuracy. Implementations of IEEE 1588 over Ethernet within a sub-

net have shown accuracies to the microsecond level. 58–60  PTP has been 

further developed to improve stability in network switching and routing, 

and PTP v2 was released in 2008. 61  Further accuracy improvements can be 

achieved by using hardware assistance, which involve network interface 
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cards (NIC) with hardware time stamping. They avoid jitter induced by 

software time stamping due to varying software loads. In result, accuracy 

in sub-microsecond level can be achieved using the hardware time stamp-

ing in NIC drivers 62  and Reference [63]. More and more NICs integrate 

hardware time stamping. With this, the additional cost of hardware sup-

port becomes negligible. This makes PTP with hardware assist a very inter-

esting candidate for synchronization within a vehicle. 

 To understand the requirements to the timing synchronization, we now 

look at the demands for sensor fusion in the VOTERS application case. 

VOOs are designed to collect data at speeds up to VmaVV x =    100 km/h. At the 

same time, the desired spatial correlation between two sensors in post-pro-

cessing is 1 cm. This means that two sensors observing the same physical 

object should not be more than 1 cm apart. This 1 cm correlation require-

ment was derived internally from desired sensor resolutions. 

 With the maximum vehicle speed given, and the special correlation 

requirement between two sensors, the timing synchronization requirement 

can be computed (as we will use time stamps to subsequently correlate 

location):

    t
s

VStampDm eltaMax
CorrDelta=

maVV x

       [6.1]    

    =
0 01

100

m01

km/h
    [6.2]    

    = 359 μs     [6.3]   

 Considering the desired spatial correlation between streams of 

sCorrDelta =    1 cm and the maximum vehicle speed during recording VmaVV x =    100, 

the jitter in time stamping data must not be larger than tStampDm eltaMax    = 359  μ s 

 Multiple errors may be introduced into the tStampDm eltaMax   , e.g. the error in tim-

ing synchronization between systems in a VOO, and the timeliness of time 

stamping the data after they have been collected. In other words tStampDm eltaMax    

indicates a maximum budget of jitter in time stamps. Timing synchroniza-

tion between subsystems is only one aspect in the overall budget. In order 

to achieve time stamping with a jitter of less than 359  μ s, the maximum dif-

ference between two subsystem clocks must be in the lower  μ s. 

 With accuracies in lower  μ s range, PTP becomes our candidate of choice 

for time synchronization. Some subsystems may have a lower resolution and 

subsequently pose less stringent fi nal spatial correlation requirements. Those 
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systems may employ a second timing synchronization scheme (e.g. NTP) if 

drivers for PTP are not available. Nonetheless, the overall system require-

ment is constrained by the most critical timing demands. 

 In VOTERS timing solution, a local synchronization hierarchy with 

GPS as stratum  N  and the VOO Manager as stratum  N  + 1 is designed and 

illustrated in Fig. 6.9. The fi rst step is that the VOO Manager acquires an 

accurate world time from the GPS receiver timing board, which becomes 

the common VOO time. There are only very loose requirements on the 

accuracy of the global synchronization and it is used only to correlate 

the date of time of recordings between vehicles. Conversely, strict timing 

requirements (low  μ s) exist for distributing the vehicle global time to all 

sensor subsystems. In this case, the common VOO time is essential for 

correlating sensor data from different subsystems. To accomplish this we 

use PTP. For subsystems that use an OS without PTP driver, we fall back 

onto NTP. In the current design, the video collection system has a second-

level timing requirement and its OS does not support PTP (Windows 7).

The PTP is used for all other subsystems to achieve required timing 

constraints.      

 Figure 6.10 show initial results of software-based time synchronization. A 

GPS timing board is used as the timing reference between the master node 

and the slave node. The result is obtained between the VOO Manager and a 

subsystem with PTP (V2) protocol on a 100 Mbps LAN for 5 h with injected 

traffi c in Linux 2.6 without priority scheduling. We observed a maximum 

jitter of 12  μ s with a standard deviation of 2.0375  μ s. The observed jitter is 

small enough to achieve our triggering and time stamping requirements.       

VOO Manager

PTP master

PTP slave

Subsystem 1

PTP slave

Subsystem 2

NTP slave

Subsystem 3

NTP slave

Subsystem 4

Stratum N+1 Stratum N

GPS

Stratum N+2

NTP master

NTPPTP

 6.9      Software-based timing synchronization.  
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  6.7. 2     Sensor location calibration 

 All sensors on a single VOO are spatially distributed (Fig. 6.2). Since we 

synchronize all sensor data streams including the positioning data stream 

by accurate time stamping we need to correct for their actual locations in 

relationship to the positioning system, more specifi cally to the location of 

the GPS antenna. 

 This is accomplished by fi rst defi ning the GPS antenna location on a VOO 

as the local coordinate system origin. Then we record the relative ( x , y , z ) loca-

tion of each sensor in a geometry fi le during the physical installation of the 

sensors on the VOO. Now the geospatial location of each sensor can be calcu-

lated by fi rst pulling the global position of the GPS antenna through the time 

synchronization of both sensor subsystems and then applying the local offset.   

  6.8     Conclusion 

 This chapter has introduced the challenges of a roaming multi-modal multi-

sensor system that deals with the heterogeneity of sensors, sensor fusion, 

large amounts of bulk data, and high processing demands for data process-

ing. The chapter introduced the case study of VOTERS – a sensing system 

to monitor the structural heath of roads and bridge decks. Based on the case 

study, the chapter introduced a hierarchical system architecture that splits 

responsibilities across three communication tiers, creating a fl exible and 
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 6.10      Results of software-based timing synchronization.  
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scalable system architecture. The chapter discussed strategies for handling of 

bulk data, organizing it hierarchically into surveys, sessions, streams, and fi les. 

It offered insight into the VOTERS approach to enabling sensor fusion with 

strict in vehicle time synchronization and known displacement of sensors. 

 The chapter has introduced the VOTERS project, which aims to assist in 

assessing the health status of the US road infrastructure. Through utilizing 

advanced sensor techniques, deployed onto VOOs, which are roaming traf-

fi c-embedded, a continuous network-wide road surface monitoring becomes 

feasible. It has outlined the basic framework and introduced major integra-

tion challenges and approaches. Initial demonstrations using a single VOO 

have been extremely promising showing the tremendous value of the data 

collected. We have demonstrated the value of our control and communica-

tion framework, which enables automatic collection and upload of bulk data, 

keeping the interaction with the vehicle operator to an absolute minimum. 

 With the outlined scalable architecture, we are looking forward to a rapid 

extension of our road surface database. We will build up our repository of 

data with the collected data runs. We are looking forward to more research-

ers who will assist in the evaluation of the recorded data and develop new 

data processing plug-ins.  
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  Abstract : Bridges are popular candidates for condition assessment and 
long-term monitoring because they are critical infrastructure components, 
while being accessible, visible and usually publicly owned and operated. 
They represent the widest application of sensing technology, from 
traditional, mature and reliable to novel, experimental and (perhaps) 
less reliable. Being able to trial the novel alongside the mature provides 
valuable opportunities to advance the fi eld of sensor technology for 
all types of structure so that technologies viewed as experimental 10 
or 20 years ago are now reliable and commercially viable. The sensors 
described here are used to sense directly or indirectly both environmental 
and loading parameters and to measure directly the response through 
various measures of deformation at various timescales. 

  Key words : bridge, wireless, performance monitoring instrumentation. 

    7.1     Introduction 

 Condition assessment and structural performance (or health) monitoring 

are two types of investigation used in the lifecycle management and opera-

tion of bridges. 

 Condition assessment is relatively routine and predominantly involves 

visual inspection with desk studies based on guidance documents (The 

Highways Agency, 1995), but can also on rare occasions include various 

forms of non-destructive evaluation (NDE) technology such as ground pen-

etrating radar (GPR), impact echo (IE) and imaging (Gucunski  et al ., 2010). 

These are intensive short-term campaigns that evaluate the state of a bridge 

at an instant in time. A different form of condition assessment involves con-

trolled load testing with heavy vehicles, e.g. for direct evaluation of load 

capacity (Bakht and Jaeger, 1990) or dynamic testing to evaluate modal fl ex-

ibility (Brownjohn  et al ., 2003; Catbas  et al ., 2006) leading to model calibra-

tion and indirectly to capacity estimation. Such exercises are usually heavily 

manned and subject to severe time constraints. 
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 On the other hand, monitoring implies continuous automated measure-

ments of time series representing loading and response over periods of time 

that can vary from days to a lifetime, the primary aim being to establish 

statistical properties and performance bounds of loading and response, and 

characterise their relationships. Out-of-bounds performance and variations 

in, and deviations from, these relationships can be used to signal and diag-

nose performance problems. 

 Some of the same sensing technologies used in monitoring are also used 

in assessment exercises, for example measurements of strain and defl ection 

during load testing, and measurements of vibrations during a modal survey. 

The most elaborate monitoring systems (e.g. for Stonecutters Bridge, (Wong 

and Ni, 2009)) can also perform continuous condition assessment due to 

density, comprehensive coverage of the instrumentation and direct links to 

‘physics-based’ analytical models. 

 A good example of bridge assessment where the widest possible 

range of NDE, visual inspection and advanced sensing solutions has 

been applied together is the International Bridge in Wayne, New Jersey, 

tested in 2010 and 2011 by multiple international research agencies  

(http://cait.rutgers.edu/ibs-2011-agenda) as part of a study related to the 

US Federal Highway Administration Long Term Bridge Performance 

Programme. In this study, while time series were collected, all measurement 

activities were manned and variation of performance over time was not stud-

ied. In particular the NDE inspection processes are intensively manual and 

there is no opportunity for automation. 

 Apart from NDE and visual assessment, sensing technologies used in 

bridge assessment are a subset of those used in long-term monitoring exer-

cises. Hence, this chapter focuses on sensing technologies used in monitor-

ing where both serial and analogue data are collected autonomously at a 

range of fi xed and variable sample rates.  

  7.2     Performance metrics or measurands and their 
uses in assessment 

 The range of parameters measured covers both direct measures of response 

(e.g. defl ection) and indirect measures of loading (e.g. wind speed). Only 

in exceptional cases is it possible to measure directly external loading on a 

structure that drives response; even for earthquakes it is problematic to cap-

ture the true ‘free-fi eld’ ground motions. 

 Deformations in response to loading can be observed directly in the form 

of absolute and relative position and derivatives, which are commonly mea-

sured as displacement, velocity, acceleration and inclination. Acceleration 

and angle are measured with respect to a global inertial frame of reference, 

whereas displacement and velocity are relative to a fi xed local reference. 
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Global positioning system (GPS) is the only possible exception, but in its 

usual ‘differential’ mode (Casciati and Fuggini, 2009; Meng and Huang, 

2009) a local reference (base station) with known location is required to 

remove errors common to receivers in the area of the structure. 

 There are myriad forms of accelerometer but all depend on motion or 

tendency for motion of a proof mass (tending to remain at rest) relative 

to a fi xture that is forced to accelerate with the structure. The choice of 

instrument depends on budget along with frequency range and resolution, 

given that bridge vibration modes of interest can span frequencies from 0.05 

to 50 Hz and range from 1  μ g to 0.5 g. For civil structures ‘seismic’ grade 

piezo-electric accelerometers and force balance servo-accelerometers are 

popular (Brownjohn, 2007), although low-cost and low power micro-elec-

tro-mechanical systems (MEMS) devices are increasingly viable for dense 

and wireless arrays as performance specifi cations such as noise and resolu-

tion improve (Jo  et al ., 2011). 

 For displacement there is a wide range of different technologies. As well as 

GPS, these include mechanical devices, e.g. linear variable differential trans-

former (LVDT) and pull-wire devices requiring direct contact (Brownjohn 

 et al ., 1994; Nassif  et al ., 2005), a plethora of devices depending on electro-

magnetic radiation such as natural, light emitting diode (LED) and laser 

light and radar. 

 Strain is a common derived response parameter, sensed by a wide range 

of technologies including the strain-dependent resistor (which is also 

dependent on temperature) and the robust (but slow sampled) vibrating 

wire gauge (Barr  et al ., 2004). Strain gauges using fi bre optic technology and 

operating at a range of length scales and spatial densities have the advan-

tages of resilience to water and electromagnetic interference (Glisic and 

Inaudi, 2008). Direct and mechanical measurement of absolute stress is rel-

atively rare, but devices sensing internal axial forces can be used, such as the 

new Austrian tunnelling method (NATM) pressure cells (Brownjohn and 

Moyo, 2001). Non-contact devices for sensing cable tensions (Wang  et al ., 
2006) have recently been used for cable-supported bridges. 

 Major forms of loading derive from weather conditions, resulting in 

pressure loads and internal temperature changes leading to deformations. 

Sensors for weather and environment are well developed and borrowed 

from meteorology, the most usual form being wind speed and direction sen-

sors (Xu and Xia, 2012), both mechanical (cup and vane or propeller) and 

without moving parts (Pitot tube and sonic devices). While direct pressure 

measurements are common in wind tunnel testing, they are very rare at full-

scale (Frandsen, 2001; Isyumov  et al ., 1984). 

 Temperature is a major environmental factor on performance both glob-

ally and locally, with sensing technology including thermistors, thermocou-

ples, vibrating wire devices and fi bre optics. 
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 Service loading derives from vehicles (cars, trucks, trains), fl uids (aque-

ducts and pipelines) and pedestrians (foot bridges). For highway bridges, 

weigh-in-motion (WIM) is occasionally used to capture snapshots of vehicle 

weights (Cebon, 1991) by measuring individual axle forces when the vehicle 

passes over the WIM location, while optical systems can be used for auto-

mated or manual vehicle counting and recognition (Fraser  et al ., 2011), a 

technology that has applications on footbridges. 

 While WIM, toll and optical information contribute to a full picture of 

vehicle loads, direct observation of deformation in long span bridges can be 

used to infer actual loads in transit.  

  7.3     Instrumentation in notable bridge monitoring 
projects 

 Table 7.1 presents information on notable major bridge monitoring proj-

ects, dating back to Tacoma Narrows. There many other sources of infor-

mation, such as proceedings of Structural Health Monitoring of Intelligent 

Infrastructure (SHMII) conferences, Encyclopedia of Structural Health 

Monitoring (SHM), books, e.g. Xu and Xia (2012) and specifi c papers such 

as (Ko and Ni, 2005) and books, e.g. (Andersen and Fustinoni, 2006).      

 With the implication that monitoring means automated recording of time 

series over long periods of time, monitoring effectively began with introduc-

tion of instrumentation for recording (rather than just observing) motion, 

such as the seismograph, whose invention is usually credited to John Milne 

in 1880, although there were several less successful earlier designs, e.g. 

(Mallett, 1846). 

 The fi rst well-documented monitoring of bridges was a series of one-

day seismograph recording exercises on San Francisco · Oakland Bay and 

Golden Gate Bridges from 1934 to 1937 by Dean Carder of the US Coast 

and Geodetic Survey (Carder, 1937), and the second was the motion-picture 

recording of the original Tacoma Narrows Bridge (University of Washington, 

1954) before its collapse in November 1940. 

 Certainly many bridges have been equipped with permanent seismometer 

arrays in seismic regions, particularly in California (Table 7.1 provides a few 

examples) but our focus is on more comprehensive instrumentation arrays 

for recording normal operational loading and performance as well as the 

extremes. Except for the effects of differential support, in the case of long span 

bridges earthquakes are probably less of a threat to bridge superstructures 

than strong winds, for which more exotic forms of instrumentation have been 

deployed. In particular, long span bridges have usually been instrumented 

to study problematic wind-induced vibrations, such as Pasco · Kennewick 

(Bampton  et al ., 1983) and Deer Isle · Sedgwick Bridges (Bampton  et al ., 
1986) in USA and Great Belt Bridge (Frandsen, 2001) in Denmark, for which 



 Table 7.1     Notable major bridge monitoring projects 

 Bridge  Span  Built  Instrumented  Strain  Displacement  GPS  Wind  Acceleration  Other 

motion 

 Temperature  Inclination  Other 

 Tacoma Narrows 

(University of 

Washington, 1954) 

 853  1940  1940: 

4 months 

 Motion picture 

 Pasco-Kennewick 

(Bampton  et al ., 

1983) 

 229  1978  1978: 2 years  6  ×  triax prop  15  ×  servo 

 Deer Isle-Sedgewick 

(Bampton  et al ., 

1986) 

 330  1939  1981:3 years  6  ×  triax 

prop + 2  ×  

skyvane 

 12  ×  servo  1 

 Vincent Thomas 

Bridge (Yun  et al ., 

2008) 

 457  1964  Mid 1980s  26 

 Golden Gate 

Bridge (Pakzad 

 et al ., 2009) 

 1280  1937  2006 only  56–64 

 New Cape 

Girardeau Bridge 

(Celebi, 2006) 

 2003  350  2005  84 in structure and 

ground 

 New Carquinez 

Bridge (Kuruta 

 et al ., 2012) 

 2003  728  2010  3  ×  ext  3  ×  speed, 

direction 

 70 CSMIP, 66 

wireless 

 3  ×  air 

temperature, 

humidity 

 Confederation 

Bridge (Cheung 

 et al ., 1997) 

 11  ×  

250 

 1997  Construction  Mechanical 

+ VWG 

 55  ×  survey  76  50  ×  

thermocouple 

 Ice force, 

corrosion 

 Commodore Barry 

(Catbas and 

Aktan, 2009) 

 501  1974  54  ×  ERSG 

+ 148  ×  

VWG 

 17  ×  crackmeter  2  ×  sonic + 

radiation, 

rain, RH 

 16  ×  capacitive  201  ×  thermistor  36  ×  VW 

tiltmeter 

 2  ×  WIM 

 Tuas Second Link 

(Brownjohn and 

Moyo, 2001) 

 92  1997  Construction  12  ×  VWG, 

12  ×  VWG 

stress 

 1  ×  triaxial  44  ×  

thermocouples 

(Continued)



 Great Belt 

(Frandsen, 2001) 

 1624  1998  1998 (6 

weeks) 

 1  ×  cup + vane  2  Wind 

pressures 

 Foyle (Sloan  et al ., 

1992) 

 233  1984  1990/191  8  ×  ER  2  ×  laser + 2  ×  ext  Anemometer  6  ×  

thermocouples 

 Humber 

(Brownjohn  et al ., 

1994) 

 1410  1981  1990/1991  6  ×  ext and 

optical 

 13  ×  speed, 

15  ×  dirn, 1 

 ×  lift 

 12  ×  servoc, 4  ×  

piezo 

 2  ×  thermistor  5 

 Second Severn 

Crossing 

(Macdonald  et al ., 

1997) 

 528  1996  Construction  3  ×  optical  1  ×  sonic  8  ×  servo-acc  5  ×  thermistor 

 Nahmae (Koh 

 et al ., 2009) 

 404  1973  1998  10  ×  ERS, 

44  ×  VWG 

 4  ×  ext  2  ×  triax prop  2  ×  triax, 12  ×  uniax  12  ×  

tiltmeter 

 Jindo (Koh  et al ., 

2009) 

 344  1984  1998  38  2  5  ×  cap, 15  ×  piezo, 

2  ×  seis 

 4  ×  

tiltmeter 

 Sohae (Koh  et al ., 

2009) 

 470  1993  12  ×  static, 

82  ×  

dynamic 

 10  ×  ext, 4  ×  laser  2  ×  

anemometer 

 10  ×  accelerometer, 

2  ×  seismometer 

 24 × acc on 

cable 

 14  6  ×  

tiltmeter 

 Gwangan (Koh 

 et al ., 2009) 

 500  1994  3  ×  ext, 1  ×  laser  3  ×  prop, 1  ×  

sonic 

 20  ×  accelerometer, 

2  ×  seismometer 

 14  4  ×  

tiltmeter 

 Youngjong (Koh 

 et al ., 2009) 

 300  2000  2001  122  ×  static, 

175  ×  

dynamic 

 4  ×  ext, 3  ×  laser  4  ×  

anemometer 

 3  ×  triax, 14  ×  biax, 

12  ×  uniax 

 33  10  ×  

tiltmeter 

 Second Jindo 

Bridge WSN (Jo 

 et al ., 2011) 

 344  2006  2010  1  ×  triaxial 

sonic 

 triax: 10  ×  high res, 

100  ×  low res 

 3  Light 

sensor 

 Jiangyin (Ko and 

Ni, 2005b) 

 1385  1998  1998  Total station  72  14  ×  EM 

cable 

stress, 

12 load 

pins, 

Table 7.1 Continued

Bridge Span Built Instrumented Strain Displacement GPS Wind Acceleration Other 

motion

Temperature Inclination Other



 Jiangyin (Zhou 

 et al ., 2006) 

 1385  1998  2005  8  2  ×  sonic  36  116  ×  FBG 

 Binzhou Yellow 

River (Li  et al ., 

2006) 

 300  2003  2003  Multiple 

FBG fi bre 

optic 

 4  1  ×  sonic, 1  ×  

propellor 

 46 

 Sutong Yangtze  1088  2008  Construction  211  96  ×  ext  5  4  ×  ‘aerovane’  28  169  ×  structure + 

12  ×  air 

 8 

 Runyang Yangtze 

South Bridge 

 1490  2005  Construction  120  2  9  2  ×  ’aerovane’  100  44  ×  structure + 

6  ×  air 

 Maanshan Yangtze  2  ×  

x1080 

 2010  Construction  268  6 + 9  ×  

‘defl ectometer’ 

 9  2  ×  ’aerovane’  80  52  ×  structure + 

2  ×  air 

 2 

 Tsing Ma (Wong, 

2007) 

 1377  1997  Construction  110  10  ×  level, 2  ×  ext  14  6  ×  sonic and 

prop 

 19  115 

 Ting Kau (Wong, 

2007) 

 475  1998  Construction  88  2  ×  ext  7  7  ×  sonic and 

prop 

 45  83 

 Kap Shui Mun 

(Wong, 2007) 

 430  1997  Construction  30  5  ×  level, 2  ×  ext  6  2  ×  sonic and 

prop 

 3  224 

 Akashi Kaikyo 

(Sumitro, 2001) 

 1991  1998  72  ×  FBG  3  ×  ext, 6  ×  TMD  8  1  ×  triaxial  6  ×  triaxial 

seismometer 

 3  ×  girder 

velocity 

 3 

 TataraBridge 

(Sumitro, 2001) 

 890  1999  15  ×  uniax 1  ×  triax 

seismometer 

    Abbreviations: Vibrating wire gauge, VWG; electrical resistance strain gauge, ERSG; fi bre Bragg grating, FBG; tuned mass damper, TMD; California Strong Motion Instrumentation 

Program accelerometer, CSMIP.  

  Further examples are given in (Ko and Ni, 2005a) and (Andersen and Fustinoni, 2006).   

  For some bridges there is no information about sensors instrumentation in public domain.    
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remedial measures were introduced as a result of the studies. Concerns about 

wind-induced response have remained a strong driver for monitoring that has 

included the full range of wind sensors mentioned above. 

 For wind-sensitive structures that respond dynamically, and this includes 

long span bridges having mode frequencies below 1 Hz, the fl uctuating com-

ponent of wind (i.e. turbulence) is as relevant as the mean value; hence the 

frequency response of wind and pressure sensors is as important as it is for 

motion sensors. In this respect, sonic anemometers (which have no moving 

parts) are regarded as the best performing devices but are sometimes used 

in tandem with mechanically robust cup/vane and combined propeller/vane 

devices for long-term monitoring (Wong, 2004). 

 Concerns about in-wind performance drove the monitoring of the 

Humber Bridge in 1990 and 1991. In a collaboration between University of 

Bristol and Politecnico di Milano (Brownjohn  et al ., 1994), the bridge was 

used to validate software to simulate dynamic in-wind performance of a 

proposed deck section design for the Stretto di Messina Bridge. 

 In recent years monitoring exercises have also been used to study cable 

vibration problems such as at Oresund Bridge (Larsen and Andersen, 2007), 

requiring solutions for recording cable vibrations that have included direct 

fi xing of wired and wireless (Feltrin  et al ., 2010; Nagayama  et al ., 2010) accel-

erometers, strain gauges, proximeters (Humber) and non-contacting optical 

systems (Caetano  et al ., 2007; Nassiff  et al ., 2005). 

 Earlier systems invariably comprised accelerometers and anemometers, 

due to the emphasis on wind-induced response. Modern systems employ a 

wide range of sensors operating with both analogue and digital signals and 

at a range of sample rates. Also, technologies that emerged in the 1990s, such 

as GPS and fi bre optics, are now ‘mature’ and systems for measuring confi g-

uration (effectively via displacement) are increasingly important. 

 So far wireless sensors sampling at dynamic rates (to record vibrations) 

have rarely been used in permanent monitoring installations, but real world 

tests of the technology include Golden Gate (Kim  et al ., 2007) and Jindo 

Bridge (Jo  et al ., 2011). The Jindo Bridge exercise is, to date, the most 

remarkable exercise on the deployment of a large-scale network of wireless 

sensors capable of recording at high data rates with synchronisation errors 

measured in micro-seconds.  

  7.4     Case study on condition assessment and 
performance monitoring: Tamar Bridge 

 The Tamar Bridge in the UK provides a good demonstration of many of 

today’s relevant technologies for SHM, due to the fusion of four sub-systems 

operating at different timescales and with different objectives. Together 

these provide a comprehensive overview of the bridge performance that 
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supplies not only useful information for bridge operation but also a test for 

the sensor, acquisition and data management systems. 

 Not all types of sensors are represented on the bridge; for example, there 

is no strain monitoring using static, dynamic or fi bre optic sensors. The sys-

tem focuses on recovering quasi-static variation of bridge confi guration and 

dynamic responses, along with reliable information on thermal, wind and 

traffi c loading. 

  7.4.1      Tamar Bridge: original design and subsequent 
strengthening and widening 

 The Tamar Bridge forms a vital transport link over the River Tamar carrying 

the A38 trunk road from Saltash in Cornwall to the city of Plymouth in Devon. 

The original bridge (Fig. 7.1), opened in 1961, was designed by Mott Hay and 

Anderson as a conventional suspension bridge with symmetrical geometry, 

having a main span of 335 m and side spans of 114 m and, with anchorage and 

approach spans, the overall length is 642 m. The towers were constructed from 

reinforced concrete, and have a height of 73 m with the deck suspended at half 

this height. The towers sit on caisson foundations founded on rock.      

 Main suspension cables are 350 mm in diameter. Each consists of 31 

locked-coil wire ropes and carries vertical locked-coil hangers at 9.1 m 

centres. 

 7.1      Tamar Bridge before and after strengthening and widening.  
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 The main cables are splayed at anchorages and anchored some 17 m into 

rock. The stiffening truss is 5.5 m deep and composed of welded hollow 

boxes. The original three-lane deck, spanning between cross trusses, was of 

composite construction with a 150 mm deep reinforced concrete slab on fi ve 

universal beams surfaced with hand-laid mastic asphalt 40 mm thick. 

 When opened in 1961, Tamar was the longest suspension bridge in the UK 

and the fi rst to be built since World War II. It was initially carrying approxi-

mately 4000 vehicles a day with a maximum gross weight of 24 tons, but was 

upgraded in 2000 and 2001 to carry lorries up to 40 tonnes, incorporating mod-

ifi cations to major components, i.e. deck, cables and boundary conditions. 

  Deck 

 The appointed consultant for the strengthening and widening upgrade 

(Acer, now Hyder) proposed replacement of the main deck with a light-

weight orthotropic steel deck, and construction of temporary relief lanes 

cantilevered off the bridge truss, to act as a supplementary diversion route 

while the main deck was being replaced. These additional lanes became per-

manent, and several other modifi cations were made. 

 The truss was strengthened by the installation of supplementary inverted 

U-shaped parallel elements fi tted below the bottom chord, and by welding 

additional steel plates at key locations. 

 Approximately 2800 tonnes of structural steel was added in the deck 

replacement, cantilevers and additional cables, but with removal of the old 

composite main deck with heavy concrete slab, the fi nal weight of the sus-

pended structure rose by just 25 to 7925 tonnes. The deck replacement pro-

cess was completed by December 2001, and the bridge now carries about 

50 000 vehicles per day.  

  Additional stay cables 

 Eighteen new (nominal) 100 mm diameter locked-coil cables were added 

primarily to help carry the additional dead load of the new cantilever lanes 

and associated temporary works. They also reduced the extent of required 

truss strengthening and restored some 400 mm of the original hogged pro-

fi le of the main deck, which had been lost due to main cable creep over the 

previous 40 years. 

 During and after the upgrade, in specifi c weather conditions involving 

rain, some additional stay cables exhibited oscillations of up to 100 mm 

amplitude. Figure 7.2 shows a schematic of the 18 additional stay cables. P1 

north and S2 south exhibited large amplitude vibrations during construc-

tion as tension varied, and after construction the longer cables (3 and 4) on 

occasion exhibited vibrations of 40 mm amplitude. ‘Water butt’ dampers 

subsequently deployed provided a simple but effective means of controlling 

vertical plane vibrations of the hangers.       
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  Span continuity, bearings and expansion joints 

 In the original confi guration, bearings at the Saltash tower comprising ver-

tical swing links and lateral thrust bearings allowed for longitudinal move-

ment and rotation about a vertical axis to allow deck sway, together with an 

expansion joint in the roadway. At the Plymouth tower the arrangement was 

the same but with a link connecting the trusses either side of the tower. 

 During the upgrade, the link at the Plymouth tower was severed, and the 

load path to provide longitudinal restraint on the main span is via the can-

tilever deck sections which are connected to the main truss via shear boxes. 

These cantilevers are continuous across the Plymouth tower, and incorpo-

rate movement joints at the Saltash tower.   

  7.4.2      Evolution of the monitoring system and reasons 
for sensor choice 

 Monitoring systems were originally installed to track bridge confi gura-

tion during the upgrade, and these original sensors still represent the 

majority of data channels in the present day system. Since late 2006 

S3(a)

(b)

S1 S2 S4

Cable 5

P4 P2 P1 P3

 7.2      Schematic of additional stay cable locations and cable damper.  
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dynamic data channels have been added, followed by a total station in 

2009. In 2010 a relatively simple wireless sensor network was added to 

track confi guration.  All these sub-systems have been modifi ed during the 

11 years of operation, and all have had their own performance and reliabil-

ity problems. 

  Subsystem 1: Fugro SMS 

 A structural monitoring system (SMS) was installed by Fugro Structural 

Monitoring to monitor cable loads, structure and environment temperatures, 

and wind speed and profi le. The purpose of the SMS was and is to provide 

engineering information on the performance and condition of the bridge dur-

ing and after the widening and strengthening. As such, the main use of the SMS 

was for tracking cable loads and deck level during the strengthening works. 

Data were also available from a WIM system, which is no longer serviceable. 

 The level sensing system comprises a fl uid pressure system with sensing 

stations at 1/8 span centres and is based on a similar system installed on 

bridges in the Lantau Fixed Crossing. The height measurements were speci-

fi ed to be accurate to +/5 mm and sampled at 1 Hz. 

 The sensors used in the SMS include the following (shown in Fig. 7.3):

   Anemometers to measure wind speed and direction.  • 

  Fluid pressure-based level sensing system to measure deck vertical • 

displacement.  

  Temperature sensors for main cable, deck steelwork and air.  • 

  Extensometers and resistance strain gauges to measure loads in addi-• 

tional cables.  

  Electronic distance measurement between tower tops.       • 

 Deck and cable temperature sensors are platinum resistance thermom-

eters (PRT) on stainless steel shim glued in place. Air temperature sensors 

consist of a temperature probe with radiation shield. 

 Additional cable tensions are measured by resistive strain gauges attached 

to main tensioning bolts at deck anchor points by epoxy or micro-welding. 

Gauges are arranged in pairs 180° apart around the bolt, each pair com-

prising an axial element and an element to measure hoop strain. The four 

gauges are connected to a full Wheatstone bridge, with the hoop gauges 

providing the temperature compensation. 

 Wind speed is measured mechanically by cup anemometers at the top of 

Saltash Tower (where direction is also measured), the deck level of Saltash 

tower and Saltash approach. 

 Tower separation is measured by an electronic distance measuring device 

(EDM) attached to the upper portal of the Plymouth tower. 
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 At present, the main concerns for bridge operation are safety, not just 

in the bridge but in the adjoining Saltash tunnel. Closed circuit television 

(CCTV) cameras and image tracking software are used to avoid and man-

age dangerous traffi c situations, and wind data from the SMS are used to 

determine when the bridge should be closed to high-sided vehicles. 

 The SMS was overhauled in summer 2007 when extra data channels were 

added and faulty channels, including the levelling system and some stay 

cable tension sensors, were fi xed. However, many of these sensors (such as 

level sensors, EDMs) are now unserviceable.  

  Subsystem 2: Vibration Engineering Section (VES) 
dynamic monitoring system (DMS) 

 Vibration Engineering Section began monitoring the dynamic response of 

the bridge deck and cables in 2006. This monitoring system includes eight 

Honeywell QA650 accelerometers arranged to measure biaxial cable vibra-

tions, and three QA750 accelerometers installed close to the midspan of 

(a)

(c) (d)

(b)

 7.3      Fugro SMS sensors. (a) Cable tension; (b) wind speed and air 

temperature; (c) suspension cable temperature; (d) truss girder 

temperature.  
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the bridge deck arranged to measure horizontal motion as well as vertical 

motion on each side of the truss (Fig. 7.4). The QA750/650s are force balance 

DC ‘servo-accelerometers’ so that they can measure quasi-static accelera-

tion. They also resolve accelerations in micro-g range.      

 Three ASM-WS12 ‘potentiometer’ or ‘pull-wire’ extensometers were 

installed (lower left view in Fig. 7.4), two to track relative motion between 

the deck truss and tower pylon on each side, and one for motion between 

main and side span via the thrust bearing extensions. 

 All 12 channels were hardwired to a small instrumentation cubicle above 

the anchorage chamber at the Plymouth side. Analogue voltage signals have 

since 2006 been collected by a National Instruments (NI) SCXI format data 

acquisition system (DAQ), which was originally connected to a router in the 

bridge control room via fi bre optic cable and recycled repeater nodes. The 

original fi bre optic link has been replaced with a power-line modem.  

(a) (b)

(c) (d)

 7.4      DMS components. (a) Deck force balance accelerometers; (b) stay 

cable servo-accelerometers; (c) extensometer at Tamar expansion joint; 

(d) data acquisition system: dual laptops, SCXI chassis, power supply 

and modem.  
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  Subsystem 3: robotic total station (RTS) 

 Examination of accelerometer data and quasi-static deck extension, deck 

level and cable tension data in 2008 indicated that deck confi guration played 

an important role in modifying dynamic response and was itself driven in a 

complex way by various forms of loading. With award of a major research 

grant from UK’s Engineering and Physical Sciences Research Council to 

fund SHM on suspension bridges, the DMS was extended to incorporate 

an RTS (Koo  et al ., 2010). RTS was chosen instead of GPS following dis-

cussion with and advice from researchers at Technische Universit ä t Graz. 

For a relatively short span the expected quasi-static movements in all three 

directions could be challenging to measure by GPS in real-time kinematic 

(RTK) mode, which has an accuracy around 15 mm. To measure with sim-

ilar spatial resolution to the level system (which stopped working about a 

year after its 2007 repair) would require expensive multiple antennae and 

present problems of fi xing them securely, in terms of access and theft as 

well as in terms of structural rigidity, and multi-path. RTS has better res-

olution in space but poorer resolution in time, limited to about 1 Hz for a 

single target, but since fast sampling was not required, the much slower and 

irregular sampling of RTS could be tolerated. Hence, a single Leica TCA 

1201M was deployed to a fi xed location on the control room roof, with 15 

refl ector targets mounted at critical points on the bridge (Fig. 7.5). Quasi-

static response with periods up to 20 s could be recovered from integration 

of accelerometer signals.      

 The TCA was originally tested on the Plymouth tower upper portal, which 

offered the best location for target visibility, but the high frequency dynamic 

sway of the tower prevented reliable locking on reference refl ectors and 

recovery of azimuth angles.  

(a) (b)

 7.5      Total positioning system components (a) RTS on control room roof; 

(b) prism refl ector on Saltash tower pylon.  
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  Subsystem 4: wireless sensor node (WSN) 

 Due to problems with the wired connections to the extensometers result-

ing in an earth loop that could not be fi xed, an NI WSN operating on the 

2.4 GHz frequency range using the IEEE 802.15.4 protocol was installed 

to transmit the data from the extensometers to the control chamber. The 

extensometers were connected to an NI WSN-3202 4-channel, 16-bit ana-

logue input node with the DAQ laptop connected to a to a NI WSN-9791 

Ethernet gateway node. The distance between the sensing location (the 

Saltash tower expansion joint) and the DAQ laptop was approximately 

450 m, greater than the transmission range of the NI WSN nodes; so an 

intermediate NI WSN-3202 node was installed and confi gured to act as a 

router in a two-hop network. The router was located on the main span near 

the Plymouth tower, where there was a readily-available DC power supply. 

This still left a 330 m hop over the main span, longer than the specifi ed 

operational range of the NI WSN nodes, requiring 10 dBi high-gain, omni-

directional antenna on each of the three nodes. System components are 

shown in Fig. 7.6.       

(a) (b)

(c)

 7.6      Wireless links for extensometer signals. (a) WSN node at Saltash 

tower; (b) router node at Plymouth tower; (c) router antenna.  
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  Present system 

 The present system, fusing the four sub-systems, is shown in Plate VII in the 

colour section between pages 374 and 375. Not all these channels are opera-

tional, or work intermittently, as will be described later. Images from CCTV 

cameras on each of the towers are also collected with the environment and 

performance data to help interpret anomalous performance.   

  7.4.3     Other studies supporting the monitoring 

 To support the monitoring studies, fi nite element models of the bridge have 

been created. The most effective model of the bridge, shown in Fig. 7.7 has 

been developed in ANSYS and used for simulations of effects of thermal 

and traffi c loading on the bridge (Westgate and Brownjohn, 2010). To cali-

brate any modelling of the bridge, an ambient vibration survey of the bridge 

was carried out in April 2006 (Brownjohn  et al ., 2007). This exercise col-

lected acceleration signals from both sides of the deck in lateral and ver-

tical directions as well as lateral and longitudinal motions in the towers, 

followed by operational modal analysis to recover modal properties specifi c 

to the day and time of the measurements. While the modal frequencies and 

damping ratios are now known to exhibit considerable variation according 

to environment and loading conditions, the mode shapes should be rela-

tively stable and allow for tracking of specifi c mode type in the subsequent 

monitoring.       

  7.4.4     Data management 

 Data management is described elsewhere (Koo  et al ., 2011); data on local 

PCs are replicated in the VES server and loaded in the Sheffi eld SHM data-

base (SSDB). The SSDB system includes processing algorithms coded in 

MATLAB calculating derivatives of raw time series and their combina-

tions, present in columns of database tables that can be interrogated using 

MATLAB or a web interface and viewed in near real time.   

 7.7      Finite element model of Tamar Bridge.  
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  7.5     Monitoring results illustrating sensor 
characteristics 

 This section describes performance of sensors and the implications for data 

interpretation. 

  7.5.1     SMS data 

 Not all data channels have been operational throughout the monitoring, but 

reliable tension data have been available for several of the additional stays. 

Level data have been fully functional for a relatively short period from mid 

2007, during which it provided insights into the deformation performance 

of the bridge. 

 Figure 7.8 shows different scales of level data. First the relationship with 

structure temperature is clear, as is the daily variation in standard devia-

tion of level hour by hour, showing the relatively quiet weekend periods. 

The effects of rush-hour traffi c enhancement and temperature are evident 

in the 24 h plot, while the zoom on an hour of data hints at heavy vehicle 

crossings (the large negative spikes). The 4 s sampling period for the sensor 

is too coarse to be confi dent of such information. The plots do not show that 

absolute levels appeared to drift and then shift; the value, but unreliability, 

of these data led to installation of the RTS system.      

 The relationships with structure temperature, stay cable tension and deck 

level are illustrated in Plate VIII in the colour section between pages 374 

and 375. Other data show that the deck sag/hog is lopsided in elevation and 

accompanies a signifi cant longitudinal expansion, while the linearity of cor-

relations with temperature depends on which sensor location is used. The 

opposite slopes are due to the opposite directions of the stays in relation to 

the longitudinal expansion.  

  7.5.2     DMS data 

 The 11 accelerometers were deployed from the end of 2006 and originally 

interpreted by the  in situ  data processing and modal analysis software. Plate 

IX in the colour section between pages 374 and 375 shows deck and cable 

signals displayed using that interface. The lateral deck signal is too weak in 

the time series but appears in the spectrum for a higher order lateral mode 

(red). All eight cable sensors were working at the time, although signal shifts 

are evident in some cable accelerometer channels. The build-up and decay 

of signals is also clear; these data predate installation of water butt dampers 

on all the additional stays.  
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  7.5.3     RTS data 

 A sample of 6 days of RTS data is shown in Fig. 7.9 for the midspan refl ector. 

Unlike the level data, these signals comprise three components, when they 

are available. There is signifi cant scatter, in vertical/lateral directions, pos-

sibly due to their being a ‘snapshot’ of quasi-static plus dynamic response. 

The axial signals, which are barely infl uenced by dynamics, are much clearer 

and more stable. The three components combine EDM and theodolite com-

ponents of the RTS, but for axial data the weight of EDM data is close to 

100%. Signal loss is usually due to weather effects and the inability to dis-

criminate closely spaced targets. Nevertheless, the data are more valuable 

and reliable than the level data, and more cost effective and accurate than 

GPS data would be. Signal precision for the EDM is approximately 2 mm + 

2 ppm (i.e. about 2 mm for furthest refl ector) and for the theodolite it is 1 

arc-s, or 3.3 mm for the furthest refl ector.       

  7.5.4     WSN data 

 Plate X in the colour section between pages 374 and 375 shows the mon-

itoring interface and extensometer data recorded over the fi rst 6 months 

of operation. The longitudinal displacement of the bridge deck had a clear 

diurnal pattern as well as a seasonal trend, with the deck closer to the tower 

during day time and the warmer summer months. Also noticeable are sec-

tions of missing data from both extensometers. These were due to a recurring 
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problem with the power supply to the monitoring systems from the Bridge’s 

electrical circuitry. There were also a number of instances where the data 

from the south extensometer were clearly erroneous, most likely due to the 

extensometer cable getting stuck and not being pulled back by the spring 

mechanism. So, while refl ecting the actual movement may not be perfect, 

due to the nature of the device, resolution is as good as the resolution of the 

DAQ.  

  7.5.5     Issues with sensors 

 The data presentation has highlighted some issues with sensors: as the 

bridge itself requires maintenance, so does a SHM system. At the time of 

setting up the DMS, the level sensors and several of the cable ‘load cells’ 

(i.e. combinations of strain gauges) were not functioning. These functioned 

well for a while after the 2007 repair, but problems recurred and some cable 

load data were clearly anomalous (as identifi ed by ad-hoc cable vibration 

measurements). Wind and temperature sensors have remained both reliable 

and valuable. Table 7.2 summarises sensor types and availability.      

 For the DMS, water ingress into the wiring junction boxes has been the 

signifi cant problem, and some deck accelerometers have been replaced, 

while at the time of writing two cable accelerometer pairs have ceased to 

function, probably for the same reason. The earth loop problem with exten-

someters has been avoided via the WSN. 

 Table 7.2     Tamar sensors and availability 

 Sensor type  Number of units  Availability 

 Cable load cell (pair)  20  12 half-sensors 

unserviceable from 

varying times in 

programme 

 Level sensor  10  Progressively 

unserviceable from 

2008 

 Deck temperature  2 2 3  Two unserviceable 

 Cable temperature  1 

 Air temperature  1 1 

 Wind speed  4 

 Wind direction  2 

 EDM  1  Intermittent, not used 

 Deck accels  3  I failed and replaced 

 Cable accels  8  Four failed 2008, two 

more failed from 

2012. Not needed 

 Extensometers  2 

 RTS refl ectors  16 
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 For the RTS, the principal issue has been the failure to locate distant or 

close refl ectors, resulting in missed data points, a particular problem in bad 

weather. Despite this, the RTS has been a powerful tool for tracking bridge 

deformation. 

 For the WSN there have been few problems, except occasional data loss 

due to signal strength. 

 Reliability of computers has been problematic. While the computers (so 

called ‘Toughbooks’) themselves have survived for up to 5 years, software 

issues have caused occasional hanging, so that we now use internet-linked 

remote reset hardwired to the computer power switch.  

  7.5.6     Structural health monitoring (SHM) applications 

 While the Fugro SMS was installed for tracking structural behaviour during 

the strengthening and widening, the present system was developed to sup-

port development of data mining technologies for SHM, which considers 

sudden or evolving changes in structural condition. Such changes can be 

revealed through changes in time varying response patterns. For quasi-static 

response stresses, strains, deformations correlate with wind, traffi c or ther-

mal loads so that changes in the correlations or outliers can indicate struc-

tural changes, and such changes can be enhanced by sophisticated analysis 

of the time series (Omenzetter  et al ., 2004). Modal parameters(e.g. natural 

frequencies) themselves can be viewed as response parameters which vary 

with environmental and loading conditions. Clear and unambiguous identi-

fi cation of a modal parameter change can be very useful for diagnosing the 

underlying change in structural condition. 

 So far with Tamar, the obvious performance anomalies have been directly 

linked to traffi c overloads, leaving the more subtle changes to be spotted 

among the noise of normal operational environment and load changes. 

Hence, recent research on Tamar performance data has focused on fi lter-

ing out the ‘normal’ variations by creating meta-models fi tting the observed 

variations of load/environment with response using the technique of 

 co-integration (Cross  et al ., 2012).   

  7.6     Conclusion and future trends 

 Experience from this bridge (and other structures our group has monitored) 

has led to the following observations. 

 Accelerometers are extremely versatile instruments capable of providing 

time series and response statistics in isolation and modal parameters col-

lectively (although less reliable estimation is possible from single devices). 

Unless it is necessary, and possible, to observe variations in mode shape, 
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a few well-placed accelerometers can be used with reliable modal survey 

information (using larger temporary arrays) to provide global response via 

modal expansion. 

 Accelerometers can also provide quasi-static displacement and rotation 

information when high quality low noise DC instruments are used. Hence, 

for a given budget it would be better to use fewer but better and more costly 

accelerometers. 

 There have been no signifi cant problems with hard wiring accelerometers 

but locations have been limited due to cost, primarily of the accelerometers 

but to some extent of the cabling. In cases where low frequency sampling 

is adequate or where embedded processing of single point measurements 

suffi ces, there are real benefi ts for wireless devices. A particular example is 

measurement of stay cable response. 

 The wind sensors used have been simple and rugged devices. While 

sonic anemometers have no moving parts, our experience in using them 

on tall structures (transmission tower, tall building) is that they can per-

form badly in heavy rain and suffer from electrical interference, e.g. during 

thunderstorms. 

 Measurement of displacement or confi guration is obviously very impor-

tant for a bridge, particularly a long span bridge, and there is no single per-

fect technology for the purpose (Brownjohn and Meng, 2008). The popular 

solution is to use GPS antennae and receivers, as deployed in the majority 

of Chinese bridge monitoring exercises (Ko and Ni, 2005). As described in 

the decision process for Tamar, GPS sensors are relatively expensive sin-

gle point devices that have the advantage of relatively high speed synchro-

nous sampling. They are subject to unusual and non-Gaussian noise, e.g. due 

to cycle slip and multi-path, resulting in very large errors, and even with-

out those, accuracy is around 15 mm without post processing. For Tamar, 

RTS was chosen, which has its own problems, but there were no signifi cant 

problems with loss of information due to the very slow sample rate: a mea-

surement with the motor-driven unit fi nding the measuring locations of 15 

refl ectors takes over 10 min. This leaves a gap between the longest possible 

period of displacement data integrated from accelerometer signals (about 

20 s) occupied by timescales for crossing of law-abiding heavy vehicles and 

rapidly changing weather conditions. 

 For relative motion, e.g. across expansion joints, there is a range of tech-

nology including mechanical devices and non-contacting devices, usually 

some form of laser. The former suffer from abuse (and birds), the latter 

from line of sight interruption. 

 Fibre optic sensing technology, mainly used for strain measurement, has 

advanced considerable in the last decade, particularly the spectrum analy-

ser/logging devices. Fibre optic sensors (e.g. fi bre Bragg grating and Brillouin 

scattering devices) are a natural choice for extended steel structures and 
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are sensibly adopted for Chinese long span bridges. However, strain gauges 

have hardly been used in this study, which focuses on global issues. 

 Above all, the greatest need is for development of systems for managing, 

interpreting and applying the performance data. This is a major challenge, 

which is still hardly addressed by any research group in a systematic and 

effective way (Koo  et al ., 2011). 

 The trend in long span bridge monitoring is for ever-larger and more com-

plex systems incorporating a wide range of sensors types providing both ana-

logue and (directly) digital data at a range of fi xed and variable sample rates.  
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  Abstract : Several sensing solution systems for assessing and monitoring 
seismically-excited buildings are reviewed. Although the importance 
of monitoring buildings has been widely recognized following the 
devastating earthquake of magnitude 9 in east Japan in 2011, the 
installation of a structural health monitoring system in a building is still 
expensive, limiting the use of such systems to tall, or otherwise important, 
buildings. Using sensors only for earthquakes may not be practicable for 
normal buildings. As a potential solution for this diffi culty, a system using 
sensor agent robots is introduced. 

  Key words : structural health monitoring (SHM), smart sensor, sensor 
agent robot, tall building, earthquake. 

    8.1     Introduction 

 For the fi rst time a seismometer recorded the large acceleration time history 

of the near fi eld earthquake in 1940 at the El Centro Terminal Substation 

Building’s concrete fl oor in California. Before this event, most building 

structures in seismic zones had been designed assuming static horizon-

tal forces applied to building fl oors, because strong motion data were not 

available. Since then, many strong motion records have been obtained. The 

California Strong Motion Instrumentation Program (CSMIP, see the URL 

listed in reference) is a representative modern program that provides a 

funding scheme for installing and maintaining sensors in buildings. The data 

obtained at these buildings are accessible by anyone. There are many other 

programs that monitor buildings  –  the USGS has operated the National 

Strong-Motion Project (USGS, see the URL listed in reference) for many 

years. 

 In Japan, the Building Research Institute operates the Strong Motion 

Observation (BRI, see the URL listed in reference) and provides valuable 

data, including those taken during the 2011 east Japan earthquake of mag-

nitude 9.0 that occurred on March 11, 2011. However, most buildings are 
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privately owned; hence, recorded data are generally not released to the pub-

lic. The BRI provides an amazing dataset from a 55-story building in Osaka 

that was about 760 km away from the epicenter. The maximum displace-

ment amplitude of the 52nd fl oor was about 1.4 m. This large shaking had 

not been expected before the event, as it was far away from the epicenter. 

The shaking was revealed by sensors installed in the building. 

 Extensive strong motion data have also been recorded in seismically iso-

lated buildings. The Japan Society of Seismic Isolation (JSSI) immediately 

formed the Response-Controlled Buildings Investigation Committee to 

conduct detailed investigation of the performance of seismically isolated 

buildings and buildings with dampers to prepare action plans if necessary. 

Three working committees under this committee were formed. They are: 

the Base-Isolated Building Design Committee, the Response Evaluation 

of Base-Isolated Buildings Committee, and the Supplemental-Damped 

Building Investigation Committee. The second committee was established to 

evaluate the performance of seismically isolated buildings during the earth-

quake, using recorded data. Twenty seismically isolated buildings from the 

Sendai to Tokyo area were selected and examined. The number of stories 

ranged from 2 to 21. The buildings investigated are listed in Table 8.1, along 

with information on their isolators, dampers, and stories as reported by JSSI 

(2012). The peak value of the acceleration recorded at the foundation and 

the maximum deformation of the isolator are also provided. A summary 

of the report is seen in the paper prepared by (Kasai  et al ., 2013) that was 

accepted for publication by Earthquake Spectra.      

 There was another notable episode during this earthquake. A structural 

health monitoring (SHM) system installed in a 40-story building in Tokyo, 

the World Trade Center Building, was reported to be of great help in assess-

ing the safety of the building immediately following the earthquake. As a 

result, the state of the building was immediately announced to the tenants 

and appropriate and immediate decisions were taken, such as resumption 

of elevators. In most other tall buildings, visual inspections by experts were 

needed to ascertain the safety of the buildings and elevator systems before 

resumption of normal services. These visual inspections took hours and days 

to complete. The SHM system saved hours of time for the residents and 

tenants.  

  8.2     New roles for sensing and monitoring systems in 
buildings 

 For many years, accelerometers have been used for recording strong motion 

data. However, due to recent advances in sensors and networks, the concept 

of SHM has become popular in structural engineering. The SHM system 

records structural responses during large earthquakes, as well as other harsh 
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external loads such as strong winds. The SHM system is different from other 

strong motion observation systems. While strong motion observation sys-

tems are mainly intended to record accurate and reliable data for analysis 

later, the SHM system data are intended to be used during the event as well 

 Table 8.1     List of seismic isolation buildings investigated by JSSI 

 Number  Location  Isolator and damper  Stories a    PFA b  

(cm/s 2 ) 

 D max  
c  

(cm) 

 1  Sendai, Miyagi  High damping rubber  3/0  301  12 

 2  Sendai, Miyagi  Natural rubber, steel 

damper 

 9/2  289  17 

 3  Sendai, Miyagi  High damping rubber  6/2  381  18 

 4  Sendai, Miyagi  High damping rubber  5/0  345  11 

 5  Mito, Ibaraki  Natural rubber, lead 

damper, steel 

damper 

 21/0  402  14 

 6  Tsukuba, 

Ibaraki 

 Natural rubber, lead 

rubber, steel damper 

 7/0  327  6 

 7  Funabashi, 

Chiba 

 Natural rubber, 

viscoelastic damper 

 3/0  150  8 

 8  Funabashi, 

Chiba 

 High damping rubber, 

lead rubber 

 4/0  170  5 

 9  Chiba  High damping rubber  8/0  219  5 

 10  Chiyoda, Tokyo  Natural rubber, viscous 

wall 

 10/0  218  3 

 11  Chiyoda, Tokyo  Natural rubber, lead 

rubber, oil damper 

 11/2  104  5 

 12  Minato, Tokyo  Natural rubber, slider, 

semi-active and 

passive oil damper 

 13/3  65  14 

 13  Koto, Tokyo  Natural rubber, oil 

damper, rotational 

friction damper 

 12/0  100  7 

 14  Koto, Tokyo  Lead rubber  6/0  137  8 

 15  Chofu, Tokyo  Natural rubber, oil 

damper, steel damper 

 2/0  143  4 

 16  Yokohama, 

Kanagawa 

 High damping rubber, 

oil damper 

 7/0  147  7 

 17  Yokohama, 

Kanagawa 

 Natural rubber, semi-

active and passive oil 

damper 

 7/2  71  12 

 18  Yokohama, 

Kanagawa 

 Synthetic rubber, slider  4/0  97  4 

 19  Yokohama, 

Kanagawa 

 Natural rubber, oil 

damper, steel damper 

 20/0  69  9 

 20  Kanagawa  Natural rubber, slider, oil 

damper 

 14/1  49  10 

     a Number of stories.  b Peak foundation acceleration.  c Maximum deformation of 

isolator.    
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as after the event. A typical SHM system may provide the following new 

functions:

   Real time evacuation information is provided to residents to guide them • 

to safe places during a harsh earthquake.  

  Immediate health assessment is conducted during and after the event • 

to provide the damage level to the building. The assessment results help 

resume normal functions of the building such as elevators, escalators, 

and security systems as soon as possible.  

  Degradation of the building is assessed and the results are recorded so • 

that economical and timely renovation of the structural system is possi-

ble for prolonging its service life.  

  Time histories of structural performance as well as associated renova-• 

tion information are recorded in an electrical carte. This information will 

be used when the building is sold to another owner. Thus, the value of 

the building with this carte will be higher than those without.     

  8.3     Structural health monitoring (SHM) systems for 
buildings 

 Historically, SHM systems for buildings trace their origins to strong motion 

observation systems using high-precision accelerometers. Because the num-

ber of sensor types used in this fi eld is not large and most observation sys-

tems are custom-designed, the cost of a system is rather high. Furthermore, 

as there is no common data management system and storage format inter-

nationally, professional, individual care to maintain the systems is required, 

which adds to their cost. 

 In the initial phase of developing SHM systems for buildings, database 

systems and internet access have been added to conventional observation 

systems. Initially, there were no diagnostics tools installed in the system. 

With time, systems gradually evolved to include many diagnostics tools and 

other sensor types. A typical concept of the early SHM system is presented 

in Fig. 8.1.      

 A pioneering SHM system was installed in the seven-story base-isolated 

building built in 2000 on the Hiyoshi Campus, Keio University. The build-

ing is continuously monitored. The system consists of accelerometers and 

displacement sensors to observe the response of rubber isolators and the 

superstructure. The system is still being operated, and has gradually evolved 

to include many diagnostics tools. It was successful in recording the build-

ing’s response to the 2011 east Japan earthquake. An overview of the system 

is depicted in Fig. 8.2. The trajectory of the isolator during the earthquake 

obtained from this system is plotted in Fig. 8.3. Details of the evolved version 

of the system are explained in the report by Okada (2011).           
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 8.1      Typical concept of an early Internet-based SHM system.  
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University) with SHM system installed.  
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 8.3      Trajectory of the isolation layer for the 2011 east Japan earthquake.  

 The 632 m tall Shanghai Tower is currently under construction in China. 

An SHM system has been designed and is being constructed by a joint ven-

ture from the Tongji University, Hong Kong Polytechnic University, and 

Tongji Architectural Design (Group) Co. Ltd. (the details of this project are 

available at Xu,  et al . (2012).) The layout of the sensing system is presented 

in Fig. 8.4. The SHM system is intended to monitor the performance of the 

structure under wind, seismic, and temperature loadings during construction 

as well as during service. The system has over 400 transducers of 12 differ-

ent types, including anemometers, wind pressure sensors, accelerometers, 

seismographs, strain gauges, thermometers, global positioning system (GPS), 

total stations, theodolites, inclinometers, digital video cameras, and crack sen-

sors. This is one of the largest SHM projects for a tall building in the world.      

 In the next phase of development of SHM systems for buildings, the 

importance of common data formats and common analysis tools has 

been recognized by the community as critical. In 2008, a consortium of 

14 companies, led by Keio University (PI: Akira Mita), has been estab-

lished to develop a common data management platform for SHM. The sys-

tem has a common data model for the SHM data and uses smart sensors. 

The smart sensors, shown in Fig. 8.5, are equipped with microprocessor 

boards with the Linux operating system installed so that necessary com-

munication between sensors and the data server is immediately started 

when the sensors are connected to the network. The prototype system has 

recently evolved into a commercial system, with feasibility tests now being 

conducted.      
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 SHM systems using smart sensors are now evolving to include the use of 

sensor agent robots, which are small ‘pet’ robots for collecting information 

on environments in a building. An outline of an SHM system that employs 

sensor agent robots is depicted in Fig. 8.6. The details of this system are 
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available at Mita and Ise (2012). A prototype sensor agent robot used in this 

system is shown in Fig. 8.7. The sensor agent robots are able to measure 

the response of the building. Using the data obtained by the robots, active 

evacuation guidance is provided considering the level of damage and other 

surrounding conditions. The safety level of other buildings will be notifi ed 

through communication with the SHM system.           

 An example of a commercial SHM system developed for emergency con-

trol (VissQ: see the URL listed in reference) is shown in Fig. 8.8. This system 

is installed in the World Trade Center Building in Tokyo, where the response 

during the 2011 earthquake was monitored. VissQ provides data to meet 

emergency control center to quickly understand the structure’s safety. As a 

result, the tenants did not need to evacuate. The recovery procedures were 

immediately initiated thanks to the information from the system. After this 

Buildings
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Connection with sensors

NTP server
Data conversion

Data and Diagnosis Server
Database

Web server
System identificationAnalysis

Surrounding
buildings’

information

Details of
building’s safety

Buildings

Earthquake data

Earthquake data

 8.6      Use of sensor agent robots and SHM systems with smart sensors 

for active evacuation.  

SUZAKU-V Power supply

A/D converter

Accelerometer

 8.5      Prototype smart sensor unit.  
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 8.8      Commercial SHM system for emergency control.  

 8.7      Sensor agent robot ‘e-bio’ with a notebook PC and a laser range 

fi nder.  
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event, the usefulness of SHM system has been recognized. Thanks to this 

heightened awareness, many tall buildings are now being equipped with this 

type of SHM system.       

  8.4     Smart sensor devices to detect local damage 

 We defi ne a smart sensor as a sensor device with processing and commu-

nication capability. Many smart sensor devices have been proposed and 

 

 

 8.9      Smart VA sensor (a) and smart AE sensor (b).  
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 Table 8.2     Outline of smart VA and AE sensors 

 Targeted behavior  Structure’s dynamic properties  Concrete crack 

 Sensor and monitoring 

method 

 Global monitoring   by Smart 

VA Sensor 

 Local monitoring   by 

smart AE Sensor 

 Estimation  Three acceleration indices 

 (the number of zero-crossing 

points,   the maximum 

acceleration value and 

the sum of the absolute 

acceleration values) 

 Numbers of 

threshold excess  

 for the four 

different levels   in 

AE signals 

 Location of sensors  The top, medium level and/or 

the base of the building 

 The foot of the shear 

walls, the columns 

and/or the edge of 

the girders where 

the concrete crack 

may occur 

developed. The sensor device depicted in Fig. 8.5 is a typical example. En 

 et al . (2010) developed two types of smart sensor devices for monitoring 

damage in the reinforced concrete buildings. They are the vibration sen-

sor (VA sensor) and the acoustic emission sensor (AE sensor). An outline 

of the smart sensors is listed in Table 8.2. The photos are shown in Fig. 8.9. 

Those sensor devices minimize the data transmitted to the network by ana-

lyzing those data to identify local damage using the processor on the device. 

Thus quick diagnosis is possible.            

  8.5     Conclusion 

 Sensing systems for monitoring buildings have entered a new era. In the 

past, most monitoring systems were aimed at recording responses to strong 

ground motion, to verify the structural design and identify defi ciencies of the 

structural system. In this new era, the purpose of monitoring has been wid-

ened to using the monitored information to evaluate the structural integrity 

for emergency control in real time as well as for maintenance. In this chap-

ter, several activities associated with SHM were introduced. Following the 

2011 earthquake, the importance of monitoring buildings has been widely 

recognized by engineers and the public. 

 However, the installation of an SHM system is still expensive, limiting 

their use to tall, or otherwise important, buildings. Installing sensors only for 

earthquakes may not be practicable for normal buildings. The SHM system 

should be integrated into systems for other purposes, such as environmen-

tal control systems. Such integration of sensor and monitoring systems will 

spread the use of sensing and monitoring in buildings.  
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  Abstract : The Canton Tower (CT) is a super-tall structure with a total 
height of 610 m. To ensure the safety and serviceability of this landmark 
structure during construction and operation, a sophisticated long-term 
structural health monitoring (SHM) system consisting of more than 
700 sensors of 16 types has been designed and implemented for real-
time monitoring of the structure at both in-construction and in-service 
stages. It provides a unique engineering paradigm for monitoring and 
assessing mega-structures using sensory technology, and a test-bed for 
an SHM benchmark study of super-tall structures with use of real-world 
monitoring data. This chapter describes the design, implementation, 
operation, and management of this life-cycle SHM system, and the 
integration of the SHM system with the vibration control system and the 
renewable energy technology deployed on the CT. The monitoring data 
from the CT during more than ten typhoons and earthquakes (including 
the recent devastating Great East Japan Earthquake) are presented, and 
an SHM benchmark problem with the instrumented CT being a host 
structure is outlined. 

  Key words : super-tall structure, structural health monitoring (SHM), 
sensory system, seismic and typhoon-induced response, benchmark study. 

    9.1     Introduction 

 Recent years have witnessed the growth of super-tall structures, built or 

being built in a number of densely urbanized cites worldwide. Examples are 

the Burj Khalifa, 828 m high, in Dubai, United Arab Emirates; the Pagcor 

Tower, 665 m high, in Manila, Philippines; and the Digital Media City 

Landmark Building, 640 m high, in Seoul, Korea; the Russia Tower, 612 m 

high, in Moscow, Russia. In China, at least three skyscrapers over 600 m in 

height (the Shanghai Tower, 632 m high; the Pingan International Finance 

Center, 646 m high; and the Wuhan Greenland Center, 606 m high) are 

currently being built. With the increasing complexity of modern skyscraper 

structures, civil engineers have faced the challenging task of ensuring not 

only the life-cycle safety of these structures but also their robustness in 
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resisting natural and/or man-made hazards such as earthquakes, typhoons, 

fi res, and so forth at both in-construction and in-service stages. Structural 

health monitoring (SHM) provides a viable technique to address these 

challenges. 

 The applications of SHM technology to building structures are not as 

widespread as its applications to bridge structures. The signifi cance of 

implementing SHM systems for large-scale bridges, to secure structural and 

operational safety and to issue early warnings on damage or deterioration 

prior to costly repair or even catastrophic collapse, has been well recog-

nized by bridge administrative authorities. In Hong Kong, SHM technology 

for bridges has evolved for over 15 years since the implementation of the 

‘Wind and Structural Health Monitoring System’ on the suspension Tsing 

Ma Bridge in 1997. All fi ve long-span cable-supported bridges in Hong Kong 

(the Tsing Ma Bridge, the Kap Shui Mun Bridge, the Ting Kau Bridge, the 

Western Corridor Bridge, and the Stonecutters Bridge) have been instru-

mented with sophisticated long-term SHM systems (Wong, 2004; Ko and Ni, 

2005; Wong, 2007; Wong and Ni, 2009a), and several investigations on using 

the monitoring data for bridge health and condition assessment have been 

carried out (Ko  et al. , 2009; Wong and Ni, 2009b; Ni  et al. , 2010b; Wong and 

Ni, 2011; Zhou  et al. , 2011a; Zhou  et al. , 2011b; Ni  et al. , 2012b; Xia  et al. , 
2012; Ye  et al. , 2012). The successful implementation and operation of SHM 

systems for the bridges and the experience gained from practice and research 

over the past 15 years have also promoted extended applications of this tech-

nology from long-span bridges to high-rise structures. The instrumentation 

system for the Canton Tower (CT), 610 m high with over 700 permanently 

installed sensors, is such an engineering paradigm of the application of SHM 

technology to high-rise structures (Ni  et al. , 2009). 

 Long-term SHM of high-rise structures, especially for super-tall tow-

ers and out-of-codes buildings, is very helpful in understanding the real 

performance of these structures under abnormal loading conditions and 

ensuring their safety in the whole life-cycle. It provides the most authentic 

information for assessing structural integrity, serviceability, and reliability. 

Continuous awareness of the evolution of the structural condition via long-

term monitoring allows for making informed decisions regarding the main-

tenance and management of the instrumented structures. Not only does it 

enable the identifi cation of structural deterioration at the earliest possible 

stage, but also tells whether evacuation of the occupants of the building is 

necessary immediately after a major hazardous event. SHM data are also 

signifi cant for verifying the parameters and assumptions adopted in seis-

mic- and wind-resistant design of super-tall and out-of-code structures. For 

example, it is expected that the wind characteristics above and below the 

maximum gradient wind level (it is at the height of 450 m according to the 

Chinese code). However, the fi eld measurement data of wind characteristics 
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and wind-induced structural responses at heights above 450 m were scarcely 

available. With SHM systems instrumented on super-tall structures, the wind 

characteristics (wind speed, wind direction, wind pressure, and their deriva-

tives such as wind spectrum, turbulence intensity, turbulence integral length 

scale, gust factor) above the maximum gradient wind level can be monitored 

long-term and compared with those below the maximum gradient wind 

level. Correlating the measured wind characteristics with the corresponding 

structural responses enables the verifi cation of wind-resistant design. The 

increasingly available data entail improved wind-resistant design of super-

tall structures in future.  

  9.2     Structural health monitoring (SHM) system for 
the Canton Tower 

 The CT, formerly named Guangzhou New TV Tower, located in Guangzhou, 

China, has an assured place among the super-tall structures worldwide by 

virtue of its total height of 610 m. As shown in Fig. 9.1, it consists of a 454 m

high main tower and a 156 m high antenna mast. The main tower is a tube-

in-tube structure, consisting of a steel lattice outer structure and a reinforced 

concrete inner structure. The outer structure has a hyperboloid form, which 

is generated by the rotation of two ellipses, one at the ground level and the 

other at an imaginary horizontal plan 454 m above the ground. The tighten-

ing caused by the rotation between the two ellipses forms the characterizing 

‘waist-line’ of the tower. The cross-section of the outer structure is 50 m  ×  80 

m at the ground, 20.65 m  ×  27.5 m (minimum) at the waist level (280 m high), 

and 41 m  ×  55 m at the top (454 m high). The outer structure is made up of 

24 inclined concrete-fi lled tube columns, which are transversely intercon-

nected by steel ring beams and bracings. The inner structure is an ellipsoidal 

shape with a constant cross-section of 14 m  ×  17 m throughout its height. The 

centroids of the outer structure and the inner structure are different in the 

plane. The inner structure and the outer structure are connected at 37 fl oors. 

The antenna mast is a steel structure founded on top of the main tower. The 

lower part of the antenna mast is a steel lattice structure with an octagon 

cross-section. The diagonal length of the octagon is 14 m at the bottom and 

decreases as the height rises. The upper part of the antenna mast is a steel 

box structure. The form of the cross-section varies with height, being square, 

hexagon and square again. The side length of the square cross-section on the 

top of the antenna mast is only 0.75 m. The CT serves various functions − 

television and radio transmission, sightseeing, catering, and entertainment 

embracing an orbital Ferris wheel, a ceremony hall, observatory decks, 4D 

cinemas, revolving restaurants, skywalk, etc. With the completion of struc-

tural construction in May 2009, the CT was open for the 2010 Asia Games.      



Sensing solutions for monitoring super-tall towers   249

 To ensure the safety and serviceability of this landmark structure dur-

ing construction and operation, a sophisticated long-term SHM system was 

designed and implemented by The Hong Kong Polytechnic University for 

real-time monitoring of the CT at both in-construction and in-service stages 

(Ni  et al. , 2009). Figure 9.2 illustrates the integrated in-construction and 

 9.1      The Canton Tower (CT).  



250   Sensor Technologies for Civil Infrastructures

in-service SHM system, which consists of more than 700 sensors including 

a weather station (air temperature, humidity, barometric pressure, rainfall), 

a total station, a global positioning system (GPS) with two rover receiv-

ers, a seismograph, accelerometers, anemometers, wind pressure sensors, 

fi ber Bragg grating (FBG) strain and temperature sensors, vibrating wire 

strain gages and temperature sensors, electrical resistance temperature 

sensors (thermometers), corrosion sensors, digital cameras (a vision-based 

displacement measurement system), tiltmeters, and theodolites. Table 9.1 

summarizes the sensors deployed on the CT for in-construction and in-

service monitoring. Among them, a total of 200 FBG sensors have been 

deployed on the main tower and the antenna mast, as shown in Fig. 9.3, to 

provide real-time and long-term monitoring of dynamic strain and tem-

perature. A hybrid tethered and wireless data acquisition network in con-

junction with 13 data acquisition units (DAUs) during in-construction 

 Table 9.1     Sensors deployed on CT for in-construction and in-service monitoring 

 No.  Type of sensors  Monitoring item  Number of 

sensors 

 Sampling 

rate (Hz )

 1  Weather station  Temperature, 

humidity, rain, 

air pressure 

 1  1 

 2  Anemometer  Wind speed, 

wind 

direction 

 2  1 

 3  Wind pressure sensor  Wind pressure  4  50 

 4  Accelerometer  Acceleration  22  100 

 5  Seismograph  Earthquake 

ground 

motion 

 1  100 

 6  Vibrating wire gage  Strain and 

temperature 

 404  1 

 7  Thermometer  Temperature of 

structure 

 136  1/60 

 8  Optical fi ber strain 

sensor 

 Dynamic strain  144  50 

 9  Optical fi ber 

temperature sensor 

 Temperature of 

structure 

 56  50 

 10  GPS  Displacement  2  10 

 11  Digital camera system  Displacement  3  60 

 12  Laser plummet  Inclination  1  50 

 13  Optical fi ber tiltmeter  Inclination  2  50 

 14  Corrosion sensor  Corrosion of 

reinforcement 

 2  – 

 15  Total station  Leveling  1  – 

 16  Theodolite  Elevation  2  – 
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     9.3      FBG sensors for dynamic strain and temperature monitoring: 

(a) Main tower; (b) Antenna mast.  
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monitoring and fi ve DAUs during in-service monitoring has been adopted 

in the SHM system.                

 As detailed later, the on-line SHM system has been devised to pos-

sess the following features: (i) modular architecture for easy maintenance 

and upgrade; (ii) life-cycle SHM with the integration of in-construction 

monitoring and in-service monitoring; (iii) dual function of on-line health 

monitoring and real-time feedback control with the integration of SHM 

and vibration control; (iv) integration with renewable energy technology 

(solar photovoltaic and wind turbine systems) to monitor the power gen-

eration effi ciency and operational condition; (v) innovative sensors and 

customized design fi t for special circumstances; (vi) hybrid tethered and 

wireless data transmission networks customized for harsh operational 

conditions; (vii) user-friendly graphical user interface for easy opera-

tion; (viii) innovative structural health evaluation methodologies cater-

ing for structural maintenance and management purposes; (ix) all-round 

protection customized for severe surrounding environments; (x) remote 

expert access through web-based data collection; and (xi) popularization 

of scientifi c knowledge through a virtual reality system integrated with 

sightseeing.  

  9.3     Integrated SHM and vibration control 

 The SHM system for the CT has been designed to have a special func-

tion of monitoring and verifying the effectiveness of vibration control 

devices installed on the structure. It is a unique and interesting use of 

SHM. A hybrid control system, consisting of two tuned mass dampers 

(TMDs) coupled with two active mass dampers (AMDs), as illustrated in 

Fig. 9.4a, was installed at a fl oor 438 m from the tower base for mitigating 

wind-induced vibration of the main tower, while two TMDs, as shown in 

Fig. 9.4b, were suspended at the heights of 571 and 575 m respectively for 

vibration suppression of the antenna mast. Each of the water-tank TMDs 

at 438 m level weighs 600 tons, which is about 0.3% of the total weight 

of the structure (the tower weighs about 200 000 tons and its fundamen-

tal frequency is about 0.1 Hz); the allowable stroke is ±1.2 m (restrained 

at ±0.8 m). Each of the AMDs weighs 100 tons and the stroke is ±2.0 m.

The AMDs are seated on top of the water-tank TMDs. The two TMDs 

inside the antenna mast are suspended at heights of 571 and 575 m,

respectively. Each TMD, weighing 2 tons (the antenna mast weighs approx-

imately 1800 tons), is a lead-fi lled steel ball with a diameter of 0.65 m. Its 

allowable stroke is ±40 cm.      

 To command the AMDs (made from linear motion actuators), it is nec-

essary to establish a structural response feedback system that will provide 
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comprehensive information for real-time vibration control. As illustrated in 

Fig. 9.5, the SHM system for the CT has been devised to integrate with the 

vibration control system so that reliable and real-time monitoring data can 

be obtained for feedback vibration control, thus enhancing the effectiveness 

of the control system. With such integration, the signals from the anemome-

ters and the seismograph of the SHM system will be provided on-line to the 

vibration control system for making decisions on activating or locking the 

control system, which is designed for wind-induced vibration control only. 

In addition, the signals from the ad hoc transducers specifi c for feedback 

vibration control will also be transmitted to the SHM center and compared 

with the measured structural response signals by the SHM system to detect 

possible faults of the control-specifi c transducers. Table 9.2 lists the total 20 

transducers deployed specifi cally for real-time feedback vibration control. 

Twelve accelerometers are installed on the main tower, water tanks, and 

antenna mast for measuring acceleration responses: four accelerometers are 

deployed respectively at the 1/4, 1/2, and 3/4 heights of the main tower and 

at the water-tank level (438 m in height), with one at each level; four accel-

erometers are placed at the centroids of the water tanks with two on each 

water tank; and four accelerometers are mounted on the antenna mast at 

the levels of 529 and 578 m high with two at each level. Four velocity meters 

are used to monitor the velocity of the main tower, with one at each of the 

1/4, 1/2, 3/4 heights of the main tower and one at the water-tank level (438 

m in height). Four displacement transducers are employed for measuring 

displacements of the water tanks, with two for each water tank. As shown 

in Fig. 9.5, the SHM system is also integrated with the renewable energy 

systems deployed on the structure (wind turbines at the height of 168 m and 

solar photovoltaic panels at the heights between 438 and 443 m) for signal 

acquisition and control.            

 9.4      Vibration control devices for CT: (a) TMDs + AMDs for main tower; 

(b) Suspended TMDs for antenna mast.  
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  9.4     Verification of long-range wireless sensing 
technology 

 The super-tall CT also provides a unique test-bed for investigating the opti-

mal design of sensor networks and effi cient techniques for long-range wire-

less monitoring (Ni  et al. , 2011a; Ye and Ni, 2012; Zhang  et al. , 2012). The 

 Table 9.2     Sensors deployed for feedback vibration control of CT 

 No.  Type of 

sensors 

 Monitoring 

item 

 Number of 

sensors 

 Sampling 

rate (Hz) 

 Location 

 1  Accelerometer  Acceleration  12  100   ¼ ,  ½ ,  ¾  height 

of main tower, 

438 m (water-

tank level), 

529 m, 578 m 

 2  Velocity 

meter 

 Velocity  4  100   ¼ ,  ½ ,  ¾  height 

of main 

tower, 438 m 

(water-tank 

level) 

 3  Displacement 

transducer 

 Displacement  4  20  438 m (water-

tank level) 

Solar photovoltaic panels

Wind turbine

 9.5      Integration of SHM with vibration control and renewable energy 

technology.  
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hybrid tethered and wireless communication network of the SHM system 

for the CT enables the verifi cation of wireless monitoring data. Wireless 

systems have been implemented in the CT for both static and dynamic 

response monitoring. A wireless system is operated for synchronous acqui-

sition of strain and temperature data and real-time data transmission from 

the DAUs to the site offi ce as shown in Fig. 9.6. The vibration of the struc-

ture is monitored mainly by using a wired cabling network, while a wire-

less system is also adopted  in situ  for complementary vibration monitoring 

(Ni  et al. , 2011a). The wireless sensing prototype, based on the Stanford 

Module (Wang  et al ., 2007), adopts an integrated hardware and software 

design to implement a simple star topology wireless sensor network. Its 

wireless sensing unit consists of three functional modules: sensing interface, 

computational core, and wireless communication channel. In the prototype 

implementation, the base station of the wireless sensing system is located 

at the ground level of the CT to receive the acceleration response data 

from the wireless sensing units placed at different heights up to the top of 

the main structure. Figure 9.7 shows a comparison of the ambient vibration 

responses (acceleration time-histories and power spectral densities) of the 

CT at the height of 225 m monitored by the wireless system and the teth-

ered system, respectively.            

  9.5     Sensor fusion for SHM 

 Because the CT has been instrumented with sensors in 16 types, this pro-

ject offers a platform to explore sensor and data (information) fusion for 

SHM. It is diffi cult to calibrate/verify the dynamic displacement mea-

surement data acquired by a GPS. Such calibration or verifi cation is usu-

ally carried out in an indirect way by doubly integrating the acceleration 

measurement data. However, this approach cannot provide an accurate 

reference of dynamic displacement due to unknown initial displacement 

and numerical error (Smyth and Wu, 2007). A vision inspection system 

(VIS), as shown in Fig. 9.8, has been developed and used together with 

the GPS system for dynamic displacement measurement of the CT (Ni 

 et al. , 2010a). It is composed of an industrial digital camera, an extended 

zoom lens, a laptop (or desk) computer, a Giga LAN wire, and tailor-made 

software. In this system, the Prosilica GigE camera is connected with the 

Navitar 24X Zoom Extender lens, and the software adopts the pattern 

matching technique. With the help of the digital image processing soft-

ware, the lens can zoom into any target distinct from its surroundings (with 

different contrast), and in real time track the coordinates of the target 

that are continuously being streamed to the computer. When the targeting 

location is accessible, a super-bright (light-emitting diode) LED lamp can 

be fi xed at the targeting location to enable measurement in night or bad 

weather as well.      
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 Image processing in the software system involves two phases: an off-

line learning phase in which the template is processed, and a match-

ing phase that can be executed in real time. The tailor-made software 

includes target calibration, projection of the captured image, and calcu-

lation of the actual displacement using the scaling factor and the number 
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 9.6      Wireless data acquisition.  
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of pixels moved, and display and storage of the calculated displacement. 

The quantity (amount) of information to be processed in real time 

depends on the number of pixels per frame and the number of frames 

per second. The region of interest (ROI) for target recognition does not 

need to cover the whole image frame. It is only necessary to trace the 

target, reducing the amount of information to be processed in real time. 

The image processing is performed only within the confi ned region, and 

thus the time for image processing is minimized. 

 The devised VIS is capable of remote long-distance (500–1000 m) 

dynamic displacement measurement with a sampling frequency between 5 

and 60 Hz. Plate XI in the color section between pages 374 and 375 shows 

the horizontal displacement responses of the CT at the top of the main 

tower measured by GPS after eliminating spikes and abnormal shifts (gen-

erated due to specifi c positioning of the satellites and electro-magnetic 

interference in the site) and by VIS. It is found that the VIS-measured dis-

placement response time-history coincides well with the GPS-measured 

displacement response time-history after corrections, while the former 

does not exhibit spikes and abnormal shifts. Therefore, the data measured 

by VIS can directly be used to verify and correct the GPS-measured dis-

placement responses. 
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 9.7      Comparison of ambient vibration responses monitored by wireless 

and tethered systems.  
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 The SHM system for the CT is a long-term monitoring system. Some of 

the sensors and sensing cables are located on the surface of structural com-

ponents or outside. To ensure long-term stable system operation, all-round 

protection is required for all sensors, sensing cables, and data acquisition 

and transmission components (Fig. 9.9). To avoid the problems of paint-off 

and weak weld strength, all of the pre-embedded pieces were welded on 

the steel members prior to installing the sensors and sensing cables on to 

the outer structure. Detachable stainless steel cases and wire ducts were 

utilized to protect the sensors and sensing cables, while aluminum alloy pro-

tection cases were adopted for the optical fi ber sensors. Specifi c sealant was 

used to seal the apertures. These measures made the sensor system not only 

presentable in outlook, but also waterproof and dustproof. Pre-protection 

measures for the embedded sensors are also necessary prior to sensor instal-

lation to prevent damage to the sensors (e.g., vibration wire strain gages, 

which were embedded into the inner structure). Sensing cables to the DAUs 

were safeguarded by zinc plating steel tubes. The DAUs were protected by 

special industrial mainframe-boxes to ensure lightning protection, electro-

magnetic interference (EMI) prevention, moisture-proofi ng, temperature 

control, etc. Aluminum alloy wire ducts were adopted to protect the sensing 

cables between the control center and the sub-stations. To date, the SHM 

system has performed well while the CT was struck by lightning several 

times in the past 5 years.      

 The CT, designed with the function of sightseeing and cultural enter-

tainment, is deemed to be an ideal and unique place for tourist sightseeing 

and at the same time to offer visitors opportunities to learn science. The 

tower allows tourists to understand the SHM’s and vibration control sys-

tems’ operations, and the scientifi c principles behind them. In addition, visi-

tors can view its real-time data. Display terminals are distributed at various 

popular zones, such as at the high-tech exhibition and ceremony halls. The 

terminals are connected by local networks and controlled by the SHM sys-

tem at the control center. Both professional and educational versions of the 

interactive software demonstrating the SHM system have been developed 

and provided at the display terminals.  

  9.6     Monitoring data during typhoons and 
earthquakes 

 Because the data acquisition system is operated automatically to contin-

uously acquire monitoring data, the SHM system has detected the structural 

responses of the CT during a number of typhoon and earthquake events 

(including the devastating Tohoku Earthquake in Japan in 2011) in the past 

5 years. 
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1. Installation of pre-embedded pieces in workshop;
2. Painted pre-embedded pieces;
3. Protection of sensor installed in steel column;
4. In-situ installation of fiber optic sensor;
5. Aluminum alloy protection case for fiber optic sensor;
6. Protection of fiber optic sensor;
7. Protection of vibration wire strain gage;
8. Installation of surface-type vibrating wire strain gage;
9. Protection of embedment-type vibrating wire stain gage;
10. In-situ installation of embedment-type vibrating wire
      strain gage;
11. Protection of accelerometer;
12. Zinc plating steel tube for protection of sensing cable in
      inner structure;
13. Stainless steel wire duct for protection of sensing cable in
      circumferential direction;
14. Stainless steel wire duct for protection of sensing cable in
      vertical direction;
15. Aluminum alloy wire duct for protection of sensing cable
      in longitudinal direction;
16. Protection of data logger.
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 9.9      All-round protection for long-term operation of SHM system.  



Sensing solutions for monitoring super-tall towers   263

  9.6.1     Responses during typhoons 

 As the city of Guangzhou is located at the edge of the most active typhoon 

generating area in the world, the SHM system has monitored the wind 

properties and structural responses of the CT during 12 typhoons since 

2008. They are the Neoguri Typhoon (19 April 2008), the Kammuri 

Typhoon (6 August 2008), the Nuri Typhoon (22 August 2008), the Hagupit 

Typhoon (24 September 2008), the Molave Typhoon (16 July 2009), the 

Koppu Typhoon (24 September 2009), the Haima Typhoon (23 June 2011), 

the Nockten Typhoon (29 July 2011), the Nanmado Typhoon (31 August 

2011), the Nalgae Typhoon (4 October 2011), the Vicente Typhoon (24 

July 2012), and the Kaitak Typhoon (17 August 2012). Table 9.3 shows the 

information measured by the anemometer installed on top of the main 

tower during the 12 typhoons. Figure 9.10 illustrates the wind rose dia-

grams obtained during six typhoons in 2008 and 2009. Figure 9.11 shows 

the normalized spectra of the longitudinal wind speed component obtained 

using the measurement data from the anemometer located on the top of 

the main tower during the Nockten and Haima Typhoons, and the cor-

responding fi tted curves by the von Karman Spectrum. Figure 9.12 shows 

the dynamic displacement responses (upper: east – west direction; lower: 

south – north direction) measured by the GPS at the top of the main tower 

during the Nuri Typhoon and the structural acceleration responses (upper: 

east – west direction; lower: south – north direction) measured by the accel-

erometers positioned at a height of 386 m from the tower base during the 

Hagupit Typhoon.                      

 Table 9.3     Measured information of twelve typhoons buffeting CT 

 Typhoon  Date  Duration 

(min) 

 Wind 

direction 

 Maximum 

10-min mean 

wind speed 

(m/s) 

 Neoguri  19 April 2008  1440  Southeast  18.89 

 Kammuri  6 August 2008  1080  Southeast  28.60 

 Nuri  22 August 2008  1440  Northeast  17.93 

 Hagupit  24 September 2008  1560  Southeast  29.45 

 Molave  16 July 2009  1560  Southeast  24.67 

 Koppu  24 September 2009  1680  Southeast  20.17 

 Haima  23 June 2011  960  Southeast  14.33 

 Nockten  29 July 2011  1440  Southeast  11.65 

 Nanmado  31 August 2011  1440  Northwest  10.16 

 Nalgae  4 October 2011  1935  Northeast  11.23 

 Vicente  24 July 2012  2820  Southeast  31.11 

 Kaitak  17 August 2012  1200  Northeast  17.65 
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  9.6.2     Responses during earthquakes 

 From 2008 to 2012, the SHM system has successfully monitored the seis-

mic responses of the CT during more than ten earthquake events. Table 9.4 
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 9.10      Wind rose diagrams obtained during six typhoons.  
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 9.11      Normalized spectrum of longitudinal wind speed component: (a) 

Nockten Typhoon; (b) Haima Typhoon.  

lists the information of 11 earthquakes, during which structural dynamic 

responses have been detected. Figure 9.13 shows the measured dynamic 

strain responses in the vertical direction during the Wenchuan Earthquake 

(12 May 2008). The seismic wave traveled from the epicenter at Wenchuan 

to the site of the CT in about 7 min, and the seismic wave propagation 

velocity was estimated to be approximately 3155 m/s. Figures 9.14 and 

9.15 show the measured acceleration responses of the CT during the dev-

astating Tohoku Earthquake (11 March 2011) and during the Shan State 

Earthquake (24 March 2011), respectively. Since the epicenter of the earth-

quake (Tohoku, Japan) is far from the site of the CT (the distance between 

the epicenter and the site is more than 3000 km), the structural response 

during the Tohoku Earthquake is quite small. The seismic response of the 

CT during the Shan State Earthquake (the distance between the epicenter 

and the site is about 1800 km) is much larger than the response during the 

Tohoku Earthquake.                          

 By comparing the structural dynamic responses of the CT during the 

‘short-distance’ earthquakes (Shenzhen and Heyuan Earthquakes), ‘middle-

distance’ earthquakes (Pingtung, Hualien and Kaohsiung Earthquakes) and 

‘long-distance’ earthquakes (Shan State, Tohoku and Sumatra Earthquakes) 

in both time and frequency domains, it is found that (Ni  et al. , 2012a): (i) the 

seismic responses of the CT under the ‘long-distance’ earthquakes are domi-

nated by low-frequency (0.08–0.2 Hz) components, while the seismic responses 

under the ‘short-distance’ earthquakes are dominated by the higher-frequency 

(1.0–2.3 Hz) components and the frequency components are more plentiful. 

The seismic responses under the ‘middle-distance’ earthquakes contain the 

frequency components between 0.08 and 1.0 Hz; (ii) during the ‘long-distance’ 

earthquakes, the maximum seismic acceleration responses in general increase 

gradually from the bottom to the top (the maximum acceleration response 
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 9.12      Measured dynamic displacement and acceleration responses 

during typhoons: (a) Displacement during Nuri Typhoon; (b) 

acceleration during Hagupit Typhoon.  
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 9.13      Measured strain responses during Wenchuan Earthquake (12 May 

2008): (a) vertical strain at 173.2 m high; (b) vertical strain at 303.2 m high.  

 Table 9.4     Eleven earthquakes monitored by SHM system on CT 

 Earthquake  Date  Magnitude 

(Richter 

scale) 

 Depth (km)  Distance 

to CT (km) 

 Wenchuan, China  12 May 2008  8.0  19  1330 

 Hualien, Taiwan  19 December 

2009 

 6.8  44  870 

 Kaohsiung, Taiwan  4 March 2010  6.4  6  880 

 Shenzhen, China  19 November 

2010 

 2.8  23  90 

 Tohoku, Japan  11 March 2011  9.0  24  3220 

 Shan State, Burma  24 March 2011  7.2  20  1800 

 Heyuan, China  16 February 2012  4.8  13  160 

 Heyuan, China  17 February 2012  3.5  9  160 

 Pingtung, Taiwan  26 February 2012  6.0  20  765 

 Sumatra, Indonesia  11 April 2012  8.6  20  3140 

 Sumatra, Indonesia  11 April 2012  8.2  20  3300 
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occurs at the top level). During the ‘short-distance’ earthquakes, however, the 

distribution of the maximum acceleration responses does not conform to such 

a law; instead it exhibits complex and irregular response characteristics (the 

maximum acceleration response does not occur at the top level). In the latter 

case, the high frequency effect becomes signifi cant.   

  9.7     Strategy for structural health and condition 
assessment 

 The structural health and condition assessment strategy for the instru-

mented CT has been defi ned in three levels: (i) on-line structural condi-

tion evaluation; (ii) target-oriented verifi cation and evaluation; and (iii) 

off-line structural health and safety assessment. The on-line structural 

condition evaluation is mainly intended to compare the static and dynamic 

measurement data with pre-determined thresholds and patterns to provide 
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 9.14      Measured acceleration responses during Tohoku Earthquake (11 

March 2011): (a) in east-west direction at 443.6 m high; (b) in south-

north direction at 443.6 m high.  
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 9.15      Measured acceleration responses during Shan State Earthquake 

(24 March 2011): (a) in east-west direction at 443.6 m high; (b) in south-
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a prompt evaluation on the structural condition. The target-oriented veri-

fi cation and evaluation refers to monitoring-based verifi cation/evaluation 

of temperature-induced deformation and thermal stress, fatigue life of 

welded steel connections, wind loading and wind effects below and above 

the gradient wind level, and human comfort during typhoons, among oth-

ers. The off-line structural health and safety assessment involve a vari-

ety of model-based and data-driven damage diagnostic and prognostic 

algorithms including dynamic-based methods, static-based methods, and 

hybrid methods. The structural assessment algorithms that have been val-

idated using the fi eld monitoring data from the instrumented bridges in 

Hong Kong (Ni, 2013) are being implemented with adaptations to achieve 

the above targets.  

  9.8     SHM benchmark study 

 Varieties of structural health and damage detection methods have been 

proposed by different investigators in the past two decades. However, 

the feasibility of these methods for real-world applications, especially for 

applications to large-scale structures, has rarely been examined (Ko and Ni, 

2005; Brownjohn and Owen, 2006; Catbas, 2009). A gap still exists between 

research and the practice in this fi eld, which impedes broader applica-

tions of SHM techniques in civil engineering community (Brownjohn, 

2007; Farrar and Lieven, 2007; Farrar and Worden, 2010). It is important to 

establish an SHM benchmark problem with regard to a full-scale structure 

using fi eld measurement data, aiming to provide an international platform 

for direct comparison of various algorithms and methods. The participants 

thus have opportunities to test their SHM techniques using real-world 

data from a full-scale structure and recognize the obstructions in real-life 

implementations. 

 Under the auspices of the Asian-Pacifi c Network of Centers for Research 

in Smart Structures Technology (ANCRiSST), an SHM benchmark problem 

for high-rise structures has been developed by taking the instrumented CT 

as a host structure. This SHM benchmark problem aims to provide an open 

platform to researchers and practitioners in the fi eld of SHM for examining 

the applicability and reliability of their methods to a real high-rise structure 

with the use of fi eld monitoring data. To facilitate the benchmark study, a 

reduced-order fi nite element model (FEM) of the CT has been developed 

and uploaded in conjunction with typical fi eld measurement data acquired 

from the structure to the benchmark website (http://www.cse.polyu.edu.

hk/benchmark/) for the investigation of modal identifi cation, model updat-

ing, loading identifi cation, comfort assessment, SHM-oriented optimal sen-

sor placement, and damage detection. The fi eld monitoring data include 

24-h measurement data from 20 accelerometers, one anemometer and one 
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 9.16      Development of reduced-order FEM.  

temperature sensor. The reduced-order FEM shown in Fig. 9.16 is deduced 

from a validated full-scale 3D FEM consisting of 122 476 elements, 84 370 

nodes and 505 164 degrees of freedom (DOFs). With a total of 185 DOFs, 

the reduced-order FEM comprises 37 beam elements and 37 nodes, hav-

ing 5 DOFs each. As evidenced in Table 9.5, a good agreement between 

the reduced-order and full-scale FEMs has been achieved in terms of both 

modal frequencies and mode shapes for the fi rst 15 modes (comparison 

between the mode shapes obtained from the reduced-order and full-scale 

FEMs is given in Ni  et al. , 2012c). The fi eld monitoring data of the CT during 

a number of typhoon and earthquake events have also been shared with col-

laborators worldwide for advanced SHM research. To summarize the out-

comes of this collective research, a special session on the SHM benchmark 

study was organized during the 8th International Workshop on Structural 

Health Monitoring held on 13–15 September 2011, Stanford, California, 

USA (Ni  et al. , 2011b), and a special issue on the SHM benchmark study has 

been published in the international journal  Smart Structures and Systems  

(Ni, 2012).       

  9.9     Conclusion 

 The development and implementation of an SHM system capable of fully 

achieving the objective indices about structural health status (integrity, 
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 Table 9.5     Modal properties of full-scale and reduced-order FEMs 

 Mode number  Natural frequency (Hz)  MAC 

(%) 
 Full-scale 

model 

 Reduced-order 

model 

 Difference 

(%) 

 1  0.110  0.110  0.42  99.98 

 2  0.159  0.159  0.19  99.97 

 3  0.347  0.347  0.10  99.53 

 4  0.368  0.368  0.13  99.52 

 5  0.400  0.399  0.16  99.55 

 6  0.461  0.460  0.13  99.86 

 7  0.485  0.485  0.02  99.39 

 8  0.738  0.738  0.02  99.29 

 9  0.902  0.902  0.05  99.36 

 10  0.997  0.997  0.02  99.43 

 11  1.038  1.038  0.03  98.99 

 12  1.122  1.122  0.02  99.41 

 13  1.244  1.244  0.03  98.31 

 14  1.503  1.503  0.00  96.76 

 15  1.726  1.726  0.01  97.50 

durability, and reliability) pose technological challenges at different levels, 

ranging from producing innovative sensors to developing advanced diag-

nostic and prognostic methodologies. It requires the fusion of technologies 

concerning sensing, communication, data acquisition, signal processing, data 

mining, information management, computing, decision making, etc. In this 

chapter, such a comprehensive long-term SHM system for high-rise struc-

tures has been showcased by taking the instrumentation system for the 

CT (610 m high) as an engineering paradigm. After describing the design, 

implementation, operation, and management of the life-cycle SHM system 

for the CT, the integration of the SHM system with the vibration control 

system and the renewable energy technology deployed on the structure has 

been outlined. 

 With the on-line SHM system deployed on the CT, the structural dynamic 

responses during over ten near-fi eld and far-fi eld earthquakes and over ten 

typhoon attacks have been monitored during 2008 and 2012. The plenti-

ful fi eld monitoring information about the dynamic responses of this super-

tall structure is not only very helpful for understanding and investigating 

in-depth the dynamic performance of this structurally complex skyscraper, 

but also justifi es the usefulness and effectiveness of an on-line SHM system 

for monitoring the loading and response parameters of high-rise buildings 

under extreme events. Based on the unique fi eld measurement data and 

well-established FEMs, an SHM benchmark study has been initiated by 

taking the instrumented CT as a host structure. With the shared measure-

ment data and FEMs, participants can pursue the investigation of modal 
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identifi cation, model updating, loading identifi cation, comfort assessment, 

SHM-oriented optimal sensor placement, and damage detection by apply-

ing their own methods/algorithms.  
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  Abstract : This study presents the monitoring and assessment technology 
of a large arch dam, the Fei-Tsui arch dam in Taiwan, from both seismic 
response data and ambient vibration measurement collected from a 
wireless sensing system. Subspace identifi cation (considering inputs) 
and stochastic subspace identifi cation (output-only) are both used to 
extract the dynamic characteristics of the dam. Variation of the system 
natural frequencies of the dam with respect to reservoir water level is 
investigated. The system transfer function between the earthquake input 
and the response of the dam body is also investigated using the ARX 
model. By combining ambient vibration survey, seismic response data, 
and static monitoring, the safety assessment of the dam structure can be 
made. 

  Key words : subspace identifi cation (SI), stochastic subspace identifi cation 
(SSI), ARX model, wireless sensing system, arch dam. 

    10.1     Introduction 

 Monitoring technology plays an important role in securing the integrity of a 

structural system and maintaining its longevity. It consists of three aspects: 

(1) instrumentation with sensors; (2) methodologies for obtaining mean-

ingful information concerning the structural health monitoring (SHM); and 

(3) early warning from the measured data. SHM refers to the use of  in situ  

structural response from nondestructive sensing and analyzes the system 

characteristics for detecting structural changes that may indicate damage 

or degradation. However, detecting structural damage and identifying dam-

aged elements in a large complex structure is a challenging task, since the  in 
situ  measured data of a large civil engineering structure such as a building, a 

bridge, and a dam are assumed to be imprecise (because of noise corruption) 

and often incomplete (due to economical reasons). Due to the complexity 

of the structures and the importance of such uncertainties as environmental 

effects and model uncertainties, it is necessary to develop some effective and 

effi cient approaches not only to determine damage occurrence and location 
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for SHM in practice but also to set an early warning threshold before disas-

ter can occur. 

 SHM techniques can generally be categorized as techniques that rely 

on either parametric or nonparametric system identifi cation approaches. 

The parametric system identifi cation approaches 1–2  are based on the use 

of a parametric structural model, which provides the potential to both 

detect and localize structural damage. This method initially involves con-

structing a parametric structural model, and then using that model to elu-

cidate the structural behavior and examine the changes in the structural 

response. For example, Peeters  et al . 3  used a black-box model to describe 

the variation of eigenfrequencies as a function of temperature. Damage 

can be detected if the eigenfrequency of the new data exceeds certain con-

fi dence intervals of the model. SHM techniques that rely on nonparamet-

ric system identifi cation approaches, in which a priori information about 

the nature of the model is not needed, have a signifi cant advantage when 

dealing with real-world situations in which the selection of a suitable class 

of parametric models to be used for identifi cation purposes is diffi cult. 

For a complex civil infrastructure, SHM using nonparametric system iden-

tifi cation techniques is increasingly attractive. For example, the applica-

tion of artifi cial neural networks (ANNs) to system identifi cation 4–7  and 

health monitoring 8–10  has received considerable attention over the last two 

decades. 

 In recent years, system identifi cation techniques have been applied, both 

to seismic response data of actual structures and to continuous monitoring 

data of structures subjected to environmental loadings, for evaluating struc-

tural safety. Useful information has been obtained, particularly through 

post-earthquake analyses for damage detection. However, these techniques 

have scarcely been used on the actual seismic response of a dam-reservoir 

system for the following major reason: there have been very few observa-

tions undertaken, especially intensive strong-motion array instrumentation 

on a dam, to collect responses during earthquakes. Also, the high uncertain-

ties in the observations, especially the effect of height on reservoir water, 

may infl uence the results. When a dam-reservoir system is subjected to an 

earthquake, hydrodynamic pressures are set up due to the vibration of the 

dam and reservoir. These dynamic water pressures and the deformation of 

the dam interact with each other, and therefore any satisfactory analytical 

method of analysis should treat the system as a coupled dynamic interaction 

problem. It is believed that the post-earthquake evaluation of dam response 

based on the instrument records is of importance to dam engineers, even 

though this dam-reservoir interaction occurs. 

 For safety evaluation or damage detection of a structure, both static and 

dynamic response data can be used. To collect the dynamic response data of 

a large civil infrastructure, such as a dam, some practical limitations may be 
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encountered. For example, it is diffi cult to excite a large civil structure in such 

a manner that will elicit changes in response of suffi cient magnitude that the 

damage can be identifi ed unless the structure is subjected to large earth-

quake excitation. Actually, monitoring the seismic response of a structure is 

an event-based technique, whereas most dynamic techniques are based on 

measuring ambient vibration of structures, which typically involve collecting 

a very low level response (around 10 −2  ~ 10 −6  g). The ambient vibration sur-

vey of a structure can also provide useful information for structural safety 

evaluation. Also, to overcome the limitation of dynamic-based monitoring 

techniques, long-term static deformation monitoring can be used. 

 For SHM of a dam, three different response measurements can be pre-

sented: earthquake response measurement, ambient vibration measure-

ment, and continuous monitoring of static deformation of the dam. To 

extract the trend of the static deformation, nonlinear principal component 

analysis (NPCA) (the Auto-Associate Neural Network) and NARX-Neural 

Networks are presented. By using these methods, the residual deformation 

between the estimated and the recorded data is generated, and through sta-

tistical analysis the threshold level of the static deformation of the dam can 

be determined based on the normality assumption of the residual defor-

mation. 11–14  In this chapter, different monitoring systems, such as the static 

deformation measurement system, the earthquake monitoring system, 

and the ambient vibration measurement system of the Fei-Tsui arch dam 

(Taiwan) will be introduced. The wireless sensing system is used to collect 

ambient vibration data from the dam for analysis. The multivariate data pro-

cessing technique (using stochastic subspace identifi cation (SSI)) is used to 

extract the dynamic characteristics of the dam. Comparison of the dynamic 

characteristics of the dam from both earthquake response data and the 

ambient datasets is made, and the safety assessment of the dam from this 

study is discussed.  

  10.2     Past monitoring effects of dams 

 Reporting on the actual earthquake motion of an arch dam is very limited. 

However, the importance of differential motion at a dam site is well recog-

nized. As early as 1964, the seismic response of the Tonoyama Arch Dam 

in Japan was reported in Reference 15. Fourier analysis revealed that the 

amplitude of motion at the left abutment was 2 ~ 3 times greater than that 

at the left abutment for frequencies over 4.0 Hz. Amplifi cation studies of 

the Pacoima Dam, from aftershocks of the San Fernando earthquake, were 

also studied. 16  The aftershock of the 1976 Friuli earthquake in Italy was also 

measured at the Ambiesta Arch Dam. 17  The average ratios of horizontal 

maximum velocity at dam crest level to that at the base of the dam ranged 

from 1.88 to 3.11. The Whittier earthquake of California on 1 October 1987 
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triggered all 16 accelerometers installed on the Pacoima dam. 18  Preliminary 

reports indicated that the peak accelerations at the dam base were in the 

order of 1.0 gal, while those at about 80% of the dam’s height at the dam–

foundation interaction interface were in the order of 2.0 gal. In Switzerland, 

earthquake monitoring of large arch dams has been conducted during the 

past 10 years. 19  Only a limited amount of dam response data were collected. 

All these indicated a very limited instrumentation on the dam structures. 

Recently, continuous monitoring of large arch dams has become more and 

more important, for example Cabril Dam in Portugal 20  and Roode Elsberg 

Dam in South Africa. 21  The most common sensor for monitoring uses a high 

sensitivity accelerometer with 1000 Hz sampling rate and low noise mea-

surement, by which the time-varying system natural frequencies are iden-

tifi ed. The results from continuous earthquake response monitoring of the 

dam can provide useful information for its safety assessment. 

 From a review of current dam monitoring instruments, items of monitor-

ing for dam safety have been selected, according to the safety and condition 

of each dam. The parameters to be measured, and the appropriate instru-

ments, are as follows:

   Leakage or seepage loss: drainage hole,  • 

  Deformation (dam body as well as embankment): plumb lines,  • 

  Uplift pressure and pore pressure: piezometers,  • 

  Earthquake motion: seismographs.    • 

 Different types of gages are also used, including strain-gage type, vibration 

wire type, etc. Variations in measurement with respect to time are investi-

gated for appropriate safety control.  

  10.3     Measurement systems of Fei-Tsui arch dam 

 Built in April 1987, the Fei-Tsui concrete arch dam is 122.5 m high and 510 m 

long, and is constructed with a layout of three-centered double curvature 

with variable thickness. The dam was constructed such that the dam body 

was divided vertically into 29 strips, each about 17.5 m wide. A water seal 

is installed between each pair of adjacent strips. The capacity of this res-

ervoir is about 400 million m. 3  Since this dam is located in a very active 

seismic zone area of Taiwan, both dynamic and static monitoring systems 

are deployed. Two different types of instrumentation were deployed. First, a 

well-instrumented strong-motion array was established on the dam in 1991, 

in order to monitor its seismic behavior. For monitoring the dynamic prop-

erties of the dam during earthquake, 11 tri-axial accelerometers (AC-63 

tri-axial accelerometer) were deployed in the Fei-Tsui dam (as shown in 

Fig. 10.1). Five of these instruments are installed along the abutment (SD1 ~ 
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SD5), three of them (SD6 ~ SD8) are installed on the 115 m gallery and 

the rest (SDA, SDB and SDC) are deployed on the 150 m gallery. 22  All the 

records are in digital signal, with a sampling rate of 200 Hz. The location 

and orientation of each accelerometer is also shown in Fig. 10.2. About 400 

m away (downstream side) there are six accelerometers along the canyon 

surface to detect the free fi eld seismic ground motion. Figure 10.3 plots the 

earthquake events that triggered the earthquake mentoring system with 

respect to the reservoir level for that event.                

 Apart from dynamic measurement, there are several static measurement 

systems in this Feu-Tsui Dam. One important static measurement system is 

for monitoring dam deformation. Consider the base point along the dam–

foundation interface as the reference (or fi xed point): using a plumb line to 

measure the relative deformation of two different height levels of the dam 

can provide the deformation measurement of the dam. Figures 10.4a and 

10.4b show three vertical profi les (along vertical lines of NPL1, NPL2 and 
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 10.1      (a) Photo of Fei-Tsui arch dam (Taiwan) and (b) the distribution of 

accelerometer.  
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NPL3) where plumb lines were installed along the dam height. Along each 

profi le, for example in profi le NPL2Y, there are fi ve measurement points 

(at levels 172.5, 150, 115, 90 and 57.5 m) to measure the radial deformation 

(Y-direction) of the dam. The daily dam deformation data (1 sample/day) 

and the temperature data were obtained.      

 All these static measurements were collected starting from January 1, 1987, 

and there was a total of 13 locations, which covered the entire dam face, to 
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measure deformation. Figure 10.5 plots the measured deformation of the 

dam along profi les NPL1, NPL2, and NPL3. The abscissa of Fig. 10.5 indi-

cates the number of point not time (from 1 January 1987 to 30 April 2009, 

a total of 7719 data points were collected). The daily maximum and mini-

mum temperature at the dam site were also measured, as shown in Fig. 10.6, 

and the recorded daily water level of the reservoir is shown in Fig. 10.7. The 

relationship among the static deformation, the water level, and the temper-

ature distribution of the dam body is complex and unknown. Cybenko 23  and 

Funahashi 24  rigorously demonstrated that, by using neural networks, even 

with only one hidden layer, it can uniformly approximate any continuous 

function. This theoretical basis for modeling the relationship among the static 

deformation, the water level, and the temperature distribution of the dam 

body by static networks, is therefore sound. Although the static deformation 

has almost no change during a very short time, it changes with time over 

long-term continuous observation. Therefore,  long-term static deformation 

(a)

(b)

 10.4      (a) Location of three vertical plumb lines to measure the static 

deformation. (b) Three vertical plumb lines (NPL1, NPL2, and NPL3) 

along the dam height and the measurement location.  
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 10.5      Recorded static radial deformation of Fei-Tsui arch dam along plumb line NPL1, NPL2, and NPL3 lines at different levels.  
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can be approximated dynamically using dynamic networks. Moreover, static 

deformation data are plentiful but information poor. Linear and nonlinear 

principal component analyses are particularly well suited to deal with this 

kind of problem.           

 In the study by Loh  et al . 25  two different approaches were applied to 

extract features of the long-term SHM data of the static deformation of 

the Fei-Tsui arch dam (Taiwan). These methods include singular spectrum 

analysis with AR model (SSA-AR) and the NPCA using auto-associative 

neural network (AANN) method. The SSA is a novel nonparametric tech-

nique based on the principles of multi-variance statistics. An AR model is 

optimized for each of the principal components obtained from SSA, and 
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 10.6      Recorded lowest and highest temperature at Fei-Tsui arch dam 

site. ( Source : From 1 Jan 1987 to 30 April 2009.)  
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 10.7      The recorded daily water level for Fei-Tsui dam.  
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the multi-step predicted values are recombined to make the time series. The 

NPCA-AANN method is also used to extract the underlying static deforma-

tion features of the dam. By using these two different methods, the residual 

deformation between the estimated and the recorded data was generated, 

through statistical analysis, and the threshold level of the dam static defor-

mation can be determined. 

 Besides strong-motion instrumentation and the long-term static deforma-

tion measurement, ambient vibration measurement can also be performed 

along the dam crest. Velocity sensors (VSE-15D) are used for ambient vibra-

tion measurement. The VSE-15D sensor is a servo velocity meter produced 

by Tokyo Sokushin Co., Ltd. Comparison of the sensitivity of VSE-15D (from 

ambient vibration measurement) and tri-axial seismograph (AC-63) is shown 

in Table 10.1. The static monitoring sensors of the dam are also listed in the 

table. The VSE-15D sensor for ambient vibration survey is very sensitive to 

detect the low level vibration motion, and the linear range (0.2 ~ 70 Hz) is 

suitable for SHM applications. The power requirement of the VSE-15D is 

15 mA @ +/−15 V at about 450 mW. A total of 5 VSE-15D sensors had been 

installed on the crest of the dam for continuous monitoring of the dam vibra-

tion. Discussion of the ambient vibration survey using the wireless sensing 

system will be presented in the following section.       

  10.4     Wireless sensing system for ambient vibration 
measurement 

 To reduce the cabling issue as well as the cost-related problem, integra-

tion of the wireless technology and the embedded computing platform 

in the structural monitoring system is discussed. There is no permanent 

 Table 10.1     Comparison of the specifi cation of accelerometer, velocity sensor, and 

other static monitoring systems 

 GeoSIGAC-63 tri-axial accelerometer  VSE-15D velocity sensor 

 Full-scale  ±2 g (0.5, 1.0, 3.0, 

4.0 g optional) 

 Full-scale  ±0.1 ms 

 Type  Force balanced 

accelerometer 

 Type  Force balanced 

accelerometer 

 Sensitivity  10 V/g  Sensitivity  10 or l0  μ  Kine 

 Dynamic range  >120 dB  Dynamic 

range 

 Approximately 

140 dB 

 Bandwidth  DC > 100 Hz (50 or 

200 Hz) 

 Bandwidth  0.2~100 Hz 

 Damping  70% of critical  Damping  100% of critical 

 Max. output 

voltage 

 +/−10 V 
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monitoring system for dam ambient vibration. The ambient vibration survey 

can be done at any time. The concept of using a smart sensing system with 

SHM technologies has been elaborated in previous literature. 26  This sys-

tem integrated the WiMMS wireless sensing unit 27  and SHM technologies 

to perform the function of automatic continuous monitoring. To meet the 

requirement of continuous monitoring on a structure, the following require-

ments need to be considered. First, the sensing system is required to mea-

sure the ultra-low level analog signal (in voltage) of structural responses 

under ambient excitation level. Therefore, the hardware design of analog 

signal sampling needs to be fully considered and the noise level in the sens-

ing system must be reduced. Second, to meet the requirement of long-term 

data collection, the powering of the sensing platform must be stable and 

manageable. Additionally, wireless data communication needs to meet the 

complex environmental conditions. A smart sensing system is developed for 

this ambient vibration survey. 

  10.4.1     Wireless sensing system 

 This smart sensing system includes three major components, namely: sen-

sors, wireless sensing units, and host node (data logger). Ambient velocity 

meters (i.e. VSE-15D) sense the structural vibration responses and con-

vert the vibration signals into analog signals (in voltage). These voltage 

signals are fed into the wireless sensing unit (NTU-WSU) and sampled as 

discrete digitalized data series. The host node can acquire these sampled 

data through wireless communication from all distributed wireless sensing 

units. After obtaining the required data, the host node will execute the SHM 

process and generate a report. The user can access the host node through 

File Transfer Protocol (FTP) or Internet Explorer (IE) to obtain the struc-

tural responses and on-line analysis results. The host node is used to coor-

dinate the wireless sensing nodes and communicate with the user end. NI 

cRIO-9022 is selected to play this role. NI cRIO-9022 is a high performance 

real-time controller. This platform includes a Free-scale MPC8347 real-time 

processor for deterministic and reliable real-time applications and supports 

interfaces with RS232, Ethernet and USB. The RS232 interface is adapted 

with a wireless receiver (wireless module) to communicate with wireless 

sensing units.  

  10.4.2     Hardware design 

 In the design of WiMMS there are three components, 28  namely: micro-con-

troller unit (MCU), RAM, and analog/digital converter (ADC). The MCU is 

an 8 bit ATmega128 microcontroller @ 8 MHz, the external RAM is 128 kB 
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and the ADC is a 16 bits analog-to-digital converter @ 0–5 V signal range (TI 

ADS8341EB). Since the ambient vibration signal is an ultra-low level vibra-

tion signal, which might be less than 1 mV, to obtain a good sampling a high 

performance signal conditioner is considered. According to the specifi cations 

of VSE-15D, the output signal range is +/−10 V and the resolution is 10  μ  Kine 

(10 −7  m/s). This resolution can be realized to a minimum output voltage by mul-

tiplying its sensitivity (1000 V/m/s), and it is about 0.1 mV. Compared to the 

capacity of ADC (ADS8341EB), the resolution is 16 bits and its input range is 

0–5 V. The signal conditioner is designed based on these requirements. 

 The function of the signal conditioner is defi ned as follows: fi rst, ampli-

fying the sensor signal into the desired range with adjustable gain ampli-

fi er; second, scaling and shifting the amplifi ed signal into the range of ADC 

(0–5 V). PGA204 is used to amplify the sensor signal, and INA159 is used for 

scaling and shifting the signal into the range of ADC. PGA204 is a program-

mable gain instrumentation amplifi er, offering excellent accuracy. The digi-

tally selected gains of PGA204 are 1, 10, 100, and 1000 V/V. The NTU-WSU 

unit supports two different frequency radio modules; one is 24XStream on 

2.4 GHz, and the other is 9XTend on 900 MHz, both of which are produced 

by Digi International Inc. The users can select a suitable radio module for 

their applications. The specifi cations of 24XStream and 9XTend are listed 

in Table 10.2. The 9XTend module is good for long distance communication 

but is not allowable worldwide. The 24XStream module is good for short 

distance applicable for high density sensor layout and is allowable world-

wide. The power design of NTU-WSU unit includes three purposes: fi rst is 

the powering requirement of the sensor (VSE-15D); second is the powering 

of the embedded system, which includes MCU, RAM, ADC, etc.; third is the 

powering of the wireless module. The power source of the sensing unit is a 

rechargeable Li-Battery (3200 mA @ 7.4 V). There are two regulators and 

one switching power module in the power design of the unit.      

 To prevent radio noise infl uencing the embedded system, and to improve 

the radio communication range, individual regulators for embedded sys-

tem and radio module are necessary. Two 5V regulators (LP2986 National 

 Table 10.2     The specifi cation of 24XStream and 9XTend 

 24XStream  9XTend 

 RF frequency  2.4000–2.4835 GHz  902–928 MHz 

 Transmit power output  50 mW  Variable 1 mW – 1000 mW 

 Throughput data rate  19 200 bps  115 200 bps 

 RF data rate  20 000 bps  125 000 bps 

 Max. indoor range 

 Max. outdoor range  (High-gain antenna)  (High-gain antenna) 

 Receiver sensitivity  −102 dBm  −l00 dBm 
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Semiconductor Co.) are used to handle the powering of the embedded sys-

tem and radio module. Figure 10.8  s hows the detailed power arrangement 

of the NTU-WSU unit. The VSE-15D sensor and the PGA204 are powered 

by a switching power module (EC3SA-05D15), and there is a logic switch 

to manage the module to save power. A 5 V Regulator_B is used to sup-

ply power to the embedded system, which includes MCU, RAM, LATCH, 

ADC, and INA159. The wireless radio module is powered by an individ-

ual 5 V Regulator_A to improve the performance of radio and to prevent 

radio noise affecting the embedded system. The power of the NTU-WSU 

unit also supports optional sensors such as linear variable differential trans-

former (LVDT), strain type accelerometer (Setra 141A), and microelectro-

mechanical systems (MEMS) Accelerometer (Crossbow). 

 The detail design of hardware is presented in Fig. 10.9. The signals of the 

VSE-15D sensors are fi rst amplifi ed by the programmable gain amplifi er 

(PGA204), and the gain value of the PGA204 is controlled by the GPIO 

of ATmega128 (PD.6–7). The amplifi ed signal is then scaled and shifted 

into the range ADC (0–5 V) by a fi xed gain difference amplifi er (INA159). 

The ADC (ADS8341EB) digitalizes these voltage signals into discrete dig-

ital data series and transmits them to the MCU (ATmega128) through the 

serial peripheral interface (SPI) (@ 2 MHz) interface. The MCU will buffer 

these data series on the external RAM through GPIO with external RAM 

interface function of ATmega128 and a D-type LATCH. After the sampling 

process is fi nished, the MCU will turn off the power to the sensor through 

GPIO (PB.7) and start to communicate with the host node by radio mod-

ule. The interface between the MCU and radio module is UART; the data 

rate of UART depends on the radio module, 19.2 k bps for 24XStream and 

7.4 V Li-Battery (3200 mAh)

+/–15 V Switching Power 5 V Regulator_B 5 V Regulator_A

Radio

REF5050
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 10.8      Power design in NTU-WSU. 29   
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115k bps for 9XTend module. Table 10.3 lists the hardware resources of the 

sensing node, host nodes, and user nodes; engineers can arrange computa-

tions into different spaces with this table.       

  10.4.3     Software design 

 The software design of the smart sensing system includes the embedded 

program of NTU-WSU unit, the embedded LabVIEW RT program of 

NI cRIO-9022, and the user end computer program. The Sensing Service 

Routine is the application software of the NTU-WSU unit embedded pro-

gram. It includes two components, the Data Collecting Service (Client), 

VSE-
15D
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To
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+/-10 V
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management

Radio
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 10.9      Hardware design of wireless sensing unit. 29   

 Table 10.3     Hardware resources of smart sensing system 

 Sensing node  Host node  User end 

 Name  NTU-WSU-V  cRIO 9022 

 System type  Embedded system  Embedded system 

w/RTOS 

 PC or laptop 

etc. 

 Core  SbitMCU 

 16 MHz ATmegal28 

 32 bit processor 

 533 MHz powerPC 

 Optional 

 RAM  128 kB  256MB DDR2  Optional 

 Flash memory  128 KB  2 GB  Optional 

 Extend memory  N  USB disk  Optional 

 Communication1  9XTend or 

24XStream 

 w\Router fun. 

 9XTend or 

24XStream 

 N 

 Communication2  N  Ethernet (TCP/IP)  Ethernet 

 ADC sampling  16 bits(+/−10 V) at 

200 Hz 

 N  N 
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and the Computing Service. The Data Collecting Service (Client) works 

with the Data Collecting Service (Host) of the Host Service Routine (run 

at Host node), which is used to convert the sensor signal into digital data 

series, buffering these data in RAM and feeding back these data series 

via wireless communication. The Host Service Routine is also presented in 

Fig. 10.7, which is the embedded RT LabVIEW program of the NI cRIO-

9022. The NI cRIO-9022 drivers are developed by NI, and users and engi-

neers can use these drivers to implement their application software on 

cRIO-9022. A series RT Modules includes the functions and drivers to sup-

port user programming. The user end is a general purpose computer, such 

as a PC or a laptop.                

 Combining the software and hardware design of wireless sensing system, 

a wireless sensing network for fi eld experiment has been developed for the 

Fei-Tsui dam. The instrument set-up protocol is shown in Fig. 10.10. The 

sensing node collects the vibration data, and from the wireless sensing unit 

the digital data are broadcast to the host node. The host node performs sim-

ple analysis of the data (such as Fourier transform). Then, via the wireless 

router, data are collected by the user node for more detailed analysis. If the 

fi eld experiment can provide enough power, then the host node can conduct 

more sophisticated analysis on data fusion.        

  10.5     Analysis of ambient vibration data 

 To extract modal information from the output-only data set, output-only 

system identifi cation techniques can be applied. In this study, the Stochastic 

Sensing node Host node

[Digi’s 9xTend]
RF modem

[NI cRIO-9022]
Real-time controller

[D-Link DIR-455]
3.5 G Wireless router
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2.Data logging
3.SHM analysis
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2.Wireless router
3.Mobile phone
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RS232
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 10.10      Instrument set-up protocol for ambient vibration survey in the fi eld.  
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Subspace Identifi cation (SSI) method, as originally presented by van 

Overschee and de Moor 30,31  is adopted to identify a stochastic state space 

model of the dam structural system. The method of analysis of ambient 

vibration data will be discussed in this section. 

 Consider a discrete-time stochastic state space model:

    X A X wk+1 d kX k
s     [10.1]    

    y C X vc k k
s+C Xc kX     [10.2]   

 where w vk
s

k∈ ×\ \∈vks2 1 1i\∈vss ∈vs1× ,  are white noise. The superscript ‘s’ means ‘sto-

chastic’ and it implies that the system is excited by the stochastic compo-

nent. This model can be applied to identify the system by using output-only 

measurement (e.g. ambient vibration of structures). The purpose of the sto-

chastic identifi cation problem is to determine the system parameters Ad  

and Cc from the measurements of the output yk
s . It should be noted that the 

system parameters Bd and Dc do not appear in Equations [10.1] and [10.2] 

because in the stochastic system the input is not actually defi ned. Since the 

input of the system is unknown, the system parameters Bd and Dc cannot be 

identifi ed when using the output-only identifi cation algorithms. 

 In SSI, the Hankel matrix plays an important role. The Hankel matrix 

comprises a special data arrangement that can be used to extract the data 

connections between different sensing locations and different sampling 

times. The output Hankel matrix can be constructed from the output data:
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 where  i  is the number of block rows, which is a user-defi ned index and must 

be larger than the order 2 n  of the system. Since there are only  l  DOFs mea-

sured, the output Hankel matrix must contain 2 li  rows.  j  is the number of 

block columns of the output Hankel matrix. If the sampling length is equal 

to  r  then the number  j  should be equal to j r i−r 2 1i +     so that all data are 

used for analysis. According to the expression of Equation [10.3], the output 

Hankel matrix is divided into the past part, YpYYs ∈\ li j× , and the future part, 
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YfYYs ∈ ×\ li j . Similarly, the process noise wk
s  and measurement noise vk

s  can 

also be arranged in the Hankel matrices: W WpWW fWWs ∈ \∈\ ×2 i j l\∈∈ i j×and V , VpVV fVV  

Moreover, the stochastic state Xk
s  can also be divided into past and future 

parts:

X X X X R X X X Rk 1
s

2 j
s

f i+1 i+2
s

i+j⎡⎣⎡⎡ ⎤⎦⎤⎤ ∈ ≡R Xf
s ⎡⎣⎡⎡ ⎤⎦⎤⎤"X Xs≡Xs ⎡⎡Xs ⎤⎤ ∈R 2RX X Xs≡Xs ⎡⎡2 2X X X X R⎡ ⎤X X X X Rs s≡Xs ⎡⎡⎡ n j×,     [10.4]   

 After arranging the output yk
s  and state Xk

s in the block-Hankel matrix, 

Equations [10.1] and [10.2] can be rewritten as the equations of Hankel 

matrices:

    Y = X +H W +VpYY p i pWWs
pVVsΓ i     [10.5]    

    Y = X +H W +VfYY i fX i fWWs
fVVsΓ     [10.6]    

    X = A X + Wf d
i

p
s

i pWWsΔ     [10.7]   
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    Δ i
s ≡ [ ]d

i
d d 2nA Ad

i A IiAiA 2 2×\]d 2nA Id ∈ n n2× i      

 where Γ i
li n∈ ×\ 2  is the extended observability matrix, Γ i

li ni∈ ×\ 2  is the sto-

chastic lower block triangular Toeplitz matrix, and Δ i
s ∈\2 2×n n2× i  is the sto-

chastic reversed extended controllability matrix. 

 The subspace identifi cation (SI) algorithm is developed based on geomet-

ric concepts: a row vector of a block-Hankel matrix is considered as a vector 

in the  j  dimensional ambient space (where  j  is the number of block columns). 

For example, the rows of each matrix � \ � \ � \A B\ C\ ∈\Bj q j× r j×, a\∈B \B∈B q j× nd  are 

defi ned as a basis for a linear vector space in this ambient space. Two geo-

metric operations are defi ned that can be performed with these row spaces:

    
�
�

� � �A
B

AB BT≡ ( )� �BBTBB
†

    [10.8]    
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    [10.9]   

 where / denotes the projection operator, ( )T
 denotes the transpose operator 

and ( )† denotes the pseudo-inverse operator. Equation [10.8] defi nes the 

orthogonal projection of the row space of the matrix �A on the row space of 

the matrix �B , and Equation [10.9] defi nes the oblique projection of the row 

space of �A  along the row space of �B  on the row space of �C. 

 It is known that the noise effect can be reduced through the computa-

tion of the covariance between the future part and past part of the output 

Hankel matrix. In SSI, a similar result can be achieved by using the projec-

tion. The orthogonal projection of the row space of the matrix YfYYs    on the row 

space of the matrix YpYYs  can be calculated by the following formula:

    
Y
Y

Y Y Y O ,fYYs

pYYs fYY pYYsT
pYY i

s≡ ( )Y YpYY pYYsT
†

    [10.10]   

 Oi
s ∈ ×\li j  is the orthogonal projection matrix. The main theorem of SSI 

implies that the extended observability matrix      Γ i  can be found from the 

result of orthogonal projection:

    O = Xi i iΓ l     [10.11]   

 where Xi
l \∈ 2n j×  is the estimated state sequence in the stochastic system, 

which is equal to the estimation from the forward non-steady state Kalman 

fi lter. 31  Instead of Equation [10.10], the orthogonal projection can be easily 

expressed in terms of the following LQ decomposition:

    

li li j
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    [10.12]    

         L Q Xi i
s

21 11
T = Γ l

    [10.13]   

 where Lij are partitions of the lower triangular matrix from LQ decompo-

sition of the output Hankel matrix, and Qij  are the partitions of the orthog-

onal matrix. The proof of Equation [10.12] can be found in Appendix A.2. 

Equation [10.13] implies the column space of the extended observability 
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matrix       Γ i  can be obtained from the column space of L21   . It is the essence of 

why these algorithms are called ‘subspace’ identifi cation algorithms. They 

retrieve the system matrix as the subspace of projection matrix:

         
column space column spaceL 21( ) ( )Γi     

[10.14]   

 Equation [10.24] implies that only L21    is needed when computing the observ-

ability matrix      Γi and Qij    can be abandoned after the LQ decomposition. The 

LQ decomposition signifi cantly reduces the computational complexity and 

memory requirements when computing the projection operator. Once L21    

are obtained, the system parameters can be determined by the following 

procedures:

   1.     Calculate the singular value decomposition (SVD) of L21    and determine 

the ‘temporary’ system order N     by observing the quantity of the singular 

values in  S :     

    L USV S
S

V
V U S VT
T
T

T
21

1

2

1VV
2VV 1 1S 1VV

0
0=USVT [ ]U U1 2U ⎡

⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

≈        [10.15]   

 The extended observability matrix        Γ  i  can be determined as the fi rst N     col-

umns of U   :

         
Γ i U= 1 if N n( )2

    
[10.16]

   

 In linear algebra, the singular value decomposition is an important factor-

ization of a rectangular real or complex matrix, with several applications in 

signal processing and statistics. The matrix U ∈ ×\li li contains a set of ortho-

normal ‘output’ basis vector directions for L21   , the matrix V ∈ ×\li li contains 

a set of orthonormal ‘input’ basis vector directions, and the matrix S∈ ×\li li 

contains only the singular values in its diagonal and it can be separated into 

two parts, S1 ∈\N N×  and S2 ∈ −( ) ( )\ li lN )×( i N− . The small singular values S2    can be 

neglected and the ‘temporary’ system order N     of the system is determined. 

Thus a reduced version of the singular value decomposition is described by 

the matrices U V1 1 1V ∈V1VV ×VV\S\ \l N N N× T N∈∈\ lia1S \S1S ∈ N × nd . There are two purposes 

for using the truncated singular value decomposition: (1) to reduce the sys-

tem order, which can save computation time without affecting the accuracy 

of analysis results; and (2) to reduce the noise effect, because the contribu-

tion of small singular values S2    is considered as noise effect. Order deter-

mination is an important step in SI algorithms. For now the system order N     

should be determined without affecting the accuracy of L21 or the analysis 
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results will be inaccurate and some structural modes will be lost. That is why 

here we describe N     as the ‘temporary’ system order.  

   2.     Calculate the continuous-time state matrix Ac and the output matrix Cc     
from Γ i      :     
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[10.17]    

    A tc l /AdAgmm ( ) Δ     [10.18]   

 where      Γ i l i n−i∈ l (( )\ 1 ×
 
denotes      Γ i  without the last l    rows,      Γ i ∈ ( )\l n( )  

denotes      Γ i without the fi rst l    rows, and log m ( ) is the logarithm operator of 

matrix. The output matrix Cc     can be determined from the fi rst l    rows of Γ i     .  

   3.     Calculate the matrix of eigenvalue Λ  and eigenvector Ψ from Ac   :     

          
eig Ac( ) = [ ]

   [10.19]   

 where Λ ( )λ λ λ λ λλ λg λ λ 2 2×λλ ^)λ ∈) ∈ n n2×  is the matrix of eigen-

values, Ψ ∈^2 2×n n2×  is the matrix of eigenvectors,      λk ∈^  is the eigenvalue of 

 k -th mode, and ∗  is the complex conjugate operator. It should be noted that 

the eigenvalues and eigenvectors occur in complex conjugated pairs and the 

eigenvalue is associated with the natural frequency and damping ratio:

          
λ λ ω ξ ω ξk λ ω k ω

k k

∗ = − ±iωω 2

   [10.20]    

   4.     Determine the natural frequency ωk  and damping ratios ξk  from λk :     

         

ω ξ
ωkξ

k

(( )) = −ak

    [10.21]   

 with      ak k k k( ) (( ), kλ bk ) λ(, bk Ib \k ) ∈λ(Ibk =bk m   

   5.     Determine the mode shape ΦkΦΦ  from Cc  and Ψ:     

         Φ ΨCc
    [10.22]   
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 where Φ φ φ φ φ φ⎡⎣ ⎤⎦⎤⎤φ φ1 2φφ φ φφ φφ
1

φ " ^φ ⎤⎤⎤ ∈∗ ⎤⎤⎤ ∈nφφφφ l n×2  

 is the matrix of mode shapes. The elements in the vector      ΦkΦΦ  are always com-

plex numbers in practice. It can be imagined that the absolute value of the 

complex number is interpreted as the amplitude and the argument is inter-

preted as the phase of a sine wave of given frequency ωk      . Steps 2–5 show 

how the characteristics of the continuous-time system can be determined 

from the parameters of the discrete-time system.  

  10.6     Results of the ambient vibration survey 
of the dam 

 To conduct the ambient vibration survey of the dam, VSE-15D velocity 

sensor was used. Because of the large dimensions of dam body and the lim-

ited number of sensors, as well as the diffi culty of wireless communication 

in the tunnel of the dam body, the ambient vibration experiment needed 

therefore to be divided into several steps. The experiment was carried out 

in four different steps. The overall measurement location of the dam and 

the corresponding sensor location, are summarized in Fig. 10.11. Details of 

the sensor layout for each step are shown in Plate XII in the color section 

between pages 374 and 375 (Step 1: with four sensors on the right-hand 

side of the dam crest; Step 2: with four sensors on the left-hand side of the 

dam crest and fi ve sensors in the fi rst corridor of the dam body; Step 3: 

with fi ve sensors in the fi rst corridor and four in the second corridor; Step 

4: with four in the second corridor and four in the third corridor). Sensor 

data synchronization is required among all test set-up. Vibration data were 

collected through a wireless communication module with a sampling rate 

of 200 Hz. The SSI technique was used. Figure 10.12 shows the stability dia-

gram of the analysis of the measurement. Table 10.4 shows the identifi ed 

natural frequencies and damping ratios of the fi rst eight modes. Plate XIII 

in the color section between pages 000 and 000 shows the identifi ed three-

mode shape of the dam.                 
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10.11      Distribution of VSE-15D sensor for ambient vibration survey of 

the dam.  
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 10.12      Generated stability diagram from the ambient vibration data 

(Step 1 and Step 4)  

  10.7     Analysis of earthquake response data of Fei-Tsui 
arch dam 

 For system identifi cation using input and output measurements, the SI can be 

used. In recent years, various versions of subspace method have been used 

to identify the state space model of linear systems. The basic concept of the 

SI algorithm is the exploitation of the state as a fi nite-dimensional interface 

between the past and the future. By using geometric concepts some system 

characteristics can be revealed by geometric manipulation of the row spaces of 

certain matrices. First, the input and output data are arranged into two distinct 

block-Hankel matrices. The projection theorem is then employed to avoid the 

infl uence of noise and extract the observability matrix from block equations. 

Generally, mathematical tools, including pseudo-inverse and singular value 

decomposition (SVD), are used to reduce the model and then compute sys-

tem parameters. The well-known algorithms include canonical variable analy-

sis (CVA), 32  N4SID, 33  MOESP, and IV-4SID. 34  A unifi ed treatment of most of 

these algorithms has been given by van Overschee and de Moor. 31  



 Table 10.4     Identifi ed system natural frequencies and damping ratios of the dam from each test set-up 

 Natural frequency (Hz)  Damping ratio (%) 

 Step 1  Ave.  2.22  2.38  3.09  4.59  6.65  8.81  11.29  13.78  0.93  2.05  1.15  1.52  1.30  1.04  1.37  1.78 

 Std.  0.002  0.003  0.002  0.024  0.008  0.027  0.048  0.047  0.07  0.15  0.13  0.31  0.14  0.09  0.69  0.51 

 Step 2  Ave.  2.23  2.38  3.08  4.61  6.73  9.00  11.35  13.77  2.04  3.09  1048  0.92  1.51  1.24  0.85  1.42 

 Std.  0.021  0.009  0.009  0.068  0.050  0.013  0.001  0.053  0.91  0.36  0.34  0.44  0.32  0.08  0.12  0.40 

 Step 3  Ave.  2.23  2.34  3.08  4.59  6.63  8.98  11.31  13.65  1.23  1.53  1.45  1.75  0.97  0.94  1.14  1.23 

 Std.  0.006  0.014  0.003  0.026  0.019  0.012  0.009  0.018  0.74  0.33  0.17  0.12  0.21  0.12  0.15  0.09 

 Step 4  Ave.  2.23  2.34  3.09  4.48  6.71  8.95  11.45  13.79  1.10  2.62  1.74  2.26  1.25  1.20  1.08  1.07 

 Std.  0.004  0.025  0.010  0.039  0.003  0.016  0.005  0.009  0.16  0.67  0.18  0.24  0.05  0.09  0.11  0.06 
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 Consider a discrete-time system:

    X A X B wk 1 d k d k k++++ = +A Xd kX + +B ud ku++ +++     [10.23]    

    y C X D vcC k c k kvC XcC k +D ucD k +++     [10.24]   

 To identify the parameter matrices A B C and Dd dB c cand D,dB  of the systems, not 

only the output data yk but also the input data uk need to be used for system 

identifi cation. 

 Similarly to the stochastic system, for deterministic system the input data 

uk can also be arranged in the Hankel matrix:
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  10.25]   

 where Up ∈ ×\mi j  is the past input Hankel matrix and Uf ∈ ×\mi j  is the 

future input Hankel matrix. The matrices U
p

++++ ∈ +( )×\m i( j1  and Uf
- ∈ −( )×\m i( j1  

are defi ned by shifting the border between Up and Uf  one block row down. 

Moreover, two special Hankel matrices consisting of both input and output 

data are defi ned as 35 :
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 The matrix form of the deterministic model can be expressed as:

         Y X H UpYYd
i p

d
i
d

p= +Xi pXd +++     [10.27]    

         Y X H Uf
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d= +Xi fXd +++ f     [10.28]   
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 and Hi
d     is the low block triangular Toeplitz matrix. 

 When only the modal properties (natural frequency, damping ratio and 

mode shape) of the structure are needed, there exists another numerical 

implementation for SI. The ‘multivariable output-error state space’ algo-

rithm (MOESP) is employed to extract the column space of the extended 

observability matrix Γ i from the LQ decomposition of the Hankel 

matrix 34 :
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column space column space iL32( ) ( )Γ

    [10.32]   

 Finally, only the L32 factor is needed for identifi cation of the system param-

eters Ad and Cc. Once the L32 are obtained from the LQ decomposition of 

the Hankel matrix in Equation [10.30], the system parameters can be deter-

mined from the SVD:
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[10.33]   

 Ad and Cc     can be determined Γ i modal properties of the system can fi nally 

be identifi ed. 

 As mentioned before, order determination is an important component of 

SI algorithms. As the true system order is often unknown, a practice in the 

modal analysis is to calculate the modal parameters for increasing order N     35 . 

If N     is higher than the true system order, the noise mode will be involved, 

but the mathematical poles thus obtained are different for different mod-

els if the noise is purely white. Hence, poles of the physical system can be 

detected by comparing the modal parameters for different model orders. 

To identify a suitable system order and to separate the true modes from the 

noise modes, for each specifi ed model order N    , the SVD needs to be used. 

To distinguish the true modes from the noise modes, fi rst determine the sys-

tem order N     based on the SVD, see Equation [10.33] in the SI: 36   
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with diag
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 The system order N     can be determined by assigning a fractional number 

as a criterion of the SVD Cr
SVD , such that:

    s s sN Ns≥ >CSVD
1 1sNs> +     [10.35]   

 The SVD decomposes the data matrix into several components and each 

singular value represents the importance of the component. This method 

removes the small components and reconstructs the data matrix with a 

reduced version of the SVD. It should be noticed that there is no direct rela-

tionship between the singular value and the structural mode. As a matter of 

fact, the number of the singular values will control the number of available 

modes. So it can be said that the criterion in Equation [10.35] reduces the 

noise effect by removing the small components from original data but not 

directly removing the noise modes.  

  10.8     Results using subspace identification (SI) to 
seismic response data 

 For each seismic response datum the SI technique was used to identify the 

system dynamic characteristics. A total of 84 event data were used. Two dif-

ferent types of input data were considered in this study. One considers the 

multiple input motions along the dam abutment (from station SD1 to station 

SD5), the other one considers a single input from one of the stations in the 

abutment (i.e. either station SD1 or SD5). To select the suitable number of 

block rows for identifi cation the stability diagram needs to be constructed in 

advance too. Two seismic event data were used to construct the stability dia-

gram: one is the 2002-3-31 event ( M  = 6.8) and the other is 1999-9-21 event 

( M  = 7.3). Figure 10.13 shows the stability diagram developed from these two 

earthquake events. As compared to the Fourier amplitude spectrum of the 

dam crest response, multiple inputs can identify higher frequency modes, but 

the fundamental mode is not so easily determined. On the contrary, if a sin-

gle input is considered, then the fundamental mode can be clearly identifi ed 

but higher modes are not. Based on the identifi ed system natural frequencies 
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 10.13      Stability diagram (using different sets of input motions) from two seismic events: 912 earthquake and 331 earthquake.  
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(the fi rst three modes) from all 84 events, the relationship between the identi-

fi ed frequency,  f  ( x ),  with respect to reservoir water height was generated: 37        

    f a x cb( )x = +a xb        [10.36]   

 where  x  is the reservoir water depth. Figure 10.14a shows the system natural 

frequency changes with respect to water depth. The system natural frequen-

cies were identifi ed using multiple inputs. Figures 10.14b and 10.14c show the 

results of using a single input. Mean and standard deviation of the regres-

sion curve are also shown in the fi gure. The results from ambient vibration 

and forced vibration are also plotted in the fi gure for comparison. 38        
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 10.14      (a) The relationship between the identifi ed system natural 

frequencies using multiple inputs (the fi rst three modes) with respect to 

water height in the reservoir. (b) The relationship between the identifi ed 

system natural frequencies (the fi rst three modes) using single inputs 

with respect to water height in the reservoir. (c) The relationship 

between the identifi ed system natural frequencies (the fi rst three 

modes) using single inputs with respect to water height in the reservoir.  

(Continued)
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  10.9     Results using ARX model to seismic response data 

 Different from the SI (using state space model), to identify the dynamic 

behavior of the dam during earthquake excitation, the transfer function 

between input and output can also be investigated. The multiple input/

multiple output discrete-time ARX(MIMO) model was applied. The ARX-

MIMO model can be expanded and expressed as:

    

y
B
A

u
A

e( )
( )

( )
( )

1

( )
( )====

A)
( )

(A) (A) (
+

    

[10.37]

   

 where AR refers to the auto-regressive part,  A(q –1 )y(t) , and X to the 

extra input,  B(q–1)u(q) . Here  y(t)  and  u(t)  are (nyx1) and (nux1) dimen-

sional column vectors which refer to the multiple output/multiple input 

case.  A(q–1)  is an (ny x ny) matrix polynomial, and  B(q–1)  is an (ny x nu) 

matrix, 38  i.e.  
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 where the entries  a  ij  are polynomials in the delay operator  q  –1 :

    akj kj j j
nakj ngkja qkj a qkj
nakj( ) −a q) −= +kj + + +1 1 1δ ...     [10.39]   

 And B(q–1) in Eq. [10.37] is a (1 ×  n  u ) polynomial matrix with 

     
( )) = [ ]1 −− −

    [10.40]   

 where the entries  b  ij ( q  –1 ) are polynomials in the delay operator  q  –1 : 
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n nb qij b qij b qij
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[10.41]

   

 and  j  denotes the  j -th component of inputs and n uj  denotes its corresponding 

order. 

 Through the recursive least squares method the modal parameters of 

ARX model can be identifi ed, and the system natural frequency and damp-

ing ratio of each structural mode can be estimated through the relation 

between discrete form of equation of motion (modal equation) and ARX 

model. 

 Five earthquake response data were used to estimate the frequency 

response function (FRF) between Station SDB and Station SD3 (all in 

east–west direction or up–down stream direction) from the selected fi ve 

earthquake events, as shown in Fig. 10.15a. Figure 10.15b also shows the 

estimated FRF between Station SDB (east–west direction) and Station SD3 

(north–south direction). The change of dominant frequency in FRF indi-

cated the difference of water level in the reservoir. Comparison on the iden-

tifi ed system natural frequency using either SI method (mean curves) or 

ARX method is shown in Fig. 10.15c.       
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  10.10     Conclusion 

 In this study an intensive SHM system on a dam structure is introduced. This 

SHM system covers both the static and dynamic measurement of the dam. 

Three different monitoring methods, including earthquake response moni-

toring, ambient vibration survey, and long-term static deformation monitor-

ing of an arch dam (Fei-Tsui arch dam, Taiwan), are studied in this report. 

For dynamic response measurements (earthquake response and ambi-

ent vibration), the multivariate data processing technique is used with the 

response measurements so as to extract the dynamic features of the system. 

For ambient vibration measurement, wireless sensing technology is used to 

collect ambient vibration data of the dam. This wireless sensing system can 

provide the requirements for autonomous SHM, which include (1) reliable 

wireless communication data, (2) accurate signal conditioner hardware for 

ambient vibration sensors (VSE-15D), and (3) capability for continuous 

long-term monitoring. The SSI method is then applied to identify the system 

frequencies, damping ratios, and mode shapes. For the identifi cation of dam 

properties from seismic response data of the dam, considering the non-uni-

form excitation of the seismic input, two different approaches are used, the 

SI and the MIMO discrete-time ARX model with least squares estimation. 

Applying the SI technique to data collected from the dam responses for 84 

earthquake events, the change of the identifi ed system natural frequencies 

with respect to water level in the reservoir is investigated. The results from 

both the seismic response and the ambient vibration survey can be used for 

safety assessment of the dam.  
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  Abstract : This chapter introduces the most common sensors used for the 
monitoring of tunnels. It is divided into sections that cover typical tunnel 
monitoring applications: (i) construction in soft ground; 
(ii) construction in rock; and (iii) in-service and long-term monitoring. 
A case study is used for each application to illustrate the use of both 
common and newly developed sensing technologies in tunnel monitoring. 
The chapter concludes with a summary of the sensors discussed, future 
trends in sensing for tunnels and useful references. 

  Key words : monitoring, tunnelling, soft ground, rock, sensors, 
displacements, strains, pressures, construction, deterioration. 

    11.1     Introduction 

 There are two overarching reasons to monitor tunnels: (i) to minimize 

the associated risks especially to the public; and (ii) to minimize the cost 

of construction/operation/maintenance. Monitoring can also offer other 

advantages, such as providing insights into ground response, feedback for 

construction control, verifi cation of design assumptions, assurance of tunnel 

lining performance, and evidence of any adverse effects on the surrounding 

area (ITA, 2011). Monitoring has been used extensively in tunnel applica-

tions for decades, ever since the development of the observational method 

of tunnelling where feedback from the monitoring system is used to inform 

and potentially modify design and construction (Peck, 1969; Nicholson  et al ., 
1999). However, when choosing an appropriate monitoring system, a myriad 

of factors need to be considered, including whether the tunnel is being con-

structed or is already in service, the ground conditions, and the condition of 

surrounding infrastructure, among others. A wide variety of sensor technol-

ogies is also available from traditional surveying techniques to newly devel-

oped wireless sensor networks (WSNs) and distributed fi bre optic sensor 

systems. The choice of monitoring approach is dependent on the situation 
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and the information required by engineers to minimize both the risk and 

the cost. 

 This chapter is written for someone who has a tunnel that potentially 

requires monitoring. It is subdivided into two main sections: construction 

monitoring and in-service monitoring. In both sections, some of the major 

issues most often encountered are highlighted, and appropriate monitoring 

technologies are discussed. The chapter concludes with a brief discussion 

of future trends and other sources of information. Case studies are used 

throughout to illustrate potential monitoring solutions. It should be noted 

that a wide variety of sensing technologies is available and geotechnical 

monitoring has itself been the subject of books (e.g. Dunnicliff, 1993). As 

such, the goal of this chapter is not to be exhaustive in its coverage of the 

technologies available, but instead to highlight the more commonly used 

technologies and some newly developed technologies through case studies. 

It is also worth noting that temperature differentials and extremes often 

play a signifi cant role in both the behaviour of the infrastructure being mon-

itored (e.g. British Tunnelling Society and Institution of Civil Engineers, 

2004) and the monitoring equipment (e.g. Cheung  et al ., 2010). As such, the 

monitoring of temperature, which is not dealt with explicitly in this chapter, 

should be considered whenever changes in temperature or extreme tem-

peratures are expected.  

  11.2     Construction monitoring in soft ground 
tunnelling 

 There are several different approaches to constructing tunnels in soft ground, 

as outlined in Table 11.1 but, as noted by Dunnicliff (1993), the primary rea-

son for monitoring tunnels is to ensure tunnel face stability and to prevent 

possible ground failure. However, more recently, monitoring of deformation 

has become increasingly important due to the need to prevent any excessive 

ground movements that may damage nearby structures (both below and 

above surface). There are a number of issues related to stability and defor-

mation that potentially need to be monitored, the most signifi cant of which 

are: (i) excessive displacements leading to surface settlements, damage to 

surrounding infrastructure and excessive deformation of the tunnel itself; 

(ii) unexpected loads acting in and on the supports; and (iii) changes in pore 

water pressures leading to seepage and hence changes in loading.      

  11.2.1     Excessive displacements 

 The need to measure surface displacements, damage to surrounding infra-

structure and tunnel displacements, as with all monitoring applications, is 



 Table 11.1     Construction methods for soft ground tunnels 

 Technique  Brief description 

 Cut and cover  In this technique a trench is dug for most or all of the length of the tunnel. It is typically used to create 

underground stations. The side walls of the trench are supported and form the walls of the tunnel and a 

structural roof is placed over the tunnel. Chief among the monitoring issues with this type of tunnelling are 

excessive deformations of the side walls causing damage to the surrounding infrastructure. 

 Conventional 

tunnelling 

 Excavation of a tunnel without the aid of a shield (see below). Mechanical excavators are used to remove 

material from the tunnel face. The material is then removed from the tunnel (i.e. mucking) and the tunnel is 

supported using primary support elements such as steel arch supports, sprayed or cast-in place concrete. It is 

also known as NATM, SCL, or SEM. The method is fl exible enough to create complex underground structures 

such as cross passages. However, larger ground movement is expected and therefore monitoring is essential 

when a tunnel is constructed using this method. 

 Shield 

method 

 This approach reduces the need for access from the ground surface and the tunnel can be dug under existing 

infrastructure and/or obstacles. A shield at the tunnel excavation face provides support to the face while 

material is excavated and removed out through the already constructed tunnel. Tunnel lining is put in place as 

the shield is advanced forward in order to support the already excavated tunnel. Historically, shields protected 

workers who were digging at the excavation face, but now they are commonly part of a TBM, which excavates 

and removes material while simultaneously placing the tunnel lining. Once again issues of ground settlement 

and damage to surrounding infrastructure are important to monitor when using this technique; however, 

tunnel stability is also a signifi cant issue to ensure that the tunnel does not collapse. 

 Open face  The open-face approach is a type of shield method construction where the tunnel face does not require short-

term support during excavation. The excavated sections of the tunnelling are lined as with other types of 

shield method construction. 

 Earth pressure 

balance 

 Another variation on the shield approach where the tunnel face is not capable of supporting itself even over 

short periods. In this approach, the pressure the TBM exerts on the tunnel face is balanced against the earth 

pressure by controlling the rate at which the TBM moves forward. The exerted face pressure is controlled by 

the pressure of the excavated soil inside the tunnel chamber behind the cutter face. The ground settlement 

can be minimized by effective control of the face pressure. 

 Slurry shield  A further variation on the shield approach where not only is the tunnel face not self-supporting but the soil has 

high water levels/pressures. It is often used in very soft grounds. The soil is mixed with a bentonite slurry at the 

face of the shield machine so that face pressure can be maintained and the soil/slurry mixture can be removed 

through pipes that run the length of the shield machine. 
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a function of the consequences of excessive deformations. In most urban 

applications where the density of infrastructure that can be damaged by 

excessive displacements (e.g. roads, buildings, retaining walls) is high, mon-

itoring is generally a primary requirement. The extent and magnitude of 

expected deformations is a function of the tunnelling method. For example, 

Mair (1996) and Mair and Taylor (1997) suggest that volume losses from 

open-face tunnelling can range between 1% and 3%; however, these losses 

can be reduced signifi cantly (to less than 1%) if earth pressure balance 

tunnelling machines are used (Mair, 2008). Additionally, displacements can 

be controlled through the use of compensation grouting or other ground 

improvement techniques, in which case the use of monitoring is essential to 

determine the amount of grout or hardening agents required. Settlements 

due to cut and cover tunnelling are a function of the stiffness of the exca-

vation support as well as the construction processes (Hung  et al ., 2009). 

Damage to surrounding infrastructure can include cracking of masonry 

structures and pipelines. When monitoring surrounding infrastructure, it is 

critical to establish the condition of the infrastructure before construction 

begins, both to accurately determine the effects of the construction and in 

case of legal action. This raises the question, discussed in greater detail else-

where (Dunnicliff, 1993), of who should be responsible for installing and 

maintaining the monitoring system. Finally, excessive tunnel displacements 

can result in the tunnel not being fi t for purpose, or being an indication of 

potential tunnel collapse. 

  Monitoring techniques 

 There are a number of instruments for measuring displacements includ-

ing: (i) surveying equipment; (ii) probe, rod, fi xed borehole and multipoint 

extensometers; (iii) crack gauges; (iv) liquid level and electro-level gauges; 

(v) fi bre optics; (vi) inclinometers; (vii) convergence gauges; and (viii) pho-

togrammetry (see Table 11.3 for a list of available sensors). Figure 11.1 illus-

trates a number of the potential issues associated with tunnel construction 

and the sensor technologies that can be used to monitor them. It is worth 

noting that while monitoring equipment placed on the surface can be used 

to obtain pre-construction measurements, equipment used within the tunnel 

(except for sliding micrometers – see Section 11.5.5) often does not cap-

ture initial displacements which occur just ahead of and behind the face of 

the tunnel excavation. As such, monitoring equipment within the tunnel can 

usually provide measurements only after it is installed and is generally used 

to monitor long-term behaviour (Kavvadas, 2005).      

 One of the most common methods for measuring displacements in the 

tunnel and of points on the ground is surveying using traditional instru-

ments or more frequently total stations. Total stations can either be manually 
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operated by a surveyor taking measurements using targets that are either 

temporary or fi xed, or set up to operate automatically. One such example 

of an automatic system is an automated total station used in the London 

Underground, where the instrument takes frequent measurements of a pre-

determined pattern of targets (Wright, 2010). Surveying techniques, with cor-

rectly placed targets, can be used to estimate ground settlements, movement 

of surrounding infrastructure and deformations within the tunnel. These sys-

tems can also be used to provide real-time data, which can be crucial when 

using compensation grouting as discussed by Mair (2008). As with any mon-

itoring technology, it is important to know both the accuracy and precision 

offered by the equipment so that these tolerances are accounted for in the 

design. An added complication with measurements taken within the tunnel is 

that the fi xed point of reference can be very far away (sometimes outside the 

tunnel) and the intermediate measurement locations (usually wall mounted 

brackets) are themselves subject to long-term displacement. 

 A second frequently used category of sensors for measuring ground 

settlements in the subsurface are extensometers. Broadly speaking, exten-

someters measure changes in the length of an object and so a wide variety 

of extensometers is available. Probe extensometers consist of a magnetic 

probe, a series of magnets placed at various depths down a borehole and 

an instrument for taking readings. The probe is lowered into the borehole 

and as it encounters the magnets a reading is taken. The change in distance 

between each magnet, and thus the amount or relative ground settlement, 

can be determined. Rod extensometers, as seen in Fig. 11.2, allow the dis-

tance between two points (the anchor point and the reference head) to be 

measured using either a depth gauge or a displacement transducer. They are 

typically used to measure the movement of the tunnel wall relative to a fi xed 

Displacement of surface

Rotation of structures

- Surveying
- Extensometers
- Liquid levels

Displacement of subsurface
- Extensometers
- Inclinometers

- Surveying
- Inclinometers
- Photogrammetry

Cracking of structures
- Crack meters
- Photogrammetry

Pore water pressures
- Piezometers

Distortion of tunnel geometry

Support/lining stresses

- Surveying
- Extensometers
- Fibre optics

- Strain gauges
- Pressure cells

 11.1      Construction issues and associated monitoring technologies.  
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point some distance away to determine the zone of infl uence of the tunnel, 

but they can also be used to measure surface displacements. Fixed bore-

hole extensometers are similar to rod extensometers. Multipoint extensom-

eters can refer to probe, rod and borehole extensometers that have multiple 

measurement locations rather than just measuring the distance between 

two fi xed points. Extensometers can be used to be measure ground settle-

ments, ground movement relative to the tunnel and tunnel convergence (the 

change in tunnel diameter).      

 For the most part, surveying techniques provide the most robust way to 

monitor the displacement of surrounding infrastructure. However, the loca-

tions of targets are limited by line of sight to the instrument/total station. 

Traditional crack gauges offer an inexpensive but effective way to moni-

tor the effect of tunnel construction on surrounding infrastructure. These 

gauges consist of two pieces where each piece is affi xed on either side of 

a pre-existing crack and the relative movement between these two pieces 

can be tracked using a grid system (as illustrated in Fig. 11.3). There are 

two main disadvantages of traditional crack gauges: (i) they must be read 

manually and so are not suitable for real-time feedback systems, and (ii) 

the precision of the measurements is dependent on the person taking the 

readings, and so for areas where very small displacements are critical they 

may not be appropriate. A second option for measuring the development 

of cracks is the use of demountable mechanical (DEMEC) strain gauges. 

In this case, fi xed points are attached to the structure and the change in dis-

placement between these points is measured using a portable device with a 

dial gauge or digital readout. The DEMEC system is capable of measuring 

crack widths down to 0.001 mm, although the accuracy and precision are 

limited to 0.01 mm (Burland  et al ., 2001a). Alternative crack sensors that use 

displacement transducers and vibrating wire strain gauges (as illustrated in 

Fig. 11.3) are available, although with a signifi cant increase in system cost. In 

Section 11.7.2 a wireless crack sensor is introduced, which can provide real-

time results and can be installed faster than conventional wired sensors.      

 Electronic liquid level (or electro-level) sensors are made up of a series of 

pots containing liquid with each connected to a central pot with a constant 

height of liquid (Dunniclff, 1993). The liquid level in each pot is measured 

Reference
head

Displacement
transducer

Protective tubingAnchor

Borehole Rod

 11.2      Rod extensometer.  
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by a displacement transducer attached to a fl oat and as the structure settles 

the level of liquid in each pot shifts, allowing displacements to be measured. 

They are very popular for monitoring differential settlements of struc-

tures. For example, these gauges were used on a masonry railway bridge in 

Bologna to determine the amount of compensation grouting required to 

ensure that the masonry bridge did not crack (Mair, 2008). 

 Distributed fi bre optic strain sensing systems such as Brillouin optical 

time domain refl ectometry (BOTDR) and Brillouin optical time domain 

analysis (BOTDA) are fi bre optic measurement techniques that allow the 

strain in a fi bre optic cable to be measured along the full length of the cable 

(see also Section 11.7.2). If the fi bre optic cable is fi xed between two points 

and the length between the points is known, the strain can be integrated to 

get a displacement. If the fi xed points are placed around the circumference 

of a tunnel, displacements around the circumference can be measured. 

These systems have been used to measure displacements in existing tun-

nels during the construction of new tunnels in both Singapore (Mohamad 

 et al ., 2012) and London (Mohamad  et al ., 2010). The BOTDR technique 

showed good agreement with the expected behaviour (Mohamad  et al ., 
2010, 2012). One of the appealing aspects of this system is the ease of 

installation and the number of data points that can be provided. However, 

 11.3      Crack gauge. ( Source : Picture courtesy of itmsoil.)  
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as discussed in Section 11.7.2, system robustness is still an issue that needs 

to be addressed. 

 Inclinometers (otherwise known as tiltmeters or clinometers) measure 

changes in inclination. They can be used in a number of tunnel applications, 

including measuring rotations due to settlements at the surface as well as in 

surrounding infrastructure. Traditional inclinometers use a level bubble to 

indicate tilt; however, more modern inclinometers use accelerometers, which 

allow the data to be recorded and transmitted. The recent development of 

microelectromechanical sensors (MEMS) inclinometers has opened up the 

potential for relatively inexpensive wireless inclinometers, as introduced in 

the case study in Section 11.7.2. Inclinometers can also be used to measure 

lateral ground movement in the area of tunnel construction. Boreholes are 

drilled and a casing is inserted in the hole against which inclination mea-

surements can be taken (Machan and Bennett, 2008). Two types of systems 

exist: traversing and in-place/stationary. The traversing system consists of a 

single inclinometer on the end of a cable, which is lowered down the bore-

hole and readings are taken at specifi c heights along the casing. The in-place 

stationary system uses a series of inclinometers that are left in the casing at 

predetermined heights and measurements are taken over time. 

 Convergence gauges are used to measure changes in the tunnel’s pro-

fi le during construction. Traditionally, these measurements have been taken 

using tape extensometers and measuring between fi xed points on the tunnel 

wall. While this approach is still common, the measurement of tunnel wall 

movement is now also done using surveying techniques or potentially by 

using Lidar as discussed in Section 11.4.1. 

 Photogrammetry uses photographs to determine initial geometry as well as 

changes in geometry. A variation of this technique, known as particle image 

velocimetry (PIV), has been used successfully with digital images to mea-

sure displacements in geotechnical applications (White  et al ., 2003), includ-

ing fi eld monitoring of a retaining wall on the London Underground during 

the construction of the Channel Tunnel Rail Link (Take  et al ., 2005).   

  11.2.2     Unexpected loads acting in and on the supports 

 If the loads in the tunnel lining due to the surrounding earth pressures 

exceed the design values, this can result in deformation of the tunnel lining 

until a new equilibrium situation is reached, excessive damage to the tunnel 

lining occurs or, in the worst case, the tunnel collapses. In cut and cover con-

struction, if the loads in the struts that support the excavation walls exceed 

the design values, there is the potential for excessive defl ections of the exca-

vation or collapse of the excavation. As a result, there is sometimes a need to 

monitor such conditions, especially when new construction techniques are 

being used or when there is high variability in the surrounding conditions. 
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  Monitoring techniques 

 Two of the most commonly used techniques for measuring the load in the 

supports for a tunnel are (i) strain gauges, and (ii) pressure cells. 

 Traditionally the two types of strain gauges used in geotechnical and struc-

tural monitoring are vibrating wire and resistive strain gauges. However, in 

recent years fi bre optics has also been used to measure strains. Vibrating 

wire strain gauges, as seen in Fig. 11.4, are currently the most widely used 

strain measurement technology and are available from most geotechni-

cal monitoring fi rms. Batten and Powrie (2000) used vibrating wire strain 

gauges to measure the prop loads in an excavation in London to determine 

the effects of temperature and construction stage on the loading so that they 

could create models to predict the response. One of the issues they noted 

was the effect of end conditions on the strain measurements and thus the 

estimate of load in the prop. The use of fi bre optics to measure strains is 

dealt with in Section 11.5.4. An important consideration when using strain 

gauges to determine the load in a support is how to estimate the stiffness 

of the structure in order to estimate the stress. For a steel structure, such as 

the struts monitored by Batten and Powrie (2000), this can be straightfor-

ward, but for a concrete or reinforced concrete structure, where creep and 

 11.4      Vibrating wire strain gauge. ( Source : Picture courtesy itmsoil.)  
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shrinkage effects need to be accounted for, it can be quite diffi cult to use 

strains to estimate stresses. Acerbis  et al . (2011) present an approach for 

estimating concrete stress based on strain measurements, which takes into 

account these various time dependent effects. Alternatively, they should be 

used to monitor change in strain (or stress) rather than evaluating the actual 

strain (or stress).      

 Pressure cells can be installed in tunnel linings to measure the radial stress 

(the pressure exerted on the tunnel by the surrounding ground) or tangential 

stress (the hoop stress within the lining). In general, they are more suitable 

for evaluating stress changes rather than the actual stress. These cells can 

give a realistic indication of the stress changes in segmental linings as well as 

a sprayed concrete lining (SCL); however, as noted by Clayton  et al . (2002), 

careful attention must be paid to the installation of these cells as well as 

to the effects of temperature, crimping and concrete shrinkage. Hashimoto 

 et al . (2009) used pad type earth pressure cells to determine the short- and 

long-term pressures acting on a tunnel lining due to the effects of grout-

ing and varying soil type. Their results showed that the bending moment in 

some linings may be overestimated using conventional design approaches. 

Thus, while a chief concern may be the overloading of the tunnel lining, this 

type of monitoring may also allow for a refi ned design to be used. However, 

it should be stressed that careful evaluation of the performance of pressure 

cells is needed before making any use of the values obtained. 

 11.5      Spade pressure cell. ( Source : Picture courtesy itmsoil.)  
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 Low profi le push-in pressure cells, or spade cells (Fig. 11.5), can also be 

used to measure horizontal soil pressure in normally consolidated and 

over-consolidated clays. They are composed of two thin pieces of metal 

welded together around the edges that form a long thin cell into which oil is 

inserted. The cell, which has a shape similar to a spade, can then be pushed 

into the clay. The pressure of the soil is then measured as a change in oil 

pressure within the cell using a pneumatic or vibrating wire pressure trans-

ducer (Richards  et al ., 2007). Because the cell is installed by displacing the 

surrounding soil, stress concentrations are created locally around the cell, 

which results in overestimates of the soil stress (Ryley and Carder, 1995). 

Correction factors for the readings from spade cells based on the level of 

over-consolidation and the type of clay have been proposed (e.g. Ryley and 

Carder, 1995; Richards  et al ., 2007).        

  11.2.3     Pore water pressures 

 The pore water pressure in the surrounding soil infl uences both the potential 

for seepage into the tunnel as well as the loading on the tunnel lining due 

to changes in effective stress (Shin  et al ., 2005; Wongsaroj  et al ., 2007). At 

the same time, attempts to control leakage can lead to an increase in pore 

water pressure acting on the tunnel, which may lead to structural failure 

(Parks  et al ., 1986). Additionally, the effect of pore water pressure on non-

circular tunnel linings can be signifi cant (Shin  et al ., 2005). The amount of 

soil consolidation around the tunnel is governed by the amount of seepage 

into the tunnel (i.e. whether the tunnel causes the soil to act as drained or 

partially drained) ( Wongsaroj, 2006; Laver, 2011; Laver and Soga, 2011). As 

such, there may be a need for short- and long-term monitoring of pore water 

pressure to determine the effects on the tunnel behaviour as well as the long-

term settlement of the surrounding ground as discussed in Section 11.6.1. 

  Monitoring techniques 

 There are a variety of techniques used to monitor water pressure including: 

(i) open standpipe piezometers; (ii) vibrating wire piezometers; (iii) pneu-

matic piezometers; and (iv) fi bre optic piezometers. 

 The open standpipe piezometer typically consists of a borehole with a 

narrow tube (10–20 mm) inserted in it (although there are push-in versions 

that do not require a borehole). At the base of the tube is a fi lter to let water 

in. Once the tube and fi lter have been installed, the hole is backfi lled with 

sand around the fi lter (to allow water to fl ow freely) and with grout over the 

remaining depth of the borehole. A dipmeter (an electric gauge with a circuit 

that closes when it comes in contact with water) is then used to determine 

the height of the water in the pipe and thus the groundwater pressure at the 
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location of the fi lter. A modifi cation to this design has been proposed that 

uses a fully grouted tube (Mikkelsen and Green, 2003) and tested with good 

success (Contreras  et al ., 2007). The open standpipe piezometer is especially 

useful for obtaining information about pore water pressures before tunnel 

construction. 

 Two limitations of the open standpipe piezometer are that the readings 

must be taken from above, and that time is required for the water levels to 

equilibrate, meaning that once tunnelling has started these readings could 

be inaccurate (British Tunnelling Society and Institution of Civil Engineers, 

2004). The remaining three piezometers have all been designed to overcome 

these limitations (although with a corresponding increase in sensor cost). 

The vibrating wire piezometer, as seen in Fig. 11.6, uses a vibrating wire 

strain gauge attached to a diaphragm (which is exposed to the pore water 

on the other side) to measure changes in water pressure. As the water pres-

sure changes so too does the curvature of the diaphragm and the tension in 

the attached wire. A relationship between wire tension and water pressure 

can thus be determined. These sensors can be monitored remotely; however, 

this technique cannot measure quickly changing water pressures and may 

require an initial settling period (British Tunnelling Society and Institution 

of Civil Engineers, 2004). The pneumatic piezometer uses a diaphragm that 

has air on one side and is exposed to the groundwater on the other. Once 

the air pressure and water pressure are in equilibrium, a measurement of 

the air pressure is taken. One of the drawbacks of the system is that it can-

not measure negative water pressures. The fi bre optic piezometer also uses 

a diaphragm to measure pressure. In this instance, the distance between the 

diaphragm and a fi xed point is measured using fi bre optics. As the water 

pressure changes, the distance between the diaphragm and the fi xed point 

changes, resulting in a corresponding change in fi bre optic reading.         

 11.6      Vibrating wire piezometer. ( Source : Picture courtesy itmsoil.)  
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  11.3     Case study: Jubilee Line extension, London, UK 

 In 1993 work began to extend the Jubilee Line of the London Underground 

east from Green Park station to Stratford (site of the 2012 summer 

Olympics). As part of this construction, an extensive monitoring campaign 

was undertaken, as detailed by Burland  et al . (2001a, b) to observe the 

response of infrastructure to tunnelling. Burland  et al . (2001b) present a 

series of 27 case studies, including both the background to the problem and 

the results from the monitoring. The monitoring technologies used as part 

of the Jubilee Line extension included surveying techniques (both precise 

levelling and total stations), extensometers, crack meters, photogramme-

try, and electrolevels. Electrolevels consist of three electrodes submerged 

in a fl uid. As the level is tilted, the amount of fl uid covering each electrode 

changes, as do the corresponding voltage measurements, which allows the 

tilt of the level to be determined. 

 One of the instrumented structures in this study was Elizabeth House, 

consisting of three reinforced concrete tower blocks as seen in Fig. 11.7.  Two 

of the three blocks (two ten-storey structures to the south) share a com-

mon raft foundation while a seven-storey structure to the north has a sep-

arate raft foundation, as illustrated in Fig. 11.7, and were monitored using a 

variety of techniques from August 1994 until March 2000 (Burland  et al ., 
2001b). The two running tunnels (5.6 m in diameter) of the Jubilee Line 

7 storey building
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to ground level
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Cross-over
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 11.7      Elizabeth House layout.  
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extension as well as a crossover tunnel were constructed underneath the 

ten-storey block using the New Austrian Tunnelling Method (NATM) with 

sprayed concrete liners. No special protective measures were applied to pro-

tect Elizabeth House, and so the monitoring system was used to assess the 

impact of the tunnelling on the structure above. The monitoring technolo-

gies used to track the movement of Elizabeth House above ground included 

surveying techniques, crack gauges and photogrammetry. Additionally, six 

boreholes were drilled through the foundation slab of the ten-storey block 

to measure vertical and horizontal ground movement. One of the boreholes 

contained electrolevels, while the other fi ve contained strings of rod exten-

someters (Fig. 11.7). Interestingly, the rod extensometer data from the bore-

hole farthest from the excavation at the deepest point was used to correct 

the data from the precise levelling exercise.      

 The precise levelling and taping were undertaken in the underground 

parking garage at a level of 7.2 m below the surface (Burland  et al ., 2001b). 

Because the entire foundation slab moved during the course of construc-

tion, the surveying measurements were all corrected using data from a rod 

extensometer placed away from the tunnels as mentioned above. The sur-

veying reference point on the foundation slab itself had settled by 11 mm by 

the end of monitoring in 2000, albeit largely due to underground construc-

tion that was not part of the tunnelling project, suggesting that measure-

ments based on this point without correction would have been erroneous. 

The choice of a baseline for monitoring data is an important consideration 

and it is not necessarily straightforward as illustrated by this example. A 

further complication during the monitoring exercise occurred when squat-

ters took over the parking area of the building (Elizabeth House was vacant 

during the construction) and their dogs made it impossible for surveying 

data to be acquired for a period until the squatters were evicted. Although 

this is a rather unusual occurrence, access to the site and the safety of both 

the personnel and the monitoring equipment is an important consideration 

when developing a monitoring strategy. Overall, the survey data indicated 

that the foundation slabs were quite fl exible in the longitudinal direction 

(perpendicular to the tunnels) and stiff in the transverse direction (paral-

lel to the tunnels) but that this fl exibility did not cause any damage to the 

building. The measured settlements were also compared to the predicted 

settlements calculated using the model proposed by Potts and Addenbrooke 

(1997) and very good agreement was found, suggesting that the model pro-

vides realistic predictions. 

 To measure potential damage to the facade of Elizabeth House, two 

techniques were employed: surveying and photogrammetry (Burland  et al ., 
2001b). Both of these techniques required targets to be placed on the 

facade of the building in order to be able to track the movement of these 



Sensing solutions for assessing and monitoring tunnels   323

points with time. Photogrammetry required that photos were taken from a 

number of different locations in front of the building and then those pho-

tos were used to develop a 3-D model of the building facade. Photos were 

taken before construction commenced, after the westbound tunnel was 

constructed and then fi nally after the eastbound tunnel was constructed. 

The survey data were used as a reference for the photogrammetry data 

since the survey data could be tied to a fi xed reference point away from 

the construction. Being able to calibrate the photogrammetry results using 

the survey data was found to have a signifi cant impact on the accuracy that 

could be achieved using photogrammetry (Burland  et al ., 2001b). Using 

the data from the photogrammetry system, it was determined that the hor-

izontal strains that developed in the building facade after construction 

were all compressive and not signifi cant enough to cause damage (~250 

microstrain).  

  11.4     Construction monitoring in rock tunnelling 

 The design of tunnels in rock can be quite different from the design of tun-

nels in soils. For example, as noted by Kavvadas (2005), while soft ground 

tunnel designs often aim to minimize surface displacements, rock tunnel 

designs in mountainous regions often attempt to maximize these displace-

ments so as to minimize the stresses on support structures within the tunnel. 

However, while design concepts may vary, there are many similarities in 

terms of the type of monitoring technologies used. As such, this section will 

discuss the available monitoring technologies and applications but will also 

refer the reader back to the previous section where sensing technologies 

overlap. The key areas for monitoring in rock tunnels are: (i) displacements 

of the surface, the tunnel and surrounding infrastructure; and (ii) support 

loads and stresses. Typical methods for construction in rock are described 

in Table 11.2.      

  11.4.1     Displacements 

 As stated above, using the conventional tunnelling method (CTM) (also 

known as the NATM, SCL, and the sequential excavation method (SEM)), 

large displacements are allowed to occur after tunnel excavation so that 

the size and strength of the required support can be optimized. In this case, 

measurements of displacement both at the surface and within the tunnel 

are key to determining whether the tunnel design is successful and whether 

modifi cations to the design are required. However, in urban areas where 

the density of infrastructure signifi cantly limits the amount of allowable 

displacement, tunnelling techniques must instead focus on controlling this 
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 Table 11.2     Construction methods for rock tunnels 

 Technique  Brief description 

 Drilling and blasting  The tunnel is advanced by drilling holes into the 

tunnel face into which a carefully controlled 

amount of explosives are inserted. Once the 

explosives are detonated, the rubble is removed 

and the new section of the tunnel is stabilized 

using one or a combination of support options 

(e.g. shotcrete, rock bolts, arches etc.). The tunnel 

can either be blasted to the full height or for bigger 

tunnels the face may be excavated in stages, a 

technique known as heading and benching. 

 Conventional 

tunnelling 

(or NATM) 

 Mechanical excavators (or drilling and blasting – 

see above) are used to remove material from 

the tunnel face. The material is then removed 

from the tunnel (i.e. mucking) and the tunnel 

is supported using primary support elements 

such as steel arch supports, sprayed or cast-in 

place concrete and rock bolts. This approach is 

concerned with taking advantage of the stress 

in the rock to minimize the requirement for 

additional structural support. However, because 

of the large variability of rock types and stresses 

within the rock mass, this method is heavily 

reliant on monitoring to provide the optimum 

solution. 

 TBM  This technique is very similar to the use of a 

TBM in soft ground where material is removed 

using cutting teeth at the face of the tunnel and 

transported back through the machine. The type of 

TBM to be used depends on the requirement for 

rock support once material has been excavated 

where some TBMs do not place any supports while 

others place a concrete liner. 

displacement. This is accomplished by controlling the displacement at the 

tunnel face by installing a stiff temporary lining close to the tunnel face and 

ensuring that the fi nal lining is placed quickly (Kavvadas, 2005). In either 

case displacement monitoring is the key to the success of these projects, 

as the extent of displacement often dictates the tunnel support strategy 

(Hoek, 2001). 

  Monitoring techniques 

 Many displacement monitoring techniques used in rock tunnelling are 

the same as those used in soft ground tunnelling including: (i) surveying 

equipment (ii) extensometers (iii) crack gauges (iv) liquid level gauges (v) 
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fi bre optics (vi) inclinometers, and (vii) convergence gauges, all of which 

are discussed in Section 11.2.1. Two monitoring techniques that are espe-

cially useful for rock tunnelling are sliding micrometers and Lidar. Sliding 

micrometers are discussed in the case study in Section 11.5 while Lidar is 

discussed below. 

 A relatively new approach to displacement monitoring is the three 

dimensional laser scanning technique, or Lidar, which can be used to 

obtain an accurate picture of the tunnel surface. Fekete  et al . (2010) used a 

phase-based Lidar technique that was capable of acquiring approximately 

1 million data points a second over distances of up to 80 m. They detail the 

use of a Lidar system in several tunnels in Norway, including a tunnel that 

was actively being constructed using the drill and blast construction tech-

nique. They suggest that the Lidar system can be set up and operated by 

one person using a tripod and that readings should be taken at an optimum 

distance of 0.5–1 tunnel diameter from the face of the excavation. Each 

measurement stage (including setup and scanning) took less than 7 min. A 

distance measurement accuracy of within 4 mm was achieved at distances 

of up to 25 m. The two most signifi cant drawbacks of the one position set 

up were occlusion (i.e. what cannot be seen at the laser location cannot be 

measured) and scan bias (i.e. discontinuities parallel to the line of sight). 

Fekete  et al . note that the system can be used to estimate shotcrete liner 

thickness (using pre- and post-installation scans), construction effi ciency 

(amount of material removed for a given process), rock bolt locations, 

and areas of potential leakage (by measuring changes in the intensity of 

refl ected light).   

  11.4.2     Excessive loads acting in and on the supports 

 The loads developed in the supports of rock tunnels are a function of the 

stresses in the rock prior to excavation, the stiffness of the supports rel-

ative to the rock mass, the defl ection of the rock before the supports are 

installed, and the condition of the rock mass including the presence and 

orientation of any faults. However, to ensure that the support system has 

been designed correctly, and especially if the observational approach is 

being used, there is a need for monitoring of the loads and stresses in the 

support structures. 

  Monitoring techniques 

 Loads in rock tunnels can be measured using a variety of techniques includ-

ing (i) vibrating wire strain gauges, (ii) fi bre optic sensors, and (iii) instru-

mented rock bolts. Vibrating wire strain gauges and fi bre optic sensors were 

discussed in Section 11.2.2. It is once again important to note that if strain 
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is to be used to estimate stress or load, the modulus and long-term behav-

iour of the rock mass and/or concrete must be characterized accurately. 

There are numerous models for the rock mass modulus in the literature as 

reviewed by Hoek and Diederichs (2006), who also present an empirical 

model of their own. 

 The instrumented rock bolt consists of a section of threaded rod with a 

vibrating wire strain gauge installed in a small hole drilled down the centre 

of the bar. This section of threaded rod can then be connected to the rest 

of the rock bolt using couplers, and the rock bolt can be installed as usual. 

Readings can then be taken of the stress level in the rock bolt.    

  11.5     Case study: monitoring of the construction of a 
new tunnel in rock in Switzerland 

 The following case study will examine some of the monitoring technolo-

gies used during the recent construction of a rock tunnel through the Swiss 

Alps. 

  11.5.1     Background 

 The Gotthard Base Tunnel, when in operation in 2015, will be the world’s 

longest tunnel. It consists of twin rail tunnels running through the Swiss 

Alps. Each tunnel is approximately 57 km and the total network consists of 

153 km of tunnels including access shafts and cross-tunnels (Ehrbar, 2008). 

Boring operations in the eastern tunnel and the western tunnel were com-

pleted in October 2010 and in March 2011, respectively. The overburden 

above the tunnel ranges from 1000 m to more than 2000 m and the rock 

type varies along the length of the tunnel. The project is divided into fi ve 

sections: (i) Erstfeld; (ii) Amsteg; (iii) Sedrun; (iv) Faido; and (v) Bodio, 

as illustrated in Fig. 11.8. There are two ‘multi-function stations’ in the tun-

nel located at Sedrun and Faido where trains can cross over to the other 

tunnel and where a cross-cavern and access tunnel allows for evacuation. 

Both conventional tunnelling (drill and blast) and tunnel boring machines 

North portal

Access
tunnel Access tunnel

South portal

TBMBlastTBMBlastTBMTBM

Erstfeld Amsteg Sedrun Faido Bodio

 11.8      Tunnel sections of the Gotthard Base Tunnel.  
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(TBM) have been used depending on the condition of the rock. Ehrbar 

(2008) noted that conventional tunnelling is more appropriate for use in 

areas with highly variable rock and, as such, it was used in a 1 km section of 

tunnel in the Sedrun section where squeezing rock was present with maxi-

mum deformations of 750 mm. Conventional tunnelling was also used in the 

vicinity of the concrete dam at Nalps. Most of the remaining tunnelling was 

accomplished with TBMs.       

  11.5.2     Monitoring systems 

 Because of the extent of the Gotthard Base Tunnel project, a wide variety 

of monitoring systems were required including: (i) surveying techniques; (ii) 

fi bre optic displacement sensors; (iii) reverse head extensometers; and (iv) 

seismic monitoring systems.  

  11.5.3     Surveying techniques 

 In the Faido section of the tunnel total stations using the Leica Tunnel 

Measurement System (TMS) were used for both laying out and monitoring 

of the tunnels (Leica Geosystems AG, 2004). The Faido station section of 

the tunnel was constructed using the drill and blast technique with heading 

and benching. A total station with over 300 targets was used to monitor tun-

nel displacements twice a week, with maximum displacements of 500 mm 

being measured (Leica Geosystems AG, 2004). 

 Despite the depth of the tunnel in many areas, surface settlements were 

expected to be caused by water previously trapped in the rock mass drain-

ing into the new tunnels and causing subsidence of the rock (Studer, 2011). 

These surface settlements had the potential to damage three dams (Curnera, 

Nalps and Sta. Maria) in the vicinity of the tunnel. As noted by Studer, the 

potential for these settlements was recognized before construction and so 

measures were taken to minimize them through systematic and rapid sealing 

of the tunnel. A three-level monitoring programme was undertaken in the 

area around the dams, which included the use of total stations, tachymeters, 

multiple extensometers, and GPS measuring stations to monitor terrain in 

the area of the dams for movement, as outlined by Studer (2011). The mon-

itoring system was installed to capture the behaviour of the ground surface 

both before and during the construction of the tunnels in the vicinity of the 

dams, a monitoring period that was expected to last a minimum of 12 years. 

The main challenge of installing such a system was to ensure that it was robust 

enough to remain operational over the 12-year monitoring period. The mea-

surements from each set of sensors were sent to a central computer station 

for processing and checking by engineers. To minimize the effects of temper-

ature, measurements were taken at night and averaged over time. One of the 
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challenges with the system was that there were no ‘fi xed’ points, as the entire 

terrain in the area of the tunnelling moves. Instead, differential movements 

between sensors were used and a baseline reading was taken in the fi rst year 

when the tunnels were still several kilometres away. Interestingly, the base-

line monitoring showed that the valleys were not static and instead moved 

seasonally. Once the tunnels approached the area permanent deformations 

of up to 60 mm were observed; however, in the vicinity of the dams the move-

ment was much smaller, resulting in very low associated risk.  

  11.5.4     Fibre optic sensors 

 The south portal of the tunnel located at Bordio was, due to physical con-

straints, constructed through a layer of loose rock. In order to monitor 

movements in the exterior concrete buttresses and interior tunnel linings, 

a fi bre optic displacement sensor system was installed (Inaudi and Glisic, 

2008). SOFO is a French acronym for ‘Surveillance d’Ouvrages par Fibres 

Optiques’, which translates to ‘monitoring of structures with fi bre optics’. 

SOFO systems use two fi bre optic cables; one is attached to the structure and 

tensioned between two points, while the other is left free for temperature 

compensation. Typical gauge lengths for these systems are between 200 mm 

and 10 m, with resolutions of 2  μ m (Inaudi and Glisic, 2008). The system 

was confi gured to automatically measure displacements, which could then 

be correlated to the loading in these structures. The system was installed to 

monitor conditions during construction; however, the fi bre optic cables will 

be left in place to enable future monitoring, should the need arise.  

  11.5.5     Reverse head extensometers 

 In the Sedrun section of the tunnel there was a need to measure the extrusion 

(axial displacement ahead of the tunnel face) of the tunnel due to the large 

amount of rock squeezing (Steiner, 2007). As discussed by Hoek (2001), 

measurements of the extrusion are often crucial in terms of making deci-

sions about deformations and support requirements (both for the face and 

walls). Although the contract initially called for the use of a sliding micro-

meter, the extreme pressure conditions in this area of the tunnel meant that 

this equipment broke down quickly. Instead, a reverse head extensometer, 

which consists of a data logger and 6–500 mm long displacement transduc-

ers, was used (Steiner, 2007). The unit is installed by drilling a borehole into 

the rock face, inserting the data logger and displacement gauges and grout-

ing the borehole. The data logger is inserted at the end of the borehole far-

thest away from the tunnel face so that it is not destroyed by the tunnelling 

operation until all of the displacement transducers have been destroyed by 
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the advancing tunnelling process. The reverse head extensometer has two 

advantages over traditional sliding micrometers in terms of data acquisition 

times and data provided. With a traditional sliding micrometer, readings 

have to be taken manually at the tunnel face, which disrupts the driving of 

the tunnel for approximately one and a half hours while readings are taken 

(Steiner, 2007). On the other hand, Steiner indicates that readings from the 

reverse head extensometers were taken in approximately 10 min. The slid-

ing micrometer can only provide data at discrete points in time (when con-

struction is stopped), whereas the reverse head extensometer can provide 

continuous monitoring at data rates as high as 60 Hz. However, the data can 

be accessed only through either a wireless or wired data connection that 

requires access to the tunnel face (or more specifi cally, the data cable of the 

reverse head extensometer).  

  11.5.6     Seismic monitoring systems 

 The multi-function station at Sedrun was initially assumed to be located in 

very good rock, but during construction it was discovered that a major fault 

ran through the area (Hagedorn and Stadelmann, 2007). An 8 m high void 

was created above the tunnel when loose fi ne grained quartz broke free from 

the fault during tunnelling. Steel support structures that were put in place to 

support the surrounding rock defl ected by up to 1 m radially, which caused 

the frames to yield. The stress redistribution due to tunnelling also gave 

rise to micro-tremors and rock bursts, which caused an increase in the num-

ber of events monitored by the pre-existing Swiss Digital Seismic Network 

(Hagedorn and Stadelmann, 2007). Because of potential effects that these 

rock burst events could have on the tunnel construction, eight surface seismic 

monitoring stations and two tunnel stations were added to better localize and 

monitor the magnitudes of the seismic events. This system was monitored in 

real-time so that the correct authorities could be notifi ed if action was required. 

Several events that caused damage to the tunnel (such as invert heave) were 

directly connected to signifi cant seismic events. The seismic data were used 

to develop 2-D and 3-D dynamic models to determine the effect the seismic 

events had on the concrete linings, which had been designed before these 

events (Hagedorn and Stadelmann, 2007).   

  11.6     In-service and long-term monitoring 

 Monitoring of tunnel construction often focuses on the construction phase, 

but there is a need for in-service and long-term monitoring for a variety 

of reasons. This section will examine three reasons for ongoing monitor-

ing of tunnels and surrounding areas: (i) changing loads and conditions; (ii) 
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deterioration; and (iii) construction of surrounding infrastructure. Although 

environmental monitoring is an important aspect of in-service tunnel oper-

ation and maintenance, it will not be discussed here as it goes beyond the 

scope of this chapter. 

  11.6.1     Changing loads and conditions 

 Over time there is the potential for ground and loading conditions to change, 

which in turn impacts settlements and loads within tunnel linings. As dis-

cussed below, changes in pore water pressure in soils and unstable regions in 

rock masses can lead to changes in deformations and loading. 

  Monitoring techniques 

 When it comes to monitoring settlements and stresses due to changing ground 

and loading conditions, the technologies employed are the same as they 

would be for initial construction: (i) surveying equipment; (ii) piezometers; 

(iii) pressure cells; (iv) fi bre optics; and (v) extensometers. These monitoring 

techniques have all been presented before; however, it is worth introducing 

two applications of long-term monitoring in soft ground and rock below. 

 Wongsaroj  et al . (2007) give an example of a project where monitoring was 

performed to determine the long-term effects of tunnelling in soft ground. 

The monitoring system (initially installed as part of the London Underground 

Jubilee Line extension project discussed in Section 11.3) consisted of shal-

low surface monitoring points, inclinometers, rod extensometers, pneumatic 

piezometers and combined pneumatic piezometers and earth pressure cells 

(Standing and Burland, 2006). The monitoring data indicated that over time 

the area directly above the tunnel swelled, whereas large regions on either 

side of the tunnel consolidated while soil towards the surface settled as a 

rigid body. These settlements occur because the tunnel acts as a drain for 

the surrounding soil, which then changes the pore water pressure. By exten-

sively monitoring the area, the researchers were able to develop a model to 

predict the extent of the settlements as well as the drainage mechanism. It is 

also clear from this research that long-term settlements are not necessarily 

negligible and may need to be monitored in areas where settlement sensi-

tive infrastructure is present. As noted previously, a change in pore water 

pressure also has the potential to change the loading on the tunnel lining 

(Shin  et al ., 2005) as well as long-term ground deformation (Wongsaroj, 2006; 

Wongsaroj  et al ., 2007; Laver, 2009; Laver and Soga, 2011). 

 Long-term effects are not restricted to tunnels in soils. Kontogiammi  et al . 
(2008) discuss the case of the Messochora tunnel failure, where 4 weeks 

after excavation a delayed failure of the tunnel in rock occurred. Analysis of 

the monitoring data (geodetic techniques and rock extensometers) pointed 
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to the fact that the support system was at a critical equilibrium, which was 

exceeded by minor perturbations caused by work in other areas of the tun-

nels. The monitoring also allowed the researchers to detect a redistribution 

of stress to surrounding parts of the tunnel after the failure. Unfortunately, 

this failure was determined only later as the monitoring data were not being 

actively analysed. Konotogiammi  et al . recommend that ongoing monitoring 

be employed in tunnels where weak rocks may continue to displace if trig-

gered by slight changes in stresses.   

  11.6.2     Deterioration 

 Deterioration monitoring is a signifi cant issue for most infrastructure assets 

that are coming to the end of their design life, and nowhere is this truer than 

for tunnels. Assets such as bridges are expensive to replace, and so keeping 

them in service for as long as possible is prudent. However, although typi-

cal design lives for tunnels are specifi ed between 60 and 150 years (British 

Tunnelling Society and Institution of Civil Engineers. 2004), many tunnels 

are almost impossible to replace, due to not only the cost but also the disrup-

tion involved. Thus, methods of detecting deterioration are required so that 

action can be taken to keep tunnels in service. Different types of deteriora-

tion can develop within a tunnel, and for each type of deterioration there 

are a number of causes. Deterioration mechanisms vary depending on the 

material used to support the tunnel (e.g. steel, cast iron, concrete, masonry 

or timber). The Federal Highway Association (2005) has produced a guide 

for the inspection of tunnels that provides an extensive list of deterioration 

mechanisms. The guide lists deterioration mechanisms based on supporting 

material (e.g. deterioration mechanisms for concrete include scaling, crack-

ing, spalling and staining) and provides guidance for measuring the extent 

and severity of the deterioration. A number of challenges exist when it comes 

to monitoring deterioration, not the least of which is determining its cause. 

A second challenge is determining whether the deterioration, once spotted, 

is the result of a single event (such as a construction defect) or an ongoing 

problem. One of the key elements of most infrastructure management strat-

egies is the use of visual inspection. In this case, structures are examined 

visually by inspectors periodically to detect signs of deterioration such as 

cracking, spalling and discoloration. The use of sensors can help to provide 

additional information as discussed below; however, sensors should be used 

to supplement visual inspection rather than to replace it. 

  Monitoring techniques 

 As noted above, deterioration mechanisms are quite varied and can be dif-

fi cult to detect if there are no visual signs of distress. However, a number 
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of approaches to deterioration monitoring have been used in the past and 

are currently under development including: (i) surveying techniques; (ii) the 

use of conventional sensors; (iii) fi bre optics; (iv) inspection vehicles; (v) 

WSNs; (vi) acoustic emission; and (vii) video and image analysis. The fi rst 

three technologies have been discussed in other sections and so this section 

will focus on the remaining four techniques. 

 Inspection vehicles have existed for decades; however, recent advances in 

non-destructive testing techniques have meant that these vehicles are now 

potentially capable of taking more accurate measurements faster. Idoux 

(2005) gives details of a vehicle fi rst used to inspect the Paris Metro that 

is equipped with a laser scanner, an infrared scanner, a telemeter assembly 

and an odometer. The laser scanner enables the location of 0.2 mm wide 

cracks from 6 m away while the infrared scanner measures differences in 

surface temperature down to 0.02°C allowing subsurface defects to be 

detected. 

 WSNs are composed of nodes and gateways. The nodes are typically 

battery powered and have one or more sensors attached to them as well 

as a radio transmitter. The gateways are similar to data loggers and com-

municate wirelessly with the nodes to acquire the sensor data. An exam-

ple of the use of a WSN to monitor a tunnel is given in the case study in 

Section 11.7. 

 Acoustic emission monitoring is the use of sensors to measure the audio/

vibration signal given off as a material breaks down. The technique can be 

used to identify certain tunnel deterioration mechanisms, such as cracking 

of concrete and fracturing of rock. One of the major challenges with this 

technique is to develop a relationship between acoustic emission events and 

material deterioration, which typically requires calibration. Acoustic emis-

sion (AE) sensors are normally hardwired and powered using a continuous 

power source because the sensors often have to be on all the time. However, 

one of the recent developments in this area was the creation of WSN-based 

acoustic emission systems (Grosse  et al ., 2008). 

 Digital image analysis has seen increasing use in deterioration detec-

tion over the last decade. The London Underground, for example, has tri-

alled systems using digital cameras mounted to helium-fi lled balloons to 

inspect shafts (Wright, 2010). Soga  et al . (2010) present a method of creat-

ing image ‘mosaics’ of tunnel images that allow curved 3-D surfaces to be 

accurately represented in 2-D (without warping effects). This technique 

will allow tunnel managers to store digital images from tunnel inspec-

tions in a database that is searchable based on location rather than image 

number. Techniques have also been developed by researchers to detect 

deterioration in images, and a review of these techniques can be found in 

Jahanshahi  et al . (2009).   
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  11.6.3     Construction of surrounding infrastructure 

 While emphasis earlier in the chapter was placed on the need to monitor sur-

rounding infrastructure at the same time as constructing a tunnel, another 

important consideration is the monitoring of tunnels during construction of 

other infrastructure, especially in densely populated areas. This can be an 

issue in cities such as New York and London, where a dense web of under-

ground infrastructure exists and sections of it are more than a century old. 

 This is also important for newer infrastructure, as illustrated by the case 

of the Taipei Rapid Transit System (Chang  et al ., 2001). In this case, a transit 

tunnel had been completed for less than a year when a deep foundation was 

started alongside the twin 5.6 m diameter tunnels. The monitoring scheme 

involved the use of inclinometers (installed both within the tunnels as well 

as on the diaphragm wall of the adjacent construction), survey points and 

crack gauges. The researchers used the monitoring data to determine that 

the excavation caused signifi cant damage to the tunnel. Interestingly, they 

found that inclinometers were not the right choice for measuring lining 

displacement. This is a classic mistake in monitoring, whereby a sensor 

is chosen because it is available or commonly used but does not provide 

the data required. Fortunately, the researchers had redundant data from 

other sensors that allowed them to correctly interpret the data from the 

inclinometers.   

  11.7     Case study: monitoring of an existing tunnel for 
deterioration in London, UK 

 The following case study introduces a number of newer technologies that 

can be used for existing tunnels to monitor the impact of deterioration on 

tunnel performance and behaviour. 

  11.7.1     Background 

 The London Underground network consists of approximately 181 km of 

tunnels, some of which date back to the nineteenth century. One of the 

major ongoing concerns of London Underground Ltd. (LUL) is to ensure 

that the tunnel geometry is not compromised, which could in turn affect the 

running of trains. Tunnel geometry could be affected by deterioration of 

the tunnel lining or by a change in the loading on the tunnel lining due to 

new construction. In either case monitoring is often required to ensure that 

potential changes in geometry do not adversely affect the safe operation of 

the Underground network. 
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 The following case study examines a monitoring project undertaken on 

the Jubilee Line in a section of expanded concrete tunnel between Baker 

Street and Bond Street stations. The tunnel is lined with precast concrete 

panels in rings of 20 panels with wedge segments, as seen in Fig. 11.9a. This 

section of tunnel has localized sections of concrete spalling and cracking in 

the panels, as illustrated in Fig. 11.9b, relating back to issues with its initial 

construction in the 1970s (Wright, 2010). When the tunnels were initially 

constructed using Greathead shield tunnelling methods, a lack of strength 

in the Lambeth Group material in this section led to a loss of material in 

the shoulders of the tunnel, which was later grouted (Lyons, 1979). It is this 

material loss and subsequent grouting that is believed to have caused the 

ovalling of the tunnels (Lyons, 1979) that has since resulted in the observed 

spalling and cracking.      

 To determine whether the observed deterioration is worsening with time, 

Tubelines, who manages this section of the Underground for LUL as part of 

a public-private partnership, decided to install a monitoring system. Three 

different monitoring systems were used within the same section of tunnel, 

including a vibrating wire strain gauge system (Wright, 2010; Bennett  et al . 
2011), a fi bre optic strain sensor system (Cheung  et al ., 2010), and a WSN 

(Bennett  et al ., 2010). The three systems have advantages and disadvantages 

in terms of the data they provide as well as their cost, reliability, and instal-

lation time. Each system will be presented briefl y and then compared.  

  11.7.2     Monitoring systems 

 The vibrating wire strain gauge system was the only commercially installed 

one of the three systems. It consisted of a series of vibrating wire strain 
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gauges installed across the joints between the panels (Bennett  et al ., 2010). 

Each strain gauge was wired into a data logger installed at the top of a vent 

shaft. The data from the vibrating wire strain gauges allowed for a compar-

ison between these conventional sensors and the fi bre optic strain sensing 

system as well as the WSN. 

 The fi bre optic strain sensing system used the BOTDR technology 

(Cheung  et al ., 2010). BOTDR allows distributed strain measurements 

with an accuracy of approximately 50  με  to be taken along the full length 

of a fi bre optic cable with a gauge length of approximately 1 m. The fi bre 

optic system was installed over the course of 12 days. The analyser for this 

system (a N8510 BOTDR analyser by Advantest Corporation) was placed 

at the top of a nearby vent shaft (the same vent shaft that housed the data 

logger for the vibrating wire strain gauges). As a result of the distance 

between the analyser and the area of the tunnel being monitored, two 

types of fi bre optic cable were used. In the section between the analyser 

and the region of interest, general-purpose loose tube cable was used as 

this type of cable is more robust. In the area where measurements were 

taken, which is illustrated in Fig. 11.10, 900  μ m fi bre containing one sin-

gle-mode optical fi bre to allow for accurate strain sensing was used. As 

indicated in Fig. 11.10, there were two locations in the optical fi bre layout 

where the optical fi bres and the vibrating wire strain gauges overlapped, 

which allowed for a direct comparison of the two systems. This system 

was monitored between February and June, 2008, over which time nine 

datasets were taken.      

 The WSN consisted of 26 nodes (which used the Crossbow MicaZ plat-

form) installed on fi ve separate precast concrete tunnel rings along the length 

of the tunnel as illustrated in Fig. 11.11. There were three different types of 

node: (i) inclinometer nodes; (ii) linear potentiometric displacement trans-

ducer (LPDT) nodes; and (iii) relay nodes installed at the locations illustrated 
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in Fig. 11.11. The inclinometer nodes had both MEMS inclinometer sensors 

and MEMS-based relative humidity and temperature sensors. The LPDT 

nodes were placed over the joints between the precast concrete panels to 

measure joint movement (several LPDTs were installed at the same location 

as the vibrating wire strain gauges to allow for a direct comparison of the data 

from the two sensors). The gateway, part of which was placed on ring num-

ber 1685 as per Fig. 11.11, was a two-part system with the WSN radio on the 

gateway in the tunnel connected to a computer at the top of a vent shaft via 

Ethernet cable. Having the computer for the gateway at the top of the vent 

shaft meant that it could be accessed during the day (whereas the rest of the 

network could be accessed only during engineering hours) and that it could 

be attached to a wireless modem resulting in real-time access to the data.       

  11.7.3     Data comparison 

 The data from the vibrating wire strain gauges are compared to the data from 

the BOTDR system in Fig. 11.12. The displacements measured by two vibrat-

ing wire strain gauges attached at the crown of precast concrete panel rings 

number 1660 and 1662 are plotted against the displacements calculated from 

the strains measured by the BOTDR system at the same location. Four differ-

ent results are given for the BOTDR system designated as  w  = 0.30 through 

0.450. Unfortunately, in order to be able to measure the change in joint open-

ing, the fi bre optic cable had to span between two fi xed points at a distance of 

0.6 m apart, which is less than the measurement length of the BOTDR system 

of 1m. This can be corrected mathematically (Klar  et al ., 2006); however, part 

of this correction involves calibration of the parameter,  w , which varies with 

the level of applied strain. Thus, the measured displacement for a range of 

values of  w  is plotted.      

 It can be seen that the results from both systems are in generally good 

agreement, in that both systems capture the fact that the distance between 
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the panels increases over time (20–50 microns in 4 months). However, one 

can also see the importance of having an accurate correction factor if gauge 

lengths of less than 1 m are to be used with the BOTDR system, as there is 

a factor of two differences between the displacement calculated using  w  = 

0.30 versus  w  = 0.450. It should also be noted that temperature compensation 
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is also important for the BOTDR system as the measured strain changes 

by 23.8  με /°C (Mohamad, 2008), which is equivalent to 14.3  μ m/°C for this 

system. The results from one of the vibrating wire strain gauges are com-

pared with the results from the LPDT WSN node at the same location in 

Fig. 11.13.      

 One can see that both systems capture the general behaviour of the 

joint correctly (50–90 microns of movement in 2 months) although there 

is a difference in the magnitude of the measurement. This disparity was 

attributed to the difference in sensor locations relative to the movement 

of the precast panels. It is believed that the precast panels rotate about 

both their cross-sectional and longitudinal axes. Thus, unless multiple sen-

sors were placed on the same panel or the sensors were co-located, there 

will be a difference in the measured displacement. This situation points to 

a need to develop monitoring systems that are both inexpensive and can 

be installed quickly so that complex changes in tunnel geometry can be 

captured accurately.  

  11.7.4     Overall comparison 

 Overall, the vibrating wire strain gauges proved to be the most robust mon-

itoring system as it suffered the fewest failures and data outages. This is 

perhaps to be expected as it was a commercial installation using a proven 

technology as opposed to the other two systems which were research pro-

totypes. The major limitations of the vibrating wire strain gauge system was 

the length of time required for installation as well as the limited amount of 

data provided by the discrete point sensors. The BOTDR technology can 

provide much more data as readings can be taken along the full length of 

the fi bre optic cable. However, the system suffered from robustness issues 

as the cable was broken and had to be repaired on two occasions (Chueng 

 et al , 2010). Additionally, if measurements are required over gauge lengths 

shorter than a metre or with resolutions lower than 50  με , the system may 

not be able to meet those requirements. However, fi bre optic strain analy-

sers with better accuracy and smaller gauge lengths have become available 

in recent years. The WSN offered faster installation times (the network was 

installed in 10 days while it was estimated by Bennett  et al . (2010) that an 

equivalent wired system would have taken 14 days to install. However, the 

network also suffered from robustness issues as several of the inclinometer 

nodes failed and had to be replaced. Further improvements on innovative 

monitoring technologies (such as robust hardware, installation techniques) 

are needed to build confi dence in using such systems for commercial use. 

When choosing a monitoring system it is important to remember the advice 

of Dunnicliff (1993) who suggested that the most appropriate monitor-

ing system should be the most robust product available, while at the same 
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time balancing this against the need for enough data to validate complex 

models.   

  11.8     Sensing technology summary 

 Table 11.3 is a summary of the sensing technologies that have been discussed 

in this chapter with information about applications, approximate accuracy 

and approximate cost. It should be noted that both the accuracy and cost 

columns are highly dependent on the choice of sensor and the application. 

The accuracy column is intended to give a sense of the best accuracy that 

can be achieved with that sensor. The cost column is intended to give the 

reader a sense of the relative cost of sensors and is not intended as a defi n-

itive guide as sensor costs can vary signifi cantly depending on the quality 

of the sensor. It should also be noted that the prices are based on stan-

dard products excluding accessories and associated components and do not 

refl ect the actual price that may be quoted when ordering. Additionally, the 

costs do not include installation, which can have a signifi cant impact espe-

cially for borehole sensors.       

  11.9     Future trends 

 As with most infrastructure monitoring applications, the trend with tunnel 

monitoring is towards systems that are capable of delivering large quanti-

ties of data in real or near real-time. Systems such as Cyclops for contin-

uous displacement monitoring or distributed fi bre optic sensing systems 

or Lidar provide the engineer, owner or facility manager with access to 

thousands of data points. This provides the opportunity to perform com-

plex analysis and verify it against a rich data set. The result of this could 

be more refi ned designs or better optimized tunnel management than was 

previously possible. However, there is also a very real risk of reaching a 

point of data saturation, where there is too much information to man-

age or even comprehend, at which point there is a risk of the information 

provided by these monitoring systems being ignored. As such, research 

and development must not only be focused on developing sensors that 

can deliver more data, but also on developing methods of presenting this 

data to decision makers in a useful form. One potential way of doing this 

is through integration with a geographic information system (GIS). This 

approach is especially useful for tunnels, because of the potential size of 

the monitored area. However, it is also a challenge to implement with tun-

nels since locating the sensor data in space can be a diffi culty. For example, 

a WSN may have many inclinometer nodes installed by a technician. If the 

technician did not take careful notes during installation, the location of 

individual nodes may not be clear, making the data from that node useless. 



340   Sensor Technologies for Civil Infrastructures

Thus physically locating the source of the data from new sensors will be 

critical to allow interpretation of results, but recording those location will 

also be critical. 

 A second challenge with the development of new monitoring technolo-

gies for tunnels will be ensuring that they are robust enough to survive in 

the fi eld. Dunnicliff (1993) noted the importance of using monitoring tech-

nology that is both robust and the simplest solution to a problem. Although 

new technologies often do not meet the requirement for simplicity, they 

must meet the robustness requirement. Thus, work needs to be done to 

ensure that technologies such as distributed fi bre optic sensors and WSNs 

are robust enough for fi eld deployment.  

  11.10     Sources of further information and advice 

 There are several places that the interested reader can turn for further infor-

mation about geotechnical monitoring or specifi c products. The classic text 

is ‘Geotechnical instrumentation for monitoring fi eld performance’ by John 

Dunnicliff (Dunnicliff, 1993). This text not only covers monitoring technol-

ogies but also considerations related to monitoring, such as how to design a 

monitoring system and who should be responsible for the system. The text 

has not been updated since 1993; however, Dunnicliff has created a news-

letter on monitoring called ‘Geotechnical Instrumentation News’ or GIN 

where developments in the industry since 1993 are discussed. GIN can be 

accessed online through http://www.bitech.ca/instrumentation_news.php. 

 There are also guidelines published by professional organizations such 

as the British Tunnelling Society and Institution of Civil Engineers (2004), 

whose ‘Tunnel lining design guide’ contains a section on monitoring. The 

Federal Highway Administration (FHWA) also includes a section on mon-

itoring in their ‘Technical Manual for Design and Construction of Road 

Tunnels – Civil Elements’ (Hung  et al ., 2009). Finally, the International 

Tunnelling and Underground Space Association has developed a guidance 

document entitled ‘Monitoring and Control in Tunnel Construction’ (ITA, 

2011) that covers many of the aspects of designing and interpreting the 

results of a tunnel monitoring system. 

 Additional sources of information include monitoring company and 

equipment manufacturer websites. Most of the technologies mentioned in 

this chapter have freely available data sheets and example cases that can be 

accessed through a web search.  
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 Table 11.3     Available sensors for tunnel monitoring 

 Sensor  Measurement application  Estimated accuracy  Approximate cost a 

(GBP/USD) 

 Borehole extensometer  Movement of one point in the soil/rock/ 

tunnel relative to another point 

 ~0.02 mm  £1000/$1600 

 Convergence gauges  Change in dimension (e.g. ovalling of 

a tunnel) 

 ~0.02 mm  £1800/$2600 

 Crack gauges  Relative movement across a crack  Manual: ~0.5 mm 

 Electronic:

~0.01 mm 

 £10/$16 

 £250/$400 

 DEMEC gauges  Movement across a crack  ~0.01 mm  £400/$650 

 Electro-level  Differential settlements/inclination  ~0.1 mm/m  £200/$320 

 Fibre optic piezometer  Water pressure  ~1 kPa  £600/$1000 

 Fibre optics  Distributed strain and displacement  BOTDR:

~50 microstrain 

 £50k/$80k (analyser) 

 Cable cost varies 

 Fixed extensometer  Displacements relative to a fi xed point 

including tunnel walls relative to the 

surrounding soil, convergence and 

surface points 

 ~0.02 mm  £1900/$3000 

 Image analysis  Non-contact measurement of crack 

widths, relative displacements and 

strain fi elds 

 ~ 0.01 pixels   (physical 

disp. requires a scale 

factor) 

 Varies depending on 

system 

 Inclinometers  Change in inclination/rotation of an 

object 

 ~ 10 arc s  £4000/$6500 

 Instrumented rock bolts  Strain (and stress) in anchors  ~1 microstrain  £450/$700 

 Liquid level  Differential settlements/inclination  ~0.3 mm/m  £1100/$1750 

 Multipoint extensometer  Probe, rod and borehole extensometers 

that have multiple measurement 

locations 

 Varies  £2000/$3200 

 Open standpipe piezometer  Water pressure  ~10 mm  £50/$80 

 Pneumatic piezometer  Water pressure  ~1 kPa  £100/$160 

(Continued)



 Pressure cell  Soil pressure – horizontal pressure for 

spade type pressure cell 

 ~0.1 kPa (depending 

on total range) 

 £400/$650 

 Probe extensometer  Relative displacement of points in the 

soil 

 ~2 mm  £350/$550 

 Reverse head extensometer  Extrusion of the tunnel face/relative 

displacement 

 ~0.5 mm (depending on 

total range) 

 Not available from all 

sensor suppliers 

 Rod extensometer  Displacements relative to a fi xed point  ~0.02 mm  £1750/$2800 

 Sliding micrometer  Extrusion of the tunnel face/relative 

displacement 

 ~0.002 mm/m  £500/$800 

 Total Station and targets  Used to measure the displacement and 

rotation of tunnel linings and surface 

infrastructure. 

 Distance 

 Refl ectors:

~1 mm 

 Refl ectorless:

~2 mm 

 Angles 

 ~1 arc s 

 Total station:

£2.5 and up 

 $4k and up 

 Vibrating wire strain gauge  Strain measurement in structural 

members (vibrating wire strain 

gauges are used in a variety of 

applications) 

 ~1 microstrain  £80/$130 

 Vibrating wire piezometer  Water pressure  ~0.1 kPa  £350/$550 

 WSNs  Various including: strain, displacement, 

inclination, temperature 

 Varies  £500/$800 (per node) 

     a The prices are based on standard products excluding accessories and associated components and do not refl ect the actual price 

that may be quoted when ordering. Additionally the costs do not include installation.  

  

Sensor Measurement application Estimated accuracy Approximate costa

(GBP/USD)

Table 11.3 Continued



Sensing solutions for assessing and monitoring tunnels   343

O’Rourke and Chris Fielding of DATUM for providing pricing information 
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  Abstract : This chapter reviews the remote sensing of buried utilities and 
explores its uses in today’s commercial devices and in research systems 
that may become commercially available in the next ten years. Our survey 
concentrates on techniques that use electromagnetic (EM) waves to probe 
a few meters underground. These technologies have advanced dramatically 
during the last decade by combining broadband sensors with modern 
positioning systems and sophisticated signal processing. Sensors moving 
just above the ground, while transmitting and recording induction signals 
at kilohertz frequencies or ground-penetrating radar (GPR) at megahertz 
to gigahertz frequencies, have so far been easiest to deploy and interpret. 

  Key words : utility mapping, ground-penetrating radar, induction. 

    12.1     Introduction 

 Two events of the late twentieth century highlighted the value of ‘mapping 

before digging’ in the planning, construction, and maintenance of modern 

civil infrastructure. In 1998, the U.S. Congress enacted The Transportation 

Equity Act of the Twenty-fi rst Century, which called for state-by-state imple-

mentation of a new notifi cation system aimed at preventing construction 

accidents. The ‘One-Call’ system required utility companies to provide a free 

service, accessed by regional telephone numbers, to mark locations of buried 

utilities before digging. One year later, a Purdue University research project 

sponsored by the Federal Highway Administration (FHWA) reported its 

fi nding that mapping of utility lines before highway construction had gener-

ated substantial savings – about 2% of total construction costs – in 71 pilot 

projects totaling over $1 billion in Virginia, North Carolina, Ohio, and Texas 

(Lew, 1999). The Purdue study provided both validation and a commercial 

boost to the emerging discipline called subsurface utility engineering (SUE). 

In its most comprehensive form, SUE aims to create accurate subsurface 
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 12.1      (a) EM spectrum for remote sensing of infrastructure. (b) Natural 

and human EM noise. (left) Natural horizontal magnetic fi eld noise at 

inductive frequencies (Meloy, 2003). (right) Radio-wave noise power 

at radar frequencies in different environments (solid) compared to 

atmospheric noise (Bianchi and Meloni, 2007).  

maps by combining data from existing maps or construction plans with 

information from three sources: surface surveys, noninvasive remote sens-

ing methods, and minimally invasive exposure of utilities by hand digging or 

vacuum excavation at selected locations (Stevens and Anspach, 1993; Jeong 

 et al ., 2004). In 2002, the American Society of Civil Engineers (ASCE) incor-

porated SUE practices into a National Consensus Standard titled ASCE 

C-I 38-02,  Standard Guidelines for the Collection and Depiction of Existing 
Subsurface Utility Data  (American Society of Civil Engineers, 2002). 
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 This chapter reviews the state of the art of systems for noninvasive 

mapping of civil infrastructure. Electromagnetic (EM) sensors are cur-

rently the remote sensing technology of choice for probing the shallow 

underground; Fig. 12.1 shows the useful spectrum, which covers a broad 

band from quasi-direct current to frequencies near a gigahertz. Sensors 

include EM induction (EMI) coils, ground-penetrating radar (GPR) 

antennas, and radio-frequency identifi cation (RFID) tags. Most commer-

cial off-the-shelf systems consist of a single sensor pair – a transmitter and 

a receiver – geared for handheld surveys in which an individual carries 

the unit over the survey area, often making readings over a marked grid. 

To speed up this process, sensors can be mounted on pushcarts or small 

vehicles and combined with Global Positioning System (GPS)  devices to 

record data and positions automatically. There are, however, limits to the 

accuracy and effi ciency of using individual sensors to map large areas. 

Some limitations are inherent in the sensors themselves, which are anten-

nas consisting of wire elements designed to broadcast (transmitter) and 

detect (receiver) EM waves in a designated frequency range. Mobile sen-

sors must be compact, lightweight, and capable of recording accurately 

while on the move. Other limitations are set by interference from natural 

and human EM noise in various environments (Fig. 12.1b).    

 In the last decade, the next generation of technology for mapping infra-

structure has emerged with the development of compact, broadband sen-

sors combined with modern positioning systems in mobile sensor arrays. 

These new array systems can move quickly over large areas and could, in 

principle, produce 3D digital maps of a regional utility network within a 

relatively short period. Figure 12.2 shows a schematic of such a mobile sys-

tem. The main components are (1) an array of sensors capable of recording 

data while in motion, (2) a platform and vehicle for transporting the sen-

sors, (3) a positioning system to track the vehicle, and (4) software to merge 

and process the sensor and positioning data to create subsurface images or 

maps. Widespread commercial deployment of such systems during the next 

decade may herald a step change in our ability to intelligently manage civil 

infrastructure.      

 Our review will cover practical aspects of EM remote sensing of buried 

utilities and conduits. We start with the basic physics of EM probing of 

the underground, including the electrical properties of soils and the tech-

nical requirements for mapping materials of the size and shape found in 

civil infrastructure. We cover aspects of the commercial market for utility 

mapping in the One-Call System and SUE. We then describe several next-

generation sensor arrays and show examples of recent large-scale surveys. 

We conclude with a discussion of future directions in mobile sensor tech-

nologies and barriers to their widespread commercial use.  
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  12.2     Physical concepts of passive and active EM 
remote sensing 

 Figure 12.3 shows a schematic vertical section through a city street overlying 

buried utility lines. Telecommunications (phone and cable) are usually clos-

est to the road surface, at depths ranging from about 4 to 12 inches; gas and 

electric are next in depth, in the range from 12 to 36 inches; water, steam, 

sewer, and storm drain lines, usually in that order, lie at the bottom, gener-

ally at depths between 36 and 72 inches. Electric and telecommunications 

utilities are often contained in rectangular duct banks carrying several indi-

vidual lines. The compositions of the lines and conduits vary widely, with 

increasing use today of non-metallic materials.      

 There are two basic ways of mapping buried utility lines with noninvasive 

EM sensors (Fig. 12.4). In the fi rst, called ‘passive’ (or ‘quasi-passive’), a sig-

nal from the line itself is detected at the surface. For example, electrical cur-

rent fl owing along a buried power line generates a magnetic fi eld that can 

be detected at the surface with a magnetometer. The fi eld oscillates at the 

frequency of the current, which is 60 Hz for most lines in the US. This varia-

tion enables it to be distinguished from Earth’s natural magnetic fi eld, which 

is nearly constant, and from stray fi elds at other frequencies generated by 

electronic equipment, though not of course from other 60 Hz signals. The 

fi eld is strongest directly above the line and decreases with distance at a pre-

dictable rate – features that can be used to map the line’s horizontal location 

and its approximate depth. This picture becomes more complicated when 

there are several power lines in the ground, running in different directions 

and carrying different amounts of current; this is often the case in crowded 

utility corridors. In addition, power lines often run parallel to other buried 

utilities that can channel secondary 60 Hz currents created by the primary 

signal through EMI.      

Curb line

Sensor arrayManhole cover

Positioning
base station

Positioning
mobile unit

 12.2      Elements of a mobile sensor system for mapping civil infrastructure. 

Photo at right shows a mobile multi-channel GPR array manufactured by 

Ingegneiria Dei Sistemi (IDS, www.idscorporation.com).  
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 To overcome some of these limitations, a simple modifi cation of the pas-

sive method involves using a current generator to inject electrical current at 

specifi c frequencies onto different buried lines or conduits. In this method, 

each line must be accessible somewhere at the surface or below ground – for 

example, at a valve cover or in a manhole. We call this method ‘quasi-passive’ 

because it requires a secondary source of current, but the physics of detec-

tion is essentially the same as the passive method. The quasi-passive method 

allows more fl exibility and precision in locating individual lines by using a 

set of widely spaced frequencies, usually in the kHz range; it also lends itself 

to rapid mapping of networks of lines by mobile sensors. Leakage of signal 

onto neighboring lines, however, remains a problem (see the section on fi eld 

examples below). 

 Active methods use EM sources and receivers making no contact with 

buried lines. The most intuitive is GPR, which operates by bouncing radio 

waves off buried objects (Fig. 12.4, right). Also called ground-probing radar, 

GPR uses a transmitting antenna to broadcast short pulses of EM energy 

into the ground and a receiving antenna to detect the echoes returning to 

the surface. At microwave frequencies from about 40 MHz to several GHz, 

EM signals propagate in soil as true waves, similar to radio waves in air that 

travel at essentially the speed of light in vacuum – 299 792 458 m/s or about 

0.3 m (1 foot) per nanosecond (ns). The speed of radio waves in all materi-

als, including soil, is less than in vacuum; the reduction factor is called the 

0.0
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 12.3      Schematic cross-section through a typical layout of utilities 

beneath a city street. ( Source : after Macaulay, 1976.)  
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material’s index of refraction. The index of refraction of air near the ground 

is actually about 1.00026 (Budden, 1988). The index of most soils lies in the 

range of about 2 to 4, so the speed of radio waves in soil is two to four times 

slower than in air. For example, in soil with an index of refraction of 3, radio 

waves travel at a speed of about 0.1 m/ns. 

 As radio waves penetrate soil, buried objects whose electrical properties 

differ from those of the soil generate radar echoes. Metal objects generate 

the strongest radar echoes, but nearly all other materials, including plastics, 

cements, and ceramics, can generate detectable echoes. In addition, a local 

region of soil whose properties differ from the average, such as a wet patch 

in otherwise dry soil, can also cause echoes. In fact, one of the major diffi cul-

ties in interpreting GPR is to distinguish radar echoes caused by objects of 

interest, such as buried utility lines, from the background clutter of echoes 

generated by other subsurface objects or by variations in the road bed and 

soil. A technique that helps greatly with GPR interpretation is to scan the 

antennas over a dense grid of stations covering the area, so that the echoes 

can be processed into images showing the shapes and locations of buried 

objects. This process resembles synthetic-aperture radar (SAR) techniques 

used to create radar images from satellites; it is the basis of the mobile imag-

ing GPR systems described below. 

 There are two useful rules of thumb for pulse-echo GPR imaging in the 

geometry where transmitter and receiver antennas are nearly coincident. 

Magnetic induction coil

Magnetic field

Metal utility line
carrying current

x

(a) (b)Bx

Bz
Direct wave

Echoes

Radar
antennas

Clutter
Metal or plastic

utility line

z

 12.4      Remote sensing of buried utility lines. (a) Passive detection 

of a low-frequency magnetic fi eld using EM induction. (b) Active 

interrogation of the subsurface with a radio-wave pulse using ground-

penetrating radar.  
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The fi rst is that the spatial sampling, the distance between GPR stations, 

should be no more than one fourth of the EM wavelength in the soil at the 

dominant frequency of the radar pulse (Grasmueck  et al ., 2005). The second 

is that the maximum resolution of SAR imaging (the minimum feature size 

resolved in an image) is also about one fourth of the dominant wavelength 

in recorded echoes. At 1 GHz, the upper end of the useful GPR spectrum, 

the latter rule gives a resolution of about 2.5 cm (1 inch) in soil with an index 

of refraction of 3. This degree of resolution is more than suffi cient for most 

civil engineering applications. Unfortunately, such high frequencies usually 

penetrate much less than a meter in moist soil. A more useful dominant fre-

quency for GPR to detect buried utilities is 250 MHz, which can penetrate 

2–3 m in many soils and provide a resolution of about 10 cm in soil with an 

index of refraction of 3. 

 Two signifi cant effects limit the range of GPR. The fi rst is an exponen-

tial attenuation of the signal amplitude caused by absorption of EM waves 

in soil materials – clay, sand, salty or fresh water, and organic matter. 

Mathematically, the intrinsic attenuation rate is proportional to the soil’s 

average electrical conductivity and inversely proportional to its index of 

refraction. An approximate formula for the attenuation rate in decibels per 

meter (dB/m) is  

    − ( )1640
σ
n

     

 where  σ  is the soil conductivity in S/m,  n  is its index of refraction, and the 

decibel scale is defi ned as  

    dB
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 where  A   f   and  A   i   are the fi nal and initial amplitudes, respectively, of the radar 

pulse. For example, a radio wave in soil with an index of 3 and conductivity 

of 0.02 S/m (resistivity ρ of 50 ohm-m) decays at the rate of about 10 dB/m. 

The best modern GPR systems can achieve a dynamic range of about 60 

dB, which means that the waves can travel about 6 m in soil before ‘falling 

off the radar screen.’ This corresponds to a range of about 3 m for detect-

ing buried objects with GPR – i.e., 3 m down to the object and 3 m back 

to the surface. For most soils, the conductivity is determined mostly by the 

presence of salt water, either in the pore space or adhering to clay particles. 

Radar therefore works best in dry, sandy soils that have electrical resistivity 

values well above 50 ohm-m. Resistivity values of common types of sandy-

clay soils found in the United States range from about 20 to 100 ohm-m. Wet 
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clay soils can have a resistivity of 10 ohm-m or less. (For comparison, the 

resistivity of sea water is about 0.2 ohm-m.) Although frequency does not 

appear explicitly in the formula for the attenuation rate of GPR, the con-

ductivity of moist soil does depend on frequency, and may increase by more 

than an order of magnitude over the GPR bandwidth (see Section 12.3). 

 The other effect limiting GPR is diffuse scattering caused by random 

variations in soil or roadbed properties. This mechanism is particularly 

important in radar propagation through complicated, layered roadbeds, or 

through coarse granular soils. Because of its complex physics (Rechtsman 

and Torquato, 2008), diffuse scattering is diffi cult to quantify, but it probably 

increases by at least a few percent the intrinsic exponential attenuation rate 

of radio waves in the near surface. In practice, the combination of intrinsic 

attenuation and scattering limits the effective range of GPR to depths of 

about 2 m or less in all but the most dry, uniform soils. 

 EM signals at lower frequencies     in the kilohertz (kHz) range or lower – 

can also be used in active subsurface remote sensing with transmitting and 

receiving antennas at the surface. These frequencies penetrate deeper into 

conductive soil, with an intrinsic attenuation rate that varies as the square 

root of frequency,  

    −0 02 σ f dB m      

 Thus, a 10 kHz EM signal traveling in 50 ohm-m soil attenuates at about 0.3 

dB/m, so that a 60 dB induction system could in principle detect objects at a 

depth of 100 m. Unlike with radar, however, the physics of EM remote sens-

ing at kHz frequencies is no longer pulse-echo detection. First, EM wave-

lengths are extremely long at kHz frequencies (1000 m in air at 300 kHz); 

second, EM propagation in conductive soil at these frequencies is highly 

dispersive, rendering the idea of a coherent propagating pulse nearly mean-

ingless. The physics at these frequencies is closer to that of inductive metal 

detection: electrical currents are induced on buried conductive objects by 

the time-varying magnetic fi eld (the primary fi eld) of the loop of wire that 

serves as the transmitting antenna; the induced currents generate a second-

ary magnetic fi eld; and the total fi eld, the sum of the primary and second-

ary fi elds, is recorded by a second loop of wire that serves as the receiving 

antenna. After recording, primary and secondary fi elds can often be distin-

guished by their spatial patterns and phase shifts relative to the transmitter 

current. 

 Inductive remote sensing is most effective in locating buried metal objects 

and much less sensitive than radar to variations in soil conditions. In fact, 

the ability of induction to detect buried metal objects can actually improve 



Mobile electromagnetic geophysical sensor arrays   355

as soil conductivity increases, because any secondary currents fl owing in the 

soil will tend to fl ow toward the most conductive objects in the subsurface, 

which are usually metallic utility lines or conduits. 

 The physical concepts described in this section can be made more precise 

by looking at simple solutions of Maxwell’s equations in the earth.  

  12.3     Physics of EM waves in the shallow subsurface 

 Radar and induction methods for probing objects in earth generate and 

detect classical EM fi elds described by solutions of Maxwell’s equations in 

conductive media. This section presents simple models to illustrate the phys-

ics of EM subsurface remote sensing and imaging. Many general texts on 

applied electromagnetism cover similar ground in more detail and at a more 

relaxed pace. Two excellent introductory texts are Kraus and Fleisch (1999) 

and Ulaby  et al . (2010); a more advanced text with emphasis on fi elds in the 

earth and other inhomogeneous media is Chew (1990). There is a vast liter-

ature on radar and EMI for remote sensing and non-destructive evaluation. 

A standard general reference for radar is Skolnik (2002). Daniels (2004), 

Butler (2005), and Jol (2009) offer recent treatments of GPR systems and 

technology; Wang and Oristaglio (2000a) and Oristaglio  et al . (2001) cover 

advanced aspects of GPR imaging. The two-volume monograph edited by 

Nabighian (1988) is still the most comprehensive reference on geophysical 

applications of EMI methods. 

 We consider solutions of Maxwell’s equations for fi elds varying harmoni-

cally (sinusoidally) in time as  

    A t Rt R, tt R ,( ) { }A i trA ,rA e i t( )) tt      

 where  A ( r ,  t ) is a real function giving the amplitude of a fi eld component 

at location  r  and time  t ,  A ( r ,  ω ) is the complex harmonic fi eld amplitude 

at angular frequency   ω   = 2  π f , where  f  is frequency in cycles per second 

(Hz); i = −1   , and R{}⋅     denotes the real part of the quantity in braces. Any 

physical fi eld varying in time can be represented as a sum or integral of 

harmonic components. We use Cartesian coordinates with position vector 

r y z+x +x y+x� � �y , where { }x y z� � �yy are unit vectors in the coordinate directions, 

and { }x y z,y     are the coordinates of  r . The radial distance from the origin is 

the length of the position vector, r x y z= +x +2 2y+ 2    , while r r� r  is a unit 

vector in the radial direction. We use the coordinate  z  to represent depth in 

the Earth. 

 Maxwell’s equations for the complex electric fi eld  E ( r ,   ω  ) and magnetic 

fi eld  B ( r ,   ω  ) vectors are  
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    ∇× E B= ,BBB     [12.1]    

    ∇ −( )μ E− ) J+σ ω− sε ,     [12.2]   

 where the ultimate sources of the EM fi elds are impressed currents, repre-

sented by the current density  J  s ( r ,  ω  ). In radar, these sources are short pulses 

of current on a transmitting antenna that broadcasts radio waves at megahertz 

(MHz) frequencies; in induction, the sources are currents varying at kilohertz 

(kHz) frequencies on a loop of wire that creates a primary magnetic fi eld. 

 The material properties of the subsurface – soil, rock, and buried objects – 

are given by the electrical permittivity ε, conductivity   σ  , and permeability   μ  .
In the most general anisotropic medium, these properties can all be ten-

sor functions of position and frequency. We will assume for simplicity that 

electrical anisotropy is negligible, so that the electrical properties are all 

scalar quantities, and that   μ   assumes its free-space value μ πμμ 74 1π 0−    ohm-

s/m, which holds for most soils. (Exceptions are certain magnetic soils, usu-

ally derived from weathering of volcanic rocks with high concentrations of 

iron-rich minerals that have a large magnetic permeability; see Dabas  et al ., 
1992.) It is also convenient to write ε ε εr 0εε , where ε0 0εε 2

0
121 80

2
0 85 10= ( ) −μ . ×

   s/ohm-m is the permittivity of free space, and εr  is the medium’s relative per-

mittivity, sometimes called its dielectric value or dielectric function. Here, 

c 00 01= μ ε0     is the speed of light in free space. Another useful quantity is 

η μ0η μη 0 377≈0μ0μ ε0ε0     ohms, called the free-space impedance. 

 The term ( )σ ωω E in the second of Maxwell’s equations represents elec-

trical current that fl ows in material media (in response to the electric fi eld) 

as a combination of conduction currents ( )σ E  and displacement currents 

( )− . Conduction current fl ows in electrically conductive material, such 

as metal objects, salt water and clay-rich soil; displacement current exists 

wherever a time-varying electric fi eld is present, but is the dominant compo-

nent of the total current mainly in insulating materials, such as plastics, dry 

sand, and solid rock, and in fresh water. 

  12.3.1     Propagation and diffusion 

 Maxwell’s equations combine to give the vector wave equation  

    ∇ ∇ ×∇ E − Jk i=E s
2 ωμJ     [12.3]   

 where k i2 2ω μ ωμσε    . In homogeneous, source-free regions, Equation 

[12.3] has plane-wave solutions of the form  
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    E r E k,ω( )ω = 0ei rk⋅     [12.4]   

 where  k  is a complex propagation vector and  E  0  is a complex amplitude 

vector, subject to  

    k k k E=k =Ek i= +2 2= 0 0ω μ ωμσε ;     [12.5]   

 Assume that the plane wave travels along the  z -axis (depth), and is polar-

ized along the  y -direction; then the electric fi eld is given by  

    E r y y, ωyω( )ω (( ))ω)� �( )E (( Ey
ikzeyω)ω E ,0     [12.6]   

 where  

    k k ik iR Iik+kR = +( )ω μ σ ωε εi+( σ ω1
1 2

       [12.7]   

 is the wave’s complex propagation constant,  E  0  is its (real) amplitude at the 

surface  z  = 0, and y�  is a unit vector in the  y -direction. In general, the prop-

agation constant (Equation [12.7]) describes a wave that moves at phase 

velocity kR ω     and decays at the rate  k   I   in the positive  z -direction (when 

k kR Ik ,Ik ω > 0    and time-dependence e− i tωt  is restored). 

  Radar regime 

 The expression for the propagation constant simplifi es considerably in the 

wavelike (radar) and diffusion (induction) regimes, respectively. The radar 

regime is defi ned by the condition σ ωσ ε� 1,  which gives  

    k i
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 where n r= ε     is the index of refraction of the material. The full form of the 

fi eld as a function of depth and time is  

    E z t E z c ty oz o, ct Et o ,( ) { }Eo
i z c i tEoE z c z c(( )z cz cz Ei Ei zzz i zzz i zzz i zzzz EE}t Et E     [12.11]   

 which represents a sinusoidal wave that moves with speed c c n0     in the 

positive  z -direction and attenuates exponentially at rate α    . If the electrical 

properties do not themselves depend explicitly on frequency, then both the 

speed and attenuation rate of radio waves are independent of frequency in 

this regime. This means that a superposition of harmonic waves, such as a 

radar pulse, retains its shape as it propagates through the medium. In prac-

tice, however, moist soils exhibit dispersion in the microwave range. The 

index of refraction varies by several percent, and the effective conductivity 

varies by more than an order of magnitude within the frequency range of 

GPR. This dispersion does not signifi cantly alter radar pulse shapes in soil, 

but does increase the attenuation rate of radar pulses as their central fre-

quency rises to GHz frequencies.  

  Electrical properties of soils at microwave frequencies 

 When both conductivity and permittivity vary with frequency, it is con-

venient to express the physical mechanisms generating displacement and 

conduction currents as a single quantity called the complex permittivity, 

defi ned by  

    J E E E( ) ( )+ ( )ω ( + ω)iE E)E)ω (iE = − ε� .     [12.12]   

 One reason for this identifi cation is that simple phenomenological models 

are available to represent the combined effects of polarization and conduc-

tion in real materials, including soils, in a way consistent with the require-

ment of causality. For example, Debye models represent the causal complex 

permittivity ε�  as a sum of rational functions,  

    ε ε ε� = +ε ε
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 where ε∞ε     is the limit of the relative permittivity at infi nite frequency and σ DC     

is the DC electrical conductivity. For use in the equations above, a Debye 

model gives the following results for relative permittivity and (effective) 

conductivity,  



Mobile electromagnetic geophysical sensor arrays   359

    ε R εr { }ε ε �}εε ; {II }.ωεε�{I= I     [12.14]   

 Figure 12.5 shows measurements of the permittivity and conductivity of 

wet soils at frequencies from 1 MHz to 1 GHz (Hipp, 1974), along with fi ts 

to the measurements with a two-term Debye model (Wang and Oristaglio, 

2000b). In this range, the permittivity varies by 10–20%, and the conductiv-

ity increases by more than an order of magnitude.       

  Induction regime 

 The induction regime is defi ned by the condition σ ωεω � 1   ; the propagation 

constant simplifi es to  

    k k ik iR Iik+kR ≈ i ( )iωμσ α( )i ′,     [12.15]   

 where  

    α ωμσ
′ =

2
       [12.16]   

 The expression for the propagating harmonic fi eld is then  

    E Ey o
z cEoE cz os ,( )z tz, tt cE z os ( )z c t−z c−α ω′     [12.17]   

 where  

    c′ ω ω
σμ

( ) =
2

       [12.18]   

 is the phase velocity of the plane wave, which depends strongly on 

frequency. 

 Attenuation in conductive media is often expressed as the skin depth   δ  , 
the distance in which the plane-wave amplitude decays by e− ≈1 0 37    (–8.7 

dB) of its initial value. From Equation [12.17], we have  

    δ α
ωμσ

ρ2
5 3.α =α ≈2
503 .′

f
    [12.19]   

 A plane wave in the inductive regime travels about 7 skin depths before 

falling below a 60 dB threshold for detection. But since skin depth varies 

inversely with frequency in this regime, the detection range can in principle 

be increased to any desired value by lowering the frequency. In practice, 

external human or natural noise eventually sets a detection threshold. The 
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tradeoff for increased depth of detection in the induction regime is that the 

wavelength,  

    λ π π δ ρ= = =δ2
2 3162 3

k f
. ,3

f
    [12.20]   

 is a multiple of the skin depth; thus, the resolution of inductive systems 

degrades quickly as the depth of penetration increases. A crude rule of thumb 

is that the resolution of a fi xed-frequency inductive system is about 5% of its 

maximum depth of penetration. Systems broadcasting and detecting signals 

that penetrate to a depth of 100 m in the ground will be able to resolve an 

unknown feature at that depth only to within about ±5 m. Inductive systems 

can, however, give more precise location estimates than the rule of thumb 

by using parametric methods that assume a specifi c size and shape for the 

object (for example, a long, linear wire) and invert measurements to deter-

mine only the object’s horizontal position and depth (Section 12.3.3). Of 

course, if the assumptions used in a specifi c parametric method are not true 

for the actual object being located, the location estimates can be far off the 

mark.   

  12.3.2     Sources 

 The EM fi eld generated by a GPR antenna, or by current fl owing along 

a short length of wire in an inductive transmitter or along a short section 

of buried metal utility line, is modeled well by the fi eld of an ideal electric 

dipole. Moreover, the fi eld of an arbitrary distribution of current can always 

be represented as a superposition of current dipoles. To study this solution, 

let the dipole be at the origin of coordinates and point in the  y -direction. 

Then the electric fi eld satisfi es the vector wave equation  

    ∇ ∇ ( ) ( ) ( )×∇ E − y r( ) (k i( )E( ) I2 ω ω) yi) =E) yy μ ω( )( )I δ� ,     [12.21]   

 where I ω( )    is the current moment of the dipole in units of amp-m (a cur-

rent dipole is the idealization of current  I  fl owing along a short length of 

wire  dl ). 

 The electric fi eld of the dipole is most easily expressed in spherical 

coordinates r,θ φ,( )φ     around the dipole axis (Fig. 12.6, top left). In this 

coordinate system,  r  is the distance from the dipole to the observation 

point, θ     is the angle between the dipole axis ( y -axis) and the radius vec-

tor, and φ     is the azimuthal angle. For convenience, the azimuthal angle 

is measured counterclockwise between the  z -axis and the projection of 
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12.5      Electrical properties of moist sandy-loam soils. Dashed curves 

are measurements (Hipp, 1974); solid curves are fi ts to the dispersive 

properties with a two-term Debye model.  

the radius vector onto the x z,( )   -plane. The geometry is easiest to visual-

ize in the x z,( )   -plane perpendicular to the dipole axis; there is azimuthal 

symmetry in this plane, and the EM fi eld is quasi-2D. The vector fi elds 

are given by       
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    B r,ω θφ θ, ,φ ω( )ω ( ω) rrr ωr,ωB Eφ E,φ ωω� � �d     [12.22]   

 where ( r� � �,θ φ, ) are unit vectors in the spherical coordinate directions; the 

fi eld components are  
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 Note that in the x z,    -plane, the unit vector θ� �= −y, so that Eθ    is just the elec-

tric fi eld perpendicular to the plane. The terms proportional to r−1    in each 

expression represent the radiation fi eld or far fi eld of the dipole, which 

dominates the other terms if kr � 1   . The terms with higher (inverse) powers 

represent the near fi eld, which has the same form as that of a static electric 

dipole. The other panels of Fig. 12.6 are explained in Section 12.3.4 below on 

GPR propagation in the ground.  

  12.3.3     Model for passive utility locating 

 The most useful model for understanding the passive, or quasi-passive, map-

ping of utilities is the fi eld of an infi nite line current. This model is a good 

approximation to the fi eld set up when current is injected onto a long metal 

pipe in soil; its magnetic fi eld can be obtained by integrating the fi eld of an 

electric current dipole (Equation [12.23]),  
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 along the infi nite length of the line current. In the limit of steady current 

ω = 0   , the magnetic fi eld of a current dipole reduces to  
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 which is the classic Biot-Savart law (Kraus and Fleisch, 1999) for the mag-

netic fi eld of a steady current along a short length of wire  dl . Integrating this 

equation gives the formula for the magnetic fi eld of a steady line current,  
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πrr
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 or  
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 The origin is, for convenience, the point where the pipe intersects the mea-

surement plane (the z coordinate of ground level is thus negative). These 

equations hold for any fi nite conductivity of the soil and show that when 

measured along a profi le along the surface the horizontal fi eld peaks directly 

above the line current, while the vertical fi eld goes through zero. 

 The magnetic fi eld at fi nite frequency is  

    B
kI
i

Hφ
μk= ( )kr
4

1 ,     [12.29]   
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 where  H  1  is the fi rst-order Hankel function of the fi rst kind. For large and 

small values of kr    , the Hankel function has the following forms,  
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 The small-argument expansion reproduces the static limit as ω → 0   ; the 

large-argument expansion determines the decay rate of the magnetic fi eld 

at large distances from a linear current in conductive soil. The detection 

limit for an individual pipe is reached when its magnetic fi eld falls below 

a threshold set either by the sensitivity of the surface magnetometer or 

by background noise. The detection limit is therefore determined by the 

magnitude of the current and by the product of the frequency of oper-

ation and the soil conductivity. Figure 12.7 shows the amplitude of the 

magnetic fi eld directly above a pipe carrying 1 mA of current as the pipe’s 

depth increases. Currents impressed onto pipes in the quasi-passive locat-

ing method are generally in the mA range.      

 The static limit, Equation [12.27], gives a simple method for estimat-

ing the depth of a buried pipe from magnetic fi eld measurements at two 

different heights above the ground. Modern inductive pipe locators have 

several internal coils for measuring the magnetic fi eld. A typical arrange-

ment has two pairs of coils: each pair measures the vertical component 

and one horizontal component of the magnetic fi eld – for example, ( )B Bx zB B     

as shown in Fig. 12.7 – at a fi xed height above the ground. Some devices 

contain a fi fth coil that measures the remaining horizontal component ( B   y   

in Fig. 12.7) at a point between the two other coil pairs. If there is only a 

single current-carrying line in the subsurface, and the locator is arranged 

so that B Bz yB =B 0   , then the instrument is directly above the line and the 

 y -sensor points in the line direction. In this confi guration, the depth of the 

line is given by  

    D
d

a
h=

−
−

1
,    [12.32]   

 where a B Bx xB B( ) ( )B) (
 is the ratio of the magnetic fi elds at the two  B   x   sen-

sors,  d  is their separation, and  h  is the height of the lower sensor above 

the ground. The more accurate expression (Equation [12.29]) can be used 

to compute the depth, but requires knowledge of the soil conductivity. The 
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right panel of Fig. 12.7 shows the error in the estimated depth using the 

static limit and Equation [12.32]. The percentage error increases with the 

depth of the pipe and with the conductivity-frequency product. (A more 

precise analysis would take into account effects at the earth-air interface, 

but it can be shown that these effects are negligible when the conductivity-

frequency product is less than 20 000 S/m-s.)   

  12.3.4      Detection of utility lines with GPR 

 The electric fi eld given by Equations [12.24] and [12.25] is a good approx-

imation to the fi eld of a GPR antenna lying on the surface of the earth. In 

the x z,( )   -plane (the plane perpendicular to the axis of the dipole at its mid-

point), the electric fi eld has only a  y -component,  
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 where r x z= +x2 2z+    . This expression does not include effects at the earth-

air interface, which modifi es the amplitude of the fi eld radiated in different 

directions into the ground (see Equation [12.38] below). A few wavelengths 

from the source, the fi rst term dominates, giving the radiation fi eld,  
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4
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 We can use Equation [12.34] to illustrate the difference between radar prop-

agation in non-conductive and conductive soil by computing the radar wave 

radiated from an electric dipole driven by a short pulse of current in the way 

most modern GPR systems operate. The time-dependent fi eld is an integral 

superposition of harmonic solutions  
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 In conductive media, the integral must be evaluated numerically. Figure 12.6 

shows the evolution from the near fi eld to the far fi eld for three different 

values of the whole-space conductivity: 0, 0.01, and 0.05 S/m (a relatively 

conductive medium); in each case, the medium has an index of refraction of 

3 εr =( )9    . The source current is the fi rst derivative of a Gaussian function, 

whose frequency content is centered at 200 MHz. 
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 12.7      (a) Magnetic fi eld above a current-carrying pipe at different depths, for typical values of conductivity times frequency. 
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 Consider fi rst the non-conductive medium (left panel). In the near fi eld, 

the propagated waveform is a combination of the source current and its inte-

gral, whereas in the far fi eld the waveform is proportional to the time-deriv-

ative of the current waveform, with the propagation delay, r c/ /c nr ,0   

    E
r

y I , ,( ), t ( )c/t r ( )rr → ∞μ
π4

′     [12.36]   

 where I dI ddd t′ / . The far-fi eld approximation is already accurate to a few 

percent at a distance from the source of 1.5 m, which equals three wave-

lengths at the central frequency of the waveform. 

 Distortion of the propagating pulse in a conductive medium is clearly 

visible in the waveforms in the far right panel. In particular, at 5 m from the 

source, the waveform acquires a long tail of diffusive energy, which arises 

because the frequency of 200 MHz is at the transition from diffusive to 

wavelike behavior in this medium. 

 The middle panel shows waveforms in soil of conductivity 0.02 S/m. 

Distortion of the waveform is negligible; the main effect in the far fi eld is an 

exponential attenuation of the signal,  
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′     [12.37]   

 where α     is given by Equation [12.10]. In the middle panel of Fig. 12.6, the 

attenuation is compensated in the plotting to allow better comparison of 

waveform shapes. Equation [12.37] is perhaps the most important single 

equation in GPR and can be used to derive many other results, including 

formulas for synthetic-aperture GPR imaging (Oristaglio  et al ., 2001). 

 The presence of the earth-air interface modifi es the whole-space formu-

las presented above. Fortunately, when GPR antennas are placed close to 

the ground (within a quarter wavelength), the main effect of the interface 

is to change the radiation and receiving patterns of antennas. For example, 

the electric fi eld in the plane perpendicular to the dipole is well approxi-

mated by  
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 and φ    is the angle between the normal to the earth-air interface and the 

radius vector (see Fig. 12.6, top left). A derivation and full treatment of the 

3D radiation pattern of an interfacial dipole can be found in Engheta  et al . 
(1982). 

   GPR range equation 

 An approximate range equation for GPR follows from the model in Fig. 12.8, 

in which the transmitting and receiving antennas are close together, directly 

above a pipe at depth  z  in the ground. The following expression based on 

[12.38] is a good approximation to the amplitude of the returned echo:
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 where  A   i   is the amplitude of the wave transmitted into the ground, η0 377≈     

ohm is the free-space impedance; σ     and  n  are the conductivity and index 

of refraction of the ground;  R   cs   is the radar cross-section of the pipe; and 

 C   s   is a system gain factor, which may depend on the central frequency of 

the system. The radar cross-section  R   cs   is a measure of an object’s ability to 

generate an echo and has units of m 2 . The fi rst three terms from right to left 

represent: (1) propagation from the transmitter to the pipe; (2) refl ection at 

the pipe; and (3) propagation back to the antenna. Equation [12.40] is not 

accurate when objects are within a few wavelengths of fi nite-sized antennas 

used in actual GPR systems. A simple modifi cation is to add an effective 

standoff to the depth, letting z z H= +z    , where  H  is determined empirically to 

normalize amplitudes at some fi xed distance from the antennas. In tests of 

commercial broadband GPR antennas with central frequencies in the range 

200–800 MHz, we have found that H = 1 m gives reasonable results.    

 The condition for detecting the echo is that the amplitude ratio A Ae iA/  

should be within the system dynamic range  dB   s   expressed in decibels; that is,  

   20 20 3272log10 log l4010 og ,z 3272 d Sl40 og z 3272( )/ A/ i/ A/ = 20 log10 ( ) l40 og z ( )////     [12.41]
   

 where frequency-dependent quantities, such as σ ( )ω , n = ( )ε ω    , and  C   s  , 

can be evaluated at the central frequency of the source without much loss 

of accuracy. According to Equation [12.41], the depth of penetration of 

radar increases as the soil’s electrical conductivity decreases (its resistivity 

increases) and as its index of refraction increases. In moist soils, the natural 

increase of conductivity with frequency in the microwave range (Fig. 12.5) 
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reduces the depth of penetration of GPR at higher frequencies. In addition, 

properties of the radar system itself, such as antenna effi ciency and dynamic 

range, vary with frequency, causing depth of penetration to vary. For exam-

ple, the effi ciency of electronics generally decreases as frequency increases 

in the microwave range. 

 The conductivity of typical sandy-clay soils found in the United States 

ranges from about 0.01 to 0.05 S/m, corresponding to resistivities from 100 

to 20 ohm-m. The index of refraction of nearly all soils falls in the range 

from 1.4 to 6, corresponding to dielectric values from about 2 to 36. These 

properties may vary considerably from place to place (Doolittle  et al ., 2010), 

and need to be understood locally for best use of GPR. For example, we 

have found through many surveys that soils in the New York metropoli-

tan area generally have conductivity values between 0.02 and 0.04 S/m and 

refractive indices between 3 and 4. 

 The radar cross-section  R   cs   depends on the contrast in electrical prop-

erties between the soil and object, the size and shape of the object, and 

its internal structure. It is often the most diffi cult quantity to estimate in 

the range equation. The simplest model that can be solved analytically is 

an interface between two infi nite layers with different electrical properties, 

which can be used to model the echo amplitude generated at a horizontal 

interface between two different types of soil below the surface. Let a har-

monic vertically traveling plane wave, with its electric fi eld polarized paral-

lel to the interface (as in Equation [12.6]), be incident on the interface. Then 

a refl ected plane wave (echo) is generated at the interface, and the ratio 
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of the amplitudes of the refl ected and incident plane waves is given by the 

refl ection coeffi cient,  

    R =
+

ε ε

ε ε+

� �

� �
1 2ε−

1 2ε+
     

 where ε�1  and ε�2  are the values of complex electrical permittivity in the 

upper and lower layers, respectively. The complex permittivity depends 

on both the dielectric value and the electrical conductivity of a material, 

and it depends on frequency. For non-conductive materials, this expression 

reduces to the standard refl ection coeffi cient for light at normal incidence 

between two media with indices of refraction  n  1  and  n  2 ,  

    R
n n
n n

=
+

1 2n

1 2n
        

 The refl ection coeffi cient at an interface, which is dimensionless, illustrates 

how the echo amplitude depends locally on the contrast in properties 

between two regions. For fi nite-sized objects embedded in soil there is no 

simple expression for the radar cross-section. The intuitive picture for an 

object illuminated in the far fi eld by radar whose wavelength is small com-

pared to the object’s linear dimensions is that the cross-section is the prod-

uct of the refl ection coeffi cient at the object’s surface times the surface area 

(m 2 ) illuminated by the radio wave. This simple picture breaks down when 

an object is comparable in size to the radar wavelength, as in GPR applica-

tions, and echoes are generated by a combination of scattering from the 

object’s surface and from its internal structures (a conduit carrying a utility 

line), with interference among echoes generated at different locations. 

 Some general observations can nevertheless be made. Large objects 

embedded in soil usually have larger radar cross-sections than small objects 

composed of the same material. Also, metal objects have larger radar cross-

sections than other objects of similar size, because the conductivity of met-

als is many orders of magnitude higher than the conductivity of soils. Plastic, 

ceramic, and cement objects have radar cross-sections because their dielec-

tric values differ from those of soils (but are usually within a factor 10 of soil 

values). At radar frequencies, water has a dielectric of about 80, one of the 

largest values of any material; this makes it a strong radar scatterer (a prop-

erty exploited in weather radar). The best way to determine  R   cs  , along with 

other system parameters, is by calibration in a test pit. 

 Figure 12.8 illustrates the GPR range equation, calibrated by measure-

ments made in a test with a 200 MHz GPR. The system had a dynamic range 
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of about 44 dB (150:1) in the amplitude of echoes that could be registered 

above system noise (Birken  et al ., 2005). The range of the system’s analog-

to-digital converter was actually 60 dB, but the realized dynamic range was 

limited by system noise. A controlled test with an 8-in. diameter metal pipe 

buried 4 ft (1.2 m) deep in dry sand σ ≈( )0 4=,    , determined a value for 

C Rs cR s    of about 1 (m 2 ) for the test confi guration. Thus, the curves in Fig. 12.8 

follow Equation [12.41], with this normalization. 

 The solid curves labeled 15, 30, and 60, and 120 ohm-m show echo ampli-

tude versus depth for a pipe buried in soil with an index of refraction of 3 

and with the indicated resistivity values. The ideal detection limit occurs at 

the point where these curves intersect the −60 dB line; the practical limit 

is at the system noise level of −44 dB. These curves show that a pipe with a 

radar cross-section of 1 m 2  could be detected at depths of 0.5, 0.8, 1.2, and 

2.5 m in soils with resistivities of 15, 30, and 60, and 120 ohm-m, respectively. 

Reducing system noise to make available the full dynamic range of 60 dB 

increases these depths of detection to 0.7, 1.3, 2.2, and 3.6 m. 

 The dashed curves show the effect of frequency on the GPR depth of 

investigation. These curves, labeled 200, 400, and 800 MHz, correspond to 

radar propagation in one type of soil (a sandy-loam with 10% moisture con-

tent) with pulses centered at the indicated frequencies. Because of electrical 

dispersion in this frequency range, pulses with different center frequencies 

sense different effective dielectric and conductivity values for the same soil. 

The specifi c values used for this fi gure are shown by the squares in Fig. 12.5. 

Because conductivity rises with frequency, the depth of penetration of high-

frequency GPR is signifi cantly reduced. 

 The presence of the earth-air interface has only a modest effect on these 

formulas constructed for propagation in a whole space. The right panel of 

Fig. 12.8 shows the amplitude radiation pattern of a dipole antenna at the 

interface between air and soil that has an index of refraction of 3 and a 

resistivity of 100 ohm-m. The presence of the interface causes the radiation 

pattern to vary with angle, visible in this plot as a slight modulation of the 

stronger radial decay.    

  12.4     Commercial services, systems, and sensors 

 There are over 20 million miles of underground pipelines, utility lines, and 

conduits in the United States (Sterling, 2000). Much of this civil infrastruc-

ture has been installed in the last 60 years, with original intended lifetimes 

of 50 years or more; for large portions of the network, maps or as-built plans 

are either inaccurate or non-existent. In the last decade, two major commer-

cial markets have been built around the need to locate underground utility 

lines when planning their maintenance, upgradation, and protection. These 

two markets are the One-Call System and SUE. 
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  12.4.1     The One-Call system for utility locating 

 Utility locating in the United States is a service consortium of compa-

nies that locate underground utilities before construction or digging. The 

consortium is organized under the One-Call, or ‘Call-Before-You-Dig,’ 

system mandated by The Transportation Equity Act for the Twenty-fi rst 

Century, enacted by Congress on 9 June 1998 (TEA 21, Title VII, Subtitle C, 

Comprehensive One-Call Notifi cation). 

 ‘One-Call’ refers to a single number published in phone books that will 

access a free service to locate any buried utility. A call to the system, which 

is required by law before any digging, generates a locate ticket that is sent 

to a service provider who dispatches a technician to the site to locate buried 

lines and place appropriate markings on the ground. The service is free to 

the person making the call; its cost is built into utility rates. 

 One-Call is the largest commercial outlet for underground mapping ser-

vices. The market has grown steadily since the passage of The Transportation 

Equity Act and is now estimated at over $1 billion per year, but it is regional 

and highly fragmented. Services are provided not only by companies that 

specialize in utility locating, but also by public or private utility companies 

themselves as well as by companies engaged in construction or excavation 

and in geophysical or engineering services. Accurate fi gures are hard to 

assemble, but it appears that no single company at present has more than 

10% of the national market. Margins are low, and today there is relatively 

little differentiation in technology. Accuracy standards vary by state, but 

generally require that locators mark a corridor 45–60 cm wide above a util-

ity line, with the line ideally located beneath the center line of the marked 

corridor. Specifying the depth to the line is generally not required, but is 

considered a best practice. 

 Prevention of costly, sometimes deadly, digging accidents was the moti-

vation for creating the One-Call system. Comprehensive statistics on acci-

dents involving all types of utilities are not available, but the American Gas 

Association has estimated that damage from  reported  digging accidents 

involving just major gas pipelines averaged about $40M per year from 1994 

through 1999 (Kalisch, 2000). Highway construction in particular is a lead-

ing cause of damage to the nation’s underground networks (see the NTSB 

Report ‘Protecting Public Safety through Excavation Damage Prevention,’ 

NTSB/SS-97/01). One-Call has helped to lower accident rates; but, when 

costs associated with construction delays caused by mislocated or unlocated 

lines are added to actual physical damage caused by accidents, the yearly 

tally probably still exceeds a billion dollars. 

 In addition to preventing accidents, there is now growing evidence that 

comprehensive 3D subsurface mapping during the planning phase of con-

struction can signifi cantly reduce construction costs through better design 
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and fewer change orders. Within the next decade, it is possible that a combi-

nation of new legislation setting higher standards for One-Call systems, pres-

sure from insurance companies to better manage risks, and reductions in the 

cost of 3D mapping will move the utility locating market in the direction of 

the more comprehensive practices embedded in the ASCE SUE guidelines 

(ASC C-I 38-02). Such a move would stimulate more comprehensive map-

ping of utility networks with combinations of mobile sensors. 

 Several factors may drive this trend:

    • Crowded Rights of Way  – Underground rights of way are becoming 

crowded, and competition for limited space is growing. Installation of 

the ‘last mile’ of broadband Internet service and maintenance of existing 

infrastructure in cities will demand high levels of construction in already 

dense utility corridors.  

   • Non-Conductive Utilities and Uncertainty in Locates  – Buried utilities 

now include non-conductive materials, such as plastic, glass and clay, 

which are nearly invisible to the metal detectors used in One-Call locat-

ing. Even conductive utilities, when densely packed, are vulnerable to 

misidentifi cation with existing technology.  

   • Need for Precision in Directional Drilling  – Directional drilling, also 

called trenchless technology, is being used more and more to emplace 

utilities in crowded corridors. Planning and executing a directional dril-

ling plan requires an accurate 3D map of existing lines and other possi-

ble obstructions.  

   • Lack of Permanent Records  – One-Call locating services provide only 

temporary surface markings, which are later washed away or obscured. 

To prevent this waste, some municipalities are adopting digital archiving 

of utility maps according to SUE standards.     

  12.4.2     Subsurface utility engineering 

 SUE is defi ned by the ASCE as ‘a branch of engineering practice that involves 

managing certain risks associated with utility mapping at appropriate quality 

levels, utility coordination, utility relocation design and coordination, utility 

condition assessment, communication of utility data to concerned parties, 

utility relocation cost estimates, implementation of utility accommodation 

policies, and utility design’ (American Society of Civil Engineers, 2002). 

 SUE combines civil engineering, surveying, and geophysical methods to 

obtain information about the location of underground utilities with different 

levels of reliability and accuracy (Anspach, 1995, 1996; Zembillas, 2003).The 

project owner determines the right balance between cost and risk. Knowing 

the capabilities and limitations of SUE methods and the associated risk 

allows for proper management of a subsurface construction project. Accurate 
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3D locations of buried utilities are useful not just to enhance safety, but also 

to save costs by expediting design and construction (Jeong  et al ., 2004). 

 The technologies of SUE include geophysical remote sensing, surface 

surveying and mapping, computer-aided design (CAD) and geographic 

information systems (GIS). SUE engineers certify utility information in 

accordance with a standard classifi cation scheme that allows a better alloca-

tion of risk between the project owner, project engineer, utility owner and 

construction manager. The end product is a complete utility map that can be 

integrated into the engineering design of a construction project. 

 The FHWA has been promoting the use of SUE since 1987 as a means to 

save costs on highway construction projects. Some states, such as Virginia, 

now require SUE before any highway construction. The original Purdue 

study commissioned by FHWA in 1996 examined 71 highway projects in 

four states and estimated savings from use of SUE at about $23 million, or 

2% on the total value of the construction (about $1 billion). Extrapolating 

this fi gure to the $59 billion estimated for highway construction in 2004 sug-

gests a possible savings of over $1 billion per year from systematic use of 

SUE. A later study by Jeong  et al . (2004) found savings of about $12 in con-

struction costs for each $1 of SUE expenditure. A more recent study by Jung 

(2012) examined 22 SUE projects and eight non-SUE projects from various 

districts of the Pennsylvania Department of Transportation and found sim-

ilar results: $11.39 was saved for every $1 spent on SUE in selected road 

projects; a ratio of 1.65% was found as the ratio of SUE cost to total project 

cost. Construction projects that combine standard SUE practices with 3D 

geophysical mapping using a new generation of mobile sensors have found 

even more substantial cost reductions and safety enhancements (Goodrum 

 et al ., 2008; Birken, 2009; Zembillas, 2008). 

 Today, SUE relies mainly on vacuum excavation to expose buried utilities 

with small potholes or test pits, at sites selected by studying existing maps or 

by locating utilities with handheld sensors. Location, depth, size and type of 

utility are also recorded by hand. New maps are then created by extrapolat-

ing information between holes or by fi lling the gaps with geophysical map-

ping along linear profi les spaced 10–20 feet apart. SUE contracts require 

that fi nal results adhere to one of four standard quality levels as defi ned by 

the ASCE (2002):

   Quality level D (QL-D) consists of information derived from existing • 

records or oral recollection. It is often not adequate to the comprehen-

siveness and accuracy required to eliminate risks and dangers of confl ict 

with underground infrastructure. This quality level is used in early plan-

ning of route selection and in estimating utility relocation costs.  

  Quality level C (QL-C) consists of information obtained by survey-• 

ing and plotting visible above-ground utility features and by using 
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 Plate VII      (Chapter 7) Tamar SHM system overview.  
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 Plate VIII      (Chapter 7) correlation of stay cable tension with deck 

defl ection and temperature.  
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 Plate IX      (Chapter 7) Deck (a) and cable (b) acceleration signals in time 

and frequency domains.  
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 Plate X      (Chapter 7) WSN monitoring interface and extensometer data.  
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 Plate XI      (Chapter 9) Comparison of monitoring data obtained by GPS 

and VIS.  
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 Plate XII      (Chapter 10) Four test step on the ambient vibration survey of 

the dam.  
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 Plate XIV      (Chapter 13) Strain Peaks recorded at the boundaries of 

the failure zone by distributed optical fi ber sensors, up to 42 h before 

failure. ( Source : Image courtesy of Tencate, geophyConsult and 

Deltares, Arti è res  et al ., 2010.)  

0.04
Point1

Point2

Point3

Point4
Point5

Point6

Point7

Point8
Point9

Point10

Point11

Point12

Point13
Point14

0.02

0

–0.02

–0.04

–0.06

–0.08

–0.1

–0.12

–0.14

–0.16

–0.18

–0.2

25
.0

9.
07

15
.1

0.
07

04
.1

1.
07

24
.1

1.
07

14
.1

2.
07

13
.0

1.
08

Date

La Frasse landside

D
is

pl
ac

em
en

t (
m

)

23
.0

1.
08

12
.0

2.
08

03
.0

3.
08

23
.0

3.
08

 Plate XV      (Chapter 13) Landslide reactivation in November 2007. 

( Source : Picture courtesy SMARTEC SA and EPFL).  



 Plate XVI      (Chapter 17)  Photo of the MIT-Bluefi n hovering autonomous 

underwater vehicle. ( Source : Englot  et al ., 2009.)  

 Plate XVII      (Chapter 18) Illustration of riser and anchor chain monitoring 

system. 6   
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 Plate XVIII      (Chapter 19) Wind direction (angle) and – wind speed 

(radius) in combination with rotor speed (z-axis), each point is a 10 min 

mean.  
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 Plate XIX      (Chapter 19) Stability diagram for SSI solutions over 

200 model orders (one x for each solution) with identifi ed stable 

frequencies, indicated through colored lines. ( Source : Rolfes  et al ., 

2012.)  
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  Plate XX      (Chapter 19) Three-dimensional visualization of global 

eigenvectors. One line is composed of all southern sensors (green), 

one of all northern (blue). The nacelle position is indicated by a rotated 

coordinate system at the bottom and a black line on top. ( Source : 

Rolfes  et al ., 2012.)  
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professional judgement in correlating this information to QL-D infor-

mation. This level has been traditionally used for design.  

  Quality level B (QL-B) consists of information obtained through the • 

application of appropriate surface geophysical methods to determine 

the existence and approximate horizontal position of subsurface 

utilities. Quality level B data should be reproducible by surface geo-

physics at any point recorded. This information is surveyed to appli-

cable tolerances defi ned by the project and incorporated into plan 

documents.  

  Quality level A (QL-A) provides precise horizontal and vertical loca-• 

tions of utilities obtained by actual exposure and subsequent measure-

ment of subsurface utilities at specifi c points, e.g., at the four corners of 

an intersection. The specifi cation can also be achieved by verifi cation 

of previously exposed and surveyed lines. The 3D data of location and 

other attributes of each exposed line (type, material etc.) are shown 

on plan documents. Accuracy in vertical location of an exposed utility 

is typically required to be ±15 mm. Accuracy in horizontal location is 

set by the mapping accuracy levels defi ned or expected by the project 

owner.    

 The SUE standard thus requires a large jump in accuracy from QL-B, 

where positions are approximate, to QL-A, where vertical and horizontal 

tolerances of 15 mm or better are required. At present, these tolerances 

can be achieved only at spot locations after exposure of the utilities by 

hand digging or vacuum excavation. Figure 12.9 shows the tradeoff in risk 

reduction versus cost for the different SUE quality levels. Noninvasive 

geophysical technologies can provide vertical and horizontal accura-

cies ranging from about 5 to 15 cm; this is good enough for a ‘B+’ rating, 

but does not reach SUE Quality Level A. Geophysical techniques can, 

however, cover large areas more cost effectively than vacuum excava-

tion. With systematic calibration at vacuum excavation sites, the accuracy 

of geophysical mapping may eventually approach the QL-A standard 

(Birken, 2009).       

  12.4.3     Utility locating equipment 

 The most widely used utility or pipe locators are handheld EMI units using 

passive (or quasi-passive) detection and pushcart GPR units with a single 

transmitter – receiver antenna pair (Fig. 12.10). Induction locators, which 

can trace most conductive utility lines and estimate their depth, dominate 

One-Call services. During the last 5 years, GPR systems have penetrated the 

SUE market, with their ability to locate both conductive and non-conduc-

tive lines and provide more accurate depth estimates.      
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  EM pipe locators 

 The basic components of a quasi-passive EM locating system are a current 

generator and induction coils. Commercial manufacturers offer a large 

variety of locators: from basic single-frequency systems with one current 

transmitter and a few tuned receiver coils to sophisticated multi-frequency 

systems with multiple current transmitters and broadband multi-coil 

receivers. High-end systems have integrated GPS and antennas for trans-

mitting and receiving signals from RFID markers buried with utility lines 

(North, 2010).  

  Single-channel GPR systems 

 Three manufacturers dominate the worldwide market for commercial 

single-channel GPR systems: GSSI, Sensors and Software, Inc., and Mal å  

Geoscience. GSSI introduced the fi rst commercial GPR system in 1974; 

advances over the last 40 years have included improvements in electronics 

and antenna effi ciency, better on-screen displays and control software, and 

more advanced signal processing. One of the most important improvements 

was the incorporation of shielding on top of the antennas to ensure that 

most of the EM energy is radiated into the ground. Introduction of push-

cart-mounted GPR systems – fi rst done by the Canadian company Sensors 

and Software in 2000 – improved logistics dramatically for operation on city 

streets. Figure 12.10 shows a typical pushcart system. 

 GPRs are classifi ed as ultra-wideband (UWB) radar systems. According 

to FCC guidelines (FCC, 2002), UWB refers to any radio technology whose 

frequency bandwidth exceeds either 500 MHz or a value equal to 20% 

of the system’s center frequency. By comparison, air traffi c control radar, 

High
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 12.9      Risk versus cost for existing SUE quality levels.  
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which operates at 1030 MHz, has a bandwidth of only a few percent. The top 

right panel of Fig. 12.6 shows an idealized transmitted pulse and spectrum 

of an UWB GPR with a central frequency of 200 MHz. Modern systems are 

available at center frequencies ranging from about 100 MHz to 3 GHz. A 

single radar control unit can usually be used over the full range of center fre-

quencies, but antennas of the right size and shape must be used in different 

frequency ranges. Some systems have integrated cross-polarized antennas, 

where each antenna package contains dipole antennas in two orthogonal 

orientations. Full system specifi cations, along with applications and case his-

tories, can be found on the manufacturer websites.   

  12.4.4     Services 

 Many engineering companies provide commercial utility locating services 

outside the One-Call system. SUE companies themselves often provide 

such services, but land-surveying and large construction companies are also 

active in this service market. Many service providers have the full range 

of handheld locating equipment available, and choose the best tool for the 

particular situation depending on the budget and complexity of the project. 

Whereas most One-Call services make only temporary paint marks on the 

ground, SUE companies and other service providers will often create digital 

CAD drawings of the located utilities in real-world coordinates, comple-

mented by street maps or aerial photography. These maps can be used for 

project design or future needs in the same area.   

2. Add marker
to GIS database

1. Program and
bury marker

3.Locate and
read marker

4. Review
stored data

3–4
ft

 12.10      Locating technologies for One-Call. (Left to right) Inductive 

magnetic fi eld sensor (vivax-metrotech.com); pushcart-mounted GPR 

(Sensors and Software, gprlocates.com); and RFID marker and reader 

(3m.com).  
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  12.5     Mobile sensor arrays 

 The early 2000s saw the introduction of multi-channel data acquisition sys-

tems to control EMI and GPR sensor arrays. The fi rst systems consisted of 

single-channel systems mounted side by side on pushcarts. Other early sys-

tems were a 6-channel GPR array (RIS MF) from IDS and a 3-channel EMI 

array (EM61-MK2) from Geonics. These were followed by integrated multi-

channel systems designed to be moved by a vehicle at low speed in traffi c. 

The fi rst commercial integrated system, called the CART Imaging System, 

was a 16-channel GPR jointly developed by Mal å  Geoscience and Witten 

Technologies. The CART system, which could be operated with either 200- 

or 400-MHz antenna sets, participated in a series of large-scale mapping 

projects for Consolidated Edison Company of New York (Con Edison) and 

other major utility companies from 2000 to 2004. One project, sponsored by a 

grant from the government of V ä sterbotten County, Sweden (where Mal å  has 

its headquarters), helped in the restoration of the utility network of Lower 

Manhattan after 9/11 (Birken  et al ., 2002; see the fi eld examples below). 

 Other GPR arrays introduced in the last 10 years include a 14-channel 

400-MHz array called Terravision from GSSI; the MIRA family of systems 

from Mal å ; and high-channel, mixed-frequency systems from 3d-Radar 

(Eide and Hjelmstad, 2002) and IDS Company (Francese and Morelli, 

2006). Figure 12.11 shows examples of second-generation GPR arrays from 

the latter two manufacturers. Because antenna effi ciency at radar frequen-

cies depends strongly on size, each system uses interleaved antennas of dif-

ferent sizes to cover a broad frequency range. The STREAM array from 

IDS uses a pair of 15-channel 200-MHz arrays, offset by half the antenna 

spacing, to cover a swath 1.74 m wide with profi les 6 cm apart; a separate 

array covers a 1.2 m swath with eight profi les created from four 200-MHz 

and four 600-MHz antenna pairs. The Geoscope array from 3d-Radar uses 

interleaved triangular patch antennas to cover a 2.4 m swath with 200, 400, 

and 800 MHz, using 7, 8, and 16 antenna pairs, respectively (in the fi gure, a 

light triangle is a transmitter; a dark triangle is a receiver). All values refer 

to the central frequency of these broadband antennas.      

 At the time of writing, the GSSI Terravision and IDS STREAM systems 

were the only GPR arrays licensed for operation in the US under the FCC 

guidelines for UWB radar introduced in 2002 (FCC, 2002). New commer-

cial EMI arrays include the 3-channel GEM-3 and 7-channel GEM-5 sys-

tems from Geophex (geophex.com). 

  12.5.1     Dual-array system 

 From 2003 to 2007, the Research and Special Programs Administration of 

the US Department of Transportation sponsored a project to design and 
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develop a mobile system with both radar and induction sensors for mapping 

underground utilities. Key goals for this ‘dual-array’ system were the capa-

bilities to operate in most soil conditions, to cover large areas effi ciently, 

and to map both plastic and metal utility lines, including large conduits at 

depths of 10 m or more (Birken  et al ., 2005). The GPR array in the dual-

array system was a version of the CART Imaging System. The EMI array 

consisted of 16 vector magnetometers (induction coils) with a fl at frequency 

response from 1 to 100 kHz. The system could work in quasi-passive mode 

with clamp-on transmitters that injected current at discrete frequencies onto 

individual pipes, using galvanic or toroidal clamps, or in active mode using a 

3-axis induction coil that rode with the transmitters and operated over the 

same frequency range as the sensors. 

 The main new hardware developed for the dual-array system was a broad-

band vector EM sensor (Fig. 12.12, left) that uses current-feedback induction 

coils to measure the magnetic fi eld at frequencies from nearly DC to about 

100 kHz (Conti, 1992). The response of the coils is actually fl at from about 1 

to 100 kHz and falls off linearly outside this band. (The original coils had a fl at 

response starting at 100 Hz and were later modifi ed to reduce their sensitiv-

ity at low frequencies, so as not to be overwhelmed by ambient 60 Hz noise.) 

Each of the 16 sensors in the EMI array was a three-axis vector magnetom-

eter. To survey simultaneously with all 48 channels, a special data acquisition 

system was assembled from commercial components to record the fi elds as 

time series that were Fourier analyzed to extract various frequency compo-

nents. The 16 sensors were arranged in two rows of eight sensors, offset verti-

cally by 0.5 m; each row was 2 m long (Fig. 12.12, center). The trailer housing 

the sensors was fabricated from non-conductive fi berglass (Fig. 12.12, right).       

  12.5.2     Positioning 

 Array systems require accurate positioning to realize maximum effi ciency 

in large-scale mapping of infrastructure. Fortunately, development of 

mobile sensor arrays has been accompanied by tremendous strides in the 

accuracy of real-time positioning at street level. For example, two widely 

available commercial positioning systems can provide the cm-level accu-

racy needed for construction of seamless 3D GPR images over large com-

plex areas (Birken  et al ., 2002): robotic total stations (also called laser 

theodolites) and real-time kinematic GPS (RTK-GPS) systems. Although 

EMI arrays require less dense spatial coverage to avoid spatial aliasing, 

horizontal positioning to ±15 cm or better is necessary to reach the highest 

SUE quality standards. 

 Laser theodolites measure the time-of-fl ight and the directional angles of 

infrared laser pulses traveling between a base station and a refl ecting prism 

mounted on the object to be tracked. These systems can measure linear 
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distances with an accuracy of a few millimeters over distances of a kilo-

meter or more and can measure angles to about 1 arc-second. If accurate 

RTK-GPS is available, robotic total stations with integrated GPS can track 

a mobile data acquisition platform with sub-cm accuracy in both local and 

global coordinates. 

 Integrated navigation systems combining GPS with inertial measure-

ment units and independent distance measurement instruments provide 

continuous, accurate absolute positioning even in areas unfavorable to 
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 12.11      Second-generation GPR arrays. (a) Photos of STREAM system 

(www.idscorporation.com) at top and of Geoscope system (www.3d-

radar.com) at bottom. (b) Schematics of antenna arrays.  
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 12.12      Magnetic fi eld sensors in the dual-array system. (Left to right) 

Individual three-axis magnetometers; sensor layout; full system 

confi guration for surveying.  
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GPS. Examples are the Trimble Applanix POS LV (applanix.com) and the 

TOPCON IP-S2 (topconpositioning.com). While standard GPS has become 

a commodity consumer technology, RTK-GPS and laser theodolites cost 

$100 k or more, roughly the cost of a second-generation GPR array.  

  12.5.3     Merging sensor data and array positions 

 There are several different ways of merging sensor and positioning data. 

The approach described in Burns  et al . (2004) allows the surveying instru-

ment and sensor array to operate independently. In this method, a total 

station records the 3D position of a fi xed point on the array at frequent 

intervals along its path, while data collection by the sensor array is trig-

gered independently by a counter wheel that sends a command to the array 

controller at fi xed intervals along the path – for example, every 10 cm. A 

processing workfl ow merges the two data streams as follows (Fig. 12.13). 

An algorithm fi rst computes the 3D paths of the vehicle from position-

ing data obtained by tracking the prism attached to the sensor platform. 

A continuous path for the vehicle is estimated by fi tting a smooth curve 

to the collection of 3D locations of the tracked point. The algorithm then 

uses the fi xed geometry of the sensors with respect to the tracked point, 

along with the distance between trigger points, to distribute data from the 

sensors over the swath covered by the array. When surveying hilly ter-

rains, 3D locations mapped by the total station must be supplemented by 

data from tilt sensors to properly locate the sensors relative to the tracked 

point (MacIntosh  et al ., 2006).      

 In an optional fi nal step, sensor locations, and accompanying data, are 

interpolated onto a regular grid in rectangular chunks tiling the survey area. 

This last step facilitates subsequent processing, such as SAR focusing or 

inversion of induction measurements. Moreover, when dealing with large 

irregular survey areas, this last step yields blocks of data convenient for stor-

age and retrieval. Lehmann and Green (1999) and Grasmueck and Viggiano 

(2007) describe other approaches to positioning suitable for small, regular 

areas. The locations of surface features, such as curb lines, manhole covers, 

and valve covers, are also mapped using the total station, so that sensor data 

can be located relative to street features. 

 Figure 12.14 shows one of the fi rst large GPR images made by combining 

mobile sensors with accurate positioning. Witten Technologies constructed 

this underground image in December 2000 during a demonstration project 

for Con Edison; the image covers about 250 000 sq ft beneath intersecting 

streets in the Bronx, New York. The raw data were collected in dozens of 

independent passes of the array along the streets during several nights of 

surveying with a 200 MHz CART system. The fi nal image was produced 



382   Sensor Technologies for Civil Infrastructures

in two post-processing steps after all the data were collected. First, the 

data were positioned in street coordinates using the algorithm described 

above; second, the raw data were synthetically focused into a planar slice 

at a depth of 12 inches below street level. Each pixel in the focused image 

receives contributions from sensor locations that are within about 6 m of 

the imaged point. The complete 3D image consists of 72 horizontal slices 

created at 1-inch depth intervals in separate focusing steps. Figure 12.19 

shows the image slice at 12 inches depth in perspective view; its seamless 

appearance highlights the accuracy of the positioning method. Buried trol-

ley tracks, utilities, trenches and test pits, clearly visible at this depth and 

in the rest of the image, illustrate the power of synthetic GPR imaging 

(Oristaglio  et al ., 2001).       

  12.5.4     Other subsurface remote sensing technologies 

 A variety of quasi-passive methods for general geophysical mapping exploit 

the broad spectrum of natural EM signals near Earth’s surface (Vozoff, 

1985; Nabighian, 1988). These natural fi elds include long-period oscillations 

of Earth’s magnetosphere caused by its interaction with the solar wind; 

magneto-telluric plane waves that penetrate the earth as they propagate 

through the atmosphere following lightning strikes (there are about 100 

strikes every second worldwide); and very low frequency (VLF) man-made 

transmissions used to communicate with submarines. These natural fi elds 

have not yet been widely used for infrastructure mapping. 

 For projects involving deeply buried pipelines, or in areas where sur-

face access is diffi cult or impossible, remote sensing technologies from the 
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 12.13      Method of merging geometry and sensor data to accurately 

locate measurements in absolute and relative coordinates (Burns  et al ., 

2004).  
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surface can be supplemented by inertial sensors that crawl or are dragged 

within the pipeline itself (see geospatialcorporation.com for examples).   

  12.6     Survey examples 

 The collapse of the World Trade Center on 11 September 2001 caused 

extensive damage to the underground utility network of Lower Manhattan 

( New York Times , 5 December 2001). Much of the city south of Canal Street 

was without electricity and telephone services for nearly a week after the 

collapse; water and sewer services were also interrupted for several blocks 

surrounding the site. Service was restored to surrounding areas, including 

Wall Street, within about one week by running high-voltage feeder cables 

and wires above-ground to shunt the network around the damaged zone. In 

all, Con Edison laid 32 miles of cable on downtown streets. All of this cable 

GPR image 12 inches below street level

Trench carrying 138 kV
electrical feeder line

Prospect Avenue

Buried trolley tracks

Paved over
test pits

Gas main

Southern Boulevard
50 ft

East 149th Street

Courtesy of ConEdison

 12.14      GPR image of buried utilities surveyed near the intersection of 

149th Street, Prospect Avenue and Southern Boulevard in the Bronx, 

New York.  
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eventually had to go underground, along with new water, sewer, gas, and 

telecommunications lines. From November 2001 to March 2002, the authors 

participated in a project involving Witten Technologies, Mal å  Geoscience, 

Con Edison, and City of New York Department of Design and Construction 

to help the reconstruction effort by mapping the underground utility net-

work near the Trade Center quadrangle. 

 A GPR survey with the CART system covered about 400 000 sq ft (37 

000 sq m) in 120 h of street work that was spread over 6 weeks and per-

formed mainly at night between 10 p.m. and 4 a.m. The raw data were pro-

cessed into a continuous high-resolution 3D-radar image descending to a 

depth of about 6 ft (1.5 m) below street level. Figure 12.15 shows horizontal 

slices through the image at depths of 24 and 42 inches near the intersec-

tion of West and Liberty Street at the southwest corner of the Trade Center 

quadrangle. Shallower depth slices mainly show features in the roadbed and 

surface valves and manhole covers.      

 At 24 inches depth, gas and electric lines are visible in the image; at 

42 inches, a network of intersecting water lines is present. The images were 

used by Con Edison to correct existing infrastructure maps; most of these 

maps were found to have either wrongly located or omitted numerous 

underground lines. The corrected maps helped to fi nd clear lanes for place-

ment of new lines and conduits and to determine the best locations of test 

pits that were dug by hand to directly verify existing lines. 

 Figure 12.16 shows an example of high-resolution GPR mapping for 

utility maintenance. In 2003, the City of Miami was faced with the task of 

maintaining a 24 in diameter water main whose bell joints were found to 

be leaking along a 2 mile length. Since the joints were irregularly spaced 

and existing maps were ambiguous, it would have been necessary to dig 

hundreds of test pits along the length of the pipe just to locate its joints. The 

images in Fig. 12.16 are horizontal and vertical sections through a 100 ft sec-

tion of the line; the sections were extracted from a 3D-radar image created 

over the entire length of the water line from data collected during 3 nights 

of surveying. Both the joints and the leaks stand out in the radar image. 

Further analysis allowed setting of priorities to replace immediately those 

joints that were leaking at the time of the survey.      

 One of the most important practical advances since the introduction of 

mobile sensor arrays has been the combination of geophysical mapping 

techniques with SUE practices, making it possible to create engineering 

quality CAD drawings from GPR images. Figure 12.17 shows an example 

from a project performed in downtown Tampa, FL, by Witten Technologies 

in collaboration with Craig A. Smith & Associates, an engineering fi rm 

based in Florida.      
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  12.6.1     Combining GPR with EM induction (EMI) 

 The fi rst large-scale fi eld test of the dual-array system, combining radar and 

induction sensors, was carried out in November 2003 through April 2004 

for Regional Water Authority of South Central Connecticut. The goal was 

to map a network of water pipelines emerging from a pumping station near 

a reservoir in Hamden, CT. The survey covered a triangular grassy area of 

about 22 000 sq ft (2043 sq m). Radar data were collected with a 200 MHz 

CART array; broadband EMI data were collected by injecting current on 

utility lines with transmitters operating at frequencies of 512, 8192, 9820, and 

32 770 Hz. 

 The right panel of Fig. 12.18a shows a slice through the 3D-radar image at 

a depth of 24 inches. The most prominent feature in this image is a portion 

of a shallow water line that runs nearly N – S at the southeastern edge of the 

survey. Figure 12.18b shows maps of different components of the magnetic 

fi eld recorded over the same area as current sources operating at different 

frequencies were connected to different access points of the water network. 

Symbols mark the locations of telephone poles, light posts, and other surface 

features. EM data were collected data in 56 individual profi les; the spacing 
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 12.15      Slices through a 3D-radar image collected in January 2002 near 

the intersection of West and Liberty Streets in the World Trade Center 

quadrangle. (Photo looking NW at lower right.)  



386   Sensor Technologies for Civil Infrastructures

B
A
10

Bell joints on leaking water main

Horizontal plan view at 36 inches depth

A

B
Vertical cross-section view through track of pipe

5

0

–5

–10

y

z
Depth 5 ft

5 ft

x

x

 12.16      GPR mapping for utility maintenance. Horizontal and vertical 

sections (plan and profi le views) through a 3D-radar image collected in 

Miami Beach, FL, show a 36-inch. water main with leaky bell joints.  

 12.17      Engineering CAD drawing of a downtown utility corridor in 

Tampa, FL, created from a combination of GPR mapping and SUE. 

( Source : Courtesy of MPS3D, LLC.)  
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between array frames was 12 inches along the profi le direction. The 16 vec-

tor sensors were arranged in two linear rows, with a spacing of about 30 cm 

between sensors in each row and a vertical offset of about 50 cm between 

the rows (see Fig. 12.12, center).      

 The grayscale image in the left panel of Fig. 12.18b shows the amplitude 

of the horizontal magnetic fi eld, recorded near ground level over the sur-

vey area, at a frequency of 8.2 kHz, the frequency of current injected onto 

a large, deep water main emerging from a reservoir pumping station at the 

NE corner of the survey. Strong continuous features in the horizontal fi eld 

mark high values of the magnetic fi eld amplitude and provide a qualitative 

guide to the locations of buried lines. For example, the stripe of high values 

running SW to NE through the image indicates the track of the deep water 

main. 

 The center panel shows the vertical magnetic fi eld amplitude at 512 Hz, the 

frequency of current injected onto a shallow electrical line emerging from the 

pumping station. The vertical fi eld low running diagonally marks the track of 

the electrical line (the vertical magnetic fi eld is null directly above a buried 

line of current). The right panel shows the horizontal fi eld amplitude at 32.8 

kHz, the frequency of current injected onto two shallow utility lines running 

along the eastern edge of the survey area. This high-frequency current, which 

should ideally have stayed on the two shallow lines, has clearly leaked, prob-

ably by inductive coupling, onto the electric line, water main, and other utili-

ties. To obtain quantitative results, inversion software was developed to solve 

for the locations of a network of current fi laments whose magnetic fi eld best 

matches the surface measurements (Oristaglio  et al ., 2005). 

 Figure 12.19 shows another fi eld test of the dual-array system, mapping 

electrical lines near a complex power junction in the city of Elmsford, 

NY. The radar and EMI images in this example show the complementary 

nature of radar and EM probing of the subsurface. The GPR image in the 

top panel, focused at a depth of 30 inches below the road surface, reveals 

an electric power line running under the southern side of the street. The 

radar image beneath the middle of the street, however, is almost completely 

blanked out by the roadbed’s concrete rebar, whose shadows appear as ver-

tical stripes. The small circular feature to the right of center in the image 

marks a manhole cover accessing an underground service box that is only 

faintly visible in the image at this depth. A collection of conduits (conduit 

bank) appears to the left of the service box; here, rebar had been removed 

from the roadbed to access the conduits for earlier servicing, and the GPR 

signals could penetrate much deeper in this region. In service boxes for con-

duit banks, individual stretches of electric line are connected to other lines 

and rerouted.      

 The horizontal magnetic fi eld map shown in the bottom panel of Fig. 12.19 

was recorded while current at 65 kHz was injected onto a conduit carrying the 
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electric line seen in the radar image. The magnetic fi eld map shows that this 

particular conduit loops back on itself to enter the service box at its northern 

end. This loop is not clear in the radar image. The electric-line conduit then 

bypasses the conduit bank seen in the radar image and proceeds down the 

street (to the left in the fi gure), where it intersects with parallel and perpen-

dicular conduits (or branches into separate lines). The bypassing of the con-

duit bank can be deduced from the EM survey because the current injected 

onto the electric-line conduit does not ‘light up’ the bank itself. Despite sys-

tematic efforts to track interconnections in crowded corridors, utility compa-

nies often fi nd that records become outdated when maintenance repairs are 

not properly recorded and entered in the network database.  

  12.6.2     Other case studies 

 Modern single-channel GPR systems allow the collection of 3D data sets 

over limited regions with relative ease. Porsani  et al . (2012), for example, 

describe a successful project that mapped utilities under a roughly 20 m  ×  20 m

area along a subway tunnel construction site in S ã o Paulo City, Brazil. Case 

studies using commercial array systems for large-scale mapping of urban 

infrastructure are now appearing in the open literature. Mooney  et al . (2010) 

describe a demonstration project for Con Edison in which a 3D GPR survey 

was performed along 8 km of city streets in Yonkers, NY, prior to installa-

tion of a new high-voltage transmission line. Birken  et al . (2007) present 

results of a combined GPR/SUE project covering approximately 500 000 sq 

m in Istanbul, Turkey. MacIntosh  et al . (2006, 2007) reported on projects in 

Florida and Colorado that located deep conductive utilities using the EM 

array of the dual-array system. 

 Array GPR systems are also being used for large archaeological surveys. 

Recent examples include mapping of ancient Roman sites in Italy (Piro 

 et al ., 2012), Corsica (Verdonck and Vermeulen, 2011), Austria (Goodman 

 et al ., 2011), and the UK (Linford  et al ., 2010), and mapping of Viking sites 

in Sweden (Trinks  et al ., 2008).   

  12.7     Future of mobile sensor technologies 

 A challenge for future mobile sensor systems is mapping infrastructure over 

large areas from vehicles that move at the speed of normal traffi c. Existing 

single or dual-channel GPR systems in the GHz range, mounted behind 

SUVs, can collect data at 10 cm intervals while moving at highway speeds. 

These systems are used in roadbed and bridge-desk inspection (Maser, 

1991; Maser and Rawson, 1992; Gucunski  et al ., 2010), but the sparse lateral 

coverage – one or two profi les across the width of the road – allows only 
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coarse quality control of roadbed materials and identifi cation of isolated 

problems. 

 Two large barriers to building cost-effective GPR systems for collecting 

dense data at traffi c speeds are (1) the cost of high-speed, 16-bit analog-to-

digital converters (ADC) operating at GHz frequencies, and (2) compli-

ance with Federal Communications Commission Rule 02–48 (FCC, 2002), 

which limits the strength of UWB radar pulses in the GPR band. As a result, 

many commercial GPR array systems employ off-the-shelf ADCs operat-

ing at kHz frequencies in combination with a sampling strategy that uses 

many transmitter impulses to collect a single GPR trace. Even if fast ADCs 

become available, pulse repetition frequencies cannot rise much higher than 

a few hundred kHz and stay in compliance with FCC rules. The value added 

by array systems in the planning and maintenance of civil infrastructure, and 

their demonstrated lack of interference with other communication systems 

operating in this band, may eventually lead to a re-evaluation of these rules. 

  12.7.1     VOTERS 

 In 2009, the National Institute for Standards and Technology funded the 

VOTERS project at Northeastern University. VOTERS, which stands for 

‘Versatile Onboard Traffi c Embedded Roaming Sensors,’ provides a frame-

work to shift from periodic, localized inspections of infrastructure to contin-

uous monitoring of roadways and bridge decks across an entire municipal 

network (Birken  et al ., 2012; www.neu.edu/voters). To achieve this, the pro-

ject aims at developing sensor arrays that are small and affordable enough 
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Rebar shadow

 12.19      Complementary nature of radar and EM induction in 

underground mapping.  
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to be mounted on fl eets of vehicles that are constantly driving through a city, 

for example, cabs and trucks. To be compatible with the VOTERS concept, a 

fast GPR array system must collect data at cm-scale spatial sampling while 

moving at the speed of normal city traffi c. Although the GPR system under 

development in VOTERS is being customized for inspection of bridge decks 

and roadway layers (Oden and Birken, 2011), it can provide building blocks 

for a low-frequency GPR that would locate utilities at near-highway speeds. 

An EMI system can be added as a complementary sensor array, coupled 

with an onboard induction transmitter. In principle, such a system could 

routinely monitor changes in the utility corridors of a major city.  

  12.7.2     Geophysical array technologies and SUE 

 In a recent review, Birken (2009) concluded that advances in mobile sen-

sor arrays offer subsurface mapping solutions that complement traditional 

SUE methods. The article suggested that the combination of SUE Quality 

Level B with geophysical remote sensing can change the current tradeoff 

in cost versus risk for construction planning, because modern geophysical 

sensor arrays can map buried utilities over large areas at a cost (per line 

foot of mapped utility) that is signifi cantly less than the equivalent cost of 

vacuum excavation. The lower accuracy of geophysical mapping, compared 

to direct measurement after vacuum excavation or hand digging, increases 

construction risk only slightly – or sometimes not at all, if geophysical maps 

can be calibrated by vacuum excavation. In fact, an easy ‘win – win’ in SUE 

projects is to use mobile sensor arrays to precisely target locations for vac-

uum excavation. 

 After examining results from several successful pilot projects, the Florida 

Department of Transportation recently endorsed the combination of remote 

sensing and vacuum excavation as best practice in managing cost and risk 

in large construction projects. Realizing the benefi ts of mobile sensors in 

practical civil engineering will require further changes in how infrastructure 

projects of the twenty-fi rst century are planned, funded, and executed.   
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  Abstract : Monitoring large-scale structures such as dams and levees 
has always presented signifi cant challenges, in particular when localized 
damage needs to be detected and mapped. Traditionally, the only 
monitoring procedure allowing the detection and localization of damage 
such as leakages, settlements, cracks, or abnormal joint movements 
was periodic visual inspection. However, inspecting large structures 
regularly is a tedious and subjective procedure, which reveals issues only 
visible to the eye. The interval between inspections can be large and it is 
diffi cult to obtain rapid feedback on the conditions of a structure during 
or immediately after an event such as an earthquake or a large storm. 
Permanent monitoring systems based on distributed optical fi ber sensing 
technology, laser distance meters, and synthetic aperture radar (SAR), 
have opened new possibilities to address these needs. They allow integrity 
monitoring with direct detection, localization, characterization, and 
immediate reporting of new local conditions. These systems are therefore 
not only able to measure strain and temperature (answering the ‘how 
much’ question) but also to localize possible damage areas (answering the 
‘where’ question). This makes them ideal for monitoring structures where 
the location of a possible instability or failure is unknown. For example, 
the sensors can detect and localize a seepage zone in a levee, the onset 
of a sinkhole, or the formation of a crack in a concrete wall. This also 
allows a more targeted approach to inspection, since it is now possible 
to concentrate the interventions on specifi c areas showing abnormal 
behavior. These technologies and several fi eld application examples will 
be presented in this chapter. 

  Key words : levee monitoring, sinkhole monitoring, landslide monitoring, 
distributed sensing, distributed optical fi ber sensors, instability 
localization, geotechnical monitoring. 

    13.1     Introduction 

 Requirements for structural health monitoring in the last few decades 

have rapidly increased, stimulating new developments in various sensing 

technologies. New technologies, such as distributed optical fi ber sensing 
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and laser distance meters, global positioning system (GPS) , and SAR offer 

new possibilities in structural monitoring. Distributed deformation sensors 

(sensing cables) are sensitive to strain and temperature variations at each 

point along their length. A single sensor can now measure one-dimensional 

strain fi elds over the entire length of the structure (levee, landslide, sink-

hole area, tunnel, etc.), to provide assurance of integrity, and to directly 

detect, characterize, and report local strain changes and movements. These 

sensors are therefore not only able to measure strain (answering the ‘how 

much’ question) but can also localize damage areas (answering the ‘where’ 

question). This makes distributed fi ber optic (FO) sensing ideal for mon-

itoring structures where the location of possible instability or failure 

is unknown a priori. For example, the sensor can detect and localize a 

seepage zone in a levee, the onset of a sinkhole in a subdivision or the 

formation of a crack in a tunnel liner. Laser distance meters and SARs 

(ground- or satellite-based) can be used to measure small displacements 

over large distances, making them ideal for monitoring large-scale events 

such a landslides or subsidence from a distance. In this chapter, distrib-

uted sensing techniques and components based on Brillouin and Raman 

scattering, as well as laser distance meters, are briefl y introduced and their 

potential for use in monitoring for geotechnical engineered systems is dis-

cussed. Finally, several large-scale case studies are presented, including 

levee monitoring, sinkhole detection, and landslide observation.  

  13.2     Detection, localization and quantification of 
instability 

 The growing demand for safety awareness over the last few years has 

stimulated the development of several monitoring techniques capable 

of detecting early stage events, thus preventing structures from major 

failures and leading to better knowledge of the structure itself (Glisic 

and Inaudi, 2006, 2007a). In the fi eld of geotechnical applications such as 

levees, landslide, sinkholes, and tunnels, where both structural dimensions 

and the need to forecast damage location represent a major challenge, 

distributed techniques offer the ability to monitor several kilometers of a 

structure using a single fi ber optic sensor (FOS). Using a limited number 

of very long sensors, it is possible to successfully monitor the structural 

and functional behavior of geotechnical structures with a high spatial 

resolution over large areas using a single interrogator at a reasonable 

cost (Glisic and Inaudi, 2007b). Other techniques that offer a global cov-

erage of a large structure include robotic laser distance meters (Manetti, 

L.  et al ., 2008) and ground- or satellite-based SAR (Colesanti, C. and 

Wasowski, J. (2006). 
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  13.2.1     Distributed optical fi ber sensors 

 The evolution of distributed technologies such as Raman and Brillouin opti-

cal fi ber sensing systems has led to the development of suitable FOS cables 

capable of detecting strain and temperature with high accuracy and reliabil-

ity (Belli  et al . 2009). Currently, different distributed FOSs are adapted and 

optimized for installation in various situations, such as embedding in con-

crete, surface mounting inside existing tunnels, or laying in a trench in the 

ground to monitor a potential landslide. Distributed sensing cable design 

addresses several goals, such as protecting the fi ber from accidental dam-

age while ensuring the transfer of strain and temperature from the struc-

ture to the sensing fi ber. Furthermore, a cable can be designed to contain 

several fi bers for redundancy, or for providing different sensing functions. 

Figure 13.1 shows several examples of distributed sensing cables. The picture 

(a) represents a strain-sensing cable that is constituted of an optical fi ber 

embedded in composite material tape. The tape is designed for direct glu-

ing on relatively smooth surfaces, such as steel or concrete. The tape shape 

signifi cantly increases the adhesion area, allowing for an easier transfer of 

strain from the structure to the fi ber and at the same time allowing an eas-

ier manipulation of the sensor. The second cable (b) combines two strain-

sensing optical fi bers embedded in a thermoplastic material with two free 

optical fi bers installed in an embedded tube. The two free fi bers can be used 

for temperature sensing. With a single cable it is therefore possible to sepa-

rate the effects of strain from the effect of temperature changes that might 

be occurring simultaneously. This cable is designed for direct embedding in 

concrete and soil, and allows an accurate strain transfer to the sensing fi bers. 

The two strain fi bers and the two temperature fi bers also guarantee a mini-

mum redundancy, should one fi ber fail for some reason.      

 The last design (c) also contains two fi bers for strain monitoring and two 

fi bers for temperature compensation. In this case, the transfer of strain from 

the host structure to the fi ber is, however, performed by friction and not by 

embedding. This allows production of this cable at lower cost, but does not 

guarantee perfect strain measurement fi delity as with the other two designs. 

This cable is therefore more suitable for qualitative measurements, e.g. to 

identify movement zones in geotechnical applications. 

 The increasing demand for monitoring geotechnical structures, such as 

levees, landslide, sinkholes, etc., has encouraged further development of spe-

cialized cables, capable of high sensitivity and reliability along with mechan-

ical robustness suitable for the harsh operational environment. This research 

has led to the development of geotextiles that integrate the optical fi ber sen-

sors into them. This type of sensor is particularly suitable for installation by 

direct embedding in ground/soil. The integration with geotextile sheets offers 

better mechanical protection and enhanced sensor performance in terms of 
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sensitivity and the detection of small events. Cloth-type geotextiles can also 

be used to guide water from seepage toward the sensing cable to enhance 

the cable’s sensitivity. Figure 13.2 shows an example of an instrumented 

geotextile.      

 Instabilities can be identifi ed and localized using FOS by different mech-

anisms. These mechanisms can be summarized as follows:

   Strain changes in the ground induced by soil movements.  • 

  Relative movements between anchors attached to the ground, a tunnel • 

inner lining, or another retaining structure.  

  Detection and localization of cracks produced in concrete or steel by • 

ground movements.  

FO strain FO temperature

Loose tube

Aramide yarn

Outer sheath

1.30 1.30

2.
00

2.
00

4.
00

2.70

8.00

13.00

0.
20

Thermoplastic tape

(a)

(b)

(c)

2.70

Optical fiber

 13.1      (a) SMARTape sensor for distributed strain sensing on metallic 

structures, such as a pipeline. (b) SMARTProfi le sensor, suitable 

both for structural and geotechnical monitoring over long distances. 

Contains two strain-sensing fi bers and two free fi bers for temperature 

compensation. (c) SMARTube distributed sensor for geotechnical 

applications where direct embedding, both in ground/soil and concrete, 

is required. ( Source : Photos courtesy of SMARTEC SA, Switzerland.)  
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  Identifi cation of leakages produced by damage to the retaining structure • 

through temperature anomaly monitoring.  

  Changes in tension in retaining structures, such as anchors or • 

geotextiles.     

  13.2.2     Laser distance meters 

 The laser distance meter systems allow continuous and autonomous mil-

limeter-scale distance measurements over distances up to approximately 

1000 m (Manetti, L.  et al ., 2008). A typical remote laser system confi guration 

consists of a monitoring laser instrument, targets and personal computer 

with software. In the case of outdoor installations, the laser instruments are 

usually mounted in a protection cabinet (see Fig. 13.3). When a large num-

ber of measurement points can be observed from a single location, it can be 

advantageous to use a robotic total station to automatically scan all points 

with a single instrument. For distances of up to approximately 100 m, it is 

possible to obtain measurements without the use of specifi c targets, using 

the surface refl ection of concrete or stone. For larger distances, refl ecting 

sheets or surveying refl ectors and targets are needed.      

 13.2      Geotextile with embedded distributed strain sensor. ( Source : 

Photo courtesy of SMARTEC SA, Switzerland.)  



Stability of levees, sinkholes and landslides   401

 Laser distance meters and total stations can be applied in several survey-

ing applications, such as landslides, earth settlement, slope instability, tun-

nel monitoring, tank level monitoring, or civil engineering surveying, where 

millimeter-scale distance measurements are required.  

 The presented techniques offer a wide variety of performances and pos-

sible applications, and can be advantageously applied in different situations. 

Table 13.1 summarizes the main aspects of each technology.  

 13.3      Laser distance meters, with protective housing, control system, 

and solar power supply. ( Source : Picture courtesy SMARTEC SA.)  



 Table 13.1     Comparison of main characteristics of sensing technologies 

 Distributed FO Raman 

sensing 

 Distributed FO Brillouin 

sensing 

 Laser distance 

meters/surveying 

 Ground-based SAR  Satellite-based 

SAR 

 Type of 

measurement 

 Temperature 

measurement points 

at 1 m distance along 

cable path 

 Strain and temperature 

measurement points 

at 1 m distance along 

cable path 

 Distances between 

reference point 

and movable 

targets 

 Distance changes 

between 

reference point 

and movable 

object 

 Vertical 

movements 

of areas 

or 3D 

movement 

of targets 

 Typical number of 

measurement 

points 

 10 000  20 000  10–100  10 000  Millions 

 Applications  Seepage 

 Leakage 

 Environmental changes 

 Ground movements 

 Cracks and joint 

movements 

 Sinkholes 

 Levee failure 

 Landslides 

 Movement of 

structures 

 Landslides 

 Dam monitoring 

 Subsidence 

 Settlements 

 Main application 

domains 

 Dams, dykes, levees, 

sinkholes, glaciers 

 Dams, dykes, levees, 

walls, tunnels 

 Landslides, 

bridges and 

buildings 

 Dams, dykes  Levees, 

sinkholes 

 Cost (typical order 

of magnitude) 

 20 000–100 000 $  100 000–250 000 $  10 000–100 000 $  100 000–200 00 $  Depends on 

area and 

frequency 

 Typical accuracy  0.1°C  1°C 

 20  με  

 0.5 mm  0.5 mm  1 cm 
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  13.3     Levee monitoring 

 A levee or dyke is a barrier built in order to retain large water accumula-

tions from rivers, lakes, or seaboards. There are different types of dykes, 

depending on their manner of construction. In general, the main compo-

nents include a watertight clay core, a fi ll material (such as earth or rocks), 

and, close to the surface, there may be a fi ltering layer and a reinforced 

concrete jacket (Glisic and Inaudi, 2007a). Dykes are frequently found on 

soil with relatively poor mechanical properties. They have a trapezoidal 

cross-section, being very wide at the base and relatively narrow at the top. 

The angles of the slopes primarily depend on the construction material 

and are imposed by stability conditions. In some cases a concrete wall will 

complement the levee, creating an additional retaining structure on top 

of the earth structure. Being a barrier for large water accumulations, in 

order to increase safety and ensure structural reliability, requirements for 

monitoring of dykes and levees are increasing. The main aims of monitor-

ing are early detection of slope instability, uncontrolled seepage and/or 

piping (formation of a natural ‘pipe’ inside the levee), as well as internal 

erosion due to seepage. Uncontrolled seepage can result from cracking of 

the concrete jacket or clay core and can be generated by water pressure 

combined with long-term settlement of the dyke construction. Monitoring 

for deformations in the jacket, core, and soil allows for the early detection 

of such failure mechanisms. The stability of slopes depends mainly on the 

construction material, the water table/level in the dyke itself and the pore 

pressure in the soil. Pore pressure, therefore, is an important parameter to 

be monitored. 

 Due to their large spatial extent and the impossibility of clearly determin-

ing a priori the critical sections, distributed sensing systems are particularly 

suitable for monitoring levee integrity and the localization of damage. This 

system is mainly intended to measure movement, leakage, crack detection, 

and average strain, and can replace thousands of discrete deformation and 

temperature sensors. A schematic showing typical positions for distributed 

sensor placement in a dyke cross-section is presented in Fig. 13.4. The dis-

tributed systems offer the unique capability of monitoring strain and tem-

perature simultaneously: distributed deformation FOS can provide for 

detection and localization of slow movement in the slopes. At the same time, 

distributed temperature FOS can provide for seepage or overfl ow detec-

tion. Slow local movement of a slope puts the deformation sensor in tension; 

seepage or overfl ow changes the thermal properties of the soil, which are 

detected by the temperature sensor. In both cases, localization and evalu-

ation of the size of the area involved can be performed. The principles are 

shown schematically in Fig. 13.4. It is generally possible to cover a length 
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of up to approximately 20 km of a given levee with a single measurement 

instrument.      

 For such applications, rugged distributed strain sensors prove to be 

suitable. Moreover, the previously described geotextile solutions enhance 

the detecting capabilities of the monitoring system both in terms of early 

stage movement and seepage. In this case, in addition to enhanced moni-

toring capability, the choice of a geotextile solution can also provide rein-

forcement capabilities, thus providing a double benefi t with enhanced 

safety. 

  13.3.1     Application example: iLevees 

 The ongoing iLevees project ‘Intelligent Flood Protection Monitoring 

Warning and Response Systems,’ in the state of Louisiana, has the goal 

of providing an alerting and monitoring system capable of prevent-

ing early stage failure, in terms of both ground instability and seepage. 

The motivation for the monitoring system is to improve safety aware-

ness, provide sensible information about levees’ status and conditions, 

before, during, and after fl oods, and to prevent the tragic events such as 

those that occurred following Hurricane Katrina in 2005. The use of dis-

tributed fi ber optic sensing will help in overcoming the issue of optimal 

sensor location, allowing full structure coverage over several kilometers. 

Continuous long-term monitoring during the complete levee lifetime will 

allow for the collection of data that can improve our general knowledge 

of these structures, with unquestionable benefi ts in future levee designs, 

Dyke
Water

Distributed deformation and
temperature sensor

Slow local movement in slope

Seepage Overflow

Dyke

 13.4      Schematic representation of distributed deformation and 

temperature FOS locations in a levee for seepage and overfl ow 

detection (distributed temperature FOS) and localization of slow 

slope movements (distributed strain FOS). ( Source : Image courtesy of 

SMARTEC SA, Switzerland.)  
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operation, and maintenance. Figures 13.5 and 13.6 show the installation 

of distributed strain- and temperature-sensing cables in the levee founda-

tions and on top of the I-wall and T-wall sections (the sensors depicted 

in Fig. 13.1b were used). These sensors allow the detection and localiza-

tion of events such as levee failure onset, seepage, tunneling, formation 

of cracks in wall sections, or abnormal joint movements. In addition to 

fi ber optic sensing, the iLevees project includes several other traditional 

and advanced sensing techniques, including piezometer arrays to moni-

tor the groundwater pressure and satellite-based SAR techniques. This 

latest technique is particularly interesting for monitoring large areas and 

detecting settlements. However, since typical satellite scan intervals are 

only every 15–30 days, this technology is not suitable for real-time alert-

ing and monitoring tasks.            

  13.3.2     Application example: IJkdijk project 

 The IJkdijk project in the Netherlands (Arti è res  et al ., 2010) is for the devel-

opment of sensing and monitoring techniques for preventing levee failures. 

The project has realized a number of laboratory and full-scale tests to 

 13.5      Installation of distributed FO strain and temperature sensing 

cables in a test section of levee in New Orleans Louisiana. ( Source : 

Images courtesy iLevee Project, SMARTEC, Geocomp, Shannon & 

Wilson, New Orleans Levee District.)  
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validate models and to test different sensing and instrumentation technol-

ogies that could allow an early detection and localization of potential levee 

failure. One of the major fi eld tests was the construction of a full-scale sec-

tion of levee. The levee was designed with a height of 6 m, a length of 100 m, 

and a base width of 27 m, with a crest width of 3 m and side slopes of 1:1.5 

(V:H) on the dry side and 1:2.5 on the wet side. The levee was built parallel 

to a local canal levee and on top of 1.3–3 m of clay and peat. The levee core 

is sand with a thick clay cover. 

 The levee was instrumented using sensor technologies from ten differ-

ent participants, varying from acoustic measurements, optical detection (by 

three different methods), loosely connected microelectromechanical systems 

(MEMS), thermographic cameras, LIDAR, and three traditional systems 

for measuring pore pressures and humidity, combined in innovative ways. 

To enable the calibration of the new techniques and evaluate the test in gen-

eral, reference monitoring systems consisting of traditional pore pressure 

meters, humidity meters, cameras, and three vertical Shape Accelerometer 

Array (SAAs, rigidly connected MEMS inclinometers) were installed as 

well. Figure 13.7 shows a photo of the test section after the induced fail-

ure had occurred. Four distributed fi ber optic-sensing cables embedded in a 

geotextile were buried along the length of the dyke. The lowest was buried 

 13.6      Installation of distributed FO strain-sensing cables on top of 

a retaining wall section in New Orleans Louisiana to detect wall 

movements. ( Source : Images courtesy iLevee Project, SMARTEC, 

Geocomp, Shannon & Wilson, New Orleans Levee District.)  
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under 30 cm of sand. The others were buried under the clay cover of the 

dyke. A Brillouin scattering reading unit was used to measure strain during 

the test. In Plate XIV in the color section between pages 374 and 375, it is 

possible to observe that the distributed sensing system has recorded peaks 

of strain at the boundaries of the failure zone. Early signs of distress were 

already visible 42 h before the levee eventually failed. This demonstrates the 

potential of this technique for early detection and localization of weak spots 

along a large dyke.        

  13.4     Sinkhole monitoring 

 A sinkhole (also known as a sink, shake hole, or swallow hole) is a nat-

ural depression or hole in the Earth’s surface caused by karst processes 

(i.e. the chemical dissolution of carbonate rocks or the suffusion process 

in sandstone). Sinkholes may vary in size from 1–600 m both in diame-

ter and depth, and vary in form from soil-lined bowls to bedrock-edged 

chasms (Fig. 13.8). Sinkholes may be formed gradually or suddenly, and 

are found worldwide. It is clear that such phenomena represent a risk to 

ground stability and a non-negligible safety risk to surface and subsurface 

infrastructure in the surrounding areas. Such applications require critical 

area localization, and the use of the discrete sensors is practically diffi cult, 

if not impossible, because of the installation complexity and related costs. 

In these cases, a distributed sensing system is particularly suitable and cost 

effective (Belli  et al ., 2009).      

 13.7      IJkdijk test levee after collapse. ( Source : Image courtesy of 

Deltares.)  



408   Sensor Technologies for Civil Infrastructures

 FOS technology is well suited for defi ning a monitored perimeter, where 

the exact location of where a sinkhole might form, such as in the vicinity 

of old salt wells and mines, needs to be known precisely. The sensing cable 

can be simply installed by direct burial in a shallow trench dug along the 

perimeter. The selection of the appropriate sensing cable represents a key 

aspect and a big challenge since the cable should be capable of withstanding 

hostile environmental conditions (e.g. wide temperature variations, direct 

burial in the earth, as well as being resistant to burrowing rodents). The 

cable also needs to be sensitive enough to provide early and reliable dis-

placement detection, and capable of optimizing the transfer of forces from 

the ground to the fi ber. Such a trade-off between robustness and sensitiv-

ity was obtained through ad hoc cable development and extensive testing 

to assess both the mechanical reliability and sensitivity of the cable to dis-

placements and external forces. 

  13.4.1      Application example: salt cavern monitoring, 
Hutchinson, Kansas 

 The city of Hutchinson is located in Reno County, Kansas. Hutchinson is 

on the route of the trans-continental, high-speed mainline of one of the 

nation’s largest railroads. The railway passes near a former salt mine well 

fi eld, where mining was carried out in the early part of the twentieth cen-

tury. The salt mining was performed at depths of over 400 ft by drilling wells 

through the shale bedrock into the thick underground salt beds. Fresh water 

was pumped into the salt, dissolving it to be brought back to the surface as 

brine for processing and sale. This solution mining process resulted in the 

generation of multiple, large underground voids and caverns, which have 

 13.8      Sinkhole formation. ( Source : Picture courtesy of Burns and 

McDonnel.)  
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been reported to be up to 300 ft tall and over 100 ft in diameter. In places, 

the shale roof rock over some of these old mine voids has collapsed, form-

ing crater-like sinkholes that can be over 100 ft in diameter and 50 ft deep 

at the surface. The collapse and sinkhole formation can occur very rapidly, 

over a period of hours to days. Figure 13.8 is a photograph of a sinkhole that 

opened up virtually overnight at this site in 2005, from the collapse of a salt 

cavern that had last been mined in 1929. The potential rapid formation of 

sinkholes by the collapse of old mine caverns clearly represents an issue for 

ground stability, and a non-negligible safety risk for surface infrastructure, 

including the railway. 

 An area on the site containing old, potentially unstable salt caverns 

adjacent to sensitive surface infrastructure (e.g. reads , railway lines, or 

houses) was identifi ed to establish an effective monitoring system in order 

to provide early stage detection, continuous monitoring, with automatic 

telemetry. Arrangements were made for alerting via cell phone and email, 

in the case of ground deformation (strain) that might be the early signs 

of sinkhole formation. The distributed fi ber optic (FO) monitoring sys-

tem was selected in large part because it provides thousands of monitored 

points using a single FO sensing cable, all measured at the same time, in 

a single scan (Shefchik  et al ., 2011). The sensing cable is directly buried 

at a depth of approximately 1.4 m in a potential sinkhole area above and 

around salt caverns with a total path length of over 4 km (see Fig. 13.9). 

After digging the trench, the silty soil was mechanically compacted, and 

the sensing cable was placed on the compacted soft ground before the 

trench was backfi lled and compacted. The sensing cable was installed in 

several segments to provide easier handling during installation, and to 

adapt to the site by running the cable through several short, horizontally 

bored segments beneath a large drainage ditch, multiple road crossings, 

and other obstacles at the surface. All cable segments were later linked 

to form a single sensing loop by FO fusion splicing. The splices between 

segments, as well as some extra lengths of non-buried cable, are stored in 

dedicated, above-ground junction boxes that can be accessed for mainte-

nance as well as for re-routing segments of cable in case a break were to 

be caused by the formation of a sinkhole. The fi nal layout of the FO cable 

is shown in Fig. 13.10, showing the software graphical user interface used 

to display the measurement data.      

 Following the installation of the cable and completion of all the necessary 

quality/functionality tests on the sensing cable including a sensor integrity 

test by means of visual inspection, sensor attenuation test by means of opti-

cal time domain refl ectometry (OTDR) measurements, and the testing of the 

quality of the FO splices, the system was ready for commissioning and fi nal 

handover. The system commissioning mainly consisted of the following:
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   Sensor parameterization to optimize system performance in terms of • 

strain resolution: using the FO system managing software, it is possible 

to set the length of the sensor, the spatial resolution, the measurement 

time and a series of instrument parameters that infl uence the fi nal sys-

tem performance in terms of strain resolution and accuracy.  

  Establish and survey an on-site coordinate system so that lengths along • 

the cable can be related to specifi c marked locations on the ground: a 

key aspect in a distributed monitoring project is an established coordi-

nate system that will allow the precise position of an alarm triggered by 

ground strain to be shown on a computerized map. When ground strain 

is detected by the cable, the software reports the exact location along 

 13.9      Digging of a trench to install the distributed sensing cable. 

( Source : Photo courtesy of SMARTEC.)  
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the cable in terms of distance from the end of the cable (essentially at 

the location of the computer). Luminous, high-visibility signs posted at 

the site along the cable route indicate lengths from the end of the cable 

so that responders in the fi eld can quickly proceed to and identify the 

location indicated by the system. The coordinate system allows the user 

to defi ne several specifi c alarm zones along the sensor path with spe-

cifi c thresholds or alert requirements depending on the project needs. 

All alarm checking and notifi cations are automatically handled by the 

system software.  

  System functionality check: includes a simulation of ground settlement • 

by artifi cial imposition of external force. Tests were run in the fi eld along 

temporarily unburied segments of the cable. By displacing the cable to 

simulate ground strain or by pulling the cable in tension, system users 

can gauge and record the response of the system.    

 The fi nal step for achieving a fully automatic surveillance system is the use 

of the distributed data management and analysis software that is designed 

for data storage, processing, representation, and analysis, as well as for the 

control of single or multiple reading units. The main functions of the software 

are automatic data acquisition, mapping and graphical visualization of the 

real-time strain data along the entire cable length, and triggering of warn-

ings of signifi cant ground displacement on the display, as shown in Fig. 13.10. 

The software stores all information related to a sensor in a single database 

structure. Multiple users can access the software simultaneously from differ-

ent PCs (locally or remotely over a modem or local area network).      

 The algorithm that supports the software is robust to protect against false 

alarms caused by outlier values or noisy measurements. It provides system-

wide corrections for environmental infl uences and variations. Seasonal 

variations in temperature can be screened out so that they do not impact 

the validity and reliability of the measurements. The software is specifi cally 

developed to send alerts in case ground deformation exceeds a designated 

threshold level. In this project, if a threshold is exceeded an alert is triggered 

and sent by both email and text message to a select list of recipients desig-

nated to respond by proceeding to the site for physical assessment to deter-

mine whether it may be a sinkhole forming. The alert recipients include 

key project management, the client’s consultant, and local fi rst responders 

(in this case the Hutchinson Fire Department). In case the warning is not 

acknowledged, the software automatically sends a reminder to the same list 

of recipients. The software structure offers a high level of self-diagnostic 

capability, and provides data and information to the users in an easy and 

fully understandable format. 
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 To assess system capabilities in terms of ground deformation detection 

and alert triggering, some on-site pulling tests were carried out. These tests 

were intended to evaluate and confi rm the integrated system performance, 

including the functionality of the sensor, reading unit, and data manage-

ment software. The idea was to apply an external force to segments of the 

cable in portions of the trench that had not yet been backfi lled in order 

to induce strain and to simulate the symptoms of ground deformation. 

For one test, a vertical force was applied on a cable section by raising the 

cable to different heights above the fl oor of the trench in order to simu-

late a highly localized ground deformation event – see Fig. 13.11. Different 

forces were applied to the cable during the test, to simulate different levels 

of ground displacement, with cable displacements of 15 cm, 30 cm, 61 cm, 

and 1.2 m. The test was repeated at several different locations to evaluate 

the capability of the system for reliably determining the exact location 

of ground strain events. The system proved capable of detecting move-

ments of 20 cm at multiple test locations along the 4 km-long cable. All 

the tests demonstrated proper functioning of the system, both in terms of 

ground deformation detection and alert triggering with exact locations. 

The recorded results and graphs showed how different amounts of defor-

mation of the cable can infl uence the distribution of strain along the sens-

 13.10      Cable layout and user interface for real-time display of 

movement locations. ( Source : Photo courtesy of SMARTEC).  
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ing cable. The data showed coherent behavior of the system at all of the 

test locations.        

  13.5     Landslide monitoring 

 Landslides are a type of ground instability that can manifest in different 

forms and is present worldwide in areas with mountainous morphology. 

These movements of rock or soil are characterized by a slow movement 

that can suddenly accelerate in the presence of heavy rain, freeze – thaw 

cycles, or earthquakes. Areas prone to these phenomena are typically 
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 13.11      Results of fi eld testing. Strain recorded for different levels of 

cable lift. (Shefchik  et al ., 2011.)  
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known and regularly inspected; however, it is sometimes necessary to 

implement a continuous monitoring program when the displacement 

rate increases or when inhabited areas and communication lines are pre-

sent below the affected area. Since the moving mass is typically large 

and inhomogeneous, movements need to be detected at a large number 

of locations scattered over a large area. Since it is sometimes impossi-

ble to fi nd suitable reference points for more conventional sensing tech-

nologies, distributed long-range sensing constitutes a valid and effective 

alternative. 

 In Fig. 13.12, a typical landslide area above a road is depicted. A distrib-

uted optical fi ber strain sensor is installed in a serpentine pattern to allow 

detection of any displacement within the potential landslide area. The cable 

can either be installed on the surface of the landslide or buried in the ground 

as previously described for sinkholes and levees.      

  13.5.1     Application example: Korea landslide 

 An early application example of this technology was on a landslide area 

in Korea (Fig. 13.13). The sensing cable was installed above ground and 

attached to posts anchored within the slide area at regular distances. 

The anchors where specifi cally designed to follow the landslide move-

ment, and the cable strain was measured at regular intervals to detect 

 13.12      Installation of a distributed strain-sensing cable in a landslide 

area for detection and localization of movements. ( Source : Picture 

courtesy of SMARTEC.)  
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and localize movement areas. A typical measurement result is presented 

in Fig. 13.14. The comparison of the two measurements, carried out at 

different times, clearly shows the area affected by the movement. At the 

location where one anchor was moved relative to one direction, the cable 

tension increased on one side and decreased on the other side. Despite 

this capability of detecting strain variations, it is diffi cult to use such mea-

surement for quantitative analysis of the displacements. Since the strain-

sensing cables provide only elongation along their axis, the 3D movement 

of the landslide can be reconstructed only if a very dense 2D pattern 

is installed. This is often impractical or too expensive. Therefore, these 

systems are more useful for localizing the active faults and following the 

qualitative evolution of the movements to determine if acceleration is 

taking place. Once a problematic area is identifi ed, it is possible to instru-

ment it with more local sensors, such as laser distance meters or ground-

based radar.            

Ground
slide

Elongation

DiTeSt

 13.13      Landslide area and schematic installation overview. ( Source : 

Picture courtesy Luc Th é venaz, EPFL.)  
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  13.5.2     Application example: La Frasse landslide 

 A robotic laser distance meter unit was installed in June 2006 on 

the ‘La Frasse’ landslide in the Vaud canton, Switzerland. The land-

slide involves approximately 40 million cubic meters of material and 

its width varies between 500 m and 1000 m. This landslide is consid-

ered one of the most important and active landslides of the Alps, with 

average displacements of 30–50 cm/year. A total of 16 points (14 on 

the landslide plus two reference points outside the sliding area) were 

equipped with geodetic prisms and measured every 2 h. This land-

slide is also instrumented with four inclinometers. These are manu-

ally measured every 2 months. As shown in Fig. 13.15, the instrument 

was installed on a concrete pillar on the opposite side of the valley. 

The measured distances vary between 110 m (Reference 2) and 660 m

(Reference 1) (Fig. 13.16). The PC managing the robotic laser distance 

meter is equipped with a WiFi/GPRS/EDGE card, allowing a real-time 

and high-speed remote access to the measurements. A direct connection 

to the 220 VAC power supply was available on-site. Plate XV in the color 

section between pages 374 and 375 shows the reactivation of the land-

slide in November 2007. The last important sliding event occurred during 
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 13.14      Comparison of two measurements, showing the location of 

the active landslide area. ( Source : Picture courtesy Luc Th é venaz, 

EPFL.)  
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winter 1993–1994, with a total displacement of 3.5 m for this year and 

maximal sliding speeds of 1 cm/day.             

  13.6     Future trends 

 Global climate changes are making it increasingly diffi cult to reliably pre-

dict future extreme event probabilities based on historical data. While we 

are faced with increased demands on new and existing protective struc-

tures, the public expects a continuous improvement in safety and accident 

prevention. For these reasons, events such as landslides, levee breaches, and 

sinkholes, which were once considered a pure result of random fate, are 

 13.15      Robotic laser distance meter installed on a pillar. ( Source : Picture 

courtesy SMARTEC SA and EPFL.)  
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increasingly seen as a failure of the owners to adequately protect the pub-

lic. In this context it becomes important and valuable to adopt a preventive 

strategy so that early signs of distress that can point to possible vulner-

abilities in case of extreme events can be identifi ed. This new challenge can 

appear monumental because of the large areas potentially affected by such 

‘accidents.’ A single sinkhole, landslide or levee breach that can happen at 

any location over tens of kilometers or length can cause an important com-

munication line or transportation system to be interrupted or a large area 

to be fl ooded. 

 The traditional approach consisting of periodic visual inspection of those 

structures or the instrumentation of only a few isolated sections is not ade-

quate in this new situation. The future trend will certainly move to a more 

pervasive use of sensing techniques that allow a multi-step approach to 

monitoring. At fi rst level, the owner is interested in a screening of very large 

areas to identify possible distress locations. In this phase, the evolution of 

the damage is typically very slow, and techniques such as satellite-based 

SAR (Colesanti  et al ., 2006) can cover very large areas very cost-effectively. 

FO distributed sensors offer the advantage of continuous measurement and 

high sensitivity but do require a more extensive installation of hardware on 

the ground. This can therefore be considered an adequate solution when an 

area of up to several tens of km has been identifi ed as potentially dangerous. 

La Frasse landslide
Robovec Installation

Robovec Position

Prisms (Reflecotrs)

Boreholes 2006

 13.16      Overview of the landslide, with targets (1–9) and reference points 

positions. ( Source : Picture courtesy SMARTEC SA and EPFL.)  
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Finally, traditional sensors, such as laser distance meters, total stations, pie-

zometer arrays, settlement gauges, or tilt meters, can be applied locally in 

areas where distress has been specifi cally identifi ed. 

 The availability of very large amounts of data from satellite-based sensing 

systems, distributed FOSs, point sensors and visual observation by inspec-

tors and the general public also present a new challenge. It is increasingly 

important to manage all the data collected, allowing correlations between 

different types of observation to be found. In this context, geographic infor-

mation systems (GIS) allow a systematic tagging and retrieval of informa-

tion based on the physical location where the measurements have been 

recorded. Signifi cant progress in this domain now allows for the treatment 

and storage of huge datasets that can be interrogated effi ciently to discover 

small anomalies that would be impossible to discern by a manual analysis 

of the data. If, for example, the GIS system reveals an increase in strain in 

a distributed group of sensors, a settlement with a SAR measurement, and 

a soil crack reported by a neighbor, all at approximately the same location, 

the management authority would quickly dispatch an inspector to have a 

closer look there. 

 The real value and challenge of these applications therefore resides more 

and more in the ability to fuse and process this fl ood of data, and to pinpoint 

the few events that need attention from an expert.  

  13.7     Conclusions 

 The preceding case studies demonstrate how technology has advanced 

suffi ciently to achieve blanket coverage for monitoring large-scale struc-

tures. The full-scale demonstrations and real world applications show that 

distributed FO monitoring and laser distance meters are viable and prac-

tical technologies for geotechnical applications. The potential for local-

izing and measuring strain, temperature and displacement over large 

areas makes these technologies particularly useful for monitoring levees, 

landslides and sinkholes as well as other geo-structures. These established 

technologies allow for wide area screening for potential trouble areas in 

aging structures as well as long-term monitoring for overall structural 

health. The continual aging of our infrastructure, emerging knowledge 

of historically unknown weaknesses, and greater potential impacts from 

extreme natural events, together with increasing population concentra-

tions near potentially hazardous structures, raises the importance of and 

the need for large-scale structural monitoring and associated potential 

improvements to public safety. The use of FO and laser-based sensing tech-

nologies for these purposes is extremely cost effective in comparison to 

the near impossible task of providing total coverage using a conventional 
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sensor-based alternative. These technologies are able to provide real 

information that can be used to identify weaknesses, and repair and con-

serve existing geo-structures and infrastructure. Distributed sensing tech-

nology is a valuable tool that is particularly cost effective for large-scale 

monitoring. As our demands on deteriorating infrastructure continue to 

increase, along with the associated potential liabilities associated with 

infrastructure failure, opportunities for distributed and laser sensing are 

sure to follow.  

  13.8     Sources of further information and advice 

 Information about geotechnical instrumentation can be found in John 

Dunnicliff’s book  Geotechnical Instrumentation for Monitoring Field 
Performance . The book has not been updated recently with the latest 

sensing technologies, but Dr Dunnicliff regularly includes ‘Geotechnical 

Instrumentation News’ in the journal  Geotechnical News  published by 

BiTech and it is also available online. Every three months, the journal 

publishes articles and reports on geotechnical instrumentation and related 

topics. 

 Further sources of information include international conferences such as 

the ‘Symposium on Field Measurements in Geomechanics’ and the SHMII 

conference series.     
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  Abstract : Pipeline systems are essential for the well-being and security 
of the people, the vitality of the economy, and the prosperity of society. 
Damage to pipelines can lead to potentially disastrous humanitarian, 
social, economic, and ecological consequences. Therefore, the assessment 
and monitoring of pipeline conditions are essential. An overview of 
sensing solutions for that purpose is presented. First, the most common 
types of pipeline and related damage are introduced. Then, current and 
emerging sensing solutions are presented, with accent on the applicability 
of each solution and its suitability to detect defects. The advantages 
and weaknesses are summarized, and a few illustrative examples briefl y 
presented. 

  Key words : structural health monitoring of pipeline systems, typical 
damage and failure modes, current (traditional) sensing technologies, 
emerging sensing technologies, steel and concrete pipelines. 

    14.1     Introduction 

 A pipeline can be defi ned as a continuous, long, tubular structure used to 

transport signifi cant amounts of liquid or liquefi ed materials and gases over 

long distances.  1   Pipelines allow for the delivery of resources, and provide 

transportation services such as for gas and liquid fuels, industrial materials, 

water supply, and sewage, which are essential for well-being and security, the 

vitality of the economy, and the prosperity of society. 

 Damage to pipelines can lead to leakage of transported material and 

reduction (or even ceasing) of the transport of life-sustaining supplies, with 

potentially disastrous humanitarian, social, economic, and ecological conse-

quences. Therefore, the assessment and monitoring of pipeline conditions 

  1     Solids can be packed in special containers (capsules) and sent through a pipeline 

(i.e., pneumatic tube) using compressed air, but this technique is limited to short 

distances and small quantities of material (e.g., to transport cash within a bank 

building), and as such is not an object of this study.  
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are essential for early emergency response and for the mitigation of envi-

ronmental hazards. An overview of sensing solutions serving that purpose is 

presented in this chapter. 

 First, the most common types of pipelines and their related damage states 

are introduced. Then, current and emerging sensing solutions to identify 

pipeline damage are presented. The physical principles behind the solutions 

are simply outlined, giving more space to an analysis of the applicability of 

each solution and its suitability for detecting defects. The advantages and 

weaknesses of these sensing solutions are summarized, and a few illustra-

tive examples are briefl y presented. The chapter closes with future trends, a 

bibliography, and references.  

  14.2     Types of pipeline systems 

 Materials or goods transported by pipelines can be divided into four groups. 

The fi rst group includes oil and gas: (i) crude oil (e.g., oleoducts); (ii) natural 

gas; and (iii) refi ned oil products such as gasoline, aviation gasoline, die-

sel, liquefi ed natural gas (LNG), and home-heating oil. The second group 

includes: (iv) clean water (e.g., aqueducts); and (v) wastewater (e.g., sew-

age). The third includes other industrial materials, such as: (vi) ammonia; 

(vii) hydrogen; (viii) carbon dioxide; and (ix) water suspensions of coal and 

ore (e.g., slurry pipeline). Finally, other materials are transported at a smaller 

scale using pipelines (e.g., beer, biofuels, etc.). For example, the annual mile-

age of gas and oil transmission systems in the United States of America in 

2009 is given in Table 14.1 (adapted from PHMSA, 2011).      

 Oil, gas, and water are essential life and society supporting commodities, 

while sewage pipeline system is an important society supporting service. To 

identify assessment and monitoring needs and solutions, it is necessary to 

fi rst understand specifi c pipeline properties, i.e., dimensions, material com-

ponents, manufacturing process, construction process, and typical surround-

ing environments. 

  14.2.1     Oil and gas pipeline types 

 Crude oil and gas pipelines are subdivided according to their function as: (a) 

fl owlines; (b) gathering pipelines; (c) transmission (or trunk) pipelines; and 

(d) distribution pipelines (Kennedy, 1993). 

 Flowlines are installed in oil and gas fi elds and connect individual wells 

to fi eld central storage or fi eld processing facilities. They are relatively short 

(e.g., a few miles) with outer diameters (OD) that range in size between 

2 inch (50.8 mm) and 6 inch (152.4 mm). Flowlines transport a mixture of 

crude oil, gas, and water from the well to a tank battery, where these materials 



 Table 14.1     Mileage for gas and oil transmission systems in the United States for year 2009 

 (i)  (ii-a)  (ii-b)  (ii-c)  (iii)  (vi–vii)  (viii–ix)  (i)+(ii-a)+(iii)+ 

 (vi–vii) + 

(viii–ix) 

 Crude 

oil 

 Natural gas 

transmission 

 Natural gas 

gathering 

 Gas distribution 

(main and 

service) 

 Petroleum a  

and refi ned 

products 

 Highly 

Volatile 

Liquids 

(HVL) 

 CO 2  or 

other 

 Total 

transmission 

 53 018  304 423  20 561  2 080 047  61 838  57 223  4192  480 694 

     a  Condensate, natural gasoline, natural gas liquids, and liquefi ed petroleum gas (LPG).  

   Note : Although crude oil is also considered as petroleum, it is separately presented in this table.  

   Source : Adapted from PHMSA (2011).  



Sensing solutions for monitoring pipeline systems   425

are separated. Since they are relatively short, low operational pressures are 

suffi cient for transporting the contents. 

 Gathering pipelines further transport crude oil or clean gas from a tank 

battery to a larger long-distance transmission pipeline. In some cases they 

are directly connected to wells. Gathering pipelines have a larger diameter, 

typically ranging between 4 inch (101.6 mm) and 16 inch (406.4 mm), and 

higher pressure is required to move their fl uids. Pressurization is ensured by 

means of pumps (for crude oil) or compressors (for gas). 

 Flowlines and gathering pipelines are commonly made of steel, and 

coated externally to protect them against corrosion (Kennedy, 1993). Since 

corrosive agents are frequently mixed with crude oil and gas in wells, fl ow-

lines may be internally coated against corrosion, or made of some corrosion-

resistant material such as plastic. 

 Transmission (trunk) pipelines transport crude oil to refi neries or other 

storage terminals, or they may transport dry clean natural gas to utility 

companies and other customers. They feature large diameters, typically up 

to 56 inch (1524 mm) and in some cases even 80 inch (2032 mm). They also 

extend over very long distances (e.g., several hundred miles). Crude oil 

transmission pipelines require pumps at points of origin and pumping sta-

tions along the pipeline to maintain the pressure required to overcome 

friction, changes in elevation, and other losses. Gas transmission pipe-

lines also require high pressure, which is ensured by a compressor at the 

beginning of the pipeline and compressor stations along the pipeline. Thus 

transmission pipelines are designed to support high operational pressures. 

They are made of steel, externally coated to protect them against corro-

sion; such pipelines are also typically buried (Kennedy, 1993). However, 

in some cases, when burying is impossible for cost or technical issues, the 

pipelines are built on the surface and may be additionally coated for ther-

mal insulation (e.g., Trans Alaska Oil Pipeline). In some cases, gas and oil 

can be simultaneously transported. The design of these two-phase pipe-

lines is complex due to several fl ow regimes that can occur inside the pipe-

lines causing unpredictable pressure drops. Therefore, two-phase pipelines 

are used only when there is no economical or practical alternative (e.g., 

offshore pipelines). 

 Distribution pipelines are part of the network that delivers the gas to end 

users such as residential houses, industry, and businesses. They have small 

diameters and are commonly made of plastic. 

 Refi ned product pipelines transport oil products such as gasoline, avi-

ation gasoline, diesel, LNG, and home-heating oil from refi neries to stor-

age terminals or utility companies. They can be hundreds of miles long, but 

they generally have smaller diameters, commonly around 8–16 inch (203.2–

406.4 mm); however, they can also be as big as 26–28 inch (660.4–711.2 mm). 

Refi ned product pipelines operate under higher pressure than transmission 
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pipelines. In some cases, two different liquid products can be transported, 

with or without the use of a separator. 

 An important property of oil and gas pipelines is that they transport 

pressurized fl uids. That is why these pipelines are made of steel and buried 

when possible. The pipelines are constructed by assembling a large number 

of individual pipe elements called line pipes (Kennedy, 1993). Depending 

on the application, various diameters and grades of steel (with different 

chemical compositions and physical properties) can be used according to 

specifi cations frequently proposed by trade associations (e.g., American 

Petroleum Institute in the USA (API, 2011)). In general, two types of line 

pipes are manufactured: seamless and welded. The former are made with-

out longitudinal welds, while the latter have one or two longitudinal seams, 

or even spiral seams along their lengths. Metallic line pipes are externally 

protected against corrosion with a special coating (e.g., coal tar enamel, 

fusion-bonded epoxy, etc.), and the coating is additionally protected 

against mechanical damage using heavy paper wraps, plastic wraps, com-

posite wraps and, in the case of offshore applications, concrete. Line pipes 

are internally protected against corrosion only if they transport corrosive 

materials (e.g., fl owlines). 

 Line pipes are joined in the fi eld to form a continuous pipeline. The joints 

are realized by: (i) welding (the most common); (ii) threaded coupling; and 

in rare cases by (iii) bell-and-spigot; and (iv) fl anged joints. An example of a 

metallic gas pipeline with welded joints is presented in Fig. 14.1.       

  14.2.2     Water supply and sewerage pipeline types 

 There are more than 2.1 million km of water and wastewater pipelines 

across the USA (CBO, 2002) with water pipelines having the majority, total-

ing  about 1.3 million km. Water supply pipelines are subdivided as per their 

functions as: (a) transmission lines; (b) distribution mains; (c) distribution 

networks; and (d) process lines (e.g., in treatment plants). 

 Untreated water is commonly transmitted from the natural source (e.g., 

river, lake, glacier, etc.) to the treatment (purifi cation) facility using open 

surface channels (i.e., aqueducts), covered underground tunnels, and water 

transmission pipelines. The transmission pipelines are also used to transport 

clean water from the purifi cation facility to storage facilities such as tanks, 

reservoirs, and towers. In both cases, the transmission is made over long 

distances, the pipelines feature large diameters and are usually buried. The 

water inside the transmission pipelines is mobilized by gravitational force 

or pumping. Further distribution from storage facilities to system and users 

is provided using a system of pipes consisting of water mains (i.e., the prin-

cipal pipeline) and smaller branches that connect the individual users (i.e., 

distribution network). 
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 14.1      Continuous gas steel pipeline with welded joints (Glisic and 

Inaudi, 2007). ( Source : Courtesy of SMARTEC.)  

 Metallic line pipes were used in the past for water transmission and distri-

bution pipelines, but due to corrosion they have been replaced with a large 

variety of materials such as concrete pressure pipe (CPP) and plastic. CPP is 

used in transmission, distribution mains and, to certain extent, process lines. 

Plastic pipes are used typically for short-distance transmission and distribu-

tion networks. 

 Manufacturing and specifi cations of CPP are commonly set by some reg-

ulatory body or professional association, (e.g., in the USA by the American 

Water Works Association (AWWA) or ASTM International). In accor-

dance with AWWA, there are fi ve types of CPP (ACPPA, 2011): (i) rein-

forced CPP (steel-cylinder type), two types of prestressed concrete cylinder 

pipe (PCCP) (ii) lined and (iii) embedded (iv) reinforced CPP (noncyl-

inder type), and (v) CPP, bar-wrapped (steel-cylinder type). All cylinder 

type pipes have steel ring joints at their extremities while noncylinder pipes 

have bell-and-spigot joints. 
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 Ninety out of 100 of the largest water utilities in the United States use 

PCCP in their water systems (Semanuik and Mergelas, 2006), and PCCP 

systems have the lowest water main break rate per 100 km than any other 

pipe material (Prosser, 1996). PCCP consists of a concrete core (i.e., the 

main structural element), thin steel cylinder (i.e., water barrier), prestress-

ing strands wrapped around the steel cylinder (to guarantee that the core 

is always in compression), and a mortar coating to protect the prestressing 

strands from damage and corrosion (Pure Technologies, 2011). The diam-

eter of this type of PCCP (also called ‘lined PCCP’) ranges between 16 

and 60 inch (406.4–1524 mm). Another type of PCCP, called an ‘embedded 

PCCP’, consists of a steel cylinder embedded in the concrete core. The pre-

stressing wires are wrapped around the concrete. Typical diameters of embed-

ded PCCP systems range between 30 and 256 inch (762–6502.4 mm). 

 Sewerage pipelines can be subdivided into the following categories: (a) 

wastewater (gravity) sewers; (b) wastewater force mains; and (c) process 

lines (in wastewater treatment plants). Wastewater sewers are large under-

ground networks of pipes that convey blackwater (i.e., wastewater from 

toilets containing fecal matter and urine), graywater (i.e., wastewater from 

domestic activities containing residues of washing processes), and storm-

water (i.e., wastewater from precipitation events, rain and snow) from indi-

vidual users and sites to a treatment facility, mainly using gravity but also 

pumps when necessary. Wastewater force mains convey wastewater from the 

discharge side of a pump or pneumatic ejector to a discharge point (EPA, 

2000). Gravity sewers are made of polyethylene, plastic, or reinforced con-

crete, while force mains are mainly made of ductile iron, plastic, and CPP. 

An example of a gravity reinforced concrete pipeline with a bell-and-spigot 

joint is given in Fig. 14.2.        

  14.3     Typical damage and failure modes 

 The structural health condition and performance of a pipeline can be 

adversely affected over time due to: (i) damage or deterioration induced by 

environmental degradation, wear, and episodic events such as earthquake, 

vandalism, or impact; (ii) changes in operational and environmental condi-

tions; or (iii) unintentional design, construction, and maintenance imperfec-

tions or errors. 

 Pipeline defects can be classifi ed as built-in, long-term, and caused by 

one-time events. Built-in defects are generated during the construction 

of the pipeline, while long-term defects are the consequence of a deterio-

ration process. Examples of built-in defects are offsets in alignment, bad 

realization of joints, fl attened or ovaled pipes, sags due to settlement, etc. 

Examples of long-term deterioration processes are corrosion (internal and 

external), fatigue, excessive hydraulic fl ows, structural failures, leaks and 
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infi ltrations, erosion, soil movements, etc. Finally, examples of one-time 

events that cause damage to a pipeline are third-party interference, terror-

ist activity, earthquakes, landslides, heavy construction over the pipe, etc. 

Factors that in general lead to pipeline degradation are schematically pre-

sented in Fig. 14.3.      

 Pipeline failure occurs on the pipe whose integrity has been adversely 

affected by the above defects and deterioration processes. Line pipe 

 14.2      Reinforced concrete gravity pipeline with bell-and-spigot joint.  
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manufacturing defects, such as bad welds or dimensional imperfections, 

are frequently discovered during production, as the pipe is tested against 

standard and proven quality control. However, the pipeline in service will 

certainly be exposed to a variety of factors that can contribute to failure. 

The failure of the pipeline should be considered a consequence of malfunc-

tioning of the ‘system’ (Cosham and Hopkins, 2004): e.g., the corrosion pro-

tection system will become faulty due to a combination of several factors 

such as aging of the coating, an aggressive environment, and rapid corro-

sion growth. Malfunction of the corrosion protection system will then lead 

to corrosion failure of the pipeline. Other causes of pipeline malfunction 

should be analyzed in a similar manner. 

 Steel and concrete pipelines have different material properties and differ-

ent construction details; consequently, the damage types and manifestations 

are also different. That is the reason why they are presented separately. 

  14.3.1     Steel pipelines 

 For oil and gas transmission pipelines in Western Europe and North America, 

the most common causes of damage and failure are mechanical damage and 

corrosion (Cosham and Hopkins, 2004) – manufacturing problems are usu-

ally discovered during production. Steel pipeline defects can have various 

manifestations and mechanisms, as shown in Table 14.2.      

 Mechanical damage is induced by installation and assemblage (which 

cause gouges, coating damage, misalignment of joints, bad welds, etc.), impact 

(which causes coating damage, gouges, holes, and dents – buckles, wrinkles, 

etc.), heavy external load (which causes dents, ovalization, bending, etc.), 

Leakage

Leakage

Movement
(hogging I
sagging)

Point load Void (sagging)

Accumulation
of material

Infiltration
External
corrosion

Internal
corrosion

Bad
jointPressure

External load

Contraction I
Extension

Bedding
condition

Rock Construction

Roots (mostly
concrete pipelines)

Erosion / exfiltration

Cracks
/ holes

Groundwater

Third party
interference

Soil moisture

Soil characteristic

Aeration
Construction

Truck

Soil

Temperature

 14.3      Illustration of pipeline degradation causes. ( Source : Adapted from 

O’Day  et al ., 1986.)  
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 Table 14.2     Classifi cation of steel pipeline defect types and manifestations 

 Type  Manifestation 

 Corrosion  Pitting (localized loss of material) 

 Longitudinal, circumferential, or spiral corrosion 

(along welds, seams, gouges, etc., pits with 

one dimension signifi cantly longer than the 

other) 

 General (loss of material over an extended area) 

 Gouges  Longitudinal, circumferential, or spiral ‘scars’ on 

pipeline surface 

 Dents  Locally deformed wall of the pipeline in form of 

buckles, wrinkles, knobs, etc.; in general they 

are plain, kinked, smooth on welds, smooth 

containing gouges, or smooth containing 

other types of defects 

 Manufacturing defects  Ovaled shape of the cross-section, rolling 

imperfection, wrinkle, seam weld defect, etc. 

 Weld defects  Seam weld defects (during manufacturing or 

repair) and girth weld defects (e.g., at joints 

during assemblage of the pipeline) 

 Deformation  Ovalization of cross-section, bad/sharp angle 

between line pipes, bending, etc. 

 Cracking  Discontinuity through the wall of the pipeline 

with almost no loss of material and no 

displacement of material 

 Environmental cracking  Corrosion cracking, which is caused by 

a combination of conditions that can 

specifi cally result in stress corrosion 

cracking, corrosion fatigue, and hydrogen 

embrittlement 

 Hole  Discontinuity through the wall of the pipeline with 

signifi cant loss or displacement of material 

   Source : Adapted from Cosham and Hopkins (2004) and El-Sayed (2011).  

soil movement (which causes dents, deformation, cracking, etc.), and third-

party interference (e.g., vandalism, theft, terrorist acts, etc.). 

 Corrosion can be internal or external. Internal corrosion is caused by 

aggressive chemical action of transported media (which causes general cor-

rosion), the wrong selection of pipe material (which causes general corro-

sion), and bad welding (which causes corrosion along the welds). External 

corrosion can be the consequence of inappropriate coating (which causes 

pitting, general corrosion, etc.), inadequate cathodic protection (which 

causes general corrosion), damaged coating (which causes pitting, corrosion 

along gouges, etc.), and bad welding. Corrosion, if not stopped, can lead to 

environmental cracking or puncture. An example of an externally corroded 

pipeline with fl anged joint is given in Fig. 14.4.       
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  14.3.2     Concrete pipelines 

 The main causes of long-term deterioration of concrete pipelines are sulfate 

corrosion resulting from sewer gases, excessive hydraulic fl ows, thermal strain 

and deformation, the settlement of soil, leaks and infi ltrations, and erosion 

(Najafi , 2004). The pipeline whose structural integrity has been adversely 

altered is likely to experience pipe breakage. The manifestation of pipeline 

breakage can be classifi ed in seven categories as presented in Table 14.3.      

 The mechanisms of concrete pipeline deterioration are structural (cracks, 

fractures, etc.), hydraulic (insuffi cient capacity, fl ooding, debris, encrusta-

tion, and grease), corrosion (sulfate and other chemical corrosion), erosion, 

and operational problems (roots, blockages, maintenance procedures, etc., 

Najafi , 2004). The two most signifi cant failure mechanisms are structural and 

operational. 

 Structural defect failure mechanisms (e.g., crack, fractures, etc.) occur 

when the forces around the pipeline exceed ultimate limit states, or the 

 14.4      Externally corroded pipeline with fl anged joint.  



Sensing solutions for monitoring pipeline systems   433

 Table 14.3     Classifi cation of concrete pipeline breakage manifestations 

 Manifestation  Description 

 Longitudinal cracks  Occur at springing level, at the crown and invert; 

a consequence of excessive crushing or ring 

stresses (e.g., due to external heavy load over 

the pipe) 

 Circumferential cracks  Consequence of shear or bending stresses 

induced by relative vertical and/or horizontal 

movement of successive line pipe lengths due 

to differential settlement in soil (e.g., caused 

by inadequate trench and bedding practices, 

large voids due to leakage,) and/or permanent 

ground displacement due to land sliding or 

earthquake; can also be a consequence of 

thermal stresses (contraction of pipe) and 

third-party interference (e.g., accidental 

breaks); in case of concrete pipes, most likely 

(but not only) occurring near joints 

 Tension (diagonal) cracks  Consequence of concentrated load, e.g., due to 

hard spot beneath the pipe 

 Broken pipe  Occurs when pieces of a cracked and fractured 

pipe visibly move from their original position; 

it is a very serious defect that represents an 

advanced damage stage of a cracked pipe 

 Deformed pipe  Occurs when a longitudinally cracked pipe loses 

the support of surrounding ground; it is a very 

serious defect that represents an advanced 

damage stage of a cracked pipe 

 Socket bursting  Consequence of excessive pressure inside the 

joint due to the expansion of the jointing 

material 

 Holes  Consequence of corrosion or impact 

   Source : Adapted from O’Day  et al . (1986), Najafi  (2004), Davies  et al . (2001).  

pipeline materials lose the ability to resist existing forces, or both are 

combined (Najafi , 2004). Slow processes that can cause structural defects, 

besides corrosion, are infi ltration of groundwater through existing defects 

(e.g., in sewers) and creation of void formation in the soil due to exfi ltra-

tion (water leaves the pipeline through an existing defect and scours the 

pipeline). Dynamic forces can also create defects – one-time events such 

as heavy loading over the pipeline (e.g., heavy truck on a construction site 

above a pipeline) or earthquake, or smaller cyclic events that occur daily or 

seasonally (e.g., routine track machinery above ground, frost heave, etc.). 

An example of the failure of concrete pipeline at the bell-and-spigot joint 

due to permanent ground deformation is given in Fig. 14.5.      

 Operational defect failure mechanisms happen when demand increases, 

or capacity decreases, or both are combined. Demand depends on infi ltration 
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and infl ow, and it increases as the number of structural defects increases. 

Capacity depends on the effective diameter of the pipeline and its rough-

ness coeffi cient. Structural defects reduce the effective diameter (e.g., open 

and misaligned joints and broken sections) and increase the roughness 

coeffi cient (e.g., cracks). Root masses, grease and collected debris in sewers 

additionally decrease the effective diameter.  

  14.3.3     Example of a pipeline failure 

 A case of a real-world pipeline failure is presented in this subsection in 

order to show: (i) the economic losses and the extent and the severity of the 

resulting damage to society; (ii) the direct causes of the failures; and (iii) the 

circumstances and contributing factors. 

 A 30-inch (762 mm) diameter natural gas transmission pipeline (Line 

132) broke and burst at the intersection of Earl Avenue and Glenview 

Drive in the residential area of San Bruno, California, on 9 September 

2010. The burst created a crater with an approximate length of 72 feet (22 

m) and approximate width of 26 feet (8 m). In the process, a 28 foot long 

(8.5 m) pipe segment was thrown 100 feet (30 m) away from the crater. 

Approximately 47.6 million standard cubic feet (1.35 million cubic meters) 

of natural gas (NTSB, 2011) was released in the air. The released natural gas 

was ignited and a resulting fi re destroyed 38 homes and damaged another 

 14.5      Crushing of the bell-and-spigot joint of concrete pipeline due to 

permanent ground deformation.  
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70. Eight people lost their lives, several were injured, and many more had 

to be evacuated. The cost of repairing the pipeline was approximately $13 

500 000, and the loss of natural gas approximately $263 000. The estimation 

of costs associated with human victims and injuries, and destruction and 

damage to homes, was disputed in a court at the time of writing this book. It 

took 95 min for the owner and the operator of the pipeline, the Pacifi c Gas 

and Electric Company (PG&E), to stop the fl ow of the gas and isolate the 

rupture site. Such a slow response and lack of automatic or remote control 

safety valves signifi cantly contributed to the severity of the damage (NTSB, 

2011). The damage was contained only by the prompt response of the local 

fi re department and emergency responders. 

 The National Transportation Safety Board (NTSB) determined that the 

probable cause of the accident was a seam weld fl aw in a poorly welded pipe 

section. The fl aw grew over time to a critical size, ‘causing the pipeline to 

rupture during a pressure increase stemming from poorly planned electrical 

work at the Milpitas Terminal’ (NTSB, 2011). As the fl aw was visible, it was 

concluded that the PG&E had inadequate quality assurance and quality 

control in 1956 during its Line 132 relocation project; this allowed the instal-

lation of this defective pipe section. Furthermore, an inadequate pipeline 

integrity management program failed to detect and repair or remove the 

defective pipe section (NTSB, 2011). 

 California Public Utilities Commission’s (CPUC) and the U.S. 

Department of Transportation’s exemptions of existing pipelines from the 

regulatory requirement for pressure testing was identifi ed as a contributing 

factor to the accident. It is likely that pressure testing would have detected 

the pipeline defects. An additional contributing factor was the CPUC’s fail-

ure to detect the inadequacies of PG&E’s pipeline integrity management 

program. 

 The San Bruno case reveals that the failure happened not only due to 

a combination of several factors, including initial fl aws in the constructed 

pipe, but also due to the inadequacy of the quality assurance and integrity 
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 14.6      Photographs of ruptured Line 132 at San Bruno, California. 
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management program of the utility company (PG&E). Exemptions from 

regulatory requirements were also an issue. Photographs taken after the 

explosion are shown in Fig. 14.6.        

  14.4     Current sensing solutions for pipeline systems 

 In order to assess the structural health condition of pipelines, inspections 

are regularly performed. Historic experience and recent studies have 

shown that vigilant inspection offers signifi cant cost savings (Ciocco  et al ., 
2002). Pipelines installed on the surface are visually inspected frequently 

by a trained professional. Buried pipelines are also inspected visually by 

traversing the pipeline route on the ground, or patrolling the route with a 

light airplane (Kennedy, 1993). However, these visual inspections can only 

identify damage that is visible on the surface and cannot provide an assess-

ment of the internal pipeline condition. Increased safety, economy, and 

ecological concerns, combined with general technological progress, created 

settings for the development and application of various sensing solutions 

that provide for a more accurate assessment of the pipeline health con-

dition. The most frequently applied solutions are presented for steel and 

concrete pipelines. Other solutions can be found in the literature presented 

in Sections 14.7 and 14.9. 

  14.4.1     Steel pipelines 

 A simple technique used to detect leaks or failures includes hydrodynamic 

modeling of the pipeline fl ows using in-line fl ow meters and pressure sen-

sors. Discrepancies between measurement results and the model indicate 

potential leaks or failures within the pipeline (Liu, 2003). Another simple 

technique is based on metering accuracy: leaks and failures within pipe 

segments can be identifi ed by direct observation of pressure drops and 

volume loss, based on comparisons of the fl ow into the segment and the 

fl ow out of the segment (Kennedy, 1993). More sophisticated acoustic 

emission sensors can be used to sense the noise generated by the fl uid 

fl owing from a leak in a pressurized pipeline. The acoustic emissions are 

transmitted by the pipeline and captured by sensors installed on the pipe 

walls at given intervals. The leakage noise is then compared with the com-

mon background noise of the system to detect the leak. The advantages 

of all these methods are that they are simple and allow for continuous 

and automated monitoring. A major disadvantage though is that they can 

indicate damage only after the rupture of the pipe. The additional disad-

vantages of the fi rst two techniques are the lack of specifi city in deter-

mining the leakage point (these techniques identify the defective segment 

between two sensors rather than the defective point within the segment). 
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For more sophisticated structural health assessment of the pipeline, in-line 

tools are recommended. 

 Existing technologies employed for inspection of buried pipelines are 

mainly based on the use of devices that can be inserted into the interior of 

the pipe (in-line tools). These devices may contain various types of sensors, 

with the specifi c sensors depending on the type of the pipe. The most com-

mon device used for inspection of steel pipelines is the so-called pig (Liu, 

2003). This is a small package containing one or several types of sensing 

transducers such as magnetic fl ux leakage (MFL), remote fi eld eddy cur-

rent (RFEC), ultrasonic transducers, etc. (Kobayashi  et al ., 1999). The MFL 

set-up consists of a circumferential array of strong permanent magnets and 

a leakage fl ux detector. The magnets magnetize the pipe wall with a near 

saturation fl ux density. Defects in the pipe wall create MFL near the pipe’s 

surface. These leakage fl uxes are detected by a leakage fl ux detector (Hall 

probes or induction coils moving with the magnets). A scheme of a pig with 

MFL set-up and MFL principle is shown in Fig. 14.7. RFEC uses low fre-

quency alternating current (AC). Electrical coils on the pig need to generate 

eddy currents in the pipe walls (Najafi , 2004), while damage (such as corro-

sion or cracking) alters their fl ow through the pipe walls and is detected as 

a variation in the remote magnetic fi eld. This is schematically represented 

in Fig. 14.7. The through-wall nature of the RFEC technique allows external 

and internal defects to be detected with similar sensitivity. More informa-

tion about electromagnetic techniques is given in Chapter 12.      

 Ultrasonic transducers are used to assess the distribution of the thick-

ness of the pipe walls along the pipe length, and to detect any damage due 

to corrosion as a change in the wall thickness. Other examples of devices 
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that can be mounted on the pig are gauging tools and cameras (Kennedy, 

1993). Gauging tools measure the inside diameter of the pipe to locate 

dents, ovalization, changes in diameter, etc. Typically, spring-loaded probes 

are in direct contact with the pipe internal wall and measure the actual 

diameters in the cross-sections as the pig moves along the pipeline. The 

cameras can be set to take pictures in predefi ned positions (e.g., welds), or 

at locations where the damage is detected by other tools on the pig. For 

example, a gauging probe that enters a corrosion pit can trigger the cam-

era to photograph the pit. The cameras can be used in gas pipelines while 

in service because of the transparency of the gas. The use of cameras in oil 

pipelines requires the transmission of oil to be stopped and the pipeline 

to be emptied. The advantage of the use of the in-line tools is an accu-

rate assessment of the pipe health condition. The disadvantage is that they 

allow for only periodical inspections and cannot be used for automatic and 

continuous health monitoring. 

 Acoustic and ultrasonic transducers can also be installed on the surface of 

the pipe. Piezoelectric elements can be mounted on the walls of the pipe and 

they can introduce guided elastic waves, called Lamb waves, into the walls 

of the pipe. The propagation properties of waves, such as attenuation, veloc-

ity, or refl ections can be correlated with the health condition of the pipe 

walls. In steel pipes the Lamb waves can be directed (Rose, 1999; Towfi ghi 

 et al ., 2002) and can be made to propagate over distances of up to 1 km. The 

advantage of ultrasonic methods is that they can interrogate large areas of 

the pipeline and reliably detect and locate the damage. The main disadvan-

tage is that a large number of piezoelectric transducers require cabling for 

automated monitoring, which signifi cantly increases the cost of monitoring. 

More information about acoustic and piezoelectric techniques is given in 

Chapter 18.  

  14.4.2     Concrete pipelines 

 Inspection and monitoring techniques for concrete pipelines depends on 

the type and purpose of the pipeline. Gravity pipelines have the advantage 

that they are not fi lled completely with fl uid. Consequently, many inspection 

techniques involving in-line tools can be applied to gravity pipelines while 

they are in operation. Different techniques are used for pressurized (e.g., 

clean water) concrete pipelines. 

 Gravity pipelines (e.g., sewers) are most commonly inspected using closed-

circuit television (CCTV) (Najafi , 2004). Cameras are either simply installed 

at a manhole access point or are placed on a robot and moved through the 

pipeline using a robotic system (Sinha and Fieguth, 2006). Cameras installed 

at a manhole access point have a limited area of observation, while cameras 
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placed on the robot can be used only if not more than 25–30% of the pipe’s 

depth is fi lled with water. CCTV provides important information about vis-

ible defects in the pipe. However, it may miss very small defects; it covers 

only the area of the pipe above the water, and physical obstacles frequently 

found in the pipeline (e.g., debris) can reduce visibility and accessibility to 

the pipe walls (Najafi , 2004). 

 Sewer scanner and evaluation technology (SSET) is a signifi cant upgrade 

of CCTV. Besides ordinary cameras that provide one with a forward view, 

SSET has side scan camera that allow one to ‘open’ the cross-section of 

the pipe. Side scan picture combined with a forward view can allow one to 

reconstruct 3D images of the pipe interior, and to detect and locate defects 

automatically. The advantage of the method is greatly improved reliability 

in detecting the defects. The disadvantage is again related to obstacles in the 

pipe, which is similar to CCTV. 

 Besides the use of a camera, ultrasonic systems can also be used when the 

internal area of a pipeline is accessible (Wirahadikusumah  et al ., 1998). It is 

particularly useful in cases where the pipe is signifi cantly fi lled with liquids, 

for example 25–75% of the depth. Ultrasonic systems can be combined with 

CCTV on the same device; CCTV is used above the liquid level, and the 

ultrasonic system is used below that level. The fundamental principle of the 

ultrasonic system is similar to the case of still pipelines. One example of an 

ultrasonic system is the rotating sonic caliper. The ultrasonic pulse is emitted 

from the source inside the pipe in one radial direction; the pulse amplitude 

and return time, as a result of refl ections from the inner pipe wall, is used to 

measure pipe thickness and identify pipe cracks (Wirahadikusumah  et al ., 
1998). The ultrasonic source can rotate in all directions, allowing the circum-

ference of the pipe at a location to be completely examined. The advantage 

of the ultrasonic method is that it can detect cracks that are diffi cult to spot 

by cameras. The disadvantage is that for concrete pipes it cannot inspect 

beyond the inner pipe surface, due to high attenuation of the ultrasonic sig-

nal (Duran  et al ., 2002). 

 Other sensing solutions that can be used as in-line tools for gravity pipe-

lines (i.e., mounted on robots and pulled through the pipeline) are focused 

electrode leak location (FELL) technology and laser-based scanning sys-

tems. FELL consists of a probe that travels through the pipe and generates 

an electric fi eld, and an electrode located on the top ground surface. The 

electrical resistance between the probe and the electrode depends on the 

condition of the soil: dry soil is non-conductive while wet soil is conductive. 

Thus leakage and/or infi ltration points along the pipelines can be identifi ed 

and rated based on the intensity and duration of signals originating from 

the pipeline and captured at the surface electrode. The advantage of the 

method is reliable detection and rating (or quantifi cation) of damage. The 
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disadvantage is that it can be applied only during dry weather. The laser-

based scanning system can be used to evaluate both the shape of the pipe 

and the defects that occur on the inner wall surface. This method provides 

inspectors with very accurate and reliable information, but it is effective 

only for that part of the pipe above the water level. Another advantage of 

the method is that the data analysis is fully automated. 

 The general disadvantage with all of the above solutions that include 

robotically driven instrumentation is that they are usable only for 

periodic inspections, and not for continuous, real-time monitoring. 

Furthermore, robotic driven instrumentation can frequently get stuck 

in the pipeline. 

 The sensing solutions for buried pipelines presented so far mainly focus 

on the assessment of the condition of the pipeline wall. Although some of 

these solutions can give some information about the pipeline condition 

behind the wall, this is not their primary objective. For this purpose, several 

remote-sensing techniques have been developed. 

 Ground penetrating radar (GPR) emits a coherent beam of radio waves 

into the observed medium. The waves travel through the medium (e.g., 

soil) until they hit another medium with different conductivity (e.g., void), 

whereupon one part of the wave refl ects back to the emitter and the other 

part continues to propagate. The refl ected part of the wave contains infor-

mation on the position of the medium that generated the refl ection. GPR 

can be used to detect delaminations in concrete sewers; however, the main 

use of GPR is to examine the bedding of the pipeline (Najafi , 2004) (i.e., to 

detect rocks, voids, and regions of water saturation produced by exfi ltra-

tion, as potential areas of deformation and damage to the pipeline). The 

wave propagation distance depends on the medium – it will be immediately 

attenuated in highly conductive or magnetic materials (e.g., steel), as well as 

in materials with high dielectric constants. However, in usual soils such as 

sands, clays, rocks, etc., they have penetration properties that highly depend 

on the water content of the soil (higher water content translates into lower 

penetration). Dependence of the performance of the GPR on the soil prop-

erties is a disadvantage of the method. Additional disadvantage is the inten-

sive labor necessary to scan larger areas. 

 Another remote sensing technology for monitoring concrete pipelines 

deployed above the surface is the infrared thermography system (ITS), 

which captures thermal images of soil altered by leaks due to the rupture of 

a pipe (Weil, 1998). However, the implementation of reliable image inter-

pretation is challenging. 

 CPPs face a different set of issues as compared to the gravity pipes. First, 

their degradation rate is less dependent on their age, and more a conse-

quence of cumulative effects generated by various external infl uences 
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(Najafi , 2004). In addition, the defects that occur on CPPs are not readily 

visible and the consequences of failure are often very severe. 

 Remote eddy fi eld current/transforming coupling (REFC/TC) is one of 

the viable sensing solutions for CPP and in particular for PCCP. The main 

advantage over conventional REFC is that it senses beyond the inner wall 

surface (i.e., it reaches the outer wall and the changes beyond the outer 

wall, external to the pipe). It uses low frequency AC and through-wall 

transmission to inspect electrically conducting tubes or pipes (such as 

those embedded in CPP). The REFC/TC is used to detect, localize, and 

quantify broken prestressing wires in PCCP (Grigg, 2006). It can quan-

tify wire breaks in embedded cylinder pipes, lined cylinder pipes and even 

noncylinder pipes (Najafi , 2004). The disadvantage of the method is that it 

is a manned inspection technique, and therefore used only during periodic 

inspections. 

 Acoustic emission testing can also be applied to PCCP. The main prin-

ciple behind the method is that breaking prestressing wires in the pipeline 

wall, and subsequent slippage of the wire, produces a transient noise that 

can be detected by acoustic receivers placed along the pipe. The acoustic 

wave travels through the water and, knowing the speed of the water and the 

time of fl ight of the acoustic wave to various receivers installed along the 

pipeline, it is possible to pinpoint the location of the broken wire. Acoustic 

emission can also be used to detect leakage, as leaking fl uid will create its 

own acoustic signal. The advantage of the system is that it can be used for 

on-line monitoring. The disadvantage is that a large number of acoustic 

receivers are needed to cover large lengths of the pipeline, which increases 

the cost of monitoring.   

  14.5     Emerging sensing solutions 

 Although several sensing technologies are employed for assessing pipeline 

health condition, none of them is fully suitable for real-time automated 

operation. Most of these technologies are employed in periodic inspections 

and does not provide for continuous assessment of the pipeline health con-

dition. In addition, the technologies generally require manual operation 

and, in some cases, manual data analysis, which adds subjectivity to the pro-

cess. On the other hand, there is a clear need for monitoring systems that 

can detect defects and degradation in the pipelines at an early stage, and 

inform responsible managers about it. The monitoring system should be 

able to provide the information both automatically and on-demand, and 

the information should be reliable, objective, and comprehensible. Finally, 

the technologies used in monitoring should be low cost (to accelerate com-

mercial adoption) and applicable to both new and existing pipelines. With 
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the rapid development of technologies over the last twenty years, there is 

a long list of emerging sensing solutions that have promising potential in 

pipeline monitoring. Three sensing solutions have been identifi ed as par-

ticularly promising, as they focus on the early detection of defects and deg-

radation (e.g., corrosion, excessive deformation, strain concentration, etc.) 

before major damage occurs (e.g., leak or rupture). These three solutions 

are wireless technologies, distributed fi ber optic sensors (FOS), and large 

area electronics (LAE). 

  14.5.1     Wireless technologies 

 Traditional sensors used in structural health monitoring are commonly 

attached to the reading unit using cables. The reading unit then transfers 

data to a central data repository, where all the data are collected and ana-

lyzed. However, the use of cables between the sensors and the reading 

unit generates considerable cost, especially in terms of cable installation. 

For example, in commercial building monitoring, the cost of the cabling 

can raise the average cost per sensor channel to $5000 (Celebi, 2002). An 

important attribute of pipelines is their length, which makes the use of tra-

ditional wired sensors for continuous monitoring unaffordable or econom-

ically unjustifi able. 

 Wireless technologies are proposed to overcome the cost limitations 

imposed by traditional wired sensing solutions for large structures (Straser 

and Kiremidjian, 1998; Lynch, 2002; Spencer  et al ., 2004). The sensors can 

communicate with the repository by means of wireless communication, pro-

vided an analog-to-digital converter and microcontroller are integrated in 

the wireless node. This opens the door to a completely new paradigm – to 

perform distributed and decentralized in-network reading and processing 

of data instead of traditional centralized reading and processing at a cen-

tral repository. This approach has been successfully tested on large bridges 

(Lynch  et al ., 2006), indicating that similar applications may be possible on 

pipelines. More details on wireless technologies are given in Chapters 1, 9, 

and 10, and in this section only the advantages and challenges related to 

pipeline monitoring are presented. 

 The great advantages of wireless technologies are their low cost, decen-

tralized in-network data collecting and processing, and large fl exibility in 

interfacing with many existing sensing solutions. In fact, many traditional 

sensors already used in pipeline health evaluation, such as acoustic emis-

sion sensors, and also strain gauges, accelerometers, etc., can be inter-

faced with wireless nodes. Thus, wireless technologies may enable a wide 

range of sensors to be massively deployed in structural health monitor-

ing of pipelines. In-network data processing allows for minimized com-

munication between the sensors and the central repository, because the 
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communication is needed only when the sensors detect defects or deg-

radation processes. This signifi cantly reduces the power consumption of 

wireless nodes and ensures that only useful data are kept in the central 

repository. 

 One important challenge of wireless technologies is power. Power is 

conventionally provided by cables, or using batteries. In the case of bur-

ied pipelines and buried wireless nodes, laying electrical power cable or 

changing batteries is particularly impractical. However, the wireless nodes 

feature low power consumption, and that is why on-site power harvesting 

solutions can be applicable. As the pipeline transports fl uids, installation 

of commercially available power harvesting turbines within the pipe can 

provide the wireless nodes with power. Other alternatives are providing 

the power from above the ground surface using wired photovoltaics, or 

by electromagnetic coupling. Another challenge is high attenuation of 

wireless signal in the ground. This limitation can be minimized by using 

appropriate radio frequencies. Ongoing research in the fi eld is intended to 

overcome challenges related to the use of wireless technologies for pipe-

lines monitoring (e.g., Kim  et al ., 2010). An example of a wireless node 

connected to sensors installed on the pipeline and embedded in soil is 

given in Fig. 14.8.       

Wireless
node

Pipeline

Burying of pipeline and
embedding of wireless node

 14.8      Example of wireless node connected to sensors installed on 

pipeline and embedding in soil.  
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  14.5.2     Distributed fi ber optic sensing technologies 

 A distributed sensor (or sensing cable) can be represented by a single cable 

that is sensitive at every point along its length. Hence, one distributed sen-

sor can replace a large number of discrete sensors. Moreover, it requires 

only a single connection to transmit the information to the reading unit, 

instead of a large number of connecting cables required in the case of wired 

discrete sensors. Finally, distributed sensors are less diffi cult and more eco-

nomical to install and operate on large structures. An illustrative compar-

ison between pipelines equipped with distributed and discrete sensors is 

shown in Fig. 14.9 (it should be noted that this schematic drawing does not 

refer to a real case  –  e.g., redundancy is not included).      

 Distributed fi ber optic technologies can be used to sense strain, tempera-

ture, and vibration (acoustic waves). There are three main principles for dis-

tributed sensing in the domain of FOS: Rayleigh scattering (e.g., Posey  et al ., 
2000), Raman scattering (e.g., Kikuchi  et al ., 1988), and Brillouin scatter-

ing (e.g., Kurashima  et al ., 1990). These technologies are presented in more 

detail in various relevant literature (see also Chapters 13 and 18), and this 

section focuses only on their application to pipelines. 

 Strain sensors can be installed directly on the pipeline (Inaudi and Glisic, 

2010), by bonding, or can be embedded in the soil. Sensors installed on the 

pipeline can be combined in so-called topologies (Glisic and Inaudi, 2007), 

which besides the strain level profi le along the pipeline, also provide infor-

mation on general deformation of the pipeline, such as bending and axial 

deformation (e.g., using ‘parallel topology’ i.e., topology consisting of three 

Distributed sensors (sensing cables), single
enchained line sensitive at each point on cables

Pipeline

Several kilometers

Discrete
point or long-gage

Sensors,

Single connecting
cable, simple
connection

Reading
unit

Reading
unit

Up to few km

Complex connection

Large number of
connecting cables

 14.9      Distributed vs discrete monitoring, schematic comparison (does 

not refer to real case, Glisic and Yao, 2012.  
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or more parallel sensors, as shown in Fig. 14.9). The sensors embedded in 

the soil cannot provide information on spatial deformation or damage to 

the pipe, but they can detect and localize the movements in the soil that can 

potentially imperil the pipe, and point to endangered locations. Although 

this approach is not direct, it can be very effi cient if proven to be reliable, 

since the embedding in the soil is signifi cantly simpler and faster than bond-

ing sensors onto the pipeline (Glisic and Yao, 2012). Strain and deforma-

tion sensing are largely based on stimulated Brillouin scattering effect, as 

it allows ten-kilometric lengths to be monitored with a single reading unit. 

Examples of distributed strain sensors installed on concrete pipeline and in 

the soil are given in Fig. 14.10. A steel pipeline equipped with distributed 

sensors is shown in Fig.  14.11 (the position of sensors on the pipeline is as 

shown in Fig. 14.9, only parts of installed ‘top’ and side sensors are visible 

in Fig. 14.11).      

 Sensing the temperature profi le along the pipeline can also provide leak-

age detection capability since pipeline damage is often correlated with leak-

age that can be indirectly detected as a change of thermal parameters in the 

surrounding soil (Inaudi  et al ., 2007; Nikles  et al ., 2004). Gas leaking from 

a pipeline generates a cold-spot due to gas pressure relaxation and related 

gas cooling. Hot liquid leaking from pipelines generates a hot-spot at the 

location of the leak, because the fl owing fl uid generally has a higher tem-

perature than the surrounding soil. Finally, if the temperature of the liquid 

and soil are equal, then a sensing cable can be provided with an additional 

electrical cable that can heat the entire sensor profi le along the pipeline 

length. Leakage can be detected as an anomaly in heating/cooling of the 

Distributed strain
sensors glued to
concrete pipline

Distributed strain
sensors embeded

in soil next to
pipline

 14.10      Various types of distributed strain sensors glued to concrete 

pipeline and embedded in soil (Glisic and Yao, 2012).  
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cable at the location of the leak. Cold and hot spots can be identifi ed using 

temperature sensors based on Raman or Brillouin scattering. An example 

of a pipeline equipped with a leakage detection distributed sensor is given 

in Fig. 14.11.      

 Raman scattering systems have the advantage that they are cheaper 

than Brillouin scattering systems and are not cross-sensitive to strain. The 

advantage of Brillouin scattering systems is that they can cover an order of 

magnitude longer length of pipeline (hundred-kilometric); however, a chal-

lenge is to guarantee the strain-free state of the optical fi bers over such long 

lengths. 

 Acoustic waves in an optical fi ber can be captured and located by analyz-

ing back scattered light. That is why the scattering-based technologies have 

the potential to be used for acoustic emission sensing and enable detection 

of third-party interference and leakage. The advantage is that the same sen-

sors used for strain and temperature monitoring can be used for acoustic 

emission monitoring. For acoustic emission monitoring, it is only necessary 

to exchange the reading unit. 

 The greatest advantage of distributed fi ber optic sensors is that they are 

continuous, and consequently all cross-sections of the pipeline are effec-

tively instrumented (see Fig. 14.9). This is very important, taking into consid-

eration the particularly long lengths of pipelines and the uncertainty of the 

location in which damage can occur. The main challenge for distributed fi ber 

optic sensors is their packaging, which should not generate important losses, 

and yet it should guarantee safe and durable installation along long lengths 

of pipeline. Examples of pioneering applications are given in Figs 14.1 and 

14.11, and more details about these applications can be found in literature 

Distributed temperature sensor
placed in the trench

Distributed temperature
sensor below pipeline

 14.11      Distributed temperature sensor for leakage monitoring placed 

below the pipeline. ( Source : Adapted from (Nikles  et al ., 2004), courtesy 

of Omnisens.)  
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(Glisic and Inaudi, 2007; Nikles  et al ., 2004). The monitoring results from 

these two projects are given in Figs 14.12 and 14.13 respectively. Figure 14.12 

shows strain distribution along the pipeline from Fig. 14.1, due to burying 

(Glisic and Inaudi, 2007). The position of the sensors on the pipeline is as 
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shown in Fig. 14.9. Figure 14.13 shows on-site leakage detection on pipeline 

from Fig. 14.11 (Nikles  et al ., 2004).            

  14.5.3     Large area electronics (LAE) 

 Today’s sensing technology gives pipeline managers access to sparsely 

spaced sensors. Unfortunately, sparsely spaced sensors do not allow for the 

reliable early detection of anomalies such as strain concentrations, cracks, 

localized corrosion, etc. at locations even modestly distant from the sensors. 

This form of indirect damage detection often requires complex algorithms 

whose accuracy is challenged by the structural behavior of the pipeline, 

as also by noise sources from the environment, such as variable loading, 

temperature, etc. Distributed fi ber optic sensors, presented in the previous 

section, can overcome some of the reliability issues as they have excellent 

spatial resolution and allow each section of the pipeline to be monitored. 

Thus, they provide for a means of performing one-dimensional (1D) mon-

itoring. However, defects within the cross-section but far from the sensor 

will be diffi cult to detect at an early stage. A technology that enables two-

dimensional (2D) monitoring promises to completely overcome the reliabil-

ity issues related to damage detection. 

 LAE is an emerging technology that allows a broad range of electronic 

devices to be integrated on low-cost plastic sheets (Arias  et al ., 2010; Someya 

 et al ., 2008), see Fig. 14.14.      

 Through the use of micro-fabrication techniques, thin-fi lm transducers 

(including pressure sensors, temperature sensors, particle sensors, etc.) 

have been demonstrated (Someya  et al ., 2004; Graz  et al ., 2009), and these 

may be formed into dense arrays spanning relatively large areas (i.e., tens 

of square meters). This in itself has important implications for structural 

 14.14      Examples of large area electronics. ( Source : Courtesy of Prof. 

Sigurd Wagner, Princeton University, Princeton, NJ, USA) and large 

area electronics pressure sensor array, adapted from (Someya  et al ., 

2004), courtesy of Prof. Takao Someya, University of Tokyo, Japan.)  



Sensing solutions for monitoring pipeline systems   449

health monitoring. For instance, thin-fi lm resistive strain gauges on poly-

imide are commercially available, and they are presently one of the most 

widespread modalities for monitoring civil structures. Such devices are 

compatible with the substrates and processing used for LAE, and thus 

thousands of strain gauges can be fabricated onto a single sheet that is 

both low in cost and highly conformal (Glisic and Verma, 2011). Hence, 

multi-functional sensing sheets for monitoring strain, temperature, cor-

rosion, pressure, etc. can be created by proper integration techniques. 

Another important benefi t of LAE is that it enables the integration of 

functional thin-fi lm transistors (TFT). This means that basic circuit func-

tionality is available to facilitate readout from the large number of sensor 

channels present on a LAE sheet. 

 The concept of wireless sensor networks is extremely valuable for 

large-scale monitoring, since it allows monitoring and interrogation over 

distributed point sensors. Wireless sensor nodes combine sensing, pro-

cessing, communication, and possibly energy harvesting functionality 

into a miniature form factor (Chen  et al ., 2010), that can be embedded 

in LAE (Glisic and Verma, 2011). This permits the possibility of a large 

number of nodes for high-spatial-resolution sensing and large coverage 

area. Recent efforts have focused on minimizing the power consumption 

of wireless devices so that they are compatible with self-powered opera-

tion (through energy harvesting) and physical miniaturization to mitigate 

the obtrusiveness of the nodes. For instance, piezoelectric and thermo-

electric harvesters have been demonstrated along with thin-fi lm batter-

ies and energy-storage super capacitors. Thus, LAE makes self-powered 

operation possible. 

 The image to the right in Fig. 14.14 shows an example of an LAE pressure 

sensing sheet (Someya  et al ., 2004) that illustrates several important char-

acteristics: (1) a large number of sensors can be integrated with high den-

sity; (2) various parameters can be monitored with the same sensing sheet, 

such as strain, temperature, pressure, corrosion etc.; (3) the cost per sensor 

can be very low, thanks to inexpensive substrates and fabrication methods 

(Arias  et al ., 2010); (4) reading, data analysis, and wireless data transmis-

sion devices can be embedded in the sheet, thus distributing the computing 

over the pipeline; and (5) energy harvesting and storage devices can also be 

embedded in the sensing sheet. Finally, due to their low thickness and fl ex-

ibility, the LAE sensors are non-intrusive and, depending on their purpose, 

they can be installed on the interior or exterior surface of the pipeline, or 

both. The main challenges of LAE sensors are power supply and their dura-

ble installation at characteristic locations along the pipelines. 

 A summary of current and emerging sensing solutions presented in this 

chapter is given in Table 14.4.        



 Table 14.4     Summary of current and emerging sensing solutions 

 Sensing technique  Measured parameters  Continuity of 

monitoring 

 Advantages  Disadvantages 

 In-line fl ow metering (for steel 

pipelines) a  

 Leak detection  Continuous  Simple use  Post-event detection 

 Inaccurate leak localization 

 In-line pressure metering (for 

steel pipelines) a  

 Leak detection  Continuous  Simple use  Post-event detection 

 Inaccurate leak localization 

 Acoustic emission (for 

steel pipelines and PCCP 

pipelines) a  

 Leak detection 

 Strands breakage in 

PCCP 

 Continuous  Simple use  Large amount of sensors 

needed to cover entire 

pipeline 

 Post-event detection for steel 

pipeline 

 Magnetic fl ux leakage – 

MFL (on a ‘pig’, for steel 

pipelines) a  

 Defects in wall, cracks, 

pits, dents, etc. 

 Periodic  Accurate 

assessment 

of pipeline 

condition 

 Only periodic inspections are 

possible 

 Remote fi eld eddy current – 

RFEC (on a ‘pig’, for steel 

pipelines) a  

 Defects in wall, cracks, 

pits, dents, etc. 

 Periodic  Internal and 

external defects 

 Only periodic inspections are 

possible 

 Ultrasonic transducers (on a 

‘pig’, for steel pipelines) a  

 Thickness of pipe wall 

 Defects in wall, 

cracks, pits, dents, 

ovalization, etc. 

 Periodic  Accurate 

assessment 

of pipeline 

condition 

 Only periodic inspections are 

possible 

 Gauging tools with camera 

(on a ‘pig’, for steel 

pipelines) a  

 Internal geometry of the 

pipeline 

 Defects in wall, 

cracks, pits, dents, 

ovalization, etc. 

 Periodic  Accurate 

assessment 

of pipeline 

condition 

 Cameras require stopping of 

transmission in oil pipelines 

 Only periodic inspections are 

possible 

 Acoustic and ultrasonic 

transducers (on a wall, for 

steel pipelines) a  

 Leakage  Continuous  Accurate detection 

and localization 

 Large number of sensors 

 Important cabling needed 



 Closed-circuit television – 

CCTV (at manhole, for 

concrete pipelines) a  

 Internal state of pipeline  Continuous  Accurate 

assessment 

 Limited area of observation 

 Small damage not visible 

 Closed-circuit television – 

CCTV (on a robot, for 

concrete pipelines) a  

 Internal state of pipeline  Periodic  Accurate 

assessment 

 Used only if not more than 

25–30% of pipeline is fi lled 

 Obstacle in pipeline can stop 

the robot 

 Small damage not visible 

 Sewer scanner and 

evaluation technology – 

SSET (for concrete 

pipelines) a  

 Internal state of pipeline  Periodic  Improved reliability 

of damage 

detection 

 3D imaging 

 Used only if not more than 

25–30% of pipeline is fi lled 

 Obstacle in pipeline can stop 

the robot 

 Focused electrode leak 

location – FELL (for 

concrete pipelines) a  

 Leakage 

 Infi ltration 

 Periodic  Accurate detection, 

localization and 

quantifi cation 

 Post-event detection 

 Obstacle in pipeline can stop 

the robot 

 Applicable only during the dry 

weather 

 Ground penetrating 

radar – GPR (for concrete 

pipelines) a  

 Bedding of pipeline, 

detection of scour, 

rocks, voids etc. 

 Periodic  Assessment of 

bedding and 

evaluation of 

associated 

hazards 

 Performance depends on soil 

properties 

 Labor intensive 

 Infrared thermography 

system – ITS (for steel and 

concrete pipelines) a  

 Leakage  Periodic  Accurate 

localization 

 Complex data analysis 

 REFC/Transforming coupling 

(for CPP pipelines) a  

 Detection, localization 

and quantifi cation of 

broken prestressing 

strands 

 Periodic  Senses beyond 

inner surface 

 Manned, non-automatic 

operation 

(Continued)



 Wireless technologies 

(for steel and concrete 

structures) b  

 Means of reading 

sensors, computation, 

and communication 

 Continuous  Greatly improved 

coverage of 

monitoring, data 

analysis and data 

management 

 Power requirement 

 Distributed fi ber optic 

sensors (for steel and 

concrete structures) b  

 Strain, temperature, 

deformation, cracks, 

leakage 

 Continuous  High accuracy in 

measurements, 

damage 

detection and 

localization 

 High spatial 

coverage 

 Installation is labor intensive 

 LAE (for steel and concrete 

structures) b  

 Multi-parameter 

monitoring, strain, 

deformation, pressure, 

temperature, corrosion 

etc. 

 Continuous  Large area coverage 

 Advantages 

of wireless 

technologies 

 Power requirement 

 Installation is labor intensive 

     a Current technologies.  

   b Emerging technologies.    

Sensing technique Measured parameters Continuity of 

monitoring

Advantages Disadvantages

Table 14.4 Continued
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  14.6     Future trends 

 Pipelines require reliable yet affordable sensing solutions, but their large 

size is a major challenge for both sensor installation and data management. 

Emerging sensing solutions presented in the previous sections are an ade-

quate response to these challenges; however, the implementation of these 

technologies is challenging as well. Thus, novel solutions based on innovative 

or engineered materials could provide complementary solutions. Besides 

LAE sensing solutions, sensing skins based on carbon nanotubes are being 

developed (Loh  et al ., 2009) for 2D strain fi eld monitoring. Sensing skins 

are read using electrical impedance tomographical conductivity mapping 

techniques, and provide a 2D mapping of damage (Loh  et al ., 2009). Besides 

strain fi eld assessment, sensing skins can be made multi-functional and 

detect other defects such as corrosion (Loh  et al ., 2007), and interfaced using 

wireless nodes (Pyo  et al ., 2011). Another promising approach is the use of 

multi-functional materials with self-sensing properties of materials. Recent 

discoveries indicate that the electrical properties of cementitious materials 

can be used to detect and locate defects such as crack (Chung, 2003; Lynch 

and Hou, 2005). Successful developments and large-scale implementation 

could practically transform an entire pipeline into a sensor. 

 For existing pipelines located in diffi cult-to-reach locations or buried 

below the surface, the installation of sensors is challenging and remote sens-

ing technologies is needed for nondestructive evaluation (NDE) of pipeline 

conditions. The implementation of aerial and satellite-based instrumenta-

tion such as the global positioning system (GPS) and satellite-based high 

resolution systems, as well as light detection and ranging (LIDAR), and 

to certain extent infrared tomography (e.g., Reed  et al ., 2004), can address 

these challenges. 

 For rehabilitation purposes,  in situ  pipe lining technologies have been 

developed over the last few decades (e.g., AWWA, 2001; Kramer  et al ., 
1992). Their aim is to increase the service life of existing pipelines by remote 

insertion of polymeric linings using inexpensive trenchless construction 

procedures (e.g., Kramer  et al ., 1992; Davis  et al ., 2007). Rehabilitation 

using  in situ  pipe lining technologies opens new doors for the application 

of monitoring systems, as the sensors could be embedded between the lin-

ing and the inner wall of the pipeline during the installation of the lining or 

even integrated in the lining. The benefi ts are multiple: (i) the monitoring 

system can help assess the performance of rehabilitated pipelines under 

hazardous event (e.g., earthquake, etc.) (ii) it will provide reliable real-time 

information about the pipeline structural health condition after a hazard-

ous event; and (iii) it will detect and localize degradation or defects that 

may occur after the rehabilitation, pointing to weak areas that need addi-

tional attention. 
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 Rapid developments in the fi elds of telecommunications, informatics 

technologies, and computer sciences over the last quarter of the twentieth 

century have led to the development and implementation of various super-

visory control and data acquisition (SCADA) systems for continuous opera-

tional monitoring of pipelines (e.g., NTSB, 2011; Reed  et al ., 2004). However, 

SCADA mainly encompasses the operation of pipeline processes (fl ow, 

pressure, etc.) and, although it can be used to detect some types of damage 

(e.g., leakage from the fl ow rate) it is not widely used for structural health 

monitoring. This, however, indicates one of the future trends – integration 

of structural health monitoring in existing SCADA systems. Integration can 

further be leveraged by including geographical information system (GIS) to 

create a comprehensive system for data visualization, analysis, and damage 

detection (Reed  et al ., 2004). Finally, decision-making tools fed by the data 

from the monitoring system could be developed and integrated as well. An 

example of a control panel in a SCADA center is given in Fig. 14.15.      

 To conclude, future trends in sensing solutions for pipeline systems include 

the development of new sensing technologies, implementation of remote 

monitoring solutions, leverage of repair and rehabilitation methods to imple-

ment monitoring systems, integration of traditional and emerging technol-

ogies with existing operational monitoring systems, and development of 

 14.15      Examples of a control panel in a SCADA center (NTSB, 2011). 

( Source : Courtesy of  The National  Transportation Safety Board.)  
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decision-making tools. Progress in these areas has the potential to transform 

the way pipeline health is assessed: implementation of continuous on-line 

monitoring promises to signifi cantly improve safety and optimize mainte-

nance, and also to signifi cantly reduce the volume of periodical inspections 

and decrease associated costs.  

  14.7     Sources of further information and advice 

 More information concerning oil and gas pipelines can be found in John 

L. Kennedy’s classic  Oil and Gas Pipeline Fundamentals , published by 

PennWell Publishing Company, Tulsa, Oklahoma, p. 366 (1993). This book 

gives an excellent introduction to pipeline manufacturing, design, machin-

ery, construction practices, operation, control, inspection, and regulations. 

Although the part on inspection is slightly outdated, it presents the main 

issues found in practice and gives a brief overview of traditional techniques. 

The book is focused on steel pipelines, as these are mainly used in the oil 

and gas industry. 

 The book by Mohammad Najafi   Trenchless Technology: Pipeline and 
Utility Design, Construction, and Renewal , McGraw-Hill, New York City, p. 

489, (2004) gives more information on concrete pipelines, although it also 

treats metallic pipelines. It is mostly oriented toward water supply pipelines 

and sewers, and includes trenchless installation of the pipelines; thus it is 

a very good complement to Kennedy’s book. It presents and explains the 

causes of pipeline deterioration and the most important traditional inspec-

tion techniques. 

 An overview of monitoring solutions for pipeline systems is given in 

 Techniques for monitoring structural behaviour of pipeline systems  by 

Christopher Reed, Alastair J. Robinson, and David Smart, sponsored and 

published by AWWA Research Foundation and American Water Works 

Association, Denver CO, p. 247 (2004). Besides monitoring techniques, the 

publication presents surveying techniques and remote monitoring tools 

such as GPS, satellite-based high resolution systems, LIDAR, and infrared 

tomography. Integration of monitoring technologies and decision support 

methodologies is also presented. 

 More information about emerging technologies can be found in papers 

published in specialized journals and conferences. A non-exhaustive 

list includes  Structural Health Monitoring ,  Journal of Civil Structural 
Health Monitoring ,  Smart Materials and Structures ,  Structural Control 
and Health Monitoring , and  Measurement Science and Technology ; rec-

ommended conferences are International Workshop of Structural Health 

Monitoring (IWSHM), International Conference on Structural Health 

Monitoring of Intelligent Infrastructure, and SPIE Smart Structure/

NDE. These journals and conferences deal mainly with emerging sensing 
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technologies and their application to various fi elds of engineering. Topics 

more specifi c to pipelines can be found in other journals (e.g.  Journal 
of Pressure Vessel Technology ), and proceedings of various conferences 

on pipelines (e.g. Rio Pipeline Conference and Exposition, International 

Pipeline Conference (IPC), Pipeline Technology Conference (PTC), 

ASCE Pipeline Conference, etc.). 

 Important information regarding pipelines is found in the websites of 

numerous organizations and agencies, some of which are listed below:

   API: American Petroleum Institute, http://www.api.org     

   ASCE: American Society of Civil Engineers, http://www.asce.org     

   ASTM: American Society of Testing Materials, http://www.astm.com     

   AWWA: American Water Works Association, http://www.awwa.org     

   DOE: US Department of Energy, http://energy.gov     

   EPA: Environmental Protection Agency, http://www.epa.gov     

   EPRG: European Pipeline Research Group, http://www.eprg.net     

   ISHMII: International Society for Structural Health Monitoring of 

Intelligent Infrastructure, www.ishmii.org     

   PHMSA: U.S. Department of Transportation Pipeline and Hazardous 

Materials Safety Administration, http://www.phmsa.dot.gov/     

   PIPE: Professional Institute of Pipeline Engineers, http://www.pipeinst.

org     

   PRC: Pipeline Research Council, http://www.prci.com     
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  Abstract : The United States faces a monumental infrastructure 
management problem in the scheduling and implementation of 
maintenance and repair operations, and in the prioritization of 
expenditures within budgetary constraints. The effi cient and effective 
performance of these operations is crucial to ensuring roadway safety, 
preventing catastrophic failures and promoting economic growth. Several 
viable inspection techniques are discussed focusing on current methods 
as well as futuristic sensing methods that will speed up the assessment 
process without closing traffi c, and are likely tools for network-wide 
roadway monitoring systems. Economic benefi ts cannot be realized until 
an accurate and timely updated monitoring and assessment system and 
network is achieved. 

  Key words : roadway inspection, bridge deck inspection, asset management, 
nondestructive evaluation (NDE) and testing, sensor technology. 

    15.1     Introduction 

 Civil infrastructure construction and maintenance represent a large societal 

investment. Despite being the lifeline of commerce, civil infrastructure is 

just at the beginning of benefi ting from the latest advances in sensor tech-

nologies. According to the latest ASCE report card (ASCE, 2013) the US 

infrastructure scores only a D+, and it is estimated that a $3.6 trillion invest-

ment is needed by 2020. 

 There are 4 million miles of roads in the United States (FHWA, 2008) 

requiring a broad range of maintenance activities. The ASCE report card 

(ASCE, 2013) gives roads only a grade of D, commenting that ‘Forty-two 

percent of America’s major urban highways remain congested, and costing 

the economy an estimated $101 billion in wasted time and fuel annually. 

While the conditions have improved in the near term, and Federal, state, 

and local capital investments increased to $91 billion annually, that level of 

investment is insuffi cient and is still projected to result in a decline in con-

ditions and performance in the long term. Currently, the Federal Highway 
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Administration (EHWA) estimates that $170 billion in capital investment 

would be needed on an annual basis to signifi cantly improve conditions and 

performance.’ 

 The nation faces a monumental problem of infrastructure management 

in scheduling and implementing maintenance and repair operations, and 

in prioritizing expenditures within budgetary constraints. The effi cient and 

effective performance of these operations is crucial to ensuring roadway 

safety, preventing catastrophic failures, and promoting economic growth. 

Roadway work zones used for assessment and repair are a major source of 

traffi c congestion, which results in lost productivity and wasted fuel. It is a 

critical need to make the right roadway repairs in the right place and at the 

right time. 

 Current inspection strategies characterizing roadway conditions are not 

well suited to fulfi ll this need, because they typically only inspect small local-

ized areas, only periodically (order of years if at all), and mainly through 

visual inspection. Therefore, there is a critical need for technology that can 

cost-effectively monitor the condition of a network-wide road system and 

provide accurate, up-to-date information for maintenance activity prioriti-

zation. A framework to shift from periodical localized inspections to contin-

uous network-wide health monitoring is required and is evolving. 

  15.1.1     Roadway and bridge deck defects 

 Roadway deterioration frequently takes place below the surface and cannot 

be evaluated by visual means (Fig. 15.1).      

Pavement
Tra

ck
ing

Sealing layer

Bridge deck

Cracks Potholes Cracks

Rebars

Corrosion and
delamination

Corrosion and
delamination

Debonding

 15.1      Some common defects and deteriorations found in concrete 

bridge decks with asphalt pavement overlay.  
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 Common types of roadway damage are transverse cracks, longitudi-

nal cracks, tracking, corrugation, potholes, delamination, and seepage. 

Transverse cracks occur more often than longitudinal cracks and can start 

with a fi ne crack of less than 0.5 mm in width and of less than 2 cm in depth. 

Such cracks are hardly visible when it is sunny, but are visible after rain 

due to vaporization of the surface water that leaves water in the cracks. 

Small cracks need to be treated to prevent them from developing into larger 

cracks. Large cracks often have widths of more than 1 mm, depths of 5 cm, 

and run for meters in length. If large cracks are not sealed, delamination and 

scaling will follow. If the adhesion between pavement and concrete deck 

decreases, the overlay may debond from the deck’s top surface. The loss of 

adhesion may be caused by seepage from cracks or potholes. Local debond-

ing may span only several square centimeters, and can be diffi cult to detect 

because the pavement surface remains intact. Large area delaminations 

may develop into large cracks at the pavement surface and eventually cause 

large potholes and loss of pavement. Cracks and potholes are often accom-

panied by seepage. Water enters into the overlay through cracks. The adhe-

sion between asphalt and concrete deck is extremely vulnerable to water 

penetration. Water within cracks of a pavement will stay and seep. This is 

most harmful to asphalt pavement. 

 The three most common mechanisms that can result in deterioration of 

concrete and bridge deck include freeze – thaw action, alkali silica reaction, 

and corrosion of the reinforcing steel. Freeze – thaw action forces frequent 

expansion and contraction of the bridge deck, resulting in extensive crack-

ing. Alkali silica reaction is a chemical reaction that occurs between the 

cement and aggregates, inducing a buildup of pressure in the aggregates. 

This also results in cracking. Corrosion of the reinforcing steel, the most 

common mechanism for deterioration, occurs in reinforced concrete bridge 

decks that are exposed to deicing salts during the winter months. The con-

sequence of corrosion is a decrease in the cross-sectional area of the rein-

forcing steel along with the buildup of rust, also known as hydrated ferric 

oxide. Rust takes four to fi ve times more volume than the original products 

of the reinforcing steel. The results are a buildup of internal stresses, crack-

ing, delaminations, and eventual spalling of the concrete. As a result of cor-

rosion, a bridge deck can be replaced at least once, and rehabilitated many 

times throughout its life cycle. The key to ensuring proper repair or replace-

ment is inspection. 

 The objective of this chapter is to review several viable techniques to 

assess and determine the condition of roadway, including highway pavement 

and bridge deck, for an early repair. Road defects and distresses both on the 

surface and under the surface detected by various methods will be reviewed 

and discussed. Several commercial products and procedures will be listed 

and discussed wherever possible. The adaptation of a technique lies in its 
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accuracy, ease of use, and cost effectiveness. Certainly, a favorable choice is 

a nondestructive testing technique deployed without stopping traffi c.  

  15.1.2      Pothole and other highway pavement distress 
problems 

 Potholes and other localized roadway distresses plague urban infrastructures. 

Pothole patching as shown Fig. 15.2 is the most common and cost-effective 

method of treatment, but varies widely in its effectiveness. The quality of the 

treatment is compromised by the need for quick and immediate repair, and 

the inability to achieve adequate compaction due to low quality materials 

and small patch areas. This leads to rapid deterioration of repairs, ultimately 

resulting in wasted time and money.      

 One way to improve the life of roadways and repair methods is through 

the detection of potholes or localized distresses in the stages of early forma-

tion. Ideally, this would be achieved through feedback on the condition of 

an agency’s highway pavements using maintenance vehicles equipped with 

detection devices, rather than relying on user feedback. Early monitoring 

and detection of both surface and subsurface distresses of highway pave-

ment could be used to identify potholes and localized distresses in the early 

stages of formation.  

  15.1.3     ASTM pavement condition assessment 

 The original AASHO Road Test (National Research Council (U.S.), and 

American Association of State Highway Offi cials, 1961) is one of the most 

comprehensive full-scale accelerated pavement tests conducted in the 

United States. It was used to come up with empirical equations explaining 

the physical reasons behind the deterioration of roads. As part of this test the 

 15.2      Pothole distress problem illustrated. (a) Repeated refi ll of 

potholes, and (b) the sinking of a repaired pothole.  
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Pavement Serviceability Index (PSI) has been developed. They calculated 

visible distresses on-road, such as cracking, patching, slope variance, and rut 

depth. Profi lometer data are obtained to calculate the surface roughness 

and compared these values to ratings given by experts on a scale of 5 as an 

assessment of roads (Jain  et al.,  1971).  

    PSI SV RD C PtRD t tPP( ) RD +( )5 1 9 1( 1 375 12 0 5
l g .SVtVV( )(        [15.1]   

 where:  PSI  – serviceability in terms of the present serviceability index,  SV   t   – 

slope variance at time  T ,  C   t   – crack length in feet per 1000 ft 2 ,  P   t   – patching 

in ft 2  per 1000 ft 2 ,  RD   t   – average rut depth in inches 

 While some disadvantages have been observed with the model, it still 

remains reliable for assessing pavement condition using actual distresses 

involved (Pedersen, 2007). 

 In the late 1970s an alternative approach, named  Paver , was introduced 

(Shahin and Kohn, 1981). Later this was introduced as ASTM Standard D 

6433 (ASTM, 2011).This standard suggests a pavement condition index 

(PCI) for assessing pavement. The standard says that this practice covers 

the determination of roads’ and parking lots’ pavement condition through 

visual surveys using the PCI method of quantifying the pavement condition. 

Our discussion here is focused on roadway pavement. 

 Before conducting a visual survey, the pavements are divided into pave-

ment branches, which are further divided into pavement sections. While 

conducting a survey only certain parts of a given section are surveyed. They 

are called pavement sample units. In general, the area of a pavement sample 

unit is 2500 ft 2 . The ASTM Standard D6433 recommends that an average of 

33%–50% of a pavement section be assessed. 

 This ASTM standard has identifi ed a total of 19 different types of dis-

tresses available at any given instant on a pavement. Each of these dis-

tresses is further sectioned based on distress density and severity, and a 

deduct value is calculated from the charts provided in the ASTM stan-

dard. For example, in Fig. 15.3 different curves are shown, one for each 

severity level of low, medium, and high. Based on the distress density on 

a particular sample unit, a deduct value is calculated for all the distress of 

the whole section. Once all the deduct values for all distresses are calcu-

lated, the ASTM standard outlines an algorithm for the PCI calculation 

(Shahin, 1994).      

 The PCI cannot measure structural distresses, nor does it provide direct 

measurement of skid resistance or roughness. It can be used only to deter-

mine the maintenance and repair needs and their priorities. It provides a 

feedback on pavement performance for validation or improvement of cur-

rent pavement design and maintenance procedures (ASTM D5340, 2012). 
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 MicroPaver (2007) is a software that can input the PCI survey results and per-

form pavement condition calculations. In addition, it is equipped with a pave-

ment management system, i.e., modules for pavement deterioration  modeling, 

and cost-effective and budgetary pavement management decisions. 

 The ASTM standard lays out the right approach for assessing the pave-

ment conditions, but it has multiple human interferences where the user 

judgement is given more value than strong physics-based logic. 

 The fi rst opportunity for human interference is at the very beginning of 

the PCI process, when the decisions have to be made as to which sample 

units to select for representing a whole pavement section. Having realized 

that it would be a cumbersome, expensive, and monumental task to collect 

data manually for all complete sections, the ASTM standard suggests collect-

ing only 33%–50% of it. This leaves a very high probability that the sampled 

data not refl ect the exact condition of the whole pavement section. The sec-

ond opportunity for interference is in the subjective assessment of the dis-

tress severity and density estimations. Any wrong input from the user could 

lead to erroneous results from survey. Finally, the third and most important 

part is the calculation of the PCI, and for that we use established deduct val-

ues. The deduct curves given in the ASTM standard have been established 

with expert advice but not based on any strong physics fundamentals. 

 When the PCI was adopted in ASTM Standard 6433, there was no concept 

of any automated inspection surveys, and image sensing and non-contact 

sensing devices were not so advanced (Ponniah  et al.,  2001).Until recently, 

most automated surveys were only capable of taking high quality images 

of the pavement, and still relied on humans to assess the condition of pave-

ment from the pictures interactively. Some companies offer the capability 
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 15.3      ASTM Standard 6433 curve for deduct values of longitudinal/

transverse cracks (H – high, M – medium, L – low) (ASTM D6433-11, 2011).  
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of automatically identifying all the cracks, patch, and rutting to derive PCI 

values. Limitations of the PCI method are that it is time consuming, inter-

rupts traffi c, poses safety risks for the inspectors, requires trained experts, 

the results are low resolution (i.e. only a single PCI value per street from 

intersection to intersection), and the subsurface pavement conditions are 

not considered at all. 

 Some measurement systems are trying to be physical-based and measure 

acoustic or electromagnetic properties to derive the layers of subsurface pro-

fi les (Lu  et al.,  2013; Daniels, 2004). The macrotexture depth (MTD) (Section 

15.2.3) and the International Roughness Index (IRI)(2.4) are frequently used 

to assess the roughness of the surface and comfort at a driving speed.   

  15.2     Nondestructive evaluation (NDE) techniques for 
highway pavement assessment 

 With the advent of technology, the pavement management system has seen 

a shift from the manual data collection method and analysis to semi-auto-

mated data collection and analysis. Several states, and especially agencies, 

began to adopt the automation of data collection and analysis. It was widely 

believed that a manual method involved a lot of subjectivity (Smith  et al.,  
1998). Though automated technology was more costly, it was accepted, as 

the data collection process could be done without affecting traffi c too much. 

The main technology used for automated data collection is optical cameras 

mounted on the back and the sides of a van, which will take images contin-

uously and save those images so that they can be analyzed separately back 

at the offi ce (Dondi  et al.,  2011). There have been attempts to calculate the 

distresses automatically from the data, but there are many obstacles, such as 

shadow, sunlight, clarity, etc. of the images (Smith  et al.,  1998). Considering 

the wide use of automated data collection, the ASTM standard had updated 

ASTM D 6433 (ASTM, 2011a) ‘Standard Practice for Roads and Parking 

Lots PCI Surveys’ (Shahin  et al.,  2003). To this date most agencies use the 

automated data collection involving optical cameras for collecting digital 

images of a street. Once data are collected, the various distresses are mostly 

manually evaluated, and after this the agencies use MicroPaver, and other 

software such as Street Saver (Smith  et al.,  2007) or CarteGraph (www.

cartegraph.com), for calculating the PCI and further required pavement 

analysis. 

  15.2.1     Falling weight defl ectometer (FWD) 

 An FWD is used as a testing device for measuring the physical proper-

ties of pavement. This is a nondestructive and non-intrusive process, and 
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is generally preferred over other destructive testing, because tests are not 

only faster but also do not entail removal of pavement material (Belt  et al.,  
2006). The relevant ASTM standard (ASTM D4694, 2006b) states that the 

vehicle should be brought to a stop with the loading plate positioned over 

the desired test location. The FWD process applies dynamic loads to a pave-

ment surface, simulating the magnitude and duration of a single heavy mov-

ing wheel load. The peak defl ections at each measured location are recorded 

in micrometers, as shown in Fig. 15.4.      

 The process measures the vertical defl ection response of the surface to an 

impulse load applied to the pavement surface (ASTM D4694, 2006b). The 

main components of an FWD system are a force-generating device, a guide 

system, a loading plate, a defl ection sensor, a load cell, and a data processing 

and storage system (ASTM D4694, 2006b). Major factors affecting pave-

ment defl ection when using the FWD technology are the pavement layer 

thickness, layer material types, material quality, subgrade support, environ-

mental factors, pavement discontinuities, and variability within the pave-

ment structure. It is important to regularly maintain and service FWDs. This 

will improve equipment performance, longevity, and the quality of acquired 

data (Belt  et al.,  2006). 

 First introduced in Europe, FWD has been in use in the United States 

since the 1980s. The device is used to measure surface defl ection by apply-

ing an impulsive force to the pavement surface. As Fig. 15.5 presents, the 

FWD includes four main systems: (1). an impulsive-force generator that 

enables application of variable weights to the pavement; (2) a loading plate 

to spread the impulsive force uniformly through the tested layer surface; (3) 

sensors for defl ection basin determination; and (4) a data acquisition and 

processing system (Elseifi   et al.,  2012).      

 The FWD was once used to simulate the different wheel loading effects 

on the pavement, so the impact force was designed over a range using cor-

responding drop heights (Fig. 15.5a). The diameter of the circular loading 

plate is set at 0.3 m for commercial products (Elseifi   et al.,  2012). After 

loading, the defl ected surface basin would be measured by transducers. The 

transducers used in FWDs usually include geophones and seismometers for 

Applied load

Deflection basinDeflection measured
by geophones

Pavement surface

 15.4      Schematic of FWD load and defl ection measurement. ( Source : 

Texas Department of Transportation FWD Technical Advisory.)  
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different applications. For pavements with thin asphalt layers, the defl ection 

sensors have to be located closer to the load center than in the case of a 

thicker asphalt pavement (Gurp, 2005). 

 Based on the FWD principles, a highly mobile modifi cation was proposed 

in the late 1990s, the rolling wheel defl ectometer (RWD). The objective of 

the RWD is to implement the FWD road test at normal highway speed with-

out traffi c interruption. The latest version of the RWD was introduced in 

2003, and is shown in Fig. 15.6a (Elseifi   et al.,  2012). It consists of a 16.2 m 

long semitrailer applying a standard 80 kN load on the pavement structure 

over the rear single axle by means of a regular dual-tire assembly. The RWD 

measures wheel defl ections at the pavement surface by means of the spa-

tially coincident method, which compares the profi les of the surface in the 

undefl ected and defl ected states. As the RWD travels on top of the pave-

ment, triangulation lasers mounted on a 7.7 m aluminum beam and placed 

at 2.6-m intervals are used to measure surface defl ections. The system has a 

100 mm measurement defl ection range and has an accuracy of ±0:0254 mm. 

A spatially coincident method is used to collect the defl ected and unde-

fl ected states in running mode, as shown in Fig. 15.6b.      

 Also, a comparison between FWD and RWD has been summarized by 

Elseifi   et al.  (2012). During RWD testing, laser defl ection readings are mea-

sured at 15 mm intervals. Irrelevant data, such as measurements collected 

on top of a bridge, sharp horizontal and vertical curves, and at traffi c signals, 

were removed. Erroneous data may also be obtained if the pavement sur-

face is wet, or in areas with severe cracking at the pavement surface. Valid 

defl ection measurements are then averaged to reduce the effects of truck 

bouncing and vibrations on the measured defl ections. 

 The speed effects were examined for running tests. It was found that the 

infl uence of the testing speed on the measured defl ection was minimal. A sta-

tistical study on four different speeds had shown no apparent bias involved.  

Mass

Spring
Loading plate

Drop height

Pavement

Loading plate
Transducer

Undeflected pavement surface

Deflected pavement surface

60°48°36°24°18°12°8°0°–12°

 15.5      Diagram of the FWD testing.  
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  15.2.2     Ground-penetrating radar (GPR) 

 GPR is a time-dependent electromagnetic technique that can provide 

high-resolution 2D or 3D radar images of the subsurface. This geophysical 

method has been developed over the past 30 years, primarily to investigate 

the shallow subsurface of the earth, building materials, and infrastructure 

such as roads and bridges. GPR uses the principle of scattering electromag-

netic waves to locate buried objects, and operates in the frequency range 

between 10 MHz and 3 GHz (Birken and Oristaglio, 2013). 

 A transmitting antenna radiates an electromagnetic wave that travels 

through the material at a velocity that is determined primarily by the elec-

trical properties of the material. If the wave hits a buried object or boundary 

layer between two materials with different electrical properties, then part of 

the wave’s energy is ‘refl ected’ back to the surface, while part of its energy 

continues to travel downward. The wave that is refl ected back to the surface 

is captured by a receive antenna, and recorded on a digital storage device 

for later interpretation (Daniels, 2004). 

 GPR is used routinely to assess the structure and substructure of pave-

ments, bridge decks, airport runways, taxiways, and/or aprons. Properly 

applied, it can be used to assess the layers, reinforcement, moisture content, 

presence of voids, and other anomalies in the substructure. Changes in the 

conductivity and dielectric permittivity associated with these deformations 

or material property alterations manifest themselves as layered horizons or 

lateral discontinuities on the GPR records. 

  Pavement inspections with GPR 

 Single channel GPR pavement thickness mapping was one of the fi rst civil 

engineering applications. Early work was done by Maser and Scullion (1992) 

D C B A

ABCD

Point of
interest h = A–2B + C

Def = h – h*

h* = B–2C + D
Beam defelection system

Laser sensors

16.2 m
Deflection = [(B2 – 2 C2 + D2) – (A1 – 2 B1 + C1)]

Where,

A1,B1,C1, = laser readings at A, B and C at time t = 0,

B2,C2,D2, = laser readings at B, C and D after 8ft of travel.

Cooling and loading system

8 ft 8 ft 8 ft

(a) (b)

 15.6      RWD system.  
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showing that a single horn antenna could accurately map multiple layers of 

pavement with the added benefi ts of being operated at highway speed with-

out the need for road closures. Saarenketo and Scullion (2000) illustrated the 

wide variety of research done in the fi eld of civil engineering pertaining to 

layer detection. Hugenschmidt (2004) shows an example of GPR being used 

to detect the thickness of a bridge deck using layer detection and the layer 

of reinforcement. Loizos and Plati (2007) show layer detection of multiple 

pavements with GPR systems at different frequencies, and delve into the 

accuracy of the systems by checking them against the ground truth with good 

results. The dielectric constant of pavement can be calculated by evaluating 

the wave velocity within the top pavement layer or the refl ection factor of 

the pavement surface (Saarenketo, 2006). In multi-layer scenarios, refl ect-

ing waves may interfere with each other, requiring special data processing 

approaches to extract the layer information (Lahouar and Al-Qadi, 2008; 

Zhou  et al.,  2010).   

  15.2.3     Macrotexture depth (MTD) 

 The MTD of a pavement is physically related to the tire/road friction coef-

fi cient and the severity of raveling (Fig. 15.7). MTD can be used to gauge 

frictional properties of the pavement surface (skid resistance) and to detect 

bleeding or segregation and non-uniformity of asphalt concrete during 

pavement construction. Low values indicate a smooth surface, and high val-

ues a coarser surface.      

 One traditional method for MTD measurement was introduced by ASTM 

E965 (ASTM, 2006a) and named the ‘sand patch method’ or ‘volumet-

ric patch method’. This method characterizes surface macrotexture by the 

quantity ‘Mean Texture Depth.’ It is straightforward to apply, and the result 

is three-dimensional. However, this method may give different results for 

different operators (China and James, 2012), and may be applied to pave-

ment only when traffi c is closed. An alternative method, more commonly 

used now, is the laser-based profi lometer method, which is considered to 

MTD (mm)
Physical meaning

(level of skid
resistance)

0 ~ 0.4

Dangerous

Sample surface

0.4 ~ 1.2

Fair

> 1.2

Good

 15.7      Physical meaning of pavement macrotexture. ( Note : The length of 

the ruler is 15 cm.)  
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be more advanced, safe, and economical. Several types of equipment or 

systems were developed based on laser application. The standard ASTM 

E2157 – 09 (ASTM, 2009a) proposed this method by using a circular track 

meter (CT Meter) to measure and evaluate pavement macrotexture profi les 

for laboratory investigations and actual paved surfaces in the fi eld (ASTM 

E2157, 2009a; ASTM E1845, 2009b). 

 Northeastern University has developed methods (Zhang  et al.,  2012, 

2013) to estimate MTD values based on the measurement of acoustic noise 

between tire and road surface while the vehicle is moving. The MTD is esti-

mated by matching the principal component vector set derived from the 

pavement with known MTD values from existing roadways or runways. 

Figure 15.8 represents the pictures of the tested pavements corresponding 

to the predicted MTD values shown in Table 15.1.            

  15.2.4     International roughness index (IRI) 

 The IRI was established in 1986 by the World Bank, and has been widely used 

to measure road roughness since then. This index also indicates how comfort-

able drivers and passengers feel in a moving vehicle. It measures long wave 

length of the profi le between 1.3 and 30 m (Sayers  et al.,  1986) over a continu-

(1)

(3)

(2)

(4)

 15.8      Pavement macrotexture condition. ( Note : width  ×  height of each 

picture is 37 cm  ×  22 cm.)  
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ous length of at least 160 m (0.1 mile) (Sayers, 1990). IRI is commonly mea-

sured by using a quarter car model (also called a gold car) shown in Fig. 15.9.      

K   s   is the suspension spring rate;  c   s   is the suspension damping rate;  k   t   is 

the tire spring rate;  m   t   is the sprung mass (portion of vehicle body mass sup-

ported by one wheel); and  m   s   is the unsprung mass (mass of wheel, tire, and 

half of axle/ suspension).  L   B   is the contact length between the tire and the 

road. The road has a certain geometry, if the profi le is known; as the quar-

ter car moves over the road, the road geometry viewed as the input to the 

model moves the spring upward and causes the vibration of this 2 degrees of 

freedom (DOFs) system. The IRI of a profi le is calculated and normalized 

by the length  L  as the following:

    IRI = ∫
1

0∫∫L
z z− dts uz

L v
� �

/

       [15.2]   

 where  z   s   is the height (vertical coordinate) of spring mass;  z   u   is the height 

(vertical coordinate) of unsprung mass (Sayers  et al.,  1986). �zs    and �zu     are 

derivatives of  z   s   and  z   u   respectively, representing velocity. When we inte-

grate IRI, we integrate relative motion over time, which is defi ned by the 

distance traveled. 

 The question follows: how do people measure a road profi le to obtain 

IRI? Two major methods are used in current profi le measurement, which 

Table 15.1     Predicted MTD of pavement from Fig. 15.7 

 Pavement number  1  2  3  4 

 MTD by PCA method (mm)  0.5  0.9  1.2  2.5 

 MTD by energy method (mm)  0.38  0.96  1.08  2.63 

Forward
speed:
8 km/h

ms

Cs

zu

Z

X

zs

ks

kt

mu

LB = 250 mm

15.9      Quarter car model proposed by Sayers (1995).  



474   Sensor Technologies for Civil Infrastructures

are (1) manual and (2) mobile measurement. The manual profi le measure-

ment requires a person to either push a small cart outfi tted with profi lome-

ters, or to use crutch-like profi lometers to measure the profi le while walking, 

such as the walking profi ler G2 (arrb.com.au) from the arrb Group and the 

Dipstick profi ler (dipstick.com) from FaceCo. The surveying speed is up 

to walking speed. The mobile profi le measurement uses a vehicle outfi tted 

with profi lometers and accelerometers to measure the profi le at driving 

speed (Lenz, 2011; IMS online; on-road measurement). The road profi le is 

calculated by subtracting the double integral of acceleration from the pro-

fi lometer displacement. Many technologies are used to measure displace-

ment, such as Pavetesting from UltraTechnologies (ultra-technologies.

com), Profi le Gauge ViaPPS from ViaTech (viatech.no) and Road Surface 

Profi lometer (RSP) (dynatest.com) from Dynatest. The cost is very high.  

  15.2.5     Spectral analysis of surface waves (SASW) 

 Conventional surface wave methods are time consuming and cause traffi c 

interruption because the sensors must be in contact with the pavement 

surface and be repositioned for each measurement. The SASW method 

has been used to detect subsurface layer depths and stiffness. Subsurface 

information is critical for infrastructure foundation survey, diagnosis, and 

construction quality control for pavement network. Subsurface defects, 

such as loss of stiffness or layers debonding of pavement, can eventually 

lead to surface cracks, potholes, subsidence, and other dangerous subse-

quent failures. Impact echo (IE) is able to identify the debonding and 

thickness of a shallow top layer (Sansalone and Streett, 1997). Impulse 

response (IR) can test the overall dynamic stiffness/mobility of the entire 

pavement structure (Davis, 2003). GPR is best for locating metal mate-

rials, such as reinforcement rebars (Bungey, 2004). Chain Drag can fi nd 

the debonding area by hearing the hollow sound (Costley, 2003). SASW 

and related methods own the capability of estimating both the thickness 

and elastic modulus of subsurface layers (Stokoe II and Nazarian, 1983; 

Krstulovic-Opara  et al.,  1996). 

 Since fi rst proposed in 1980s (Stokoe II and Nazarian 1983; Nazarian and 

Stokoe II, 1985), the SASW has been widely applied in geological tests to 

estimate the underground soil profi le without coring or opening the ground 

(Nazarian and Stokoe II, 1985; Joh, 1996). It utilizes the phase difference 

between two sensing channels to measure the dispersion features of a surface 

wave that propagates horizontally in the soil when it is subject to an impact 

load. Once the dispersion curve is obtained from the test data, the layer 

profi le and shear velocities can be estimated by the inversion procedure. 

Extensive research has been done to improve the accuracy and effi ciency of 
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the inversion procedure, due to its decisive role. Conventional trial and error 

inversion needs forward modeling methods; the stiffness matrix is a typical 

choice (Kausel and Roesset, 1981). To date, SASW has been extended to 

investigate pavement (Olson and Miller, 2009; Ismail  et al.,  2009) and con-

crete structures (Cho, 2002), originally from geological site testing. 

 Despite these exciting achievements of SASW, the state of the art of the 

surface-wave-based methods are considered to be of low effi ciency due 

to the expertise, forward modeling involved iterations, and contact sens-

ing. Recently, attempts were made to enhance the testing speed by using 

non-contact air-coupled sensors, the microphones, to replace the traditional 

contact sensors, accelerometers, or geophones (Zhu and Popovics, 2002), 

in which the radiating surface wave collected by the microphones is used 

to measure the dispersion curve. Air-coupled SASW has emerged as a pro-

spective potential for fast non-contact testing. The concept of mobile testing 

by microphones was also presented to perform fast testing on concrete slabs 

(Ryden  et al.,  2008). 

 One major issue that restricts the effi ciency of SASW and its air-coupled 

extension is the iterative inversion process, which is usually time consum-

ing and requires expertise to initialize the profi le. Consequently, the SASW 

method is implemented as a point-to-point, post-processed, stationary test. 

Researchers are seeking faster, automated inversion algorithms to advance 

its effi ciency (Nazarian  et al.,  1995; Orozco, 2004; Zomorodian and Hunaidi, 

2006). Ryden and Park (2006) proposed a global search algorithm to invert 

the complete phase-velocity spectrum based on fast simulated annealing 

(FSA). All these efforts drove the inversion for better certainty with vari-

ous mechanisms; however, they still rely on the basic iterative procedure of 

trial and error with theoretical forward modeling. As long as the inversion 

methods fall into this procedure, fast implementation will be impossible for 

SASW method and its extensions. 

 Northeastern University has developed an SASW comparable method 

that is able to inspect subsurface conditions at normal walking speeds thanks 

to its use of non-contact sensors and fast air-coupled surface wave analysis 

algorithms (Zhu and Popovics, 2008; Cao  et al.,  2011; Lu  et al.,  2011, 2013). 

In its current state, the prototype system is mounted on a three-wheel push-

cart. A microphone array is mounted underneath the cart. Each microphone 

is enclosed by sound-proof foam to isolate against noise from the environ-

ment. The system uses an electromagnetic hammer to supply an adjustable 

and traceable impact source. 

 The typical acoustic signal of surface wave and the signal to noise ratio 

(SNR) from the system are presented in Fig. 15.10. The extracted acoustic 

signal with a high SNR is the primary foundation for the subsurface profi le 

estimation.      
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 The prototype cart has been tested in the fi eld. One example surveyed 

asphalt pavement at a site in Rowley MA. The predicted subsurface profi le 

and elastic modulus are shown in Fig. 15.11a. This result agrees with a bore-

hole taken at the site, which is also shown in Fig. 15.11a.      

 The other fi eld test was performed on a concrete bridge deck at the 

Pingree Bridge in Rowley MA. Results are shown in Fig. 15.11b in the form 

of a continuous scan (done at walking speed) with a spatial resolution of 

1 m. The predicted depth of 0.22 m coincides with the bridge’s design docu-

ments. The fi eld test results demonstrate the capability of this new push-cart 

SASW system for subsurface inspection. 

 Table 15.2 is a summary of the current commercial sensing technologies 

for highway pavement condition assessment. There is a trend to select and 

develop a nondestructive evaluation (NDE) technique to measure and 

0 0.2 0.4 0.6

Time (ms) Frequency (kHz)

–40

–20

S
N

R
 (

dB
)

0

20

40

60(b)(a)

–6

–4

A
co

us
tic

 p
re

ss
ur

e 
(P

a)

–2

0

2

0.8 2 4 6 8 10

Radiating surface wave
Ambient noise

1

 15.10      Typical SNR under fi eld conditions. (a) Acoustic time domain 

signal compared to ambient noise, and (b) frequency spectrum of 

acoustic time series.  

0

–0.2

–0.4

–0.6

–0.8

–1
0 0.5 1 1.5 2

Young's modulus (MPa) Distance (m)

(a) (b)

Expansion joint

0.22 m

MPa

0

0.5

1

1.5

2

2.5

3.5

3

0 1 2 3 4 5 6

–0.25

–0.2

–0.15

–0.1

–0.05

0

0.05

× 104

× 104

1.6 × 104

MPa
1.8 × 104

MPa
1.7 × 104

MPa
1.7 × 104

MPa

Compact
soil

Asphalt

696 MPa

7294 MPa

0.1 m

D
ep

th
 (

m
)

D
ep

th
 (

m
)

D
es

ig
n 

th
ic

kn
es

s

 15.11      Field test cases as described in text.  



Sensing solutions for assessing and monitoring roads   477

cover vast areas of roads in a network-wide fashion to address future main-

tenance problems by prioritizing repair and effecting long-term saving.             

  15.3     Health assessment of bridge decks 

 The ASCE report card (ASCE, 2013) gives bridges only a grade of C+, 

commenting that ‘Over two hundred million trips are taken daily across 

defi cient bridges in the nation’s 102 largest metropolitan regions. In total, 

one in nine of the nation’s bridges are rated as structurally defi cient, while 

the average age of the nation’s 607 380 bridges is currently 42 years. The 

 Table 15.2     Commercial sensing technologies for highway pavement assessment 

 Location  Commercial sensing 

technology 

 Measurement indicator 

 Pavement surface  Sonic and ultrasonic testing 

(Hudson and Uddin, 1987) 

 Longitudinal roughness, 

rut depth measurement 

 Laser-based profi lometer 

(ASTM, 2009a) 

 Longitudinal transverse 

cracks, joint faulting, 

longitudinal 

roughness, surface 

texture 

 Video imaging technology 

(Wang, 2000) 

 Surface cracks, distress 

data quantifi cation 

 Expert system (Micro PAVER) 

(MicroPAVER 2007; ASTM, 

2011a) 

 PCI prediction, pavement 

distress condition 

storage 

 Locked wheel method (e.g., 

dynamic friction tester) 

(ASTM, 2011b) 

 International friction 

index (IFI), skid 

resistance 

 Multi-function pavement 

evaluation vehicles 

(e.g., ROSAN System) 

(Koklanaris, 1998) 

 MTD, IRI, longitudinal 

pavement profi le, 

surface texture 

 Pavement 

subsurface 

 Dynamic defl ection 

equipment (FWD) (ASTM, 

2006b) 

 Elastic moduli of 

individual layers in a 

multi-layered system 

 Seismic method (SASW) 

(Stokoe II and Nazarian, 

1983) 

 Pavement moduli and 

layer thickness 

 Ground-penetrating radar 

technology (GPR) (Daniels, 

2004) 

 Pavement layer 

thickness, dielectric 

constants, locate steel 

reinforcement 

 Thermal infrared photography 

(ASTM, 2007) 

 Void detection, 

delamination 

 Acoustics (IE) (ASTM, 2010)  Cracks, delaminations, 

voids, honeycombing, 

debonding 
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FHWA estimates that to eliminate the nation’s bridge defi cient backlog 

by 2028, we would need to invest $20.5 billion annually, while only $12.8 

billion is being spent currently. The challenge for Federal, state, and local 

governments is to increase bridge investments by $8 billion annually to 

address the identifi ed $76 billion in needs for defi cient bridges across the 

United States.’ 

 Throughout the life cycle of a bridge, the deck is the part that is the most 

susceptible to deterioration. This is largely due to deicing salts applied 

during the winter months causing corrosion of the reinforcing steel. As 

a result, the deck must be repaired often, and replaced multiple times. To 

diagnose the condition of the deck, common techniques such as visual 

inspection and chain drag are the primary methods currently used in the 

United States. 

  15.3.1     Qualitative NDE techniques for bridge decks 

  Visual inspections  are completed on a bi-yearly basis, where inspectors pro-

vide a numeric condition rating on a scale of 0–9, 9 indicating excellent con-

dition (Graybeal  et al.,  2002). The inspectors look for deterioration in the 

wearing surface, cracks, effl orescence, moisture, and rust staining on the deck 

surface, curbs, and soffi t. However, after extensive analyses of the reliability 

of this method, it was found that problems in the assessment arose for decks 

that were not either new or had not extensively deteriorated (Barnes and 

Trottier, 2004). In addition, assessments signifi cantly differed among inspec-

tors for the same bridge deck (Graybeal  et al.,  2002). 

  The chain drag method  for inspection is a nondestructive method that 

involves dragging chains across the surface of a bridge deck and listening to 

audible sounds produced by the vibrating chains. However, analyses of this 

method showed that the deteriorated areas must be large for chain drag to 

be successful (Yehia  et al.,  2008). Additionally, similar to visual inspection, 

deterioration quantities of the same bridge deck differed greatly among dif-

ferent assessors (Graybeal  et al.,  2002).  

  15.3.2     Quantitative NDE techniques for bridge decks 

 In the next few subchapters we explore half-cell potential (HCP), GPR 

(Section 15.2.2), IE, and infrared (IR) thermography and their ability to pre-

cisely quantify deterioration in bridge decks in a little more detail. Vaghefi  

 et al.  (2012) provide a brief overview of those and other NDE methods 

that inspect only the surface of the bridge deck, which are mainly optical 

methods. 
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  Half-cell potential (HCP) 

 The HCP method detects areas of active rebar corrosion within a bridge 

deck. ASTM C876 (ASTM, 1999) provides guidelines to determine these 

areas. For example, the standard indicates that values below −350 mV have a 

90% probability of actively corroding. Similarly, those measurements above 

−200 mV have a 90% probability of not actively corroding. The set-up for 

this method is shown in Fig. 15.12. Here, a reference electrode, usually a cop-

per – copper sulfate electrode, sits on the surface of the concrete. A voltmeter 

is then connected to the reference electrode on one end, and to an exposed 

rebar on the other end. An increasing amount of corrosion will result in an 

increased (more negative) voltage reading (Stratfull, 1973).       

  Bridge deck inspections with GPR 

 Bridge deck inspections with a high frequency (1–3 GHz) GPR work by rap-

idly scanning over the surface of the deck, parallel to the direction of vehicu-

lar travel. It is the signal refl ection at the rebar level that is commonly used to 

assess bridge deck deterioration due to corrosion of the reinforcing steel. 

 A single channel GPR equipment set-up using a ground-coupled antenna 

(alternatively an air-coupled antenna can be used, sacrifi cing some of the 

signal detail) is shown in Fig. 15.13. The antenna is attached to a small cart 

with wheels so that it can be easily pushed along the deck. The antenna is 

connected to a data acquisition unit that displays the data in real time so that 

it can be inspected as it is acquired. For bridge decks, it is common to take 

measurements every one foot across the width of the deck. Additionally, 

to obtain detailed information for each rebar in the deck, signal traces are 

commonly collected every quarter inch along the length of the deck. Data 

Voltmeter –0.123

Concrete

Copper sulfate
solution

Sponge

Rebar

Reference
electrode

Copper
electrode

 15.12      HCP set-up (Cui  et al ., 2012).  
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processing usually occurs after all data has been collected, and primarily 

involves extracting the amplitude, time and coordinates of each signal at the 

rebar level.       

  Impact echo (IE) 

 The IE test (Fig. 15.14) is used to determine the location and extent of 

delaminated areas in reinforced concrete, and/or its thickness (ASTM, 

2010). It works by fi rst sending sound waves through the concrete from a 

mechanical excitation (Wiggenhauser, 2009), or impact. The stress waves, 

or P-waves, travel through the concrete and refl ect back toward the impact 

source when they come in contact with a concrete/air interface, usually 

being a delamination or the bottom of the deck. A transducer collects 

the displacements (with respect to two-way travel time) produced by the 

refl ected waves.      

 The recorded surface vibrations are transformed from the time domain to 

the frequency domain to determine the resonant vibrations (Wiggenhauser, 

 15.13      GPR system data collection.  
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2009). The resonant frequency is used to calculate the thickness of the con-

crete area under investigation:

    d
v

f
=

×2
     

 where:  d  = depth of delamination or thickness of concrete (in),  f  = fre-

quency of recorded waveform (Hertz) , v  = prescribed velocity of the stress 

wave (in/s) 

 If the computed thickness is equal to that of the deck, the section is free 

from delaminations. Similar to the HCP measurements, the IE test collects 

measurements along a grid pattern. These results can also be contour plot-

ted to determine delaminated areas.  

  Infrared (IR) thermography 

 IR measures the radiant temperature of the material and has been used 

for bridge inspection of subsurface issues in concrete. IR surveys reveal 

voids (air-pockets) and delaminations, because the delaminations inter-

rupt the fl ow of heat through the slab. Delaminations occur when the con-

crete above and below the reinforcing steel begins to deteriorate due to 

15.14      IE set-up.  
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increased stress caused by corrosion of the steel. These delaminations are 

essentially thin voids in the concrete at the reinforcing steel level, which 

change the thermal profi le of the deck. Delaminated areas and voids due 

to improper pouring of slabs appear as ‘hot spots’ in the infrared survey, 

which are detectable by a sensitive infrared camera (Maser and Roddis, 

1990; Maser, 2008). 

 The IR thermography data collection is carried out according to ASTM 

D4788-03 (ASTM, 2007) using a high-resolution IR camera and a color 

video camera operated from an elevated platform attached to a survey vehi-

cle, as shown in Fig. 15.15.      

 15.15      Infrared survey vehicle set-up. ( Source : Courtesy of Infrasense Inc.)  
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 The infrared data are collected in a series of passes across each runway, 

multi-lane road, or bridge deck to cover the full width. The survey produces 

a series of infrared images, collected at approximately one every 30 cm of 

vehicle travel. Typical raw images are shown in Fig. 15.16.      

 After the survey, the data analyst uses customized software to mosaic the 

images into a single strip image for each lane or section of interest. As part 

of this analysis process, each image is normalized to a reference temperature 

so that adjustments are made to local temperature fl uctuations caused by 

wind, passing vehicles, etc. The strip image for each pass is then placed next 

to those of adjacent passes to produce a thermal image of the entire surface 

of interest. 

 The white blotchy areas on the IR images of Fig. 15.16 indicate delami-

nations or voids. The anomalous areas that appear in each image are out-

lined with a cursor and subsequently mapped and quantifi ed. Figures 15.17 

and 15.18 show both a composite infrared image and the resulting mapped 

quantities.                     

 Table 3 lists the current commercial sensing technologies for highway 

bridge deck assessment. Again, emphasis is on a rapid and accurate assess-

ment of corrosion and delamination of the bridge deck.   

 15.16      Raw infrared image. The arrows indicate delaminated areas. 

( Source : Courtesy of Infrasense Inc.)  
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 Table 15.3     Commercial sensing technologies for highway bridge deck assessment 

 Location  Commercial sensing 

technology 

 Measurement indicator 

 Deck surface  3D Photogrammetry 

(Vaghefi   et al.,  2012) 

 Missing seal, cracks, and spalls 

within 2 feet, surface depression, 

surface roughness, vertical 

movement of bridge 

 Streetview-style 

photography 

(Vaghefi   et al.,  2012) 

 Missing seal, cracks, and spalls 

within 2 feet, surface depression, 

surface roughness 

 Optical interferometry 

(Vaghefi   et al.,  2012) 

 Missing seal, cracks, and spalls 

within 2 feet, surface depression, 

surface roughness, vibration 

 Digital image 

correlation (DIC) 

(Vaghefi   et al.,  2012) 

 Vertical and transverse movement 

of bridge, vibration 

 Spectral analysis 

(Vaghefi   et al., , 2012) 

 Missing seal, cracks, and spalls 

within 2 feet, chemical leaching, 

surface depression 

 Electro-optical (EO) 

airborne and 

satellite imagery 

(Vaghefi   et al.,  2012) 

 Missing seal, spalls and surface 

cracks, surface depression, 

surface roughness 

 LIDAR (Vaghefi   et al.,  

2012) 

 Missing seal, cracks, and spalls 

within 2 feet, surface depression, 

surface roughness, vertical and 

transverse movement of bridge 

 Thermal IR (Maser 

2008; ASTM, 2007) 

 Missing seal, cracks and spalls 

within 2 feet, surface depression 

 Radar (Vaghefi   et al.,  

2012) 

 Missing seal, cracks, and spalls 

within 2 feet, surface depression, 

surface roughness, vibration 

 Acoustics (e.g. IE 

method) (ASTM, 

2010) 

 Surface cracks 

 Deck 

subsurface 

 Thermal IR (Maser 

2008; ASTM, 2007) 

 Moisture in cracks, internal 

horizontal crack, surface 

depression, depression with 

parallel fracture 

 Radar (Vaghefi   et al.,  

2012) 

 Fracture planes/open spaces, 

corrosion change, chloride 

content through the depth 

 Ground-penetrating 

radar (GPR) 

(Daniels, 2004) 

 Moisture in cracks, fracture planes/

open spaces, surface depression, 

depression with parallel fracture, 

corrosion change, chloride 

content through the depth 

 Acoustics (e.g. IE) 

(ASTM, 2010) 

 Internal horizontal crack, hollow 

sound, fracture planes/open 

spaces, corrosion change 

 Half-cell potential (HCP) 

(ASTM, 1999) 

 Areas of active rebar corrosion 
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  15.3.3     Condition assessment examples 

 In recent years NDE methods, especially GPR and HCP, have been coupled 

to accurately assess the deterioration levels of numerous bridge decks. For 

example, Maser (2009) analyzed 87 bridge decks using a two-level inspection 

survey strategy. The fi rst level involved surveying the decks with GPR and 

IR, visually inspecting the under-deck, and completing a preliminary analy-

sis of the deterioration levels. The data were collected according to ASTM 

standards, and the GPR survey was carried out using twin air-coupled horn 

antennas. The GPR data were reviewed to estimate rebar depth and con-

dition, and the IR images were created to determine the overlay deterio-

ration quantities. A Level 2 analysis took place if there was an indication 
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 15.17      Example composite infrared image of an entire bridge deck. 

( Source : Courtesy of Infrasense Inc.)  
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 15.18      Mapped result based on example composite infrared image in 
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that the deck had deteriorated more than 10%, and/or that there was uncer-

tainty due to an asphalt overlay. Level 2 analysis was necessary for 38 of the 

bridge decks, and involved coring and a detailed mapping of delaminated 

and debonded conditions. An analysis of the cores and mapping showed that, 

of the defective cores, 83% were correctly identifi ed by either GPR or IR. 

 Maser  et al.  (2012a) scanned 12 bridge decks in Minnesota with air-cou-

pled GPR, seven of which were also surveyed with infrared thermography. 

All of the bridge decks were either sounded with chain dragging or had 

some level of pre-construction repair quantities. The necessary repair quan-

tities were determined using a combination of GPR and IR, and GPR alone 

were compared to actual repair quantities or sounding in some cases. Very 

small differences of 3.5% and 4% resulted between the predicted and actual 

quantities. 

 Yehia  et al.  (2008) evaluated the deterioration of two nearly identical 

cast-in-place concrete bridge decks using GPR scans obtained from a 1.5 

GHz antenna pair. A chain drag survey was conducted and compared to 

the GPR results. The deterioration map from the GPR survey indicated 

that one bridge deck was 35% deteriorated, while the chain drag survey 

indicated only 21% deterioration. Similarly, the GPR survey of the sec-

ond bridge deck showed 21% deterioration, while the chain drag survey 

showed only 13%. While the results are close, it is obvious that the chain 

drag survey indicated a less severe state of deterioration than the GPR. 

Cores were also taken at locations where deterioration was found only by 

GPR, only by chain drag, and common areas. The coring and GPR results 

agreed 77% of the time, while the coring and chain drag results agreed 23% 

of the time. 

 Gucunski  et al.  (2009) evaluated nine in-service bridge decks with vari-

ous NDE technologies, including GPR and HCPs. The results of one bridge 

deck were reported, which included a discussion of rebar level attenuation 

captured using a 1.5 GHz ground-coupled antenna, and its correlation to 

HCPs in zones of the highest deterioration. 

 Wamweya  et al.  (2009) studied two bridge decks, one with and one without 

a bituminous wearing surface. Both were scanned with a 1.5 GHz ground-

coupled GPR antenna, with visual inspection and chloride ion analysis of 

cores to confi rm the results. Both bridge decks showed good correlation 

between rebar level attenuation and chloride levels. For example, chloride 

ion concentrations of cores taken in areas of high rebar level attenuation 

were far beyond the threshold of 400 ppm, at which point corrosion of the 

reinforcing steel is expected. 

 Gucunski and Nazarian (2010) analyzed a bridge deck with multiple 

NDE technologies, including ground-coupled GPR and HCP. The GPR 

attenuation was determined from the rebar level and compared to the HCP 

through condition assessment maps. The maps indicate that zones near the 
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central strip and near the joints of the decks were areas of deterioration 

according to both methods. 

 Gucunski  et al.  (2012) surveyed a Virginia bridge deck with ground-cou-

pled GPR and HCP, among others. The top rebar refl ections were used for 

the GPR analysis which correlated well with active corrosion. Condition 

ratings were calculated, on a scale of 0–100, for multiple forms of deteri-

oration including active corrosion, delamination assessment, and concrete 

degradation. The HCP measurements were used to determine the active 

corrosion rating, and the GPR amplitudes were used to determine the con-

crete degradation. A combined rating was also obtained for each bridge by 

taking an average of the ratings for each mechanism. 

 Maser  et al.  (2012b) presented a detailed condition study of reinforced 

concrete slabs extracted from a decommissioned bridge deck. The results of 

this study show that, using a ground-coupled GPR system to directly image 

the top rebar, there is a strong correlation between rebar refl ection ampli-

tude and both half-cell corrosion potential and concrete delamination. At 

the optimum threshold for the data set collected in this work, the spatial 

correlation between HCP and GPR is 90.2%, while the correlation between 
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GPR and IE (defi ning delamination) is 79.3%. This difference suggests that 

the GPR amplitudes are more strongly correlated with the corrosion pro-

cess than with delamination. 

 Various bridge decks around the state of Massachusetts were analyzed 

with GPR and HCP, among others, but due to the most signifi cant corre-

lations determined between the GPR and HCP measurements, only these 

results are displayed below. The two bridge decks shown below are about 

50 years old, contain black reinforcing steel, and are signifi cantly patched, 

which can be viewed in the appropriately labeled maps below. The GPR 

data were collected as described earlier (Section 15.3.2.2), and the ampli-

tudes at the rebar level were extracted and spatially mapped in the fi gures 

below to assess their variation. The HCP measurements were taken on a 

four foot grid and are shown in Figs 15.19c and 15.20c. 
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 Due to the extensive patching of both decks, the locations of each patch 

were recorded during data collection so that the effects of patching could be 

analyzed after post-processing. The locations of each patch can be viewed 

in Figs 15.19a and 15.20a, which are both top-down views of the bridge 

decks. These locations are also overlaid onto the GPR and HCP contour 

plots for each bridge deck. This demonstrates the ability of the GPR rebar 

refl ection amplitudes and HCP measurements to detect the patched areas. 

Additionally, this truly identifi es the ability of these methods to detect varia-

tions in corrosion levels. 

 Both maps for each deck clearly identify areas that are signifi cantly cor-

roded, as well as those areas that are healthy. The dark areas signify the 

corroded areas, and the lighter ones are the healthy areas. By coupling these 

methods to identify deteriorated areas, departments of transportation can 

confi dently know the deterioration state of the deck. In addition, the plan to 

repair and replace the deck, and the allocation of the necessary funding to 

do so, can be completed in a more effi cient manner.   

  15.4     Future trends 

 Current inspections primarily consist of localized visual evaluations, are 

highly subjective and time consuming, require traffi c blockage, provide 

limited information, and are not performed on a regular basis. As a result, 

critical maintenance decisions are often based on limited, subjective, 

extrapolated, and outdated information. There is a critical need for tech-

nology that can cost-effectively monitor the condition of a network-wide 

road system and provide accurate, up-to-date information for maintenance 

activity prioritization. Some of the important sensors, such as the acceler-

ometer and global positioning system (GPS), are currently available on 

every smart phone. These sensors on the vehicles have been used to iden-

tify potholes. Accelerometer sensors are fi xed to get acceleration along 

the X, Y, and Z-axes, and they record the GPS coordinates. Whenever a 

vehicle goes over a pothole, the acceleration change along the vertical axis 

indicates a signifi cant change (DeZoysa  et al.,  2007; Eriksson  et al.,  2008). 

Microphones fi xed on vehicles indicate the presence of potholes by high 

amplitude sound signals (Mednis  et al.,  2010). Currently the sensors, such 

as the accelerometer, which can be separately installed on vehicles to track 

potholes, are easily available on mobile smart phones. So, using a mobile 

phone application the user can easily track down the presence of road 

bumps and potholes (Mohan  et al.,  2008; Astarita  et al.,  2012). The main 

challenge in using smartphone accelerometers for identifying potholes is 

the need for re-orientation of disoriented devices so that they can extract 

true vertical accelerations. Another drawback is that smartphone accel-
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erometers are above the vehicle suspension, altering the measurements 

depending on the car. 

 Though many ideas have been suggested for better road assessment and 

real-time traffi c monitoring, very few have lasted the test of time. Key rea-

sons are people who do not have enough expertise in maintaining and man-

aging roads and transportation conduct, and failure to interpret properly 

data gathered from road surfacing monitoring and eventually linking it to 

the pavement management system. Because it is essential to realize that 

data gathering and sensing are only small parts of road assessment, the real 

challenge is in the next stage of integration, so that physical sense can be 

made from the data; tracking of user locations may seriously violate the 

privacy of the participants, and mobile users are reluctant to join and con-

tribute. It is important to develop trust-building measures among the users. 

Taking sensor technology, especially in road assessment, from laboratory 

to the real world requires a large investment although it is a low-cost solu-

tion. There are logistical issues like getting cooperation of the entities that 

operate the vehicles. There are also multiple authorities, municipal, provin-

cial, and central governmental, involved in maintaining the road network. 

Deployment requires buy-in from all management levels, and appropriate 

investment. 

 The Versatile Onboard Traffi c Embedded Roaming Sensors (VOTERS) 

project at Northeastern University provides one such framework to shift 

from periodical localized inspections to continuous network-wide health 

monitoring (Birken  et al.,  2012). Initial research focused on the develop-

ment of a cost-effective, lightweight package of advanced radar, acoustic, 

optical, and GPS sensor technology compatible with such a vision. Now that 

VOTERS sensing technology is installed beneath a prototype vehicle, it can 

monitor road conditions at both the surface and subsurface levels while the 

vehicle is navigating through daily traffi c going about its normal business, 

thereby allowing for network-wide frequent assessment of roadways. Once 

cost-effective sensor systems are available (Cao  et al ., 2011; Lu  et al ., 2011; 

Zhang  et al ., 2012, 2013) the obstacle to realization of such a vision is the 

automated processing of the multi-modal data streams (Birken  et al.,  2013), 

automated transformation of the results into visualizations, and the fusion 

of the physical-based data into a quantity comparable to the PCI. Once such 

network-wide pavement condition maps and data are available, decision 

makers can use them to better allocate maintenance resources and assess 

the long-term performance of different roadway materials due to the more 

frequent surveying of the roads. Such an experimental deterioration dataset 

at unprecedented small time scales (for slow aging civil infrastructure) can 

also be used for life-cycle cost analysis and for comparison to its current 

underlying models.  
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  Abstract : In railroads, the increase in axle loads, train speed, and traffi c 
rises the risk of damage. Among the several types of damage, transverse 
defects in the rail head represent the primary cause of accidents. Thus, 
the effective inspection or the permanent monitoring of railroad tracks 
is necessary. This chapter reviews the most common sensing methods to 
detect damage in rails. The nondestructive evaluation techniques suitable 
for periodic inspection and some approaches for permanent monitoring 
of the tracks are introduced. The general principles, advantages, and 
limitations of each of these techniques are described. 

  Key words : railroad structures, rail head, nondestructive evaluation 
(NDE), structural health monitoring (SHM), sensors. 

    16.1     Introduction 

 In railroad transportation, the increase in axle loads, train speed, and traf-

fi c frequency causes ever-increasing contact forces, which may damage rails 

or vehicles. Rail defects range from internal cracks to surface defects. Each 

kind of defect has a specifi c damage fatigue process, and a specifi c lifetime 

and safety impact (UIC, 2001; Zerbst  et al ., 2005; Oukhellou  et al ., 2008). 

Among the several types of damage, transverse defects represent the pri-

mary cause of accidents. These defects are cracks developing in a direction 

perpendicular to the rail running direction and include transverse fi ssures 

initiated inside the rail head, and detail fractures initiated at the head sur-

face as rolling contact fatigue (RCF) defects. Since these defects cause the 

weakening of tracks, they may cause derailments. 

 This chapter seeks to provide a comprehensive overview of the nonde-

structive technologies and the sensing systems that have been developed to 

assess rails and to overcome one of the challenges in rail defect detection 

technology: the discrimination between real defects and rail singularities, 

such as fi shplated joints, welded joints, and switch frog, i.e. the point in the 

switch where two rails cross. Although the relevant work conducted over the 
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last two decades will be reported, this chapter focuses on the advancements 

over the last 5 years. Interested readers can refer to past review papers for 

comprehensive reports of techniques and practices adopted in the 1990s and 

the early 2000s (Cannon  et al ., 2003; Clark, 2004; Barke and Chiu, 2005; 

Zerbst  et al ., 2005; Papaelias  et al ., 2008). The chapter is structured as fol-

lows. Section 16.2 illustrates the most common types of defects in rails. 

Section 16.3 describes the fundamental principles and the application of the 

nondestructive evaluation (NDE) methods used for periodic inspection of 

rails. Section 16.4 illustrates the sensing systems proposed for permanent 

monitoring of tracks. Finally, Section 16.5 reviews the sensing systems used 

in Japan and Korea for high-speed rail.  

  16.2     Defects in rails 

 Safety statistics from the United States Federal Railroad Administration 

(FRA, 2012) indicate that in the decade 2001–2010 train accidents caused 

by track, roadbed, and structures caused nearly 9000 derailments. Table 16.1 

shows the ten largest causes of these accidents. Transverse/compound fi s-

sure and detail fracture-shelling/head check were the two largest causes of 

damage, accounting for over 1200 accidents, near $300M in cost, which rep-

resents 23.6% of direct cost reported by the FRA.      

 Table 16.1     U.S. Federal railroad statistics relative to the ten largest causes of 

accidents in the area of track, roadbed, and structures during the decade 2001–

2010 (FRA, 2011) 

 Specifi c causes: 2001–2010  Count  %  Amount ($)  % 

 T220- Transverse/compound fi ssure  789  8.4  153 801 982  12.2 

 T207- Detail fracture – shelling/

head check 

 423  4.5  143 960 387  11.4 

 T109- Track alignment irreg 

(buckled/sunkink) 

 300  3.2  103 305 256  8.2 

 T110- Wide gage (defective/missing 

crossties) 

 1815  19.4  101 567 525  8.0 

 T299- Other rail and joint bar 

defects 

 136  1.5  68 578 011  5.4 

 T221- Vertical split head  390  4.2  47 683 472  3.8 

 T102- Cross-level track irreg. (not at 

joints) 

 292  3.1  46 301 793  3.7 

 T314- Switch point worn or broken  779  8.3  41 026 680  3.3 

 T204- Broken weld (fi eld)  67  0.7  38 366 044  3.0 

 T001- Roadbed settled or soft  261  2.8  38 188 266  3.0 

 Total  5252  56.1  782 779 416  62.0 

    The TXXX are train accident cause codes (FRA, 2011).    
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 Similar statistics limited to the year 2010 confi rm this trend. In 2010, 

however, rail buckling caused the largest amount of direct cost, accounting 

for 15% of damage losses reported by the FRA in the category track, road 

bed, and structures (Table 16.2). Overall, rail discontinuities are classifi ed 

according to their orientation with respect to the geometrical planes of 

the track and the position in the rail section (Sperry, 1989; Lanza di Scalea, 

2007; Oukhellou  et al ., 2008). The head is the part of the rail where defects 

occur most frequently. Head defects can be distinguished between those 

having internal origin and those having surface origin. Progressive trans-

verse cracking, kidney-shaped fatigue cracks, horizontal cracking with or 

without transverse cracking of the head, horizontal cracking beneath the 

gauge corner, and longitudinal-vertical cracking all belong to the fi rst cat-

egory. RCF damage, shelling, head checks, head squats, and corrugation 

originate at the surface. Sometimes, certain anomalies coalesce and consti-

tute the most severe damage. For instance, RCF initiates at the surface as 

horizontal head checks or squats. A few millimeters from the surface, they 

can turn into a transverse crack and develop a detail fracture (Care  et al ., 
2005, 2006; Thomas  et al ., 2010). Figure 16.1 shows an example of a few 

defect types located in the head and an example of buckled rail. Rail-web 

and rail-foot defects include longitudinal and vertical cracking, cracking 

occurring at fi shplate bolt holes or other holes found in the web, transverse 

fatigue cracking, and rail-foot corrosion. Some of these anomalies originate 

during manufacturing, such as the transverse fi ssure from hydrogen nuclei 

 Table 16.2     U.S. Federal railroad statistics relative to the ten largest causes of 

accidents in the area of track, roadbed, and structures during the year 2010 

 Specifi c causes: 2010  Count  %  Amount ($)  % 

 T109- Track alignment irreg. (buckled/

sunkink) 

 37  5.7  16 998 896  15.0 

 T220- Transverse/compound fi ssure  60  9.2  13 809 082  12.2 

 T207- Detail fracture – shelling/head 

check 

 31  4.8  13 145 495  11.6 

 T001- Roadbed settled or soft  28  4.3  10 194 896  9.0 

 T102- Cross-level track irreg. (not at 

joints) 

 13  2  6 566 251  5.8 

 T110- Wide gage (defective/missing 

crossties) 

 92  14.1  6 420 722  5.7 

 T204- Broken weld (fi eld)  6  0.9  5 460 860  4.8 

 T299- Other rail and joint bar defects  6  0.9  4 611 183  4.1 

 T316- Turnout frog (rigid) worn, or 

broken 

 3  0.5  3 524 558  3.1 

 T210- Head and web sep. (outside jt. 

bar limit) 

 28  4.3  3 453 051  3.1 

 Total  304  46.7  84 184 994  74.4 
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 16.1      Example of detail fracture under a shell. Reprinted with permission 

from (a) TSB (2005a). (b) TSB (2005b). (c) AGU (2010). (d) Verysit (2011).  
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(Lanza di Scalea, 2007). By looking at the statistics presented in Tables 16.1 

and 16.2, it is evident that broken welds are the cause of the most expensive 

accidents in the rail industry.           

 There is another problem in rails related to welds. Internal defects such as 

shrinkage cavities, microporosities, inclusions, and a coarse dendrite micro-

structure can affect the structural integrity and fatigue performance of the 

rails by acting as crack initiation points. As a result, failure of welds can take 

place rapidly, with no indication of fatigue cracking.  

  16.3     Nondestructive evaluation of rails 

 In this section the fundamental principles and the application of the NDE 

methods used for the periodic inspection of rails are presented. 

  16.3.1     Eddy currents (EC) 

 EC-based methods measure a material’s response to electromagnetic 

fi elds over a specifi c frequency range, typically a few kHz to several MHz 

(Shull, 2002). The principle of any EC inspection is illustrated in Fig. 16.2. A 

(d)

16.1 Continued
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 16.2      Schematic principles of the eddy current inspection.  

magnetic coil with alternating current induces a time-varying magnetic fi eld 

that causes an electric current to be generated in the test object. These cur-

rents produce small magnetic fi elds around the material which, by opposing 

the original fi eld, change the impedance of the magnetic coil. The struc-

tural anomalies are fl agged by observing the change in the magnetic coil 

impedance. EC-based inspection is a non-contact method that can be used 

to inspect the surface or near-surface of conductive materials (Shull, 2002). 

The method does not require surface preparation, and it is sensitive to lift-

off variations, i.e. distances between the probes and the test specimen, which 

is usually less than few centimeters, and it is characterized by the skin depth, 

which is the depth of penetration of the alternating current.      

 In railroad track applications, EC probes are positioned at a constant dis-

tance from the surface of the head with particular attention given to any 

lift-off variations that may occur during inspection (Thomas  et al ., 2006). For 

several years, the application of this method was limited to the inspection 

of surface welds. Advanced EC systems were then developed to identify the 

presence of RCF, wheel burns, grinding marks, and short-wave corrugation 

(Thomas  et al ., 2000; Junger  et al ., 2004; Pohl  et al ., 2004, 2006; Thomas  et al ., 
2006; Papaelias  et al ., 2008). Over the last 10 years, these systems have been 

integrated in grinding trains, inspection trains, and trolleys to detect RCF 

damage along a long length of rail (Thomas  et al ., 2010). 

 NEWT developed an electromagnetic rail inspection system based on the 

fi eld gradient imaging (FGI) technology, known as LIZARD ® . LIZARD ®  

rail inspection technology can be employed for plane rail, switches and 

crossings (switchblades) either as a trolley-mounted device or as a hand-

held portable system (LIZARD, 2011a, b). In order to reach inspection 

speeds above 70 km/h, EC probes are combined with ultrasonic testing, 

which is described in Section 16.3.5. The inspection speed achieved by the 
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combined ultrasonic/EC system is typically 75 km/h, but higher speeds, up 

to 100 km/h, have been reported (Thomas  et al ., 2000; Pohl  et al ., 2003; 

Junger  et al ., 2004; Thomas  et al ., 2006; Papaelias  et al ., 2008). Oukhellou 

 et al . (1999) designed a system made of non-contact double-coil and dou-

ble-frequency (10 and 100 kHz) EC sensors for detecting broken rails and 

large head spalls of the rail, and mounted underneath a subway train. The 

sensing system, positioned at a 20 mm distance from the head of the rail, 

was designed to account for vertical and horizontal displacements caused 

by the bogie dynamics, to withstand 100 km/h maximum speed, and tolerate 

up to 10 g of acceleration. 

 To improve damage-detection capabilities, EC-based measurements 

can be processed by using algorithms such as multiple signal classifi cation 

(MUSIC) (Mehel-Said  et al ., 2008). The MUSIC algorithm is based on the 

eigen-decomposition of the signal covariance matrix, which produces sig-

nal and noise subspaces. The approach, which has been tested on a subway 

line, is particularly effective to isolate shelling. Before the application of 

the MUSIC algorithm, the same group of investigators at the Centre de 

Recherche en Automatique de Nancy in France used other algorithms, such 

as time-heuristic approaches, wavelet analysis, inverse fi ltering, and inde-

pendent component analysis to classify defects or singularities (Bentoumi 

 et al ., 2003, 2004a, b; Lauer  et al ., 2004). With the help of prior information 

extracted from an infrastructure database, Oukhellou  et al . (2008) designed 

a Bayesian network to infer the probabilities of real or false (rail singulari-

ties) defect classes on the basis of previous decisions.  

  16.3.2     Alternating current fi eld measurement (ACFM) 

 The ACFM technique, which can be considered a subset of the EC technol-

ogy, is a non-contact electromagnetic technique patented by TSC Inspection 

Systems (TSC, 2011) for detecting and sizing surface-breaking cracks in a 

range of different materials and through coatings of varying thickness. 

Single- or multi-element ACFM probe arrays introduce an electric current 

locally into the structure and measure the associated electromagnetic fi eld. 

The presence of a crack disturbs the alternate current fl owing in the compo-

nent. In contrast to EC sensors, which are required to be placed at a close and 

constant distance from the inspected surface, a maximum operating lift-off of 

5 mm is possible without signifi cant loss of signal when using ACFM probes. 

The fact that the signal strength diminishes with the square of lift-off and not 

with its cube, which is the case for EC sensors, enables the ACFM technology 

to cope with much greater lift-off (Howitt, 2002; Papaelias  et al ., 2008). 

 In 2000, TSC began the development of a portable pedestrian-operated 

ACFM walking stick system to both detect and size RCF cracking on rails 
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(Howitt, 2002; Lugg and Topp, 2006; Papaelias  et al ., 2007). One of the 

most recent advancements was presented by Papaelias  et al . (2009), which 

simulated a high-speed ACFM rail inspection using a rotatory test piece 

containing spark-eroded notches. It was found that the recorded signals 

were unaffected by the inspection speed provided that the lift-off distance 

remained constant.  

  16.3.3     Infrared thermography 

 The analysis of active or passive infrared (IR) images has recently gained new 

attention, due to the technological improvement of the detectors’ thermal sen-

sitivity and spatial resolution. By exploiting the variation of the thermal prop-

erties between the defect and the host structure, experienced thermographers 

can infer the presence of anomalies from the observation of a single frame 

or a video sequence regarding the temperature distribution of the structure’s 

surface. IR-based NDE provides a non-contact method able to accomplish 

full-fi eld defect imaging of virtually any material (Vandone  et al ., 2012). 

 Greene  et al . (2007) proposed a method based on the change in IR emis-

sion of the rail surface during the passage of a train wheel to detect cracks in 

rails. The approach utilizes the differential thermography method to observe 

the IR radiation emitted from a surface during a change in stress condition. 

When a wheel passes over a section of a track, an elastic bending stress is 

induced in the rail, which is relaxed once the wheel has moved away. The rail 

undergoes a minute transient temperature change when loaded: the head is 

in compression and experiences a slight temperature rise, while the foot is 

in tension and shows a slight temperature drop. The method was tested on 

a 1 m long section of rail formed from two welded 0.5 m long pieces. The 

surface was sprayed with a thin layer of high-carbon matte black paint. The 

rail section was loaded in three-point bending and preliminary data were 

presented. 

 A hybrid method based on EC and IR technology was proposed for rail-

surface characterization. The method, called pulsed eddy current (PEC) 

thermography, consists of delivering short bursts (typically 20 msec–1 sec) of 

high frequency (50–500 kHz) electromagnetic excitation to the test object. 

The induced ECs that fl ow in the material are diverted whenever they 

encounter a discontinuity. This produces areas with increased and decreased 

ECs density. Areas with increased density experience higher levels of ohmic 

heating, which are detected by an IR camera (Wilson  et al ., 2010; 2011). This 

heating system is more effective than using halogen lamps, whenever the 

targeted defect is a vertical surface-breaking. Wilson  et al . (2010) reported 

on the use of PEC thermography for the detection and characterization of 

RCF. Although the method is truly non-contact, it requires high power to 
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produce a signifi cant temperature increase and, like any EC-based system, 

is sensitive to lift-off distance. 

 IR technology applied to rail inspection presents several challenges, includ-

ing variability of the surface cleanliness, maintenance of the correct fi eld of 

view during motion, ruggedization of the camera, low emissivity of polished 

steel, contaminants (grease and dirt) on the rail surface, and optical obscura-

tion caused by the various fi ttings and fi xtures used to hold the rail in place.  

  16.3.4     Magnetic fl ux leakage (MFL) 

 MFL consists of magnetizing the test object by means of permanent mag-

nets or DC electromagnets, and scanning its surface with some form of a 

fl ux-sensitive sensor (Bray and Stanley, 1997). The magnetic fl ux lines, cou-

pled into the specimen using metal ‘brushes’ or air coupling, fl ow through 

the material and complete a magnetic path between the pole pieces. When 

the fl ux is contained within the test piece, its detection in the air space sur-

rounding the object is very diffi cult. However, if a structural anomaly dis-

rupts the surface of the magnetized structure, the permeability is changed 

and the fl ux leaks from the discontinuity (Mix, 2005). Defects are therefore 

detected by measuring changes in the rails’ magnetic permeability. 

 Rail inspection using MFL consists of positioning search coils at a con-

stant distance from the rail. Whenever a transverse surface or near-surface 

defect is present, the ferromagnetic domains in the steel do not support the 

magnetic fi eld fl ux and some fl ux leaks. MFL sensors are suitable for locat-

ing near-surface or surface transverse defects, such as RCF cracking, but 

are ineffective at capturing deep internal cracks and rail-foot corrosion. For 

fi ssures MFL is not suitable, because they run parallel to the magnetic fl ux 

lines and hence do not cause suffi cient fl ux leakage. For damage located in 

the web or in the foot, the sensing coils are too distant. MFL is also adversely 

affected by increasing the inspection speed; as speed increases, the magnetic 

fl ux density in the rail head decreases. Clark (2004) reported that above 35 

km/h the signal becomes too weak to be able to detect defects.  

  16.3.5     Ultrasonic testing (UT) 

  Bulk waves 

 UT is based on the propagation of ultrasonic stress waves. It is conventionally 

performed from the top of the rail head in a pulse – echo confi guration either 

manually, using dedicated portable ultrasonic equipment placed on push-

trolleys, or by using special test vehicles. Ultrasonic waves are transmitted by 

transducers located inside a water-fi lled wheel known as roller search unit or 
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a sled carrier (Clark 2004; Thomas  et al ., 2006). The orientation of the trans-

ducer with respect to the head varies such that the wave is refracted inside 

the head at  0°, 37° or 45°, and 70° angles. The refl ected or scattered energy of 

the transmitted beam is then detected using a collection of transducers. The 

amplitude of any refl ections, together with their time of arrival, is utilized to 

locate and identify the defects and to assess the overall structural integrity of 

the rail. To reduce the acoustic mismatch due to the presence of air entrapped 

between the probe wheel and the rail, water can be sprayed on the rail surface 

using ad hoc sprinklers (Clark, 2004). 

 Sometimes, to locate the presence of longitudinal defects such as vertical 

split heads and shear defects, the ultrasonic transducers are positioned to 

look across the rail head. Although the inspection speed achieved by inspec-

tion trains with this method can vary from 40 up to 80 km/h (Clark, 2004; 

Thomas  et al ., 2006), the actual inspection speeds can be as low as 15 km/h, 

owing to the need to remove uncertainties related to false positives. In fact, 

one of the detrimental issues related to the inspection of rail by means of 

wheels is the number of false readings, which tends to be very high (Clark, 

2004). Test trains can achieve inspection speeds as high as 100 km/h (Aharoni 

and Glikman 2002; Aharoni  et al ., 2002; Thomas  et al ., 2006). However, as 

pointed out by Papaelias  et al . (2008), there is limited information available 

about the quality of the performance of these vehicles at such speeds. 

 To reduce the number of false positives and increase the inspection speed, 

more realistic detection thresholds can be set, or the time window of the pro-

cessed signals can be optimized. However, if the threshold is set too high, the 

system may generate false negatives. If the time window is set too close to the 

origin that corresponds to the rail surface, the detector will be prone to exces-

sive noise. On the other hand, if the time window is too far from the origin 

then sub-surface cracks will go undetected (Papaelias  et al ., 2008). 

 In general, ultrasonic test trains perform relatively well in detecting deep 

surface-breaking and internal defects, particularly in the rail head and web. 

However, RCF defects that are less than 4 mm deep may not be detected. 

Moreover, surface damage such as shelling and head checks can prevent 

the ultrasonic beams from reaching the internal defects, resulting in false 

negative readings. This occurrence is schematized in Fig. 16.3. Ultrasonic 

test trains can also miss some defects in the rail foot, especially corrosion, 

as this part of the rail can only be scanned partially. They also perform rel-

atively poorly when inspecting alumino-thermic welds (Clark and Singh, 

2003; Papaelias  et al ., 2008).       

  Phased array 

 Phased arrays use multiple ultrasonic elements and electronic time delays 

that create beams by constructive and destructive interference. Phased arrays 
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provide ultrasonic beams that can be steered, scanned, swept, and focused 

electronically (Olympus NDT, 2011). They offer more fl exibility than single-

element ultrasonic transducers because they can achieve (a) beam steering 

and (b) beam focusing without moving the transducers. Traditional single-

element ultrasonic transducers excite a beam propagating along a fi xed 

direction and, if necessary, can focus the beam on a fi xed point via acoustic 

lenses. However, neither beam direction nor focal point can be changed in 

a single transducer without moving the transducer or replacing the acoustic 

lens. Phased arrays comprise multiple transducers, which are electronically 

delayed to build a constructive interference wavefront. By changing the 

time delays between the elements of the array, the resulting wavefront can 

be pointed to different directions (beam steering) and also focused at differ-

ent depths (dynamic focusing) without requiring mechanical motion. 

 Owing to the large amount of data generated during phased array 

inspections, data processing is not as straightforward as with conven-

tional ultrasonic transducers, and therefore the inspection speed is lower. 

For this reason, current research focuses mainly on the development of 

the signal processing algorithm as well as optimizing the sensing hard-

ware to increase the speed of phased array-based inspection systems. A 

new in-parallel analysis concept (known as the fast automated angle scan 

technique (FAAST)) has been developed by Socomate to address the 

processing problem (Caperet, 2006). The 128-channel system, developed 

for rail inspection, is capable of processing in real time the data obtained 

from a multi-element probe. The system can achieve inspection speeds 

of up to 100 km/h. The main inspection angles are −70°, −35°, 0°, +35°, 

and +70°. Several research groups in Europe and North America are cur-

rently involved in the development of ultrasonic phased arrays for rail 

inspection applications (Utrata, 2002; Utrata and Clark, 2003; Garcia and 

Zhang, 2006; Papaelias  et al ., 2008). 

Wheel probe

Shelling
Transverse
defect

Head

Web

Foot

 16.3      Scheme of a transverse defect masked by the presence of a 

shelling, when the rail head is inspected by means of a wheel probe.  
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 The SNCF (French National Railways) uses linear phased arrays to 

detect and characterize small gas inclusions in the bulk of the rail repairs 

(Bredif  et al ., 2008). The probe is moved along the rail axis while an elec-

tronic scan is performed in the cross-section of the rail. The shape of the 

probe is cylindrically curved to naturally focus the ultrasonic beam in the 

cross-section of the rail; focusing in the incident plane is done by apply-

ing electronic delay laws. As some head rails can present a profi le differ-

ent from the nominal one, the probe is partially fl exible through a central 

articulation.  

  Guided waves 

 Whenever an ultrasound propagates into a bounded media, a guided ultra-

sonic wave (GUW) is generated. The wave is termed ‘guided’ because it 

travels along the medium guided by the medium’s geometric boundaries. 

GUWs propagate along, rather than across, the waveguide. The advantage 

of GUW inspection is its ability to probe long lengths of the waveguide, 

locating cracks and notches from a few monitoring points, while providing 

full coverage of the waveguide’s cross-section (Rizzo, 2010). 

 GUWs are gaining growing interest for rail inspections as an improve-

ment over wheel-type ultrasonic methods. In general, GUWs are ideal in 

those monitoring applications that can benefi t from built-in transduction, 

involve moderately large inspection ranges, and require high sensitivity 

to small fl aws. In rail applications, because these waves propagate along, 

rather than across, the rail they are ideal for detecting the critical transverse 

defects. They are also potentially not sensitive to surface shelling because 

they can run underneath this type of discontinuity. Sometimes when the 

wavelength of GUWs is of the same order of magnitude as the rail curva-

ture radius, they are referred to as surface-guided waves (Hesse and Cawley, 

2006). The selection of the proper wavelength is important to achieve a pen-

etration depth suffi cient to probe the entire rail head cross-section, to allow 

for the screening of several meters of rail from a single inspection point, and 

to reduce sensitivity to non-critical features. 

 Gharaibeh  et al . (2011) conducted an experimental and numerical study 

to select the guided wave modes that enhance the detection of damage. The 

experiments were carried out to generate a specifi c fl exural mode (the F3 

mode) on the head, a specifi c torsional mode (the T2 mode) in the web, and 

the fl exural F3 mode along the foot. The results showed that the T2 wave 

mode is sensitive to the discontinuities induced in the web, while the F3 and 

F2 are unaffected by web damage. Transverse defects were machined in the 

head and foot. A slot was introduced into the rail head at 4.46 m from the 

excitation point and was detected when the depth was increased to 2 mm. A 

transverse slot was induced in the foot at 4 m from the excitation point, with 
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a depth varying from 1 to 5 mm in steps of 1 mm. No identifi able refl ections 

were recorded until the defect depth reached 5 mm. 

 In the last 10 years, several groups have proposed different non-con-

tact techniques to generate and detect GUWs. Researchers at the Penn 

State University (USA) and University of Warwick (UK) developed sys-

tems based on the use of electromagnetic acoustic transducers (EMATs) 

(Hayashi  et al ., 2003; Dixon  et al ., 2004; Rose  et al ., 2004, 2006; Edwards 

 et al ., 2006a, b, c, 2007; Fan  et al ., 2007). An EMAT is made of a permanent 

magnet or an electromagnet and an electric coil. The coil is driven with a 

large alternating current at ultrasonic frequency, which generates an AC 

magnetic fi eld. When the test material is close to the EMAT, ultrasonic 

waves are generated in the test material through the interaction of the two 

magnetic fi elds. The orientation of the magnetic fi eld, the geometry of the 

coil, and the physical and electrical properties of the material under inves-

tigation have a strong infl uence on the ultrasonic wave generated within 

the sample. A rail test vehicle with an EMAT probe carriage designed 

for real-time testing of rails was designed by Tektrend International Inc. 

This vehicle includes hardware and software and resulted in the RailPro 

system. The RailPro system uses bulk and guided stress waves (TC, 2011). 

Another commercial system, based on EMAT technology and called 

Prism, has been developed by Wavesinsolids LLC and its technological 

partner TISEC Inc. Prism (Fig. 16.4) has a maximum inspection speed 

of 15 km/h and it is reported to be capable of detecting large transverse 

rail-head defects (i.e. equivalent to 20% of the cross-sectional area of the 

rail) (Papaelias,  et al ., 2008; WINS, 2011). Although they are widely used 

in NDE, EMAT sensing might be challenging due to the lift-off distance 

and to the excessive noise generated when the inspection car is subjected 

to sudden acceleration.      

 Another non-contact system for rail assessment is based on the use of 

laser pulses and air-coupled transducers for the generation and detection 

of GUWs, respectively. This approach was developed mainly by two groups: 

Johns Hopkins University in collaboration with TTCI and Tecnogamma 

SPA (Kenderian  et al ., 2002, 2003; Kenderian, 2002), and the University 

of California, San Diego (Lanza di Scalea  et al ., 2006a, b; 2007a, b; Rizzo 

 et al ., 2007; Rizzo  et al ., 2010). Figure 16.5 shows one of the early prototypes 

developed at San Diego and tested in the fi eld. The technique exploits the 

conversion of short duration laser pulses into mechanical waves. A ther-

moelastic stress is created when the laser energy density is not suffi ciently 

high to induce material ablation or plasma formation on the surface of the 

object. In this regime, shear mechanical stresses are generated by the ther-

mal expansion caused by the sharp increase of the surface’s temperature. 

Ablation is instead created whenever the laser’s power density is high, or 

when the surface of the irradiated surface is covered with a fi lm of water 
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 16.5      Early development of the UCSD laser/air-coupled system.  

 16.4      Photo of the EMAT-based Hy-rail system developed at 

Wavesinsolids (TISEC, 2011).  
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or gel. In this case the rapid vaporization (ablation) of the fi lm at the sur-

face, or the melting of a small portion of the medium’s surface, induces high 

reaction pressures that can be considered similar to normal stress loading 

(Ni  et al ., 2011). Irrespective of the thermoelastic or ablative generation, the 

guided waves are detected by means of air-coupled transducers oriented 

toward the incoming waves.      

 The drawback of any non-contact testing when compared to conventional 

contact testing is a reduced signal-to-noise ratio. The use of signal process-

ing based on the discrete wavelet transform (DWT) helps in overcoming this 

problem, as demonstrated by a few groups (Toliyat  et al ., 2003; McNamara 

and Lanza di Scalea, 2004; Lanza di Scalea  et al ., 2005b; 2006a; Rizzo and 

Lanza di Scalea, 2007; Rizzo  et al ., 2010).   

  16.3.6     Visual inspection 

 The simplest form of visual inspection is performed by experienced person-

nel walking along the rail track. The success of this practice is dependent 

on the technician’s skills and experience. With the advent of high-speed 

cameras and image-processing algorithms, the research and development 

of machine vision for railroad track assessment has thrived. Such inspec-

tion technology uses video cameras, optical sensors, and custom-designed 

algorithms to analyze rail surfaces (Deutschl  et al ., 2004; Singh  et al ., 2006; 

Molina  et al ., 2011). Machine-vision systems were developed, or are under 

current development, for both wayside and mobile inspection, including 

joint bars, surface defects in the rail, rail profi le, ballast profi le, track gauge, 

intermodal loading effi ciency, railcar structural components, and railcar 

safety appliances (Molina  et al ., 2011). 

 Machine vision based on the use of video cameras can be classifi ed 

according to functionality into four major groups: (a) track inspection; (b) 

train inspection; (c) systems for maintenance and operation; and (d) passen-

ger related systems (Papaelias  et al ., 2008). The principle of any automated 

visual system is simple: as the train moves over the rail, a high-speed camera 

captures images, which are analyzed automatically using image-processing 

software. The analysis aims at identifying objects, and detecting and classi-

fying defects. To detect small defects, the resolution of the captured video 

image needs to be high, and the blurring effects due to the movement of 

the camera have to be kept to a minimum. However, as the resolution of 

the image increases, so does the amount of data acquired, and hence more 

computational time is needed to complete the analysis. The result is that the 

speed of inspection can vary from 1 to 320 km/h depending on the type of 

inspection and the quality of resolution required. Visual-based inspection 

can measure the rail head profi le and percentage of wear, rail gap, moving 

sleepers, absence of ballast, base plate condition in the absence of ballast, 
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pincers position, missing bolts, RCF, and rail corrugation (Papaelias  et al ., 
2008). One of the challenges in machine vision installed onto a testing vehi-

cle is the need for periodic cleaning of optics due to the hard railway envi-

ronment (dirt ejection, dust, etc.) and the need for proper illumination in 

every light condition (Oukhellou  et al ., 2008). 

 Deutschl  et al . (2004) developed a specifi c color image acquisition method 

to automatically detect 3D defects such as surfaces fl akes, cracks, and 

grooves. The Visual Inspection System for Railway (VISyR) is a patented 

(Marino  et al ., 2007; De Ruvo  et al ., 2008) system composed of a line-scan 

camera and dedicated software. It uses an appropriate illumination set-up 

to reduce the effects of variable natural lighting conditions and make the 

system robust against changes in the natural illumination. To synchronize 

data acquisition, the line-scan camera is triggered by a wheel encoder to set 

the resolution along the motion direction at 3 mm (independently from the 

train velocity) and 1 mm along the perpendicular direction (head width). 

VISyR has the capability of detecting and tracking the rail head by means of 

a FPGA-based rail detection and tracking block (RD&TB) protocol, which 

automatically detects and tracks the rail-head center into a video sequence. 

RD&TB is based on the principal component analysis followed by a mul-

tilayer perceptron network classifi cation for computing the coordinates of 

the center of the rail. The protocol has been designed to perform its task in 

5.71 microseconds with an accuracy of 98.5%, allowing an on-the-fl y analy-

sis of a video sequence acquired up at 190 km/h (De Ruvo  et al ., 2008). The 

VISyR system was tested on a benchmark video sequence of more than 3 

000 000 lines, covering a rail network of about 9 km (De Ruvo  et al ., 2008).  

 ENSCO Inc. owns a few track-inspection systems that mount high-reso-

lution cameras and continuous laser to measure transverse rail profi le, rail 

wear, and rail cant in real time at a one-foot sample rate up to the maximum 

speed of the car (ENSCO, 2011a). The joint bar (fi shplate) inspection sys-

tem (JBIS) is a patented vision-inspection technology used by ENSCO to 

perform automated crack detection on joint bars (fi shplates), measure rail 

gap, and deliver joint bar inventory reports (ENSCO, 2011b). In Europe, 

non-contact optical-based systems are used by MERMEC group for rail 

profi le and corrugation and for the inspection of track head and fi sh-plates 

(MERMEC, 2011) 

 Ren  et al . (2011) developed an inspection car mounted with a laser-

camera that projects light onto the track and measures gauge and longi-

tudinal irregularity. The car contains a mechanism for absorbing vibration 

and impact, and the inspection system uses machine vision and the inertia 

system for measuring the track geometric parameters. The light is pro-

jected onto the track by means of a laser; the images of the rail profi le 

are captured by a CCD camera, and the displacement between the vertex 
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of the rail and the camera are measured in real time through fast image 

processing. 

 In the United States, researchers at the University of Illinois at Urbana 

Champaign (Sawadisavi  et al ., 2008, 2009, Molina  et al ., 2011a, b) pro-

posed the use of a 60 Hz video camera for rail-surface characterization. 

An example of such processing is illustrated in Fig. 16.6. To characterize 

the periodic components of the rail, such as frog bolts or joint bar bolts, 

the middle portion of the video is converted into a panoramic mosaic and 

transformed in a block-wise manner into the Gabor frequency domain. 

The periodicity is then estimated in the Gabor frequency domain. Each 

block’s height is identical to the height of the rail-web area (Fig. 16.6b), 

and each block’s response is computed using an overlapping width with 

its right neighboring (Fig. 16.6c). This block-wise Gabor response is then 

processed as a one-dimensional signal (Fig. 16.6d). Spectral analysis is 

subsequently performed to fi nd periodic components (Fig. 16.6e). The 

MUSIC algorithm is utilized to extract frequencies from a signal contain-

ing multiple superimposed signals of different frequencies.      

 Another machine-vision technology is under development at IBM (Li 

 et al ., 2011). The architecture has four major modules: data acquisition, 

track condition monitoring, defect severity analysis, and temporal condition 

analysis. It also has a long-term predictive assessment module. Specifi cally, 

the data acquisition module is in charge of capturing videos using multiple 

cameras mounted on a moving track-inspection vehicle. The image analy-

sis aims at detecting rail components including tie plate, spike, spike hole, 

anchor, joint bar, and joint bar bolt.  

  16.3.7     Radiography 

 Radiographic techniques (specifi cally X-rays) are one of the few NDE 

methods that can examine the interior of an object and the only NDE 

method that works on all materials. An X-ray is a form of electromagnetic 

radiation with a wavelength in the range of 0.01 to 1 nm, corresponding to 

frequencies in the range of 3  ×  10 17  to 3  ×  10 19  Hz. X-rays have high elec-

tromagnetic energy. These rays tend to pass through objects that block vis-

ible light. This enables ‘seeing’ the interior of the material/structure under 

investigation. The amount of X-rays that pass through a material is depen-

dent on the elemental composition, density, and thickness of the material, 

and the energy and amount of X-rays used for inspection (Shull, 2002). 

This method can detect cracks, fl aws, and thickness reduction. X-ray-based 

NDT has the advantages of being accurate, inherently pictorial, adaptable 

to examine shapes and sizes, and sensitive to the discontinuity that causes a 

reasonable reduction of cross-section thickness. However, this method car-
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ries the burden of safety hazard concerns, and it can be time consuming and 

expensive. 

 Radiographic inspection of rails can be carried out using either gamma 

or X-ray sources. Gamma rays were common in the past when digital 
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 16.6      Turnout component recognition algorithm developed at the 

University of Illinois, Urbana Champaign (Molina  et al ., 2011a).  
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technology was not available, or was less developed. With the advent of por-

table digital X-ray detectors, the use of X-ray sources became more com-

monplace (Papaelias  et al ., 2008). Radiographic methods are among the 

most effi cient and effective NDE methods to localize and size an internal 

defect, although owing to the orientation of the detectors with respect to 

the rails, radiography is not very effi cient in detecting transverse rail defects. 

However, health and safety drawbacks as well as portability of the equip-

ment make the application of this method problematic. As such, X-rays or 

gamma rays are used only as a means of verifi cation in places where defects 

have already been detected using other NDE techniques, or in rail areas, 

such as alumino-thermic welds, and switches and crossings, where inspection 

with other NDE methods is unreliable (Offereins and Mutton, 2001).   

  16.4     Structural health monitoring (SHM) 

 Impedance-based SHM, often termed the electromechanical impedance 

(EMI) method, is an active sensing method that exploits the relationship 

between the electrical impedance of a piezotransducers (PZT) and the 

mechanical impedance of the host structure to which the PZT is bonded 

or embedded. It has been shown that the value of the admittance, which is 

the inverse of the electrical impedance, is a function of the stiffness, mass, 

and damping of the host structure (Sun  et al ., 1995; Park  et al ., 2003), the 

length, width, thickness, orientation, and mass (Wheterhold  et al ., 2003; 

Madhav and Soh, 2008) of the PZT, as well as the adhesive utilized to 

bond the PZT to the structure (Madhav and Soh, 2007). Therefore, any 

changes in the admittance are indicative of the presence of structural 

damage, provided the physical characteristics of the adhesive and the PZT 

remain constant. 

 Researchers at Virginia Polytechnic Institute (USA) and Korea Advanced 

Institute of Science and Technology (South Korea) (Park  et al ., 2007, 2008b) 

demonstrated the feasibility of a piezoelectric sensor-based health moni-

toring technique combined with a two-step support vector machine classi-

fi er for railroad track damage identifi cation. The advantage of the proposed 

methodology is that the system is composed of two PZT patches that are 

used to exploit the principles of both impedance (frequency range 40–50 

kHz) and guided wave propagation (input signal of 3-cycle 50 kHz sine 

function in a magnitude of 10 V) methods. The approach was proven for the 

detection of two kinds of damage in a railroad track, namely a hole-damage 

0.5 cm in diameter at the web section and transverse cut damage 7.5 cm in 

length and 0.5 cm in depth at the head section. Two damage-sensitive fea-

tures were separately extracted for each method: (a) feature 1: root mean 

square deviations (RMSD) of impedance signatures, and (b) feature II: 

sum of the square of the wavelet coeffi cients for maximum energy mode 
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of guided waves. From these two damage-sensitive features, a two-dimen-

sional damage feature space was made and fed into a two-step support 

vector machine classifi er. The experimental tests conducted in a laboratory 

on a 140 cm rail section showed a damage estimation rate of 96.67% (Park 

 et al ., 2007). 

 To overcome the limitation of the cost associated with EMI equipment, 

and increase the damage-detection capability of the EMI method, Park 

 et al . (2008) presented a paper on the use of outlier analysis applied to a 

macro-fi ber composite (MFC) impedance-based wireless SHM system. The 

impedance-based SHM method has some limitations because the measured 

impedance data may have considerable deviations caused by environmental 

or operational condition changes, including temperature, humidity, external 

loadings, and MFC patch-bonding conditions. The outlier analysis is based 

on the Mahalanobis squared distance by taking root mean square deviation 

values of impedance signatures as a damage-sensitive feature vector. The 

approach was experimentally verifi ed by detecting three types of simulated 

damage in the laboratory. Damage in the head and in the fl ange was simu-

lated by a clamp of 692 g fi xed at several locations. Damage in the web was 

simulated by magnets of 52 g at various locations. 

 Prior to being fully deployed in the fi eld, this system should be proven 

robust to withstand the vibration generated by passing trains and extreme 

environmental changes. Moreover, the logistics associated with the require-

ments to connect the sensing system to appropriate hardware should be 

considered.  

  16.5     Systems for high-speed-rail inspection 

 Several countries possess a high-speed-rail network that connects the coun-

try’s most important cities. Examples are the TGV in France, the Shinkasen 

in Japan, and the Korean Train Express (KTE) in South Korea, just to men-

tion a few. Besides the inspection necessary to secure the safety and reli-

ability of rail tracks, in high-speed rails one important parameter to be 

monitored is track irregularity. In fact, irregularities can affect the running 

behavior of the train, the riding comfort of passengers, and the safety of the 

running train (Kim  et al ., 2009). 

 In Japan, since 1964, track condition monitoring has been accomplished 

by measuring car body acceleration of commercial trains of the Tokaido 

Shinkansen high-speed-rail network line using devices called RAIDARSS 

2+ and RAIDARSS 3. These devices include three inertial measurement 

algorithms developed to measure the longitudinal level of tracks using a 

track condition monitoring device mounted on commercial Shinkansen 

trains. Either the RAIDARSS 2 + or the RAIDARSS 3 allows checking the 

track condition several times a day. If the measured accelerations exceed 
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the predetermined target maintenance values, the measured values and 

locations of them are automatically reported to the train control center and 

track maintenance depots (Naganuma  et al ., 2008). The RAIDARSS sys-

tems measure vertical track irregularities using double integration of the 

axle-box acceleration. The principle is that inertial measurement can be 

attained by double integration of the acceleration. For example, the vertical 

position of a wheel can be found by using double integration of the axle-

box acceleration. The result provides the longitudinal level due to the wheel 

being continuously in contact with the rail. 

 The KTE opened in 2004 and it is able to reach a maximum speed of 

300 km/h. The Korea Railroad Research Institute (Kim and Park, 2008; Kim 

 et al  ., 2009) developed a rail measurement for the KTE to track rail irreg-

ularities.  Irregularities being measured are longitudinal level irregularity, 

cross-level irregularity, gauge irregularity, alignment irregularity, and twist 

irregularity. The inspection system is composed of lasers, cameras, and 

inertial tools. The spatial position of a measuring sensor is determined by 

double integration of acceleration transducers. The lasers, cameras, and 

inertial transducers are installed into the frame of the bogie and they move 

together. The signal process of the system is divided into time domain and 

space domain.  

  16.6     Conclusions 

 Rail transportation is facing an unavoidable increase in traffi c load and train 

speed. These factors, combined with the aging of existing infrastructures, 

demand more maintenance more often. Fortunately, there is an escalating 

progress in the areas of NDE and SHM techniques that aim at addressing 

the needs of the rail industry. 

 In this chapter a comprehensive overview of the most common systems 

for the NDE and SHM of railroad tracks is given. In particular, the chapter 

focused on the advancements reported in the last 5 years. Methods based on 

electromagnetic waves, stress waves, and visual inspection were discussed. 

Then, the sensing systems and the challenges associated with the rail health 

monitoring by means of the electromechanical impedance method were 

covered. Finally, a brief overview of the sensing systems used in Japan and 

Korea to monitor high-speed (>300 km/h) rails was given. 

 Although signifi cant progress has been made in each of the aforemen-

tioned techniques, the author of this chapter believes that none of them 

can localize surface and internal damage in all rail components (head, 

web, and foot) with no false positives/negatives and at fast (>100 km/h) 

inspection speed yet. Current developments may point to one of the fol-

lowing directions: to advance existing solutions especially in lieu of the 

exponential improvement of the computer processors; to develop novel 
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methodologies/algorithms; and to integrate systems that combine, for 

instance, visual inspection ECs and GUWs. 

 Table 16.3 lists the NDE methodologies discussed here for the detection 

of damage in railroad tracks. Four parameters are considered: the size of 

the equipment, the simplicity of the concepts being used, the feasibility of 

using the technology in terms of permanent monitoring rather than periodic 

inspection, and cost. With the exception of the SHM implementation col-

umn, the other three columns refer to the methods only and do not include 

any consideration associated with the installation of the equipment into a 

rail car or train. The column relative to the simplicity refers to the ease of 

data interpretation and the level of complexity of the fundamental prin-

ciples behind the NDE technique. Finally, the cost of guided wave testing is 

strongly dependent upon the technology used for the generation and detec-

tion of waves onto the rail. The usage of contact transducers is perhaps the 

most economical solution. On the other side, the use of pulsed laser and 

 Table 16.3     NDE methodologies for the detection of damage in railroad tracks 

 NDE methods  Size of 

Equipment 

 Simplicity  SHM 

implementation 

 Cost 

 ECs  L/M  M  L  M 

 Electromechanical 

impedance 

 L  M  H  L/M 

 Infrared 

thermography 

 M  M  L  M/H 

 MFL  M/H  M  L  M/H 

 Magnetic particles  L  M  M  L 

 Radiography  H  M  L  H 

 UT: bulk waves  M  M  L/M  M 

 UT: guided waves  L/M  M  M  L/M/H 

 UT: phased array  M  M  M  L/M 

 Vibration method  M  H  M/H  L/M 

 Visual inspection 

(by walking) 

 L  H  –  L 

 Visual inspection 

(with cameras) 

 M  H  L  M 

    H: high. M: medium. L: low.  

  Simplicity evaluates the level of complexity of the fundamental principles behind 

the NDT technique and the ease in interpreting the data.  

   SHM  implementation indicates the feasibility of the technology as a permanent 

system for continuous structural monitoring. A low condition usually indicates 

that either the technology cannot be used for permanent monitoring or that it 

covers only a very limited segment of the rail.  

  The cost information is merely informative and may vary with different 

countries and with different service companies.    
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laser vibrometer for the generation and detection, respectively, of the prop-

agating stress waves is the most expensive solution.       
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  Abstract : Infrastructures containing or surrounded by water are an 
important aspect of modern civilization. Most of them operate under 
harsh environmental conditions. The periodic inspection or permanent 
monitoring of wet structures is therefore necessary. This chapter reviews 
the most common nondestructive evaluation (NDE) and structural 
health monitoring (SHM) methods for underwater structures. First, 
the structures and the challenges associated with their inspection are 
introduced. Then, the NDE techniques of visual inspection, magnetic 
particles, ultrasonic testing, sonars, radiography, and electromagnetism are 
illustrated. Finally, the SHM approach to acoustic emission, fi ber optics, 
vibration, and fl ooded member detection are discussed. The general 
principles, advantages, and limitations of each are described. 

  Key words : underwater structures, nondestructive evaluation (NDE), 
structural health monitoring (SHM). 

    17.1     Introduction 

 Subsea infrastructure systems and, broadly speaking, any structure contain-

ing or surrounded by water represents an important aspect of modern civi-

lization. These structures can be arbitrarily clustered into fi ve major groups: 

offshore structures that serve to extract oil or natural gas from the seabed; 

communication cables; pipelines that transport oil and natural gas to pro-

cessing facilities; naval vessels (ships and submarines); and waterfront facil-

ities such as piers, retaining walls, and docks. With the advent of renewable 

energy technology a new type of offshore structure is represented by the 

offshore wind farms. 

 The offshore oil and gas industry has a major investment in subsea instal-

lations. These structures are vulnerable to internal and external corrosion, 

manufacturing fl aws, ship anchors, and seismic movements of the sea bed. 

The effect of one or more of these factors, together with the harsh environ-

ment in which these installations operate, can shorten the lifetime of com-

ponent parts and lead to failures that can result in leaks of oil and hydraulic 
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fl uids into the sea (McStay  et al ., 2005). Moreover, the lifetime of most of the 

early structures was expected to be 25–30 years. However, improved meth-

ods of oil recovery, including horizontal drilling, have led to much longer 

lifetimes, with the consequent need for structures to be kept in operation 

longer than expected (Baker and Descamps, 1999). As such, the periodic 

inspection or permanent monitoring of offshore structures is necessary to 

avert risks for personnel and the environment, and to minimize economic 

losses. For instance, in the last decade it has been reported that in the Gulf 

of Mexico alone the number of structural inspections per year was nearly 

5000 (Laurendine, 2002; Mijarez, 2006). In fact, the inspection of offshore 

structures has been a requirement for a considerable time and there are reg-

ular procedures in place stipulating that offshore operators need to obtain 

certifi cation for structural integrity monitoring. 

 The inspection of underwater structures is challenging, due to tidal and 

weather conditions, marine growth, visibility, and accessibility. Marine organ-

isms, for instance, form a layer of organic material on the structure itself. In 

wood structures such as piles used in waterfront installations, these organisms 

can also be the direct cause of damage (Lopez-Anido  et al ., 2004). The organ-

isms that cause damage can be divided into fungi and marine borers. Their 

basic physical and biological characteristics, as well as the type of damage that 

they cause in marine wood piles, are detailed in Lopez-Anido  et al . (2004). 

 Irrespective of the engineering system being assessed, the inspection of 

underwater structures is carried out applying nondestructive evaluation 

(NDE) techniques that closely resemble topside NDE tools i.e. tools that 

are direct applications or modifi cations of techniques employed in dry con-

ditions (Goldberg, 1996). The modifi cations usually consist of waterproofi ng 

and adaptation of the instruments to the subsea environment (Saebjornsen 

and Forli, 1983; Mijarez, 2006). According to Hayward (1993), subsea inspec-

tion can be classifi ed into three levels:

   Level 1: inspection is performed visually on most or all parts of the struc-

ture without removing the marine growth in and around the site.  

  Level 2: inspection is conducted visually close to selected areas that are 

cleaned  a priori .  
  Level 3: detailed assessment of predetermined sites is performed using 

one or more advanced NDE methods.    

 Most Level 3 inspection is performed by divers, sometimes in conjunc-

tion with a remotely operated vehicle (ROV). When the examination is per-

formed by divers it might be subject to operator error and speed constraints. 

Accordingly, practical subsea inspection systems must incorporate techni-

cally reliable equipment, requiring minimum calibration and maintenance 

(Hayward, 1993). 
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 The objective of this chapter is to provide a comprehensive presenta-

tion of the nondestructive technologies and sensing systems that have been 

developed for the assessment of underwater structures. Some of these tech-

nologies were proved and are used successfully in routine inspections; some 

of them are at their infancy in terms of their applications for underwater 

structures. In particular, we will focus on metallic and concrete structures. 

For inspection/monitoring of timber or masonry structures, the interested 

reader is referred to Kelly (1999) for a preliminary insight. The present chap-

ter is structured as follows. Section 17.2 briefl y describes the characteristics 

of offshore structures and the challenges associated with their inspection. 

Section 17.3 describes the fundamental principles and the application of the 

NDE methods used for the periodic inspection of immersed structures and 

waterfronts. Section 17.4 illustrates the sensing systems proposed for perma-

nent structural health monitoring (SHM) of underwater structures. Section 

17.5 ends the chapter with some concluding remarks and a comprehensive 

table that associates the NDE methods described in the chapter to their cor-

responding fi elds of application.  

  17.2     Underwater structures: types and challenges 

 This section briefl y describes the characteristics of offshore structures and 

the challenges associated with their inspection. 

  17.2.1     Offshore platforms 

 In 2002 there were around 7400 offshore platforms around the world, 54% 

of which were located in the Gulf of Mexico (Laurendine, 2002). These 

installations were constructed for diverse applications and exist in many 

types, for instance compliant tower, tension leg, sea star, and fi xed structures. 

Fixed structures consist of a superstructure and a substructure. The super-

structure is a formation fi xed on the jacket substructure and is composed of 

a series of modules housing drilling and production equipment, a helicopter 

pad, and living accommodation. The substructure is either a steel tubular 

jacket or a pre-stressed concrete structure. Tubular jacket substructures are 

composed of tubular steel members connected at their ends to form tubular 

joints and crossbeam members that are normally air-fi lled steel tubes used 

to strengthen and support their main legs. The joints are formed by welding 

the outer end of one tube onto the undistributed external side of the other 

(El-Reedy, 2002; Mijarez, 2006). 

 Marine riser systems are one of the most important components of an 

offshore structure, as they link the seabed pipeline with the topside process-

ing equipment. The design of the risers dictates or limits how they can be 

inspected. Risers can be made of different materials, such as carbon steel, 
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stainless steel, titanium, composite, and have different geometries, i.e. with/

without coating, with/without insulation, with paint or sprayed aluminum 

coating. As reported by Lozev  et al . (2005), corrosion is the major contribu-

tor to accidents. This is due to the persistent wetting and drying in the splash 

zone combined with defects in the coatings. Offshore pipeline failure statis-

tics collected since the early seventies show that 55% of all Gulf of Mexico 

incidents reported to the U.S. Department of the Interior until 2002 had 

been caused by corrosion damage (Lozev  et al ., 2005). Of this 55%, external 

corrosion contributed to 70% of damage cases. 

 Jacket-type steel structures are the most common type of offshore struc-

tures. They consist of tubular members welded together to form a steel space 

frame extending from the seabed to just above the sea surface, in order to 

provide a template for pile foundations (Aghakouchak and Stiemer, 2001). 

Tubular joints are prone to fatigue damage, due to the geometry of the con-

nections and the high stress concentration produced by the welds, and due 

also to the loading conditions exerted by the waves and the wind. Fatigue 

damage has been one of the most common modes of in-service failure of 

jacket structures. Field observations and laboratory tests have shown that in 

tubular connections, a fatigue crack starts at the weld toe and gradually prop-

agates around the intersection and through the tubular wall (Aghakouchak 

and Stiemer, 2001).  

  17.2.2     Piles and pier structures 

 Piles and waterfront facilities, such as piers, wharves, and harbors are usually 

subjected to four zones of infl uence, as sketched in Fig. 17.1. The submerged 

zone is always surrounded by water while the atmospheric zone stays dry. 

The tidal zone is the area that is above water at low tide and under water at 

high tide while the splash zone is affected by the wave motion. Waterfront 

facilities can be made of different materials including concrete, steel, wood, 

and masonry. Concrete is used in concrete piles to support piers and wharves, 

decks, and retaining walls. Concrete is also used in pavements, bridge foun-

dations, boat loadings and ramps, breakwaters, undersea cable and pipeline 

stabilization, and offshore structures (Kelly, 1999). Factors such as corrosion, 

freeze – thaw cycles, chemical deterioration, and overload can cause prema-

ture deterioration of concrete in these harsh environments. Signs of dete-

rioration are cracking, loss of cross-section, spalling, and softening (Kelly, 

1999). The damage is generally most severe in the splash and tidal zones, but 

does occur in all zones. Disintegration and spalling can expose reinforcing 

steel. Concrete deterioration in the marine environment usually starts as a 

result of poor construction techniques and inadequate inspection and qual-

ity control during construction (Kelly, 1999).       
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  17.2.3     Submerged pipelines 

 Underwater pipes are designed to bring natural gas to process terminals or 

oil to refi neries. They are usually made of steel surrounded by an anti-cor-

rosive coating, an insulating layer, a polyethylene pipe, and fi nally covered 

by a layer of shotcrete (Wang and Wang, 2010). When the natural gas needs 

to be transported at cryogenic temperatures (–160°C), the subsea pipeline 

is made of a tripe triple-wall pipe constituted of: (1) a 36% NiFe inner pipe, 

commonly known as Invar, which allows a signifi cant reduction of the ther-

mal contraction of the inner pipe resulting from the temperature differential 

between the −160°C operating temperature and the ambient temperature; 

and (2) two other pipes (intermediate and outer pipes) that protect and 

insulate the inner pipe (ITP 2011). 

 One of the biggest challenges in underwater pipe assessment arises when 

trying to locate holes that may be only a few millimeters in diameter some-

where along possibly hundreds of kilometers of pipeline, especially if the 

pipeline is either partially or totally buried in sediment. Traditional tech-

niques for leak inspection consist of fi lling the pipeline with a solution of 

water and a chemically, or optically detectable compound, such as a fl uores-

cent element. The pipeline is then followed by an ROV equipped with either 

a dedicated sensor or a video camera (Barbagelata and Barbagelata, 2002). 

When leak occurs, the oil or the natural gas transits from the inside pres-

sure to the lower external pressure. The sudden expansion of the fl uid mass 

creates a broadband acoustic source that can be detected by hydrophones 

Mud zone

Submerged zone

Tidal zone

Splash zone

Atmospheric zone

 17.1      Various zones of infl uence on piling. ( Source : Adapted from Kelly, 

1999.)  
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(Zingaretti and Zanoli, 1998; Tian, 2008). Unfortunately, in an offshore envi-

ronment, the background noise may mask such acoustic waves. 

 Permanent leak detection systems monitor changes in the pipe’s pressure. 

These systems require pressure sensors to be distributed along the pipe-

line, adequately powered, and properly maintained. This approach is able to 

detect substantial leaks only within 100 m (Theakston, 2004; McStay  et al ., 
2005). To identify leak locations in pipelines and risers, most oil company 

operators run annual inspections of their underwater installations as part 

of a routine maintenance procedure. The two main techniques employed 

are based on acoustic and fl uorescence measurements. In the acoustic tech-

nique, one or more hydrophones are coupled to appropriate signal process-

ing to discriminate between genuine acoustic leak and ambient noise and to 

minimize false positives or false negatives. If the sensing systems are embed-

ded on an ROV, the signal processing must be also able to discard the noise 

associated with the thrusters and other ROV devices (McStay  et al ., 2005). 

A commercial system based on pipeline acoustic leak detectors was devel-

oped in Italy (Barbagelata and Barbagelata, 2002, 2004). It is composed of 

a hydrophone array, a preamplifi er, and a cable driver. The unit may be used 

in a variety of ways, such as on a vessel-towed ‘fi sh’, an ROV installation, or 

in handled mode by a diver. 

 As stated in the introduction, there are three levels of underwater inspec-

tion (Kelly, 1999).  

    • Level 1  – General visual inspection. This serves to detect obvious major 

damage or deterioration due to overstress, severe corrosion, or extensive 

biological growth and attack. This type of inspection does not involve 

cleaning of any structural element, and it provides initial input for an 

inspection strategy. When performed by divers, the Level 1 effort is a 

‘swim-by’ overview and may include tactile observation (depending on 

water clarity).  

   • Level 2  – Detailed visual inspection. It consists of a complete and 

detailed visual inspection of select components or subcomponents. It 

is usually targeted at critical areas of structures or deteriorated areas 

that may be hidden by surface fouling. The structure is cleaned before 

or during the inspection. As cleaning is time consuming, Level 2 is gen-

erally restricted to areas that are critical or that may be typical of the 

entire structure.  

   • Level 3  – Detailed NDE. This is the most detailed inspection and often 

requires the use of one of the NDE techniques discussed in the next sec-

tion. The training, cleaning, and testing requirements will vary depend-

ing on the type of damage/defect to be investigated and the type of 

inspection equipment to be used. In some cases, Level 3 inspections 

are partially destructive, such as sample coring in wood or concrete, 
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material sampling, and  in situ  surface hardness might be required. Level 

III inspections demand considerably more experience and training than 

the other two levels (Kelly, 1999).      

  17.3     Nondestructive evaluation (NDE) techniques 

 In this section the assessment of underwater structures is discussed from 

the point of view of periodic inspections conducted by divers or by means 

of ROVs. 

  17.3.1     Visual inspection 

 Visual inspection is the most common underwater inspection method 

(Goldberg, 1996; Na and Kundu, 2002). It often consists of cameras oper-

ated by divers or mounted in submersibles or ROVs. The acquired images 

can be coupled to appropriate image processing algorithms to extract dam-

age-sensitive features and classify defects. One of the challenges associated 

with visual inspection is the clarity of sea water and the presence of organic 

material on the structure to be inspected. The inspection of structures with-

out marine cleaning is suitable for detection of gross damage such as large 

deformations, severed connections, missing members, and debris or gaps in 

surface coatings or fragmented coatings. When the structure is cleaned then 

mechanical damage, obvious cracks, corrosion dents, and deformations can 

be detected (Busby, 1978; Mijarez, 2006). Any visual inspection method car-

ried out without image processing is subjected to the experience and skills 

of the operators and the inspectors’ perception of the defects. 

 One type of visual inspection is conducted by means of fl uorescent 

dyes. McStay  et al . (2005) developed a 2000 m depth-rated subsea sensor 

system, called Fluorotrak, which can detect fl uorescein, chemicals, and 

hydraulic fl uids leaking from underwater structures. The system, which 

is schematically shown in Fig. 17.2, comprises excitation and detection 

systems as separate, self-contained units. Each unit contains a watertight 

corrosion-resistant housing with an optical window at one end. An ultra-

bright light-emitting diode (LED) array serves as the optical source. This 

array emits light with wavelength between 430 and 500 nm and provides 

an output power of up to 150 mW. The light is projected in a divergent 

manner using a lens system through the optical window and into the water 

column. The resulting fl uorescence is collected and digital signal process-

ing is utilized to extract the intensity. The ability to stand off from subsea 

structures, while rapidly detecting chemicals, makes the system suited to 

subsea leak inspections.      

 The use of fl uorescent dyes is one of the most common methods used by 

oil and gas companies to detect leaks. The dye is added to the pipeline or 
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the riser, either offl ine or simply by injecting the dye into the existing fl uid 

stream during normal working operation. If the pipeline transports oil, the 

intrinsic fl uorescence of the oil can be used to aid in the detection of leaks 

(McStay  et al ., 2005). Other methods for detecting the leaking fl uorescent 

fl uid have been developed. These include simple visual observation either 

by a diver or a camera. Black light systems have been employed to enhance 

such visual observation. In general these techniques are useful for very large 

leaks only in which a signifi cant plume is observable. To enhance the detec-

tion of the dye and to remove the reliance on the operator’s skills, subsea 

fl uorometers can be used. A fl uorometer is able to measure the intensity 

and the wavelength distribution of the fl uorescent (So and Dong, 2001). 

The greater detection sensitivity of such fl uorometers (typically ppm) also 

offers the potential to reduce the volume of dye needed to effect leak 

detection. In general, existing fl uorometers employed for leak detection 

comprise an excitation source and photodetector with appropriate spectral 

fi lters, all housed in a watertight housing (Abu-Zeid  et al ., 1987; Bartz  et al ., 
1988; McStay  et al ., 1995; McStay  et al ., 2007). Laser sources have also been 

used in marine fl uorometers; however, expense, power consumption, and 

health and safety concerns have restricted their use (Camagni  et al ., 1988; 

Yulong  et al ., 1990). 

 17.2      The Fluorotrak leak detection system. ( Source : McStay  et al ., 2005 

Fig. 3.)  
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 The biggest drawback of dye-based leak detection is the localized nature 

of the detection. In practice this feature requires the instruments to be 

placed in the plume of the fl uorescent fl uid emanating from a leak. Often 

this means that the instruments, and hence the supporting ROV, have to 

be brought close to the subsea structure. The point sensing nature of these 

instruments can also cause problems when trying to locate leaks rapidly in 

large volumes of water. To overcome this problem, and to obtain a more 

representative measurement of fl uorescent material in a body of water, opti-

cal fi ber array systems have been developed (Russell  et al ., 2001; Huang 

 et al ., 2007). Although providing a multitude of sensing locations, these sys-

tems still need to have supporting structures, to properly install them from 

the sensing head to the optoelectronics unit. 

 Visual inspection is also commonly used to assess waterfront facilities by 

skilled divers. The inspection frequency depends upon whether the inspec-

tion is surface or underwater, and upon the expected rate of deterioration 

and damage. A typical example requiring more frequent inspection is any 

area experiencing damage by ships’ berthing that results in advanced deteri-

oration to both fender and structural piling (Kelly, 1999). Based on previous 

studies and reports, Kelly (1999) recommended the following:

   All superstructure and piling/sheet piling above the waterline should be • 

inspected annually.  

  Concrete/steel structural members at the splash/tidal zones and down-• 

ward should be inspected at least every 6 years. As deterioration is dis-

covered, the level of inspection and frequency needs to be increased 

accordingly.  

  Timber members should be inspected at least every 3 years and more • 

frequently if deterioration is discovered or if marine animal infestation 

is critical (Kelly, 1999).     

  17.3.2     Magnetic particle 

 Besides visual inspection, magnetic particle inspection (MPI) has been 

the most widely used NDE method underwater (Goldberg, 1996; Na and 

Kundu, 2002). MPI is employed to detect surface and near-surface fl aws in 

ferromagnetic materials, and is used to look for cracking at welded joints 

and in areas identifi ed as being susceptible to environmental cracking, 

fatigue cracking, or creep cracking. The process of MPI is relatively simple. 

A magnetic fi eld is applied to the specimen, either locally or overall, using 

a permanent magnet, electromagnet, fl exible cables, or hand-held products. 

Fine ferromagnetic particles are then applied onto the specimen’s surface. 

If the material is sound, most of the magnetic fl ux is concentrated below 

the material’s surface and the particles follow the induced magnetic fi eld 
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(Shull, 2002; TWI, 2008). However, if a fl aw is present, such that it interacts 

with the magnetic fi eld, the fl ux is distorted locally and ‘leaks’ from the sur-

face of the specimen in the region of the fl aw. 

 MPI is carried out by divers and is generally used as a prime NDE tech-

nique to defi ne the true length of discontinuities detected visually (Kelly, 

1999). It can be applied only to bare metal specimens and is therefore a 

time-consuming process, as surface cleaning is normally required before its 

application (Visser, 2002; Mijarez, 2006). Underwater MPI is used primarily 

as a quality assurance tool to support underwater welding on ship struc-

tures. It can also be used to inspect hulls or other magnetic components. 

Some of the drawbacks associated with MPI are:

   1.     low sensitivity to detect cracks that run parallel to the magnetic fi eld. 

In this circumstance there is little disturbance to the magnetic fi eld 

and it is unlikely that the crack is detected. To overcome this limitation 

the inspection surface is magnetized in two perpendicular directions. 

Alternatively, techniques using swinging or rotating magnetic fi elds can 

be used to ensure that all orientations of a crack are detectable.  

  2.     residual magnetic fi elds left after the inspection is terminated may inter-

fere with welding repairs. These can be removed by slowly wiping the 

surface with an energized alternating current (AC) yoke.  

  3.     deeply embedded fl aws cannot be detected.     

  17.3.3     Ultrasonic testing (UT) 

 UT is suitable for the detection of subsurface defects, thickness measure-

ments, weld examinations, and the detection of inclusion and internal cor-

rosion (Bayliss  et al ., 1988; Na and Kundu, 2002). Steel structures such as 

H-piles, pipe piles, and sheet piles used in waterfront facilities are inspected 

using bulk waves to measure the metal thickness (Kelly, 1999). Ultrasonic-

based systems can also be used to obtain a general condition rating and 

indication of overall strength of concrete based on sound velocity measure-

ments (Kelly, 1999). The UT method is based on the propagation of ultra-

sonic stress waves generated by one or more probes that send broadband 

or narrowband mechanical waves through the structure. Conventional UT 

such as local thickness gauging uses bulk waves to test a limited region 

within the ultrasonic probe. This approach, although widely used in both 

dry and wet structures, is time consuming when applied to large structures. 

Longitudinal waves are used for ultrasonic thickness measurements in 

marine risers. The thickness is determined by the time of fl ight for the ultra-

sonic signal to reach the back surface of the pipe and to return to the trans-

ducer. Through-coating measurements allow coated risers to be inspected 

without removal of the coating after applying echo-to-echo technique and 
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A-scan imaging if the coating is well bonded to the metal surface and the 

thickness of the coating is less than 6 mm (Lozev  et al ., 2005). One form of 

UT is represented by phased arrays consisting of multiple ultrasonic ele-

ments and electronic time delays that create beams by constructive and 

destructive interference. The beams can be steered, scanned, swept, and 

focused electronically. To generate a different beam angle, different trans-

ducers’ wedges or lenses must be used. Electronic scanning permits very 

rapid coverage of the components to be inspected, typically an order of 

magnitude faster than a single transducer mechanical system. Owing to the 

large amount of data generated during inspection with ultrasonic phased 

arrays, data processing is not as straightforward as with conventional ultra-

sonic transducers. Marine risers can be scanned faster with a higher proba-

bility for defect detection and sizing using phased-array transducers (Lozev, 

2001; Lozev  et al ., 2005). 

 Whenever an ultrasound propagates into a bounded media, a guided 

ultrasonic wave (GUW) is generated. The wave is termed ‘guided’ because 

it travels along the medium guided by the medium’s geometric boundaries. 

GUWs propagate along, rather than across, the waveguide. The advantage 

of GUW inspection is its ability to probe long lengths of the waveguide, 

locating cracks and notches from only a few monitoring points, while pro-

viding full coverage of the waveguide’s cross-section. An application of 

GUWs applied to marine risers is provided by Guided Ultrasonics Ltd, who 

perform inspections of the splash zone and in general subsea pipework. The 

system is made of marinized ring  and electronics (GUL, 2011).  

  17.3.4     Sonars 

 Sonar measures the time it takes for a burst of sound to travel from a source 

to a target and back again. By knowing the velocity of sound through the 

appropriate medium, the distance from the source to the target can be deter-

mined (Rizzo, 2010). Sonar can generate an image of the test object. 

 Researchers at MIT developed the MIT-Bluefi n hovering autonomous 

underwater vehicle (HAUV) shown in Plate XVI in the color section 

between pages 374 and 375 (Hover  et al ., 2007; Englot  et al ., 2009; MIT, 

2011). The system employs a DIDSON (Dual Frequency Identifi cation 

Sonar) imaging sonar (Belcher  et al ., 1999) and BlueView bathymetry sonar 

to construct a detailed 3D representation of the test object. Imaging sonar 

can be considered an underwater camera that uses ultrasonic waves at few 

MHz frequencies to create images of a nearby object. Instead, bathymetry 

sonar uses low frequency acoustic waves to map the seafl oor. In the MIT 

system, the sonars are coupled to a Kalman fi lter simultaneous localization 

and mapping (SLAM) processing tool. The vehicle was tested to identify 

mine-shaped training targets planted on the hull of a retired naval aircraft 
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carrier, the USS  Saratoga . The test covered a 24 m 2  section of the hull on 

which nine mine-shaped training targets were mounted.  

  17.3.5     Radiography 

 Radiographic techniques (specifi cally X-rays) are one of the few NDE meth-

ods that can examine the interior of an object, and the only NDE method 

that works on all materials (Shull 2002). An X-ray is a form of electromag-

netic radiation with a wavelength in the range of 0.01 to 1 nanometers, cor-

responding to frequencies in the range of 3  ×  10 17 –3  ×  10 19  Hz. X-rays have 

high electromagnetic energy. These rays pass through objects that block vis-

ible light. This allows ‘seeing’ the interior of the material/structure under 

investigation. The amount of X-rays that pass through a material is depen-

dent on the elemental composition, density, and thickness of the material, 

and the energy and amount of X-rays (Shull, 2002). This method can detect 

cracks, fl aws, and thickness reduction. X-ray-based NDE has the advantages 

of being accurate, inherently pictorial, and adaptable to examine shapes and 

sizes, and sensitive to the discontinuity that causes a reasonable reduction 

of cross-section thickness. However, this method carries the burden of some 

safety concerns. It can be time consuming and expensive. It also requires 

extensive experience and trained personnel to safely carry out the inspec-

tion and properly interpret the images (Zhu and Rizzo, 2010). As radio-

graphic methods were proposed to inspect pipes (see for instance Balask ó  

 et al ., 2005), the use of X-ray technology has been extended to monitor any 

tubular components and welds under water. 

 The advent of digital radiography represented a leap in this NDE method-

ology. Digital radiography systems offer the possibility of obtaining images 

with less strict exposure requirements than those of conventional fi lm sys-

tems. Exposure imprecision normally leads to radiographs that are dark or 

show little contrast. Some of the advantages of digital radiographic systems 

include rapid image display, reduction of X-ray doses, image processing, 

automated acquisition, partially or completely automated evaluation, and 

image storage (Moreira  et al ., 2010; Pincu and Kleinberger, 2010). 

 Moreira  et al . (2010) demonstrated that digital radiography provides 

superior performance with respect to conventional fi lm technique in terms 

of image quality indicators (IQIs) and in the detection of small defects. 

IQI is a parameter that assesses the quality of a radiographic image in 

terms of sharpness, contrast, and noise. The comparison was conducted by 

targeting defects in the welds of offshore pipelines. For this study the dig-

ital detector array, Varian 2520 V 127  μ m, was used. The pipes were manu-

factured and welded according to the requirements established by API 5L 

and ISO 3183 specifi cations (API, 2007; ISO, 2007). The pipes were welded 

introducing artifi cial fl aws such as longitudinal and transverse cracks, lack 
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of penetration, and lack of a side wall. The quality of the images was 

assessed by the following parameters: normalized signal-to-noise ratio 

at base material, basic spatial resolution, and contrast sensitivity by IQI. 

The defect visibilities obtained with a digital detector were compared with 

those obtained with digitalized fi lms. It should be stated that, although 

the method was validated on pipes that were to be deployed in a marine 

environment, the experiments presented in this study were performed in 

dry conditions.  

  17.3.6     Electric/magnetic methods 

 Eddy current (EC)-based methods measure a material’s response to elec-

tromagnetic fi elds over a specifi c frequency range, typically a few kHz to 

several MHz (Shull 2002). The principle is illustrated in Fig. 17.3. A magnetic 

coil with an AC induces a time-varying magnetic fi eld, which causes an elec-

tric current to be generated in the test object. These currents produce small 

magnetic fi elds around the material that generally oppose the original fi eld 

and therefore change the impedance of the magnetic coil. By measuring 

the change in the impedance of the magnetic coil as it traverses the sample, 

anomalies in the inspected structure can be detected.      

 EC-based inspection is a non-contact method that does not require sur-

face preparation. On the other hand, EC suffers from a number of draw-

backs, such as that the interrogated material must be a conductor, it is 

sensitive to liftoff variations (i.e. the distance between the structure and 

the EC probe), and it is limited to surface or near-surface detection (Shull, 

2002). The last limitation is related to the size of the skin depth, which is the 

Coil
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 17.3      Schematic of the EC inspection.  
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depth of penetration of the AC. The skin depth sets the maximum depth 

to determine defects at a given frequency. To overcome this problem, the 

remote fi eld eddy current (RFEC) method was introduced by Schmidt  et al . 
(1989). RFEC utilizes the existence of a secondary fi eld that completely 

penetrates the wall thickness, thereby allowing through-thickness inspec-

tion (Shull, 2002). The current can travel along a test object, such as a pipe, 

and be detected by far fi eld coils, which are separated by approximately two 

times the pipe diameter from the excitation coils. 

 A pulsed EC technique was proposed for riser inspection by Wassink 

 et al . (2000). A stepped or pulsed input signal is used for the detection of 

corrosion areas under the riser’s insulation. This approach allows the detec-

tion of wall-thinning areas in the riser without removing the outside protec-

tion coatings or any accumulated biomass. The advantages of this technique 

are its larger penetration depth and the possibility of obtaining quantitative 

measurements of wall thickness. The technique, which was initially used for 

the outside inspection of plant pipelines (see for instance de Raad, 1995), 

can be applied for nominal riser wall thicknesses between 6 and 65 mm 

and insulation thickness less than 150 mm using probes located within 

50–100 mm range (Lozev  et al ., 2005). 

 The alternating current fi eld measurement (ACFM) technique is another 

non-contact electromagnetic technique utilized to detect and size surface-

breaking cracks in a range of different materials and through coatings of 

varying thickness. The technique measures the magnetic fi eld perturba-

tions associated with electric fi eld perturbations induced by the presence 

of a fl aw (Raine, 2002). The ACFM perturbations in a uniform magnetic 

fi eld can be detected with coils parallel or perpendicular to the fi eld, or 

perpendicular to the surface. Modifi ed systems employ one induction coil 

for generating surface currents and two small coils to measure the mag-

netic fi eld in the area surrounding a crack (Mijarez, 2006). The system was 

originally developed in the early 1990s for subsea and topside inspections 

of offshore structures without the need to remove the item’s protective 

coating. Nowadays the technique is routinely used by oil and gas indus-

tries for structural weld inspection. Other applications include in-service 

crack detection in naval vessels. Although developed and patented by TSC 

Inspection Systems (TSC, 2011) initially for routine inspection of struc-

tural welds, the technology has been improved further to cover broader 

applications across a range of industries (Lugg and Topp, 2006; Papaelias 

 et al ., 2007, 2008). 

 A few examples of ACFM applied to underwater structures were 

reported by Marques and Martins (2000) and Asokan  et al . (2003). The 

former described the use of ACFM at PETROBRAS, the Brazilian State 

Oil Company, for the routine structural inspection of offshore platforms. On 
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the other hand, Asokan  et al . (2003) developed an underwater manipulator 

for the inspection of weld seams.   

  17.4     Structural health monitoring (SHM) of 
underwater structures 

 Currently, there is growing interest in developing a scientifi c process that 

involves the observation of a structure or mechanical system over time 

using periodically spaced measurements, the extraction of damage-sensi-

tive features from these measurements, and the statistical analysis of these 

features to determine the current state of system health. This process is 

referred to as SHM (Farrar and Worden 2007). Morimoto (2010) illus-

trated the benefi ts of using new technologies that could replace periodic 

inspection by means, for instance, of wireless sensor networks. Morimoto 

(2010) investigated the environmental and social impacts of applying 

wireless sensor technology in the United Kingdom water industry. The 

study was conducted performing a probabilistic cost – benefi t analysis, 

which takes into account future uncertainty. In this section we describe 

those nondestructive methods that can be implemented in the scientifi c 

process of SHM, and therefore ideally implementable online with embed-

ded hardware/software in an automated manner as a system operates. 

  17.4.1     Acoustic emission 

 Acoustic emission (AE) is a passive method that monitors the transient 

stress waves generated by the rapid release of energy from localized sources, 

e.g. fracture, within a material. The elastic energy propagates as a stress wave 

(i.e. an acoustic emission (AE) event) in the structure and is detected by 

one or more sensors attached to or embedded in the structure being mon-

itored (Zhu and Rizzo, 2010). Such an event can be linked to the onset of 

new damage or to the progression of existing anomalies. AE differs from 

most other NDE techniques in two key respects. First, the signal has its ori-

gin in the material itself, not in an external source. Second, AE effectively 

detects movement while most other methods detect existing geometrical 

discontinuities. Different AE sources may produce different AE waveforms. 

The AE source mechanism results in different received signals if the source 

is oriented differently with respect to the geometry of the medium or the 

propagation path to the detector. 

 AE is suitable for global monitoring, real-time evaluation, and remote 

sensing, to discriminate among different sources of events (i.e. sources of 

damage). As with any method related to the propagation of stress waves, 

AE may suffer from signal attenuation and may be subjected to extraneous 

noise. It is a contact method, in that it requires contact between the sensing 
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technology and the structure under investigation. The previous loading 

history of the structure cannot always be determined, and the presence of 

existing damage cannot be appreciated. To determine the location of the AE 

event, multiple sensors are required. Unlike other NDE methods, AE-based 

methods cannot defi ne the defect size or how serious it might be (Mijarez, 

2006). Moreover, offshore environments are generally very noisy and the 

AE signals are usually weak, especially if the AE sensors are located far 

away from the AE event. Thus, signal processing and discrimination should 

be aggressively pursued to successfully monitor underwater structures by 

means of AE. 

 The underwater monitoring of existing structures by means of AE requires 

that transducers and cabling must be retrofi tted onto the structures. This 

procedure needs divers and hence can be time consuming and expensive to 

install.  

  17.4.2     Fiber optics 

 The use of distributed fi ber optic sensors based on the Sagnac interferom-

eter (Russell  et al ., 2001; Huang  et al ., 2007; Kondrat  et al ., 2007; Wu  et al ., 
2008) to locate a disturbance applied to its sensing fi ber can be exploited 

to identify and monitor leaks from pipes (Kirkendall and Dandridge, 2004; 

Manuel  et al ., 2008). The fi ber is fi xed on the surface of a pipe to sense the 

strain caused by the acoustic signals generated by the leaks. The strain pro-

duces a change of the refractive index of the fi ber core, alters the total opti-

cal path length, and induces an optical phase signal in the fi ber. 

 Wang and Wang (2010) presented a hybrid Mach-Zehnder and Sagnac 

interferometer confi guration for detecting broadband vibrations caused by 

leaks from a high pressure pipe. The sensing system is based on spectrum 

analysis and signal fi ltering based on the discrete wavelet transform, and it 

was tested in a laboratory setting using an underwater waveguide. The light 

source was a 1050 nm amplifi ed spontaneous emission (ASE) broadband 

light source. The experimental set-up included a 4500 m long single model 

sensing optic fi ber. The photodetector amplifi er had a low pass fi lter with 

cut-off frequency of 100 kHz. The performance of the system was demon-

strated under different water fl ow velocities. Huang  et al . (2007) proposed 

a scheme with two light paths, where the same optical length is traveled 

following different sequence paths. Because the propagation lights of the 

two paths pass through the leaking point at different times, the resulting 

phase of the two signals differ. After interference, the sensing phase signal 

is demodulated, and then the leaking point can be acquired from the null 

frequency of the output spectrum. 
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 Fiber optic sensing based on fi ber Bragg grating (FBG) was proposed to 

measure strains for ship hull monitoring systems. In addition to immunity to 

electromagnetic fi elds and resistance to harsh corrosive environments, FBG 

sensors have the ability to measure multiple physical parameters (Chan  et al ., 
2006). This ability, combined with serial multiplexing of FBG sensors, allows 

for multiple parameters to be monitored (Murawski  et al ., 2010). Interested 

readers are referred to Wang  et al . (2001) for an application of fi ber optics 

in vessels. Murawski  et al . (2010) suggested the use of fi ber Bragg technol-

ogy to measure strain in offshore structures. The principle of this approach 

was proved on the construction legs of an offshore platform simulated using 

fi nite element methods.  

  17.4.3     Vibration methods 

 Underwater SHM methods based on vibration analysis rely on the natural 

vibration modes of the offshore structure monitored. These modes, which are 

excited by natural wind and waves, are dependent on the characteristics of 

the structure. If the mass of the structure does not change, the decrease in its 

stiffness, caused by possible damage infl icted to its load-carrying members, 

will result in shifting of its characteristic vibration frequencies. When vibra-

tion methods are deployed, it is assumed that the breakage of the structural 

members, or large changes of the sediment foundation (or sediment charac-

teristics) result in detectable changes of the natural vibration frequencies. In 

order to be reliable, the instrumentation (usually accelerometers and data 

acquisition systems) must be very sensitive. The raw data, when coupled 

to advanced signal processing methods, are rendered immune to ambient 

variations (such as tidal waves). Vibration analysis has been applied to con-

fi rm structural damage below and above the water line, placing sensors at 

deck level and as deep as 30 m. For instance, EQE International installed 

sway monitoring sensors on 13 different platforms in the North Sea (E&P, 

2001; Burdekin  et al ., 2002; Mijarez, 2006). 

 In tubular joints, when fatigue cracks penetrate through the thickness of the 

tubular wall, a major reduction in joint stiffness is observed. This stage is usually 

considered the end of the fatigue life of the joint and a variation in the global 

natural frequency of vibration might be seen in structural response data. 

 Fritzen  et al . (2008; 2010) presented a system for long-term monitoring 

of offshore wind energy plants. The system contains algorithms for load 

identifi cation, damage detection under changing environmental and oper-

ational conditions, damage localization, sensor fault identifi cation, and 

operational modal analysis. The system analyzes the data provided by an 

array of accelerometers positioned on the tower or the foundation of any 
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wind energy plant. The study presented by Fritzen  et al . (2010) describes 

the outcomes of 8 months’ monitoring of the tower of a wind energy plant 

prototype M5000-2. 

 Vibration analysis applied to offshore structures suffers from the same 

drawbacks as for above-ground structures: it cannot determine that a crack 

has occurred until the crack becomes large enough to affect the natural 

vibration frequency of the structure. It may also suffer from such environ-

mental factors as temperature on the superstructure.  

  17.4.4     Flooded member detection (FMD) method 

 One technique that is particularly suitable for SHM implementation aims 

at detecting fl ood in underwater structural components that are normally 

water tight such as dry tubular members. The process is called FMD. The 

presence of water in the dry tubular member provides an indication of 

through-wall failure. Although fl ood may not compromise the overall integ-

rity of the structure, the FMD method is a suitable approach to detect struc-

tural damage in tubular elements. 

 Historically, the detection of fl ooded members was developed as diver-

based inspection or for fully automated ROV use. To this end, four methods 

were proposed: (1) acoustic impact; (2) thermal profi ling; (3) radiographic; 

and (4) ultrasonic methods. The acoustic impact testing was the earliest 

method. A mechanical excitation is induced on the member under inves-

tigation and the resultant vibration is compared with a known healthy 

pattern. The approach is fast, with minimal cleaning requirement, and eas-

ily implemented in an ROV. However, the external fl uid loading and the 

growth of marine organisms on the member surface can mask the required 

information and therefore affect reliability. In thermal profi ling, a heat 

source is applied around the member and the resultant temperature is mon-

itored (Hayward  et al . 1993). The low inspection rates and the diffi culty in 

making the system fully automatic represent the main disadvantages of this 

approach. Radiographic-based and ultrasonic-based FMD are the main 

FMD methods. Radiographic-based FMD uses gamma ray and a sensitive 

detector fi xed on opposite forks for a changeable yoke system and mounted 

across the diameter of the member under inspection. The method exploits 

the gamma ray absorption properties of materials to detect the presence of 

water. Radiographic FMD systems are generally attached and interfaced 

to ROV to mitigate any potential radiation hazards. The commercial prod-

uct Tracero Diagnosis TM™ (http://www.tracerco.com/) offers radiographic 

FMD equipment for offshore applications and it is adaptable to ROVs. The 

main advantages of this approach are that through-thickness defects are 

found and that the method is readily deployable, even from smaller ROVs. 

However, the method requires access to both sides of the member, with 
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extensive surface preparation and pretest calibration. Particular problems 

areas are: tight cracks, coatings, sealing by marine growth, and a general dif-

fi culty of access, principally on old platforms (Mijarez, 2006). 

 In ultrasonic-based FMD, an ultrasonic pulse is transmitted through the 

member wall. The presence of a fl uid provides an effi cient acoustic conduc-

tion path, which otherwise cannot exist, and the detection of a return echo 

from the opposite side of the cylinder is used to confi rm through-wall dam-

age (Hayward, 1993). An ultrasonic FMD system for underwater tubular 

Transducer
connector

RS-232
connector

RS-232
cable

Water-activated
batteries connector

 17.4      Waterproof sensing system for fl ood detection method ( Source : 

From Mijarez, 2006, page 153).  
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steel structures was described by Hayward (1993). The system targeted 

angled, horizontal, and vertical members of steel jacket offshore instal-

lations and it required only removal of external marine growth over the 

operational diameter of the sensor head. Ultrasonic-based FMD requires 

divers and an accurate placement of transducers (Mijarez, 2006). The ultra-

sonic-based FMD was evaluated in the framework of the Inter-Calibration 

of Offshore NDE (ICON) project, which aimed at testing NDE methods 

and equipment. The FMD method was evaluated using clean 0.4 m and 0.5 

m diameter tubes, randomly fi lled with water, with and without computer 

assistance. It was reported that at 50% or higher of water fi ll of the speci-

men, 100% probability of detection (POD) was obtained, and 70% POD at 

10% water fi ll (Visser, 2002; Mijarez, 2006). 

 The transition of the FMD from a diver-based or ROV-based inspection 

to SHM has been proposed by researchers at the University of Manchester. 

A photo of the sensing system is presented in Fig. 17.4. The system uses 

guided waves and is based on sensors designed to be permanently attached 

to the inner wall of every tube in the subsea structure and powered by a 

normally inert seawater battery. Upon activation, the sensor transmits ultra-

sonic encoded information to an online monitoring system at deck level for 

decoding and identifi cation of the transmitting sensor member. The trans-

mitted signal exploits two communication channels, either through seawa-

ter or along the structure using the waveguide effect provided by the steel 

jacket (Mijarez  et al ., 2005a, b, 2006, 2007).        

  17.5     Conclusion 

 Underwater structures play a vital role in modern society. Owing to the 

environmental conditions under which these structures operate, it is impor-

tant to guarantee proper maintenance and avoid any failure that might com-

promise the marine environment and lead to economic losses. 

 In this chapter a comprehensive review of the most common method 

used for the NDE and SHM of underwater structures was given. Methods 

based on electromagnetic waves, stress waves, visual inspection, and radiog-

raphy were discussed. Advantages and drawbacks of each methodology as 

it applies to underwater systems were reported. Table 17.1 lists the method-

ologies discussed here and associates them to the structures to which they 

can be applied. It must be stated that in their applicability to underwater 

structures, some of the sensing technologies listed in Table 17.1 are still in 

their infancy, and therefore only proof of concept has been shown in the 

laboratory or in pilot tests, or they have the potential to be used but have 

never been explored for underwater applications. For example, fi ber optics 

belongs to the fi rst category, while AE belongs to those sensing methods 

that have potential but have never been explored.       



 Table 17.1     Inspection and sensing methods for underwater structures. The methods are listed in alphabetical order 

 NDE methods  Offshore 

platforms 

 Piles 

and 

piers 

 Submerged 

pipelines 

 Naval 

vessels 

 Damage type  Size of 

equipment 

 Simplicity   In situ  

implementation 

 Cost 

 AE  x  x  Surface, interior  M  M/H  L  L/M 

 Acoustic leak 

detection 

 x  Full depth  M  M  M  M 

 ECs  x  x  Surface, 

underneath 

 L/M  M  L  M 

 Fiber optics  x  x  x  Surface  M  L/M  L  M 

 FMD  x  Full depth  L/M  M/H  M  L/M 

 Magnetic 

particles 

 x  x  Surface, 

underneath 

 L  H  M  L 

 Radiography  x  x  x  Surface, interior  H  M  M  H 

 Sonar  x  x  x  x  Surface  M  M  H  M/H 

 UT  x  x  x  x  Surface, interior  M  M  L/M  M 

 Vibration 

method 

 x  x  x  Interior, full 

depth 

 M  H  L/M  L/M 

 Visual 

inspection 

(by divers) 

 x  x  x  x  Surface  L/M  H  H  L 

 Visual 

inspection 

(with 

cameras) 

 x  x  x  x  Surface  M  H  H  M 

 Visual 

inspection 

(with dyes) 

 x  x  Full depth  M  M/H  M  M 
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  Abstract : Structural health monitoring techniques for ship and offshore 
structures including recent literature survey in the related fi elds are 
summarized in this chapter. Typical hull monitoring systems (HMS) 
for ship structures are introduced with common sensor locations, as 
well as measurement parameters to be monitored. Long-based strain 
gauges (LBSG), accelerometers, and other types of sensors such as 
motion sensors and pressure sensors, which are employed for HMS, 
are introduced. Particular requirements for HMS in the context of the 
regulations and the codes by principal organization sectors are discussed. 
Moreover, emerging new technologies applicable for ship and offshore 
structures are introduced. The basic principles and the application of fi ber 
optic sensors (FOS), acoustic emission (AE) sensors and crack detection 
(CD) sensors are reviewed in the later part of this chapter. Finally, 
new requirements and trends in structural health monitoring in marine 
industries are introduced. In particular, the importance of structural health 
monitoring technology applicable in a cryogenic environment is presented. 

  Key words : ships, offshore structures, structural health monitoring, fi ber 
optic sensors (FOS), long-based strain gauges (LBSG), fatigue strength, 
hull stress monitoring system (HSMS). 

    18.1     Introduction 

  18.1.1     History of offshore structures 

 The rapid increase of oil and gas prices has resulted in the installation of 

a signifi cant number of offshore structures for energy exploration in the 

ocean. The exploration depth is continuously increasing, from continen-

tal shelf to deep sea beyond 1000 m. Offshore structures include fi xed 

jackets and concrete platforms, semi-submersibles, tension leg platforms 

(TLPs), spars, jack-ups, and fl oating production storage and offl oading 

(FPSO). Common offshore structures are illustrated in Fig. 18.1. Fixed off-

shore structures are by far the most common kind of these structures. 1  
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Steel jacket-type platforms have been widely developed for various pur-

poses, including offshore drilling, processing, and support of offshore 

operations.      

 It has been reported that about 5600 offshore structures have been 

installed and operated by oil and gas companies in the United States. 

Offshore structures in the Gulf of Mexico are getting old as well, and the 

average age is known to be 35 years. It has been reported that the age distri-

bution of offshore structures installed in the UK continental shelf (UKCS) 

and the Norwegian continental shelf (NCS) shows that a relatively large 

number of installations have crossed of 20 years. 2,3  

 Offshore structures used in petroleum activity are normally designed for 

various phases of their life. These phases include construction, fl oat out from 

construction site to transport barge, transport to fi eld, lifting from barge 

to site, operation on site and, fi nally, removal. The design codes normally 

include three limit states. These limit states are ultimate limit state (ULS), 

fatigue limit state (FLS), and accidental limit state (ALS). 4  

 Structural integrity assessment of existing structures is performed to 

extend the service life of the facility, as new methods of production and new 

discoveries may result in a request for life extension. 5,6,7  The most generally 

accepted standard for offshore structures is ISO 19900 ‘Petroleum and nat-

ural gas industries – Offshore Structures – Part 1: General Requirements’ 

ISO (2002). This standard provides general design rules and general rules 

for assessment of existing structures. The Norwegian regulations (PSA 

2004) refer to NORSOK N-001 (NORSOK 2004) for structural design, 

which again refer to ISO 19900 (ISO 2002) for assessing existing structures. 

Other standards, such as API RP2A-WSD (API 2000) and ISO/DIS 13822 

(ISO 2000), are also available for detailed procedures for integrity assess-

ment of the existing structures. 2,8  

 Although the removal of offshore structures is mainly an economic deci-

sion, the old structures should be properly maintained or removed to prevent 

any catastrophy. The Deepwater Horizon oil spill, or BP oil spill, is the largest 

accidental marine oil spill in the history of the petroleum industry, as shown 

Fixed
platform

Complaint
tower

TLP FPSO SPAR

 18.1      Typical offshore structures (left to right): Fixed platform, complaint 

tower, TLP, FPSO and SPAR.  
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in Fig. 18.2. The spill caused extensive damage to marine wildlife habitats 

and the local community. This kind of catastrophic failure in offshore struc-

tures can be effectively avoided by proper regulation, inspection, and main-

tenance, as well as structural health monitoring.       

  18.1.2     Aims and scope 

 Structural health monitoring of the structures is essential for ensuring their 

safe operation. In this regard, the safety issues, including inspection, mainte-

nance, and repair processes for offshore structures, have become of crucial 

importance in the offshore community. 

 The design of a structural health monitoring system essentially requires 

consideration of the trade-off between initial costs and long-term operating 

costs. In particular, the diffi cult issues encountered in designing structural 

health monitoring systems for ships and offshore structures are:

   Operation in hostile environment of salt water, storm waves, and • 

cargoes.  

  Having a huge area of steel surface, and diffi culties in access.  • 

 18.2      Deepwater horizon offshore drilling unit on fi re in 2010. ( Source : 

Courtesy of the United States Coast Guard.)  
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  Use of instrumentation being more restricted. Instrumentation trans-• 

ducers and connecting wires have very limited durability in a hostile 

environment.  

  Instrumentation and monitoring system are required to determine load-• 

ings, response, and performance characteristics of critical structural ele-

ments while the ship is in service.  

  Uncertainties in loadings (environmental, operating) signifi cantly • 

infl uencing the monitoring system for validating structural response and 

performance analysis method.    

 The classes of damage considered for ships and offshore structures include 

ship collision, slamming induced by storm, ice impact, dropped objects, 

fatigue fracture, fi re and blast, corrosion/material degradation to name a 

few. Unforeseen damage to platforms may occur due to accidents, storm 

damage, and various geological problems. 

 Salvino  et al . defi ned the main goals of structural health monitoring sys-

tems as: 9   

   Assessment of structural degradation and gradually degrading • 

conditions  

  Verifi cation of design assumptions associated with design loadings and • 

structural responses  

  Assessment of potential failures due to errors in the design, fabrication • 

and operation  

  Assessment of the operational utilization of the structure.    • 

 The benefi ts of structural health monitoring (SHM) include reduced 

inspection costs, minimized preventive maintenance, increased asset avail-

ability, and extension of the remaining useful life of structures. In particular, 

future benefi ts of using SHM for offshore structures can be summarized as:

   Design validation through sea trials  • 

  Through-life load and usage monitoring  • 

  Damage detection and diagnostic systems  • 

  Prognosis, mainly for fatigue life predictions.    • 

 A special point that needs to be noted is that a structural health moni-

toring system for ships and offshore structures in marine operation always 

needs to consider the regulations and codes of principal organization sec-

tors involved in the development such as:

   Regulatory agencies  • 

  Classifi cation societies  • 
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  Manufacturers, designers, builders and repairers  • 

  Owners and operators.     • 

  18.1.3     Current SHM techniques for ships and offshore 
structures 

 The basic rule requirements of a hull stress monitoring system (HSMS) are 

in accordance with International Maritime Organization (IMO) recom-

mendations for ‘fi tting of HSMS (MSC/Circ.646 6th June 1994, Maritime 

Safety Committee)’. The major classifi cation societies, such as LR (Lloyd’s 

Register), Det Norske Veritas (DNV), and American Bureau of Shipping 

(ABS), and the International Association of Classifi cation Societies (IACS) 

not only provide similar monitoring guidance for minimum parameters to 

be monitored but also recognize the fi tting of enhanced and more compre-

hensive monitoring systems through various notations. The notations and 

requirements of classifi cation societies concerning the provision of the typi-

cal monitoring for bulk carrier and tankers are summarized in Table 18.1.        

  18.2     Hull response monitoring systems 

 The current state-of-the-art structural health monitoring system for ships is 

Hull Response Monitoring Systems (HRMS). 10  HRMS is a system that mea-

sures and displays key ship motions and hull structural responses. 11  Real-

time ship motions and stresses monitored by HRMS provide the onset and 

severity of hull structural responses to the sea and ice to the operators. IMO, 

IACS, and other individual Classifi cation Societies (LR; DNV; and ABS) 

have recommended the use of HRMS. 

 HRMS consists of an affordable number of strain, temperature, and accel-

eration sensors placed in predetermined locations within ships’ structures. 

Strain sensors are typically placed in the vicinity of possible crack locations, 

 Table 18.1     Notations and requirement of the classifi cation societies 

 Class  Notation  Gauges 

 LR  SEA 

 (HSS-4) 

 4 LBSG, 1 bow vertical 

 Accelerometer 

 DNV  HMON-1  4 LBSG, 1 bow vertical 

 Accelerometer, 1 midship 

accelerometer 

 ABS  HM2 + R  4 LBSG, 1 bow vertical 

 Accelerometer 
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including various weld joints, as shown in Fig. 18.3. Additional sensors 

including global positioning system (GPS), hull hydrostatic pressure (exter-

nal and in-tank), weather and motion prediction, and linkage to other ship 

instruments are provided.      

 A hull monitoring system enables the operator of the vessel to moni-

tor all relevant responses (motions, accelerations, loads, bending moments, 

stresses, etc.) and provides rational guidance on preventive measures in 

heavy weather conditions. HSMS is a system that provides real-time infor-

mation, such as motions and global stress experienced by the ship, to the 

crew of the ship while navigating as well as during loading and unloading 

operations. 

 While HRMS applications have matured as an industry, future applica-

tions on ice-class ships need more attention. Also, further research effort is 

required to relate the current HRMS system to at-sea operational guidance 

as well as route and schedule planning.  

  18.3     Fatigue monitoring sensors 

 Fatigue analysis consists of the characterization of short- and long-term 

cyclic conditions (loading and unloading of cargoes, hydrostatic pressure, 

hydrodynamic loadings, and machinery and equipment vibrations), the 

determination of the cyclic forces and strains in structural elements, and the 

determination of potential degradation in strength and stiffness degrada-

tion in structural elements. Fatigue damage to structural components arises 

because of the cyclic nature of wave or wind loadings. 

 The quality of fatigue strength assessment depends on the accuracy of 

stress concentration evaluations, ductile and fatigue resistance materials, 

determination of cyclic loading history, robust (damage tolerant) design, 

and construction/quality assurance and control. 

Zener
barriers

Midship starboard long-base
strain gauge

Accelerometer
forward

Pressure transducer
forward

Forward long-base
strain gauge

Midship port long-base
strain gauge

Uninterruptible power supply

Aft long-base
strain gauge

Processor/
display/recorder

Signal
conditioning

 18.3      Typical hull monitoring system for a bulk carrier.  
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 Crack growth due to fatigue and stress corrosion is normally a slow deg-

radation process up to a point, beyond which failure may be sudden and 

catastrophic. Detection as early as possible during this initial period of 

crack growth is essential if the consequences of unexpected failure are to 

be avoided. 

 The fatigue gauge is commonly employed for the crack-growth mea-

surement proportional to the cumulative fatigue damage for welded joints. 

These sensors are made of thin metal pieces and can be placed in front 

of stress-concentrated areas within structures for detecting fatigue cracks. 

These sensors are cheap, small, and made of thin metal pieces as shown in 

Fig. 18.4. When a fatigue crack propagates through the surface of the sen-

sor, due to repeated fatigue loadings, the sensor can be used for measuring 

fatigue-crack length. Further development is required in offshore industry 

for easier installation of the sensors to the structure and robust sensors to 

offshore environmental circumstances.       

  18.4     Air gap sensing system 

 Air gap is defi ned as the positive difference between the highest crest eleva-

tion for the design return period and the underside of the lowest deck level. 12  

 ISO 19902 standard on fi xed offshore installations describes the necessity 

for measuring the air gap as:

 18.4      Fatigue crack monitoring sensor.  
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  Where air gap measurement devices are correctly set up, calibrated and main-

tained, continuous records of wave heights and tide can provide very useful 

information on environmental conditions. Where this can be combined with 

directionality data and ideally some method of estimating actions, the data can 

be used in analyses and assessment of defects and of remaining life, possibly 

reducing conservatism.   

 Simple methods, such as a tape measure from the cellar deck, have also 

been widely used, which have recently been replaced by radar measure-

ment. Measured values are typically recorded and averaged over a given 

time period, for example, every three years. 

 While periodic survey of air gap is suffi cient most of the time, real-time 

continuous monitoring of the air gap is important in seismically active 

regions or in harsh local conditions.  

  18.5     Corrosion monitoring system 

 Ballast tanks and crude cargo tanks are continuously exposed to corrosive 

environment. Typically, ballast condition is worst in terms of corrosion dam-

age, particularly in empty or partially fi lled conditions. Cathodic protection 

or coatings are commonly adopted for protecting structures from corrosive 

environment. 

 Problems are due to improperly designed, applied, and maintained cor-

rosion systems, and incompatibilities between structural and corrosion 

protection systems, such as fl exible bulkhead covered with stiff coatings 

and corrosion cells set up between the parent materials and the weld heat 

affected zone (HAZ) region resulting in grooving corrosion.  

  18.6     Acoustic emissions monitoring sensors 

 Acoustic emission (AE) techniques can be used for monitoring corrosion 

in onshore tanks, but it is known that these would be much more diffi cult 

to apply on an FPSO, because the emission levels are too low and are easily 

masked by other noises on the installation. 

 AE monitoring uses the transient acoustic stress-wave for detecting dam-

age mechanisms such as cracks by characterizing the sound patterns due 

to structural anomalies induced locally in structures. The system has been 

used in areas with high risk of fatigue cracking and with diffi cult access for 

inspection. 12  

 AE provides real-time information on fatigue crack initiation at the early 

stages of propagation and growth, and can be used with strain gauges to cor-

relate the structural stress levels. AE systems have been applied extensively 
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for the structural monitoring of critical structural members over recent 

decades in the offshore industry. 13  

 AE monitoring can overcome various diffi culties with crack detection 

(CD) in service, and is potentially a very promising method of inspection. 

It is sensitive to the propagating cracks, that is, the structurally signifi cant 

defects, and provides information on growth rate under service loading 

conditions, guiding inspection and repair work for maximum cost effec-

tive maintenance. Cost effective structural monitoring based on an acoustic 

method is summarized in References [14,15]. 

 This monitoring technology can provide improved assurance of overall 

integrity, justifying the additional work and cost involved. By continuously 

monitoring a vessel or offshore structure over a period of time, usually sev-

eral weeks or months depending on the minimum acceptable defect size, 

enhanced assurance of structural integrity can be obtained. The design of an 

underwater sensor is shown in Fig. 18.5, attached to a marine structure (bal-

last tank in vessel or jack-up platform) where it was being used to evaluate 

the most effective sensor for monitoring.       

  18.7     Vibration-based damage assessment approaches 

 Vibration-based damage monitoring methods have been extensively used 

for structural monitoring of offshore platforms. The vibration-based dam-

age monitoring system has been in operation since the late 1970s on a num-

ber of offshore jackets. 

 Vibration parameters are monitored by on-line damage assessment tech-

niques. They comprise techniques that are based on examination of changes 

 18.5      AE sensor for use on underwater marine structure.  
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in natural frequencies, mode shapes, or mode shape curvatures (frequency 

domain methods). Doebling  et al . 16  and Sohn  et al . 17  published a state-of-the-

art review on vibration-based damage identifi cation methods. 

 Typically, accelerometers are placed on the topside of an installation with 

additional subsea accelerometers. The vibration response of the jacket to 

wave loading is continuously monitored. Any major structural damage to 

the platform is refl ected by a change in structural response. 18  The method 

is known to be sensitive enough to detect a frequency change of 0.5%. 

However, the method cannot detect minor damage, such as small defects or 

local fatigue cracks. 

 Figure 18.6 illustrates an example of damage detection based on change 

in natural frequencies. By comparing the natural frequency data between 

the damaged and the undamaged platforms, the occurrence of damage in 

the platform can be easily determined. 19       

 Loland and Dodds (1976) discuss practical experiences learned by moni-

toring three North Sea platforms over 6–9 months. 20  Discussions of platform 

geometry, instrumentation, environmental conditions during measurements, 

and system cost are presented. In the paper, the following fi ve requirements 

for the vibration-based damage monitoring systems are identifi ed.  
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   Ambient (sea and wind) excitation must be used to extract the resonant • 

frequencies.  

  Vibration spectra must remain stable over long periods of time.  • 

  Instruments must withstand environmental challenges.     • 

   Mode shapes must be identifi able from above-water measurements  • 

  The system must offer fi nancial advantages over the use of divers.     • 

  18.8     Fiber optic sensors (FOS) 

 FOS have recently been employed in place of conventional strain gauges to 

determine the stress or loading regime in part of a structure. The strain mea-

suring techniques have been widely applied across many industries, includ-

ing the offshore industry. 

 A typical Bragg grating type fi ber optic sensor is shown in Fig. 18.7. FOSs 

exhibit advantages such as fl exibility, embeddability, multiplexity, and elec-

tromagnetic immunity (EMI) immunity compared to traditional sensors. 

However, fi ber optic strain sensors are limited in application for stress var-

iation only, not absolute stress levels. Cabling, especially for conventional 

strain gauges in a humid environment, is another important issue to be 

considered. Among various fi ber optic sensor methods, fi ber Bragg grating 

(FBG) sensors are the most promising candidate for structural health mon-

itoring application for offshore platforms. 21       

 FBG sensors have been employed on offshore platforms for monitoring 

ship collisions and ocean wave loads. 22  It is reported that the FBG sensors 

installed at the bottom of the central pillar of the jacket performed well and 

did not show any signifi cant reduction of sensing performance, as shown in 

Fig. 18.8. However, conventional strain gauges failed to operate, due to the 

detrimental corrosion of sea water. 22       

 18.7      Typical FOS-based on Bragg gratings (FBGs).  
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 Another example of fi ber optic sensor application in ships and offshore 

structures is in the structural health monitoring of the failure modes of insu-

lation panels of liquefi ed natural gas (LNG) carriers. Insulation panels of 

LNG cargo tanks may include mechanical failures such as cracks, as well 

as delamination within the layers due to impact sloshing loads and fatigue 

loadings, and these failures cause a signifi cant decrease of structural safety. 

Figure 18.9 shows a fi ber optic sensor embedded within the insulation system 

of an LNG vessel. A structural health monitoring system has been reported 

that employs FOS for monitoring the various failures that can occur in LNG 

insulation panels. 23        

  18.9     Riser and anchor chain monitoring 

 The riser and anchor chain monitoring system consists of an array of 

sonar positioned beneath the platform, which emits signals in and around 

the horizontal plant. 12  Plate XVII in the color section between pages 374 

Boat collision
position

1#

2#
3#

4#

 18.8      Platform, model and location of FOS. 8   

Slit

Grating

 18.9      Installation of FBG sensors in LNG insulation system. 9   
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and 375 shows a typical riser and anchor chain monitoring system. The 

purpose of this technique is to monitor the position of risers and anchor 

chains, and alert the operator to any displacements outside of predefi ned 

limits. In addition, failure analysis can be performed using the resulting 

computerized data. The measured data can be used to determine the pre-

cise location of riser and anchor chains and to continuously monitor their 

position.  

  18.10     Conclusion and future trends 

 In this article, various techniques for monitoring the structural integrity of 

ship and offshore structures are discussed. Typical HMSs are introduced 

with common sensor locations as well as measurement parameters to be 

monitored. The long based strain gauge (LBSG) is typically installed at 

the midship and quarterdeck of vessels  for monitoring hull girder strength. 

Ship motion and slamming pressures are measured by accelerometers and 

pressure sensors located at the bow of the vessel. Different requirements 

for the hull monitoring system are summarized for each classifi cation soci-

ety. Then a review of the introduction of emerging new technologies that 

are applicable for ship and offshore structures follows. The basic principles 

and application of FOS, AE sensors, fatigue CD sensors, vibration-based 

damage monitoring, and riser and anchor chain monitoring systems are 

reviewed. Finally, new requirements and future trends in structural health 

monitoring in marine industries are introduced. In particular, the impor-

tance of structural health monitoring technology that is applicable in 

cryogenic environment is indicated. Another important issue in structural 

monitoring is subsea system integrity monitoring. The integrity and safety 

assessment, as well as remaining life assessment, of deep sea pipelines and 

the related subsea systems for oil and gas exploration are of critical impor-

tance and need special attention. In conclusion, the structural health mon-

itoring technique is an integral system for ensuring the safety of ships and 

offshore structures, as well as for protecting environment.  
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  Abstract : This chapter focuses on structural health monitoring (SHM) 
for wind turbines. Repair and downtime costs can potentially be 
reduced with the continuous monitoring of structure and environment. 
Available SHM approaches for rotor blades and support structure are 
presented extensively, with a special focus on the sensor technology 
and the methods used. Important monitoring methods, such as modal-
based methods, acoustic emission, and ultrasound wave propagation are 
presented. For monitoring of support structures, different foundation 
concepts are introduced with specifi c neuralgic spots. Subsequently, 
some of the global and local SHM approaches, as well as case studies are 
presented. 

  Key words : structural health monitoring (SHM), condition monitoring 
(CM), offshore wind turbines (OWT), blades, support structures, system 
identifi cation, operational modal analysis. 

    19.1     Introduction 

 In the future, the demand for renewable energy will increase strongly, due to 

limited fossil resources. Beneath solar and hydraulic energy production, wind 

energy plays an important role within this ‘green’ energy sector. Wind turbines 

(WT) have been built for energy production over several decades onshore. 

Recently, offshore installations have increased greatly, representing a new and 

vital fi eld of application. With the large number of onshore plants and a rap-

idly growing number of offshore installations, with weather dependent acces-

sibility, the need for (remote) monitoring of these structures is evident. 

 On- and off-shore turbines have in common the ability to cover a large 

variety of engineering professions: beginning with the footing as piles or 

gravity foundations over large steel constructions, turbin e s, and generators, 

to the aerodynamic design and high performance materials of blades. A result 

is the variety of different monitoring fi elds. Figure 19.1 gives an overview 

of the monitoring nomenclature used for (offshore) WTs, differentiating 
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between condition monitoring (CM) for rotating machinery and electrical 

components, structural health monitoring (SHM) for the support structure 

and blades, and monitoring of environmental and operational conditions 

(EOC), also known as supervisory control and data acquisition (SCADA) 

data. In this case, the support structure is understood as the complete struc-

ture below the nacelle, independent of the type of structure being realized. 

Further, monitoring within the nacelle is separated into electrical system 

monitoring, rotating machine monitoring, and blade and pitch monitoring. 

Beneath this, SHM can be divided into global (vibration-based) monitoring 

and local monitoring of specifi c OWEC parts, e.g. scour monitoring or mon-

itoring of grouted joint connections.     

 Remote monitoring of all the above-mentioned parts gains constantly in 

importance, since the costs of repair and standstill time are very high. In 

the domain of offshore WTs the fi nancial losses can be even higher, as the 

turbines are accessible for repair only via an equipped ship. In Fig. 19.2 the 

annual failure rates and the corresponding down time in days are presented. 

Even for parts with a low annual failure rate, the down time may reach up 

to almost 8 days. Therefore, it is very important that damage is detected at a 

very early stage through constant remote monitoring. Concerning the rotor 

blades, visual inspections are still necessary for decisions about mainte-

nance, repair, and shutdown, despite the existence of many different meth-

ods. Currently, no method has reached a high level of reliability and market 

readiness to reduce the need for visual inspections, which are potentially 

dangerous and require a shutdown of the WT.      

Condition monoitoring
< 50 Hz, Continuous

Diagnosis
> 10 kHz,

On Demand

Conventional rotating
machine monitoring

Accelerometers,
Proximeters, Particles in Oil

Structural health
monitoring

< 5 Hz, On Demand

Electrical system
monitoring

Blade & Pitch
monitoring

SCADA
< 0.002 Hz, Continuous

(a) (b)

 19.1      Nomenclature for (O)WEC monitoring with according frequency 

ranges (a) and subcategories for monitoring categories within the 

nacelle and rotor (b). ( Source : Crabtree  et al ., 2010) In some concepts, 

the electrical system is located in the lower part of the tower around 

the entrance level.  
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 As shown in Fig. 19.1, monitoring rotating machinery (CM) is under-

taken from ‘conventional’ fi elds of industry, as is monitoring of the elec-

trical system where different systems have been introduced to the market. 

SHM at WT support structures, blades and pitch control in contrast, con-

stitute rather new scientifi c fi elds. Hence, the following section will present 

recent developments for SHM and blade monitoring (see Sections 19.3 and 

19.4) beneath a discussion of existing literature for CM/SHM and European 

research alliances (Section 19.2) before closing with a summary.   

  19.2     Review of offshore wind turbine (OWT) 
monitoring 

 The following section will give a short introduction to some of the stan-

dard literature in the fi eld of WT engineering in general, and the monitor-

ing of WTs in particular. Overall, four steps are distinguished in SHM/CM: 

damage detection, damage localization, damage quantifi cation, and damage 

prediction (Rytter, 1993). It is also important to note that a ‘sensor cannot 

measure damage’ (Worden  et al ., 2007),  1    hence damage-sensitive features 

have to be extracted. Stochastic environment and loading due to wind and 

waves infl uence system identifi cation. Large variations in EOCs  2   make 

EOC monitoring almost as important as structural monitoring itself. For 

Electrical system

Hydraulic system

Yaw mechanism

Rotor blades

Rotor hub

Gear box

Generator

Tower and structural parts

Drive train

Mechanical brake

Control unit

Sensors

Annual failure rates [-]

1 0.75 0.5 0.25 0 2.5 5 7.5 8

Down time per failure [days]

 19.2      Annual failure rates of WT particles and corresponding down time 

in days. ( Source : ISET, Germany, http://www.iset.uni-kassel.de/pls/

w3isetdad/www_iset_new.main_page.)  

  1     Basic knowledge on SHM over several decades is formulated in seven general 

axioms, accompanied by examples, building an essential paper in SHM/CM.  

  2     Typical EOCs are: wind speed and direction, wave direction, height and spectra, 

temperature, nacelle position, rotor speed, pitch angle, and electrical output.  



568   Sensor Technologies for Civil Infrastructures

offshore turbines, each labor-based monitoring issue becomes even more 

critical, since distances between turbines have to be covered by ship, and 

fi nding weather windows with acceptable wind and wave conditions can be 

a very limiting factor. Hence, one overall goal in WT monitoring is condi-

tion-based maintenance, rather than preventive or corrective maintenance, 

to omit unforeseen damage. 

  19.2.1      Structural health monitoring (SHM)/Condition 
monitoring (CM) literature 

 The available literature concerning WTs in general takes into account many 

different aspects of the relevant technology. Tong (2010) focuses on power 

generation from WTs, and the design of all kinds of WTs as well as their 

components. Design techniques and typical approaches are presented. 

Gasch and Twele (2012) offer a more general approach, in addition to the 

classical design and analysis approaches, covering fi elds such as the histori-

cal development of windmills and the planning, operation, and economics of 

wind-farm projects. Burton  et al.  (2011) refer in addition to the component 

design and electric power system, especially to the aerodynamic parameters 

and the offshore WTs. The aim is to refl ect the evolution of design rules and 

the principal innovations in technology. Finally, Harrison  et al.  (2000) follow 

a different approach from the above-mentioned literature sources and focus 

on the cost differences between WTs of different sizes and confi gurations, 

and on the techno-economics of this type of renewable energy. 

 General reviews of SHM were carried out by e.g. Chang  et al . (2003) and 

Doebling  et al . (1996, 1998), providing an overview of different methodol-

ogies. Sohn  et al . (2007) give a broad overview of the infl uence of EOC-

variability on SHM techniques, providing many examples. Major variations 

are temperature, boundary conditions, mass loading (e.g. traffi c on bridges), 

and wind-induced vibrations. An important point presented in this paper, 

which also applies strongly for offshore WTs, is data normalization to com-

pensate for variations in recorded data. 

 A comprehensive literature review describing the methodology and algo-

rithms of CM and fault detection systems (condition monitoring systems, 

CMS and fault detection systems, FDS) can be found in (Hameed  et al ., 
2009). Here, FDSs are composed of measurement, signal processing, clas-

sifi cation and action, seen as subcomponents of a CMS. Extensive examples 

are given for CM of local parts such as rotors, drive trains, pitch mechanisms, 

yaw systems, and electrical systems. Global FDSs are briefl y described in 

connection with artifi cial intelligence (AI). M á rquez  et al . (2012) provide 

one of the most extensive literature reviews on CM, giving a compact over-

view of available CM types and signal-processing methods. The vast major-

ity of reviewed literature concentrates on blades, rotor, gearbox, generator, 
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and bearings, not on the support structure. Nevertheless, this review marks 

a good starting point for a broad overview of the topic. Growth of wind 

energy and discussion of SHM/CM costs are found in (Butterfi eld  et al ., 
2009), and major challenges and demands are also pointed out. Liu (2010) 

analyses SHM for (offshore) wind-energy systems from the Chinese point 

of view, providing also the status of wind energy in China (the second largest 

market for offshore wind after Europe). 

 A survey of available CM systems on the market was prepared within 

the Supergen Initiative by Crabtree  et al . (see (Crabtree  et al ., 2010)), point-

ing out ‘a clear trend toward vibration monitoring.’ Discussion with the 

particular companies is included as well. Especially, company information 

and product details provide a good overview. A further review of available 

CM methods was carried out by Yang  et al . (2012). In both cases, the sup-

port structure is addressed only marginally. Since both blade monitoring 

and, especially, SHM for support structures must be considered in a pre-

commercial development stage, these two types are addressed in the two 

following sections. For SHM of support structures, local and global moni-

toring approaches are distinguished, since the methodologies are distinctly 

different.  

  19.2.2     European research networks and projects 

 Many recent research activities in Europe have focused on offshore wind 

energy. This section gives a short overview of some selected networks, provid-

ing also their web pages for further information. In general, research focuses 

on fl oating or bottom-fi xed structures. Obviously, countries neighboring the 

North Sea’s shallow parts focus on bottom-fi xed structures, whereas coun-

tries with steeper coast lines, e.g. Norway, prefer fl oating solutions, even if 

their readiness level is distinctively lower. In total, major research fi elds can 

be split into the following categories:

   Environment and ecological impacts  • 

  Support structures and design  • 

  Operation and maintenance/reliability  • 

  Logistics and installation  • 

  Grid integration and electrical systems  • 

  Aerodynamics and wake effects.    • 

 In many cases, research activities are bundled into research networks 

with different industrial and scientifi c partners. In Germany, the  Research 
at alpha ventus    3   initiative uses a test fi eld with 12 plants (six on tripods and 

  3     REAVE, Germany, http://rave.iwes.fraunhofer.de/rave/pages/welcome.  
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six on jacket foundations) for data collection. The initiative is managed cen-

trally by a coordination project, hosts a variety of research fi elds, and new 

national research partners can join the initiative. The Netherlands aims also 

for an offshore research wind park within the  Far and Large Offshore Wind 
energy   4   project, and a second consortium is We@sea  5  . Floating offshore 

wind-energy plants are the focus of two Norwegian research networks, the 

 Norwegian Centre for Offshore Wind Energy   6   and the  Norwegian Research 
Centre for Offshore Wind Technology.   7   The Spanish  Centro Nacional de 
Energ í as Renovables   8   focuses on renewable energies such as wind, solar, and 

biomass, and a fl oating offshore turbine is expected in 2013/14. Within  The 
Swedish Wind Power Technology Centre ,  9   which started in 2010, the com-

plete design of WTs is addressed, while Vindval  10   focuses on environmental 

impacts. Two doctoral programs closely linked to the industry are running 

in the United Kingdom at the  Centre for Doctoral Training in Wind Energy 
Systems   11   and  Industrial Doctorate Centre in Offshore Renewable Energy.   12   

 The Offshore Wind Accelerator   13   is another large project, with a volume of 

about 49 mio.€; it aims at market-pull innovations to reduce energy costs. 

Finally, seven academic and 19 industrial partners form the  SUPERGEN 
Wind Energy Technologies Consortium ,  14   which is supposed to last from 

2009 to 2018.   

  19.3     Structural health monitoring (SHM) for blades 

 In the current chapter the structural design of rotor blades, the materi-

als used for their construction, as well as the manufacturing process are 

described, and fi nally some of the most commonly occurring damages 

are mentioned. Subsequently, structural health monitoring methods used 

in rotor blades, such as modal approaches and acoustic emission, in com-

bination with the corresponding sensors required for each method, are 

  4     FLOW, Netherlands, http://tudelft.nl/en/research/knowledge-centres/duwind/

fl ow/.  

  5     We@Sea. Netherlands, http://www.we-at-sea.org/.  

  6     NORCOWE, Norway, http://www.norcowe.no/.    7  NOWITEC, Norway, http://www.

sintef.no/projectweb/nowitech/.  

  8     CENER, Spain, http://www.cener.com/es/index.asp.  

  9     SWPTC, Sweden, http://www.chalmers.se/ee/swptc-en.  

  10      Vindval, Sweden, http://www.naturvardsverket.se/SamarbetswebbplatserSv/Vin-

dval/About-Vindval/.  

  11     CDT, United Kingdom, http://www.strath.ac.uk/windenergy/exampleprojects/.  

  12     IDCORE, United Kingdom.  

  13      OWA, United Kingdom, http://www.carbontrust.com/our-clients/o/offshore-

wind-accelerator.  

  14     SUPERGEN Wind, United Kingdom, http://www.supergen-wind.org.uk/.  
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presented. Additionally, for the sake of completeness some non-destructive 

testing methods are mentioned. There follows a description of some of the 

available rotor blade monitoring systems in market and their function prin-

ciples. Finally, the last part of the chapter focuses on the research performed 

in this fi eld. 

  19.3.1     Blade structure 

 Within the past few years the design of WT blades has developed very rap-

idly, having now achieved a maximum length of 75 m on operating WTs, 

while an 83.5 m rotor blade has already been manufactured. The structure 

of a rotor blade can be separated into two components: the shell and the 

beam. The shell, which consists of the upper and lower shell, has an aerody-

namic shape, and the beam may have the form either of a box girder or of 

two laminated webs that offer shear stiffness and buckling resistance (Tong, 

2010). The aerodynamic shape of the rotor blade should be optimal in order 

to effi ciently convert the aerodynamic loads to motion. The box girder or 

the webs on the other side serve as a load-carrying beam that transmits 

the aerodynamic forces to the WT hub. In the longitudinal direction of the 

blade, the shape changes from an aerodynamic shape at the outer part of the 

blade to a cylindrical shape at the root. 

 Nowadays, most blade manufacturers use E-Glass fi bers for the rotor 

blades, and more specifi cally for the upper and lower shell. The need for 

lighter constructions leads to an increasing use of carbon fi ber, which 

is characterized by very high stiffness. However, due to the high cost, 

carbon fi ber is used in hybrid carbon/glass laminates for highly stressed 

areas, for example in the spar fl anges reinforced with carbon fi ber in the 

principal stress direction. In addition, wood or other natural materials are 

used for the shells or the internal sandwich structures (Hau, 2006). As far 

as the resins are concerned, epoxy has lately gained popularity, as against 

polymer resins, due to its better strength properties. Finally, gelcoats are 

used on the outer surfaces of the blades to protect them from exposure 

to environmental conditions, such as humidity or UV-radiation. 

 Processing methods used for composite materials, such as lamination 

of pre-pregs and vacuum-assisted resin transfer molding (VARTM), are 

required during the manufacturing of a rotor blade. Initially, the shells, 

which are light-weight sandwich structures, are manufactured. The fi bers or 

pre-pregs are manually placed on an open mold. Before curing, the mounds 

are closed and a pump is used to create vacuum conditions. Thus, air inclu-

sions are signifi cantly avoided and the dangerous exhalations of the resin 

reduced. Afterwards, the mounds are separated so that the webs or box 

girder is placed between the upper and lower shell. Finally, the upper and 

lower shells are bonded with the webs or box girder, and the two shells are 
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bonded to one another. The bondlines that occur from this bonding proce-

dure are positions with a high possibility of damage (debonding). 

 Damage that derives from imperfections during manufacturing pro-

cesses, such as bondline failure and web debonding, may severely affect the 

structural integrity of the blade. In addition, delamination or damage due 

to overload and fatigue are also among the most often encountered cases. 

Therefore, CM is absolutely necessary to prevent such incidents and reduce 

the costs of repair and standstill time.  

  19.3.2     Methods and sensors for SHM on rotor blades 

 Passive systems do not require addition of energy for their operation. 

Passive sensors are used to ‘listen’ to the structure but do not interact with 

it (Giurgiutiu, 2005). Modal approaches, acoustic emission (AE), strain 

measurement methods, and impedance tomography are some CM methods 

that belong to this category. On the other hand, active methods, such as 

ultrasonic wave propagation, interact with the structure. Additionally, some 

nondestructive testing methods, such as thermography and laser vibrom-

etry, are mentioned. The main difference between SHM methods and non-

destructive methods is that in the former the sensors are integrated into 

the structure. 

  Modal approaches 

 Modal approaches are among the most common and conventional meth-

ods for monitoring rotor blades. All elastic bodies, when stimulated, vibrate 

at their natural frequencies, so that any changes of characteristics or of 

geometry cause changes to the eigenfrequencies of the blade. By observ-

ing the vibration of the blade, the natural frequencies are determined and 

any changes in the blade’s spectra monitored indicate damage. The sensors 

required are accelerometers, piezoelectric sensors, or microelectromechani-

cal systems (MEMS) (Boller  et al. , 2009). Modal parameters characterize 

the global behavior of the structure, and it is therefore diffi cult to extract 

information about small damages that are a local incident. Often the modal-

based methods have to be supplemented by fi nite element analyses to 

locate and quantify the damage (Wang and Deng, 1999; Mattson and Pandit, 

2006).  

  Acoustic emission (AE) 

 The AE method is also one the most commonly used for monitoring rotor 

blades. Any kind of damage, such as cracking or debonding, causes elastic 

waves in the material, which may be captured with piezoelectric sensors. 
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The AE signals obtained, when classifi ed according to amplitude and energy 

content, may give information about the kind of damage (Dutton, 2004). 

AE sensors have high sensitivity, and many types of damage can be detected 

and located even before they become visible (<1  cm) (S ø rensen, 2002). 

Nevertheless, a large number of sensors are required to localize damage in 

a big structure, such as a rotor blade. As a result, there are a high number of 

outputs and cables. Additionally, the background noise caused by a WT in 

operation introduces diffi culties to the signal processing and the association 

of the signals to damage types.  

  Strain measurement 

 The measurement of strain is also used in rotor blades for monitoring. The 

sensors used are typically foil strain gauges or fi ber optical strain (FOS) 

gauges that are placed in critical areas of the blade. The insensitivity of FOS 

gauges to lightning has led lately to an increase in their use. Fiber optic 

Bragg gratings, which can be used as sensing elements in optical fi ber sen-

sors, may provide a large number of low-bandwidth strain measurements 

(Boller  et al ., 2009). Also in this case, a high number of sensors are required 

to detect small damages.  

  Impedance tomography 

 Impedance tomography is a method that uses the conductive properties of 

carbon nanotubes, or other conductive particles such as CFRP, for detecting 

damage. The impedance principle in particular may be used for detecting 

damage caused by fatigue. Fatigue damage causes the reduction of stiffness, 

and consequently the electrical resistance increases (Seo and Lee, 1999). In 

this case, the sensor used is actually the carbon nanotube or any other con-

ductive particle. A disadvantage of this method is its inapplicability to the 

rotor blades of an operating WT.  

  Ultrasonic wave propagation 

 One of the most commonly used active systems for monitoring WT rotor 

blades is the ultrasonic wave propagation method, which uses piezoelec-

tric sensors and, more specifi cally, actuators or transmitters and receivers. 

The actuators transfer ultrasound waves into the material, which are then 

captured from the receiver. The existence of damage between the trans-

mitter and the receiver will cause change to the waves’ characteristics. 

Ultrasound wave propagation is capable of revealing planar cracks, such as 

delaminations, which are oriented perpendicularly to the direction of sound 

wave propagation (Ciang  et al ., 2008). The localization of damage, taking 

into account the time delay of the returned signal, cannot be accurate for 
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complex structures, such as rotor blades. However, ultrasonic wave propaga-

tion is a promising method for damage detection.  

  Thermography 

 Thermography is a method to map the temperature distribution within the rotor 

blade with the assistance of an infrared sensor or camera (Meinlschmidt and 

Aderhold, 2006) . The frequent change of loads produces temperature differences 

in the blades, indicating stress redistribution. In addition, small cracks produce 

friction due to cyclic excitation. Nevertheless, it is diffi cult to use this method in 

operation, i.e. on rotating rotor blades, so that it can detect interior damage.  

  Laser ultrasound or laser vibrometry 

 This method requires no contact with the structure. The sensor used is a 

laser, while the operating principle is based on the excitation of the struc-

ture by a laser beam pulse. The laser also measures the response of the struc-

ture. However, the disadvantages of this method are the diffi culty of use in 

the fi eld, and the fact that the laser excitation may cause minor damage to 

the surface of the rotor blade (Ciang  et al ., 2008; Boller  et al ., 2009).   

  19.3.3     Monitoring systems in market 

 In the following section some selected monitoring systems for rotor blades 

are presented. In every case the operational principle, the required sen-

sors, and their positions are described. The monitoring systems used in WT 

blades under operating conditions are mostly a combination of the above-

mentioned methods. 

  BLADEcontrol (Bosch Rexroth) 

 BLADEcontrol is an online health monitoring system that uses global 

parameters. The operating principle is based on modal approaches. Any 

change of the frequency characteristics from the initial recorded state can 

be interpreted as damage (Bosch Rexroth  15  ). Rotational frequency and tem-

perature are both taken into account, as a description of the operational 

state of the blade and the environmental conditions. BLADEcontrol also 

detects ice-formation on the blades, by the decrease of eigenfrequencies, 

with a limit of detection of 0.04% of the blade’s mass. BLADEcontrol uses a 

two-dimensional piezoelectric accelerometer inside the blade located one-

third of the blade’s length from the root. This is supported by a one-dimen-

sional accelerometer located at the shaft, and a rotational trigger sensor and 

  15     Bosch Rexroth Monitoring Systems GmbH, Germany, http://www.boschrexroth.

de/windenergie.  
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a temperature sensor element placed inside the blade. The measurement 

frequency is 1000 Hz, and the system measures constantly.  

  MOOG Blade Sensing System 

 The second system available on the market is MOOG Blade Sensing 

System, which currently is focused on load control. Active load control or 

individual pitch control (IPC) uses real-time data to adjust the pitch of 

the turbine blades. Fatigue loads or peak loads are measured at the roots 

of the blades, and are combined into a resultant force that measures the 

imbalance. This measurement is used to adjust the pitch angle of the blades 

to remove the load imbalance, reducing the need for load monitoring. A 

sensor array containing four fi ber optic strain sensors, with four collocated 

fi ber optic temperature compensation sensors, is installed in each blade at 

the circumference of the root area, measuring in the longitudinal direction 

(Fig. 19.3). Additionally, optical interconnection cables are used (one per 

array) to connect the sensor arrays to the measurement unit located in the 

turbine hub.       

  SKF Blade Monitoring System 

 SKF Blade Monitoring System can be classifi ed with health monitoring 

systems using global approaches. The operation is based on a laser placed 

Fiber sensor
interrogator unit
in turbine hub

Fiber optic
root sensor

array

 19.3      Instrumentation of the MOOG rotor sensing system. ( Source : 

MOOG.)  
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on the top of the nacelle, beside the onboard meteorological station, which 

measures the defl ection amplitude of each blade’s tip at the same fi xed 

position during rotation. Each pass of the blades is recorded and is related 

to the measurement data obtained from the meteorological and turbine 

control regarding the parameters of wind speed, rotational speed, and 

pitch angle. Thereby, the current behavior of the blade is compared to its 

own historical behavior once stored, or to design amplitude, as well as 

to the behavior of the other rotor blades. The outdoor laser has a range 

of 1–300 m, a sampling frequency of 1 kHz and a measuring accuracy of 

0.1%, which is highly dependent on the stiffness of the installation frame 

and nacelle top.  

  LM Wind Power–LM blade monitoring 

 LM Blade Monitoring may be classifi ed in the fi eld of load monitoring sys-

tems (Zerbst, 2011). This monitoring system is a crack detection system 

based on a set of optical fi bers embedded in the rotor blade. More specifi -

cally, three optical fi bers are embedded in the composite laminate at strate-

gic areas, such as the trailing edge (S ö ker  16  ). The light fl ow inside the fi bers 

is permanently controlled, giving information about the health status of the 

rotor blade. When a crack is initiated and propagates through the trailing 

edge, it will result in cutting the fi ber located closer to the trailing edge. A 

disadvantage of this system is that when the blade is damaged, the fi bers are 

broken and consequently the sensor is lost, while there is no possibility of 

reinstallation.   

  19.3.4     Research review 

 Although some monitoring systems are available in the market, visual inspec-

tions are still necessary for monitoring the rotor blades, since the existing 

systems have not yet reached a high state of reliability. BLADEcontrol sys-

tem is effi cient in using only two accelerometers, but the use of electric sen-

sor technology endangers the structure from lightning strike. Additionally, 

it is disputable whether frequency-based methods are sensitive enough for 

damage detection. The MOOG Blade Sensing System, on the other hand, 

is focused more on load control than on damage detection. As far as the 

SKF Blade Monitoring System is concerned, the measurement accuracy is 

highly dependent on the quality of the fi xing of the system on the nacelle. 

Measurement errors may occur if there is relative movement between the 

  16     S ö ker H., Berg-Pollack Antje, Kensche C., Rotor Blade Monitoring-The 

Technical Essentials, http://www.dewi.de/dewi/fi leadmin/pdf/publications/

Publikations/11_1_Soeker.pdf.  
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laser and the nacelle. At the same time, comparable operational conditions 

for a certain pitch control angle should be available. Finally, the LM Blade 

Monitoring System does not allow any reinstallation after damage, and may 

detect damage only once. 

 Hence, the need for further research on monitoring of rotor blades. The 

development of methods that are more sensitive to damage than the modal-

based approaches is a major challenge. Additionally, components that 

endanger the rotor blades from lightning strike, such us cabling or metal-

lic parts, should be avoided. The use of optical sensors is a solution to this 

problem. Finally, another parameter that should be taken into account is 

the number of outputs. In this section, some selected research projects are 

presented. 

  ISD Proportionality method approach for SHM of rotor blades 

 A new method for SHM on WT blades has been developed at the Institute 

of Structural Analysis (ISD  17  ), Leibniz Universit ä t Hannover, Germany. The 

advantages of this system are more sensitive and earlier reaction to damage 

in comparison to eigenfrequency-based methods, as well as insensitivity to 

lightning strike, since no metallic components or wiring is included. 

 The new approach is based on the extension of Gasch’s proportionality 

method, according to which, under harmonic excitation maximum oscil-

lation velocity and maximum dynamic stress are proportional by a factor 

(Zerbst  et al ., 2011). This factor is referred to as the proportionality fac-

tor, and it describes the structure’s dynamic behavior (Equations [19.1] and 

[19.2]). Hence, a change in the proportionality factor can be used as damage 

indication.  

    σdyn p v,max max= p y        [19.1]    

    where y p profileff y excitationp Esystem p fprofileff p p pboundary⋅E ⋅ilfρρ     [19.2]   

 Maximum stress values occur at the root of a rotor blade, while the maxi-

mum oscillation velocity is at the tip. Nevertheless, it has been proven that 

the proportionality is also valid for velocities measured in the middle of the 

rotor blade. 

 For the application of the proportionality method to rotor blades, a 

new sensing concept was developed. The sensors used are a four-sensor 

chain of FOS gauges, placed at the root area of the blade and oriented 

17     Institut f ü r Statik und Dynamik, Leibniz Universit ä t Hannover, Germany, http://

www.isd.uni-hannover.de/.  
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in the longitudinal direction, in combination with two novel sensor pro-

totypes measuring defl ections at parallel positions, on the webs of the 

blade (Zerbst, 2011). The locations of the sensors in the rotor blade are 

schematically presented in Fig. 19.4. The defl ection sensor is specifi cally 

designed for use in WT rotor blades. The strain measurements at the root 

occurring from the fi ber optic sensors are used for determining the max-

imum stress values, while the measured defl ections on the inside of the 

blade are differentiated and used for determining the maximum oscilla-

tion velocity.      

 More specifi cally, as far as the new defl ection sensors are concerned, a 

glass fi ber string is connected to the web attached to a single fi xation hook, 

far inside the blade (sensing location). This string is guided along the web to 

the root section, where the active sensor unit is also fi xed to the web (sensor 

location). Both active and passive units are shown in Fig. 19.5. Defl ection of 

the blade in the sensing location is possible in both the edgewise and fl ap-

wise directions, and this results in a change of the string angle at the sensor 

location, which is located close to the root section. This angle can be related 

to the defl ection amplitude, since the string tension is constant after the ini-

tial calibration process. The basic sensing system is fi xed to the active unit. 

Directly behind the location of string fi xation to the web, two orthogonally 

oriented load cells are carefully connected to the string. A change of string 

angle is recorded as voltage per millimeter (V/mm). The defl ection sensor 

installed inside a rotor blade, and the load cell connection to the string, are 

shown in Figs 19.6 and 19.7, respectively.                

Tip

Pressure side

Suction side

Root section

Webs

2 deflection sensors

8 fiber optic strain gages
(4 sensing - 4 compensating)Transition plate

 19.4      Schematic sketch of the sensor locations used in the ISD 

proportionality method approach (Zerbst, 2011).  
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 Nevertheless, it appears that an extension of the proportionality method 

for the quantity of acceleration will also allow its use for the application 

of fi ber optical accelerometers, instead of the new defl ection sensor. Thus, 

the method may be applied to data deriving from a monitoring system 

equipped with widely used sensors, such as FOS gauges and fi ber optical 

accelerometers. 

 The method, along with the novel sensing concept, was applied to a real 

50.8 m blade during a fatigue test in the edgewise direction in a test facility 

in Aalborg, Denmark. During the test, damage 1.5 m in length was induced 

on the upper trailing edge bondline, which further propagated to reach a 

length of 2 m. Both the initial damage and its propagation were successfully 

Sensing location (Passive Unit)

Sensor location (Active Unit)

Webs

Flapwise deflection

Edgewise deflection

 19.5      Locations of active and passive units of the defl ection sensor 

inside the rotor blade (Zerbst 2011).  

 19.6      Active sensor unit of defl ection sensor fi xed to fi ber patches inside 

a rotor blade (ISD).  
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detected by decrease of the proportionality factor. In Fig. 19.8, the decrease 

of the proportionality factor due to damage at the trailing edge is presented. 

After the propagation of damage to 2 m, the fatigue test was stopped to 

perform repairs, and then restarted. This decrease coincided signifi cantly 

with the decrease of the factor calculated from numerical analyses, which 

were simultaneously conducted for several damage scenarios. The results 

of the numerical analyses conducted on a rotor blade have shown that the 

proportionality method is more sensitive to damage than the modal-based 

methods, since the decrease of the proportionality factor was much more 

signifi cant than the decrease of eigenfrequencies. Thus, the application of 

the proportionality method and of the novel sensing concept is more sen-

sitive to damage than the modal-based methods. Finally, the sensing con-

cept and the method were applied on a 50.8 m rotor blade of a 3.3  MW 

WT under operation for almost 4 months. During this period, no damage 

occurred. However, the recorded signals indicate that the method can be 

applied to some operational cases.      

 The new approach is being further examined and evolved. The improve-

ment in sensitivity of the method is being studied and, at the same time, 

appropriate signal processing is being pursued, in order to extend the appli-

cation fi eld of the method. A very important addition to the system is the 

application of optical microphones to verify and reinforce the structural 

monitoring system and help prevent false alarms.  

  W ö lfel SHM.Blade 

 SHM.Blade System is developed by W ö lfel  18   and consists of the combination of 

three different, independent measurement methods: AE, acousto-ultrasonics, 

 19.7      Load cell connection to the string (ISD).  

  18     W ö lfel, SHM.Blade, Germany, http://www.woelfel.de/produkte/windenergie/shm-

blade.html.  
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and operational modal analysis. In the fi rst approach, the piezoelectric ceramic 

sensors, which capture the elastic surface waves caused by the cracking of 

the glass fi bers in the form of strain, are placed between the lower laminate 

layers inside the rotor blade. Alternatively, they may be placed on the walls 

on the inside of the blade. The second subsystem uses ultrasound waves that 

are actively sent from the rotor blade to the ceramic sensors . This method is 

appropriate for the monitoring of the bondlines and the aerodynamic shells, 

where smaller cracks occur. The third subsystem uses operational modal anal-

ysis approaches, with conventional acceleration sensors. The combination of 

the three methods results in a large amount of sensors and cabling.  

  Structural neural system (SNS) 

 SNS is inspired from the human neural system (Boller, Chang and Fujino, 

2009). It uses AE monitoring for detecting damage, such as fi ber breaking 

or delamination in composite materials. The functional principle is based on 

a sensor network, consisting of continuous sensors that form a neuron that 

are subsequently connected to an analog processor. In Fig. 19.9 each row 

and column forms a different neuron, while the neurons are not connected 

to one another. Thus, there is only one output per neuron. The output of 

the neurons is connected to the SNS analog processor (SNSAP), reducing 

the number of data acquisition channels required. Afterwards, two channels 
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 19.8      Proportionality factor time history during edgewise fatigue test 

(Zerbst, 2011).  
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are created for predicting the location and severity of the damage. Kirikera 

 et al.  implemented the SNS on a 9 m long WT blade to identify the location 

of propagating cracks during a quasi-static test (Fig. 19.10) (Kirikera, 2006). 

This system may be applied only close to the root of the rotor blade, to pro-

tect against lightning strike.            

  Inspection robot 

 An alternative approach for monitoring rotor blades is the Rope-Climbing 

WT Inspection Robot (RIWEA), which was developed by Fraunhofer IFF.  19   

The concept is especially suitable for offshore WT, where optical inspec-

tion is quite dangerous. The robot is made of glass fi ber reinforced plastic, 

and is equipped with an infrared radiator, a high-resolution thermal camera, 

an ultrasonic system, and a high-resolution camera. The infrared radiator 

conducts heat to the surface of the rotor blades, while the high-resolution 

thermal camera records the temperature pattern. The inspection robot can 

replace visual inspection, but does not offer continuous monitoring of the 

rotor blades, since it cannot be used during operation. 
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 19.9      A sensor array example of the SNS system (Kirikera).  

  19     Fraunhofer IFF, Germany, http://www.fraunhofer.de/de/fraunhofer-forschun-

gsthemen/energie-wohnen/windenergie/Roboter-RIWEA.html.  
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 19.10      Sensor locations on the blade for the experimental setup (Kirikera).  

 Table 19.1     Methods for SHM of wind turbine rotor blades 

 Method  Sensors  Description 

 Frequency-based 

method-

vibration 

 • Accelerometers 

 • Piezoelectric sensors 

 • Microelectromechanical 

systems (MEMS) 

 • Global monitoring – passive 

method 

 • Detection of small damage is 

diffi cult 

 • Supplemented by FE models 

for damage localization and 

quantifi cation 

 • Sensitivity is disputable 

 AE  Piezoelectric sensors  • Local monitoring – passive 

method 

 • Large number of sensors 

required for the localization 

of damage in a big structure 

 • Big number of outputs and 

cabling 

 • Appropriate for smaller 

structures 

 Ultrasonic wave 

propagation 
 • Piezoelectric wafer 

 • Actuators/transmitters 

and receivers 

 • Local monitoring-active 

method 

 • Damage localization is diffi cult 

 Strain 

measurement 
 • Typical foil strain 

gauges 

 • FOS 

 • Global approach-passive 

method 

 • Placed in critical areas of the 

blade 

 • Detection of small damage is 

diffi cult 
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 The aforementioned methods and sensors are briefl y presented in the 

following tables. The most important methods used for the SHM of rotor 

blades are presented in Table 19.1, while Table 19.2 includes some of the 

SHM systems for rotor blades that are available or under research and 

optimization.              

  19.4     SHM for WT support structures 

 Support structures represent an important part of a WT; especially for off-

shore turbines, investigations into structures and installation comprise a 

large part of total costs. This chapter will present some selected local mon-

itoring approaches, as well as fundamentals and current research efforts on 

SHM for WT support structures. In contrast to Chapter 3, no commercial 

solutions for support structures are presented. First, for SHM it is important 

to understand the development of WT structures during the last decades to 

get an impression of their dimensions and characteristics. 

  19.4.1     Wind energy development 

 Onshore wind-energy plants have been subject to a constant transformation 

in size and power output. Engine-power classes shifted continuously from 

below 500 kW in the early 1990s, from 2–3 MW through the last decade 

to above 3 MW in recent years. Accordingly, average rotor diameters have 

grown from 20–30 m in 1990 to 80–90 m in 2010, while average nacelle 

heights have grown from 60 m to 140 m today. As a result of the long devel-

opment span, most plants below 2 MW have operated for 10 years or longer, 

providing a large demand for monitoring toward the end of their assumed 

life-time of 20–25 years. 

 For offshore wind-energy plants, development history is briefer. Today, 

ten European nations and China produce power with offshore wind energy. 

There are 62 offshore parks operating worldwide; 53 are located in Europe 

and nine in China. In total, 1579 plants achieve an output of about 4000 

MW, 3392 MW of which is in Europe. In 2011, the year with most offshore 

installations so far, 126 farshore (more than 5.5 km from coast line) and 

129 nearshore plants, with output of 700 MW, were erected. The 2–5 MW 

plants are in the majority, while plants larger than 5 MW have only recently 

occurred. In 2001 the average power output was 1 MW, while today it is 

2.5 MW. The mean nacelle height is about 80 m (from sea level), which is 

smaller than for onshore plants due to lower surface roughness and a more 

constant wind profi le. In 2001, the mean distance to shore was already 10 

km with a mean water depth of 8.4 m. In 2011 the mean distance increased 

to 13.2 km and the mean water depth was 14.5 m. Germany has the most 
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remote plants, with a mean of 51 km distance to shore and 28 m water 

depth.  20   

 The following sub-section will give a short overview of different sup-

port structure concepts for on- and off-shore plants, pointing out hot spots 

and neuralgic points for different structures. It is followed by sub-sections 

addressing local SHM approaches and global monitoring of the support 

structure.  

  19.4.2      On and offshore concepts for WT support 
structures 

 In general, WTs have a rather slender and fl exible structure, with a high 

head mass due to nacelle and blades, while the fi xed-end degree depends 

strongly on the foundation type. Large uncertainty in soil parameters, 

especially under drained conditions, and the aerodynamic behavior of the 

rotor still complicate numerical modeling, in particular for dynamic pur-

poses addressed in monitoring tasks. Onshore, most turbines are based 

on lattice towers or monopiles on concrete foundations with ground 

anchors. Some older turbines with smaller nacelle heights are based on 

guyed towers. For offshore turbines, a variety of support structures exist, 

see e.g. Fig. 19.11 – while gravity foundations and monopiles are used for 

nearshore parks with less water depth, jacket foundations are used for 

deeper seas as well as tripod and tripile solutions. Floating structure, as 

tension leg platforms (TLPs), have only been built for research reasons. 

Each support structure type comprises its own characteristics and damage 

scenarios. Accordingly, local monitoring tasks will strongly depend on the 

investigated structure, while global approaches can possibly be applied to 

different foundation types.      

 Grouted joints, serving as connections for driven piles for offshore struc-

tures, were adapted from the oil and gas industry. Monopiles and tripiles 

are connected to the tower above sea level, while jackets and tripods use 

grouted joints right above the seabed to connect the piles to the support 

structure. Since the loading behavior differs strongly between large oil 

and gas platforms, the long-term behavior of these connections is of high 

interest. 

 Welded connections occur at many different locations at on- and off-

shore structures. Due to the many welded nodes, jacket structures play an 

outstanding role here. Welding seams are considered to be potential start-

ing points for cracks; fatigue could also be a problem here. Depending on 

the specifi c design, so-called hot spots within the structure with maximal 

  20     More detailed information and extensive illustrations on the development of on- 

and offshore wind energy can be found in (Pfaffel  et al ., 2012).  
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strain amplitudes form areas of special interest, where damage could have 

potentially more serious consequences. For example, each steel tower typ-

ically consists of multiple sections, connected with a large number of bolts. 

Concrete towers, so far built only onshore, also consist of different sections 

of precast or  in situ  concrete. These connections must be considered critical 

points and are of high interest for monitoring approaches.  

  19.4.3     Local SHM approaches for support structures 

  Fatigue monitoring 

 As mentioned above, fatigue can be a critical issue at many locations of 

the support structure, since dynamic loading plays a major role for WTs. 

Commonly, strain gauges or acceleration sensors are used to collect struc-

tural responses. Sampling rates must be high enough to cover global and 

Monopile Gravity Jacket Monopile Gravity Jacket

Suction Bucket Tripod Tripile Spar Barge TLP

 19.11      Different support structure types for on- and off-shore turbines.  
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local mode shapes that dominate motions. Stress cycles are analyzed by rain 

fl ow counting and linear damage accumulation (Palmgren-Miner). 

 If EOCs are collected and classifi ed, fatigue can be assigned to these 

groups. Rabe (in Rolfes  et al .) uses strain measurements from the offshore 

test fi eld  alpha ventus  (Research at  alpha ventus  (RAVE), Germany n.d.) 

to calculate fatigue loadings per EOC class and forming a distribution of 

fatigue. Doing so, only by measuring the EOCs, fatigue can be simulated for 

future datasets. A Markov-chain–Monte-Carlo method is used in addition, 

to predict future EOCs from measured past EOCs. These simulated EOCs 

are again taken to simulate future fatigue loading. Results for simulations 

over a period of 1 month showed deviation of less than 10% compared to 

measured fatigue.  

  Scour monitoring 

 For offshore structures, development of scours at the seabed is a very impor-

tant phenomenon, which is still a subject of research. Many studies have been 

carried out analyzing monopiles under currents and waves, an extensive 

review of which can be found in (Zanke  et al ., 2011). However, interaction 

within pile groups, as present for tripiles, jackets, and tripods, remains a chal-

lenging task for engineers. Depending on the pile diameter, scours of several 

meters can occur and affect the structural behavior of an offshore WT. 

 Monitoring is realized with beam echo sounders, which are installed 

directly on the support structure or are vessel-based. Figure 19.12 shows 

a beam echo sounder installed at a tripod foundation within  alpha ventus . 

Here, extensive monitoring was performed for research purposes. For pile 

groups, the development of local and global scours could be monitored. 

There are strong scour dynamics caused by storms and extreme environ-

mental conditions.       

  Monitoring of grouted joint 

 Grouted joints form a neuralgic point in such different support structure con-

cepts as mono- and tripiles or jackets and tripods. Generally, piles are driven 

into ground, and the sleeves of the support structures (tripods, jackets) are 

connected with an injected high performance compound. Through this, pos-

sible skew positions of the piles can be balanced. Accordingly, all loads must 

be transferred through the grouted joints. For monopiles, the single pile is 

connected to the tower with a grout above sea level. The connection tech-

nique was adapted from the oil and gas industry, where it is used for large 

offshore platforms. Nevertheless, loading behavior for WTs differs strongly 

from large offshore platforms, since the dynamic loading is very high. 

 General and longtime behavior of these connections is of great interest 

for the offshore industry. Within GIGAWIND  alpha ventus  (Rolfes  et al ., 
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 19.12      (a) Installation of beam echo sounder at tripod foundation 

in  alpha ventus ; (b) position of echo sounder. ( Source:  Lambers-

Huesmann and Zeiler, 2010)  
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2012), a German research project, a prototype of a displacement measuring 

system was developed and mounted to a tripod foundation (see Fig. 19.13). 

The system is mounted onto pile and sleeve via magnets and is suitable to 

be adapted to varying geometries. Horizontal displacement transducers can 

collect unique data and verify movements in correlation with strain measure-

ments and waves. In addition, temperature sensors and a leakage sensor were 

installed within the oil-fi lled box, which is protected by two membranes.       

  Splash zone monitoring 

 The splash zone is understood as the region between water and air, where 

tidal changes occur and waves hit the structure. This zone is interesting for 

monitoring for two reasons: fi rstly, this area provides an optimal environ-

ment for corrosion and secondly, (breaking) waves introduce a major load-

ing component. Both aspects have also been covered within GIGAWIND 

 alpha ventus  (Rolfes  et al ., 2012). 

 Corrosion monitoring was realized through test specimens mounted off-

shore over several years (See Fig. 19.14c). They were located at different ele-

vation levels within and above the tidal infl uence. A major risk for corrosion 

protection for WTs, after corrosion itself, is collision with supply vessels.      

 Wave monitoring for breaking waves and diffraction effects was realized 

through 30 pressure cells mounted at three different levels (See Fig. 19.14a 

Calibration on a test bench

Fixation
toggle

Sliding sleeves

Switchable magnets

Virtual model

Quick-release

Lateral plates
(Temporarily)

 19.13      Prototype of sensor system for relative displacements between 

pile and sleeve at tripod foundation. ( Source : Scholle  et al ., 2012.)  
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and 19.14b). To cover both a vertical and a horizontal profi le, 23 pressure 

cells were mounted around the circumference at the lower ring, and 4 and 

3 cells were mounted at the upper rings, respectively. With this set-up, wave 

motion around the structure could be monitored and new design param-

eters extracted (Hildebrandt  et al ., 2009; Hildebrandt, 2010).   

  19.4.4     Global SHM for support structures 

 Even though the major focus of monitoring at WTs is on CM, SHM 

approaches also play an important role for older structures and remote 

plants with limited accessibility. Inspection of support structures is manda-

tory, but its realization remains unspecifi ed. Instead of a visual inspection of 

kilometers of welded seams, or local monitoring with hundreds of sensors, 

looking at the structure’s behavior during operation provides a promising 

alternative. Most commonly, acceleration sensors and strain gauges are used 

to monitor WT support structures, along with EOC- (SCADA-) data (wind 

speed/direction, nacelle position, rotor speed, power output, temperature, 

and turbulence intensity). Desired values are modal properties or condi-

tion parameters based on system identifi cation procedures. Within the four 

general steps of SHM (see Rytter, 1993) damage detection is purely sensor-

based, while localization, quantifi cation, and prediction might or do necessi-

tate a numerical model of some kind. 

  Modal parameters 

 Since modal properties, e.g. the eigenfrequency, are directly linked to physi-

cal values such as mass and stiffness, it is self-evident to use these values for 

(a) (b) (c)

 19.14      Installed pressure cells at three levels above upper braces (a, b) 

and example sheet for corrosion monitoring in splash zone (c). ( Source : 

Rolfes  et al ., 2012.)  
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idenfying structural changes. Note that for damage detection, damage dimen-

sions are inversely proportional to the required sampling frequency. Small 

damage affects high frequent local modes, while large damage and structural 

change affect global modes. Common damage features are eigenfrequency, 

mode shape, modal curvature (second deviation of mode shape), and modal 

contribution of mode shapes. The reader is referred to Ewins (2000), Da Maia 

 et al . (1997), and Franklin and Powell (1980) for the basic theory of exper-

imental and operational modal analysis (EMA, OMA). Modal properties 

provide essential information for numerical model updating, which is in turn 

needed for some damage quantifi cation and localization techniques. 

 It is essential that the damage scenario being addressed affects the mon-

itored mode shape/modal parameter. Natural frequencies – especially the 

often monitored fi rst global modes and frequencies – might not have suffi -

cient sensitivity to damage. Variations due to EOCs deteriorate this prob-

lem. Mode shapes tend to be more sensitive to local damage, but many 

sensors are needed, especially when curvatures are addressed (Kim  et al ., 
2003). Modal curvature was investigated by Pandey  et al . (1991). Adams 

 et al . (2011) uses modal contribution as the damage feature for a Micon 

65/13 turbine in combination with a numerical model, which was validated 

by measurement. Damage locations are the blade root, the low speed shaft, 

and the yaw joint.  

  Automated extraction 

 In general, all monitoring approaches that concentrate on modal parameters 

rely on automated procedures for their extraction since, for a normal mon-

itoring time, several thousand data sets must be analyzed. Just recently, sev-

eral papers have dealt with automated extraction of modal parameters, such 

as Allemang  et al  (2010), Magalh ã es  et al . (2009), and Kraemer (Fritzen and 

Kraemer, 2011a), and also utilize fuzzy clustering (Carden and Brownjohn, 

2008), classifi cation algorithms (Reynders  et al ., 2012), or triangulation 

(Rolfes  et al ., 2012; H ä ckell, 2013).  

  Condition parameters 

 More abstract condition parameters are based on stochastic subspace iden-

tifi cation (SSI), (Van Overschee and De Moor, 1991, 1996; Brincker and 

Andersen, 2006)) and vector autoregressive models (VAR), (Neumaier 

and Schneider, 2001; L ü tkepohl, 2006). Models have been applied to a 5 

MW onshore plant (Fritzen and Kraemer, 2011b) (Kraemer, 2011) as well 

as to a 5 MW offshore plant within the test fi eld  alpha ventus  (Rolfes  et al ., 
2012; H ä ckell, 2013). These CPs take many different structural modes into 

account rather than focusing on single frequencies or mode shapes. Hence, 

they give information about the general dynamic behavior of the (O) wind 
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energy converters (WECs). To overcome the diffi culty of changing EOCs, 

which infl uences CPs-values strongly, classifi cation of data sets, e.g. through 

fuzzy clustering (Fritzen and Kraemer, 2011b) (Kraemer, 2011) or affi nity 

propagation (AP), (Givoni and Frey, 2009; Frey and Dueck, 2007; Rolfes 

 et al ., 2012; H ä ckell, 2013) is necessary. These techniques can also improve 

estimation of modal parameters, since variations can be reduced.   

  19.4.5     Case studies 

 During the last years, several research activities have focused on SHM for 

support structures of WTs, comprising different combinations of SHM tech-

niques, sensors, and data acquisition and evaluation. 

 Benedetti  et al . monitored an onshore WT with 13 m rotor diameter and 

18 m hub height through strain measurement (Benedetti, Fontanari and 

Zonta, 2011). Measurements were taken with fi ber Bragg gratings (FBG), 

a relatively new optical method for strain measurement, from the tower 

root right above the foundation to estimate root moments. Numerical sim-

ulation of the WT tower provided eigenfrequencies and tower base strain. 

Strain abnormalities for different crack lengths above the tower root were 

analyzed and the number of required sensors and their placement are 

discussed. 

 In (Smarsly  et al ., 2011, 2012), a monitoring system for a 500 kW Enercon 

E-40 onshore WT in Dortmund, Germany, is presented. The sensor system 

is composed of displacement, strain, and acceleration sensors and combined 

with a self-managing multi-agent software system that continuously collects 

data and runs analyses. Faulty signals (e.g. a damaged temp. sensor) can be 

detected, and users are automatically notifi ed by mail. 

 In Lachmann  et al . (2011), acceleration data from an onshore WT, which 

has been monitored over 17 years, is used for system identifi cation. Wind 

loads, inertia forces at the rotor, and dynamic loading in the support struc-

ture are identifi ed as fatigue-relevant loads. Modal parameters are extracted 

by SSI and enhanced frequency domain decomposition (EFDD), (see 

Jacobsen  et al . (2006)). Based on the modal parameters, modal validation 

is done with MOPAC (Nguyen  et al ., 2010), a Java-based software pack-

age. Artifi cial damage is applied within the numerical model for four spring 

elements, representing tower section connections. Damage detection is then 

performed with wavelet transformation (Chang and Sun, 2005). 

 Recently, system identifi cation through VAR models and vibration-based 

damage detection through condition parameters and numerical model 

updating at a 5 MW onshore structure under consideration of changing 

EOCs have been performed by Fritzen and Kreamer (2011b). 

 Rolfes  et al . present an SHM approach that addresses damage identifi ca-

tion, quantifi cation, and localization (Rolfes  et al ., 2006, 2007, 2010). Damage 
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identifi cation is realized through monitoring the proportionality between 

accelerations below the nacelle and strain at the tower root, including also 

wireless sensing (Rolfes  et al ., 2007). Here, data were acquired at a 14 year 

old NEG-Micon 250 (250 kW), and a 6 year old Vestas V-80 (2 MW) turbine. 

Numerical model validation was also performed. 

 An array of wireless sensors is used with a NEG-Micon and Vestas with 

40 and 78 m hub height, respectively (Swartz  et al ., 2010). Modal frequen-

cies were identifi ed by the eigenfrequency realization algorithm (ERA), a 

predecessor of SSI. A detailed overview and introduction on all technical 

components of wireless sensing for civil infrastructure, as one of the key fea-

tures for a cost-effi cient SHM approach, can be found in (Lynch, 2007). The 

offshore test mast  Amrumbank West  was analyzed in (Rolfes  et al ., 2006), 

where a numerical model is validated and proportionalities between accel-

eration and strain are monitored. For damage localization, the multiparam-

eter eigenvalue problem (MEP), (Cottin 2001; Cottin and Reetz 2006)) is 

applied to physical models. This method uses frequency changes in combi-

nation with the decomposed stiffness matrix of a numerical model of the 

structure to locate and quantify structural changes. This method was also 

applied to two onshore WTs with artifi cial damage (Rolfes  et al ., 2010). One 

is a S ü dwind S70 (1.5 MW) with a 144 m lattice tower where bolts were loos-

ened at the highest section, the other a guyed S ü dwind S1200 where tension 

was reduced in one cable. In both cases the MEP could localize and quantify 

structural damage correctly. 

 SHM, applied to an AREVA Wind M5000 (5 MW) offshore turbine, was 

recently presented in the fi nal report of the research project GIGAWIND 

 alpha ventus  (Rolfes  et al ., 2012). The 118 m high WT is located in the 

German Bight within the test fi eld  alpha ventus . In addition to acceler-

ation responses and strain gauges at different levels, many EOCs were 

recorded. 

 Figure 19.15 and Plate XVIII (see the color section between pages 374 

and 375) display some basic EOCs, including wind speed and direction 

over 17 months. It can be seen that strong wind scenarios typically come 

from the west. Nacelle positions accordingly have a main orientation to 

the west too. The center plot gives an idea of the interdependency between 

rotor speed and wind speed/direction, forming a tornado with a plateau 

of constant rotor speed for high wind speeds (pitch controlled operation). 

Modal parameters were extracted from solutions of data-driven SSI data 

for 24 channels at six elevation levels through stability diagrams over sev-

eral model orders (see e.g. Plate XIX in the color section between pages 

374 and 375). This automated identifi cation procedure allowed the analysis 

of several thousand data sets under many different EOC combinations – 

detail on system identifi cation and data classifi cation can be found in 

(H ä ckell, 2013).      
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 The fi rst, global eigenvectors of the structure, extracted from stable paths 

in Plate XIX, are given in Plate XX in the color section between pages 374 

and 375. Since, for each level, two sensors with two orthogonal measuring 
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 19.15      (a) Wind speed during 17 months of observation. ( Source : Rolfes 

 et al ., 2012.) (b) nacelle position during 17 months of observation. 

( Source : Rolfes  et al ., 2012.)  
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directions were installed, three-dimensional eigenvectors can be drawn. The 

fi rst two orthogonal eigenvectors represent the fi rst bending mode of the 

tower. Through the indicated nacelle position (rotated coordinate system), 

it can be seen that, indeed, the fi rst mode moves in the rotor plane while the 

second moves out of the plane. 

 The third and the fi fth modes both move predominantly in the rotor plane. 

The fourth mode is a torsion mode and accordingly has participation in both 

directions. This procedure was repeated for 30 000 data sets to analyze vari-

ances of modal parameters due to different EOCs. A rough overview can 

be seen in Fig. 19.16. The bottom plot displays the identifi ed frequencies 

over the different data sets. While this plot seems to indicate quite noisy 

frequency bands, the upper plot shows the occurrence of the different esti-

mates within frequency bins. Here, more clear peaks can be seen at the sin-

gle eigenfrequencies. Subsequently, the identifi ed modal parameters can be 

clustered either manually by certain EOCs, to draw dependencies to a single 

EOC under fi xed conditions, or by clustering methods (as  k -means, fuzzy-k-

means or affi nity propagation) to achieve abstract clusters of datasets by all 

EOCs investigated. Clustering reduces eigenfrequency variance, grouping 

similar system states.      

 On the one hand, this provides expectancy values for future data sets, 

while on the other hand numerical models can be validated in different 
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0 and 10 Hz for 30 000 data sets, each holding responses for 10 min 
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 et al ., 2012.)  
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operational conditions for a more sophisticated SHM system (damage local-

ization). Besides insight to modal properties, clustering of data sets allows 

calculation of condition parameters between different data sets, to compare 

the dynamic structural behavior for different time instances. Figure 19.17 

shows such a parameter for 16 weeks, or 8064 data sets.      

 By way of comparison, vector autoregressive (VAR) models are used. In 

a VAR model, time series of n sensors are represented through a number 

of coeffi cients that were fi tted by least squares onto the time series.  21   These 

parameters, in the case of VAR models a parameter matrix, reproduces the 

time series by multiplying them onto initial values. Basically, a parameter 

matrix from a reference time series (the cluster center) is taken to repro-

duce a second time series. The differences between estimated and actual 

time series are then transformed to calculateCPVAR
RP 2    . If a good agreement 

exists, CPVAR
RP 2     tends to one; if not, small values result, which can even become 

negative. In Fig. 19.17 the analyzed time series were divided into 15 clusters. 

The left plot shows CPVAR
RP 2     for each of the 8064 data sets, most of the values 

ranging between 0.6 and 0.9. Distinctive drops can be seen repeatedly. The 

right hand side of Fig. 19.17 shows the statistics of the 15 clusters. Cluster 

number ‘0’ denotes the complete group of 8064 data sets. It is obvious that 

variances in CPVAR
RP 2  within most of the single clusters are smaller than for 

the complete set. Hence, better probabilistic models for the distribution of 

CPVAR
RP 2     are built within each cluster. New incoming data sets can be assigned 
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19.17      Condition parameter R VARVV[ ]CP ( )_ 2  for a period of 16 weeks 

(8064 data sets) and 15 clusters. The left plot shows the parameter 
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the complete set of parameters. ( Source : Rolfes  et al ., 2012.)  

21     The reader is referred to L ü tkepohl (L ü tkepohl 2006) for extensive descriptions 

of VAR-Models and System identifi cation procedures.  
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to a cluster, and CPVAR
RP 2     is calculated between the new data set and the clus-

ter center and afterwards compared to the probabilistic model. Finally, the 

hypothesis of a healthy structure can be accepted or withdrawn for a cer-

tain confi dence interval. For a complete SHM system, different condition 

parameters should be used in parallel.   

  19.5     Conclusion 

 Monitoring of onshore and, particularly, offshore WTs is a vital fi eld, 

while the development of robust methods and systems is pursued from 

industry and research. Due to the many different system parts (rotor, 

turbine, towers, blades, grouted joint, …), applied sensor types strongly 

depend on the addressed task. Global monitoring of WTs and their indi-

vidual parts, such as the rotor blades, is accomplished mainly by conven-

tional sensor systems such as strain gauges and accelerometers. Modal 

approaches are among the most commonly used global monitoring meth-

ods. Nevertheless, it is disputable whether the modal approaches offer 

suffi cient sensitivity to damage. Residual-based damage parameters might 

lead to more confi dence here. Local monitoring necessitates specialized 

solutions, e.g. for pressure measurement of wave loads, while fatigue is 

monitored with standard strain gauges. More specifi cally for the blades, 

AE and wave propagation methods offer the possibility of damage detec-

tion locally, on condition that they are placed close to the occurring dam-

age. Measurement of EOCs also plays an important role for all CM and 

SHM approaches; here LIDAR (Light Detection And Ranging) systems 

have recently received a lot of attention for wind fi eld measurements. 

Optical strain and acceleration sensors with the possibility of a high num-

ber of sensor locations could be an alternative in future. Another strongly 

growing sector in SHM during the last years has been the wireless sensing 

that can be low cost, and energy harvesting. 

 There is a need for the development of methods that can detect damage 

at an early stage and offer higher sensitivity than the widely used modal-

based methods. At the same time, the ability to localize and quantify dam-

age without the restrictions of the available methods, such as AE, is of great 

importance. Such restrictions are the locations of the structure, where the 

sensors may be applied, and the size of the structure. The above-mentioned 

requirements can be fulfi lled with the combination of different sensors and 

methods to achieve a complete and robust SHM system. 

 The future of SHM is promising, since many different fi elds are being 

developed. Vibration monitoring, supported through such new time-

domain-based system identifi cation procedures as SSI, is an example. On 

the other hand, the development of data processing methods could improve 

the sensitivity of the existing methods by effi ciently removing background 
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noise caused by the operation of the turbine and the overall environmen-

tal conditions. Data normalization, a very important part aspect of SHM 

and CM on WTs, which can be achieved through measurement of EOCs in 

combination with classifi cation algorithms, may also contribute to the opti-

mization of data processing. Additionally, the numerical models that are 

potentially needed for damage localization, quantifi cation, and prediction 

confront the challenge of adapting the many different states of the sys-

tems. Finally, there should be focus on developing methods that are robust 

and applicable during operating conditions. For instance, concerning the 

rotor blades, systems that offer insensitivity to lightning and least possible 

cabling are required.  
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  Abstract : The goal of this chapter is to keep readers abreast of available 
sensing and structural health monitoring (SHM) techniques for NPP 
structures. In particular, it focuses on the monitoring of pipelines inside 
NPPs. Since most NPP structures consist of a vast pipeline network 
system, the chapter fi rst describes the overall piping systems in NPPs, 
such as a pressurized water reactor type, a boiling water reactor type, and 
underground pipelines, focusing on their structural characteristics as well 
as on various types of structural defects. The principles and mechanisms 
of various SHM techniques are also explained in detail, to help readers 
select the optimal SHM solution for their applications. 
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    20.1     Introduction 

 World energy consumption has been increasing rapidly and is expected to 

almost double from 2005 to 2030. To meet this fast-growing future power 

demand, nuclear energy has attracted attention as one of the strongest alter-

natives for large-scale electricity generation in comparison to other energy 

sources (US Energy Information Administration, 2008). However, since 

the fi rst launch of the commercial nuclear facilities in the 1950s, NPPs have 

been exposed to quite a few incidents. To classify and analyze information 

on NPP accidents, the International Atomic Energy Agency (IAEA) has 

introduced the International Nuclear and Radiological Event Scale (INES). 

According to past INES records, 11 events out of more than 100 incidents 

have been classifi ed as severe accidents caused by the NPP system fail-

ures (Webb  et al ., 2006; Spiegelberg, 2009). The danger of NPP accidents 

is that even a small defect in the critical members of NPPs can result in 
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catastrophic consequences. For example, people who have been exposed 

to radioactive material leaked by NPP accidents suffer from physical dis-

abilities, and some have even died. In addition, vast areas near the NPP site 

become permanently contaminated, and therefore uninhabitable for any 

living creatures. Notable NPP accidents include those at Three Mile Island 

(United States, 1979; economic loss: USD 24 00M), Chernobyl (Soviet Union, 

1986; economic and human loss: USD 6 700M and 4 056 deaths), and, more 

recently, Fukushima (Japan, 2011; economic and human loss: USD 2400M 

and three deaths) (Fig. 20.1).      

 To add to these past NPP accidents, it has been reported that many NPPs 

also continue to deteriorate due to their structural aging. Among all opera-

tional NPPs worldwide, 78% have been in operation for over 20 years, and 

30% for over 30 years (IAEA, 2007). Furthermore, public concern over the 

safety of NPPs is continuously growing. Many countries are facing growing 

public opposition to the construction and operation of NPPs and are being 

(a)

(b)

 20.1      Previous catastrophic pipeline failures: (a) Three Mile Island NPP 

(8 November 2005, USA); and (b) Fukushima NPP (3 November 2011, 

Japan).  



Sensing solutions for assessing and monitoring of NPPs   607

pressurized to shut down the existing facilities. In response to the public 

concern, nuclear regulatory authorities in many countries have tightened 

their safety measures and established strict inspection criteria for opera-

tional NPPs. 

 Conventional approaches for pipeline inspections in NPPs have been 

based on nondestructive testing (NDT) (Fig. 20.2). NDT techniques are 

now well established and routinely employed for NPP inspection so that 

structural damage can be detected at an early stage (Cartz, 1995; Blitz and 

Simpson, 1996).      

 However, despite the merits of NDT techniques, there are several criti-

cal limitations. First, NDT, not always but often, requires a periodic over-

haul of the whole NPP facility, reducing its power production effi ciency. 

Furthermore, NDT inspection of NPPs needs to be performed by trained, 

certifi ed engineers, and the inspection typically takes a long time. Most 

importantly, many critical regions cannot be easily accessed by the NDT 

personnel (Adams, 2007). For example, pipelines covered with insulators or 

buried underground cannot be monitored unless the NDT personnel fi rst 

remove the insulators or excavate the nearby area (Fig. 20.3).      

 To complement NDT techniques, the nuclear industry strives to adopt 

structural health monitoring (SHM) systems for NPP management. 

Compared with NDT, SHM techniques can provide the following poten-

tial benefi ts: (1) automated and continuous monitoring of NPP facilities; 

(2) reduction in overhaul frequency, cost, and labor necessary for NPP 

inspection; and (3) monitoring of hidden critical areas that have been dif-

fi cult to inspect using conventional NDT techniques (Sohn  et al ., 2003; 

Inman, 2005). 

(a)

(b)

 20.2      NDT techniques for NPP pipeline inspections: (a) Pipeline 

inspection using X-ray; and (b) P-scan inspection of a nuclear reactor.  
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 However, several practical limitations have hampered the application of 

SHM to NPPs. First, it requires the permanent installation and embedment 

of distributed sensor networks that can survive the harsh operational con-

dition of the target facilities, including the NPP facilities (Lynch and Loh, 

2006). For example, sensors for SHM should be able to operate in a high-

radiation (10 3 ~10 7  Gy/h) and high-temperature environment (up to 350°C) 

in NPPs. In addition, SHM techniques are normally less accurate than NDT 

techniques in quantifying the damage level, and they are vulnerable to false 

alarms induced by the operational variations. 

 The aim of this chapter is to enhance the reader’s understanding of avail-

able sensing and SHM techniques for NPP structures. Since most NPP 

structures consist of pipelines, it fi rst describes the overall piping systems in 

NPPs, focusing on their structural characteristics, as well as on various types 

of structural defects. The principles and mechanisms of various SHM tech-

niques are also explained in detail to help readers apply SHM techniques in 

actual fi eld applications.  

  20.2     Description of NPPs 

 The electricity production mechanism in NPPs is basically the same as that 

in conventional thermal power plants, since it follows a two-step energy con-

version process. The heat generated from fuel consumption evaporates feed-

water, and a strong steam fl ow produced by the heat rotates a turbine. Then, 

metal coils under strong magnetic fi elds in power generators are also rotated 

by the kinetic energy of the turbine, and this generates electric current in the 

(a) (b)

 20.3      Examples of pipelines within NPPs that can be easily accessed 

and inspected: (a) Feed-water pipe with insulator (Wolsong NPP, Korea); 

and (b) Buried pipeline for service water supply (Nickel Institute).  
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coils. The main difference of NPPs, compared with the conventional thermal 

power plants, is that the heat is produced by nuclear fi ssion of the fuel in a 

nuclear reactor. Each type of reactor has its own mechanism of heat produc-

tion and transmission, and has been selected by worldwide NPP operators 

according to their social needs and technical conditions. 

  20.2.1      Systems in a pressurized water reactor (PWR)-
type NPP 

 Among the various kinds of nuclear reactors, PWRs constitute more than 

70% of all NPPs worldwide (The New York Times, 2011). The main char-

acteristic of PWR NPPs is that their entire structural components can be 

divided into two (primary and secondary) systems, according to their pur-

poses. The primary system is generally contained in a reactor building related 

to the nuclear fi ssion process, while the secondary system takes a main role 

in electricity production with the feed-water circulation (Fig. 20.4).      

  Primary system 

 The primary system is a fl ow circulation system that enables heat transfer 

from the reactor to the steam generator. It also controls the temperature and 

pressure of the piping systems in the containment building. The main compo-

nents of the primary system include a nuclear reactor, control rods, pressur-

izer, steam generator, reactor coolant pump, and a reactor auxiliary system. 

 The nuclear reactor engages nuclear fuel in a fi ssion chain reaction to pro-

duce heat, and this warms the water in the pipes of the primary system by 

thermal conduction through fuel cladding and convection from the bulk of 

Containment structure

Pressurizer Steam
generator

Generator

Condenser

TurbineControl
rods

Reactor
vessel

 20.4      The PWR (United States NRC).  
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the coolant to the steam generator inner surface. Here, control rods made of 

different chemical elements are used to control the rate of the fi ssion chain 

reaction of uranium and plutonium. The heated water is pumped by a reac-

tor coolant pump and fl ows into a steam generator, in which it fl ows through 

hundreds of tubes and evaporates to pressurized steam. In this process, a 

pressurizer installed near the steam generator controls the pressure levels in 

the pipes. 

 Heat is transferred through the walls of these tubes to the lower pres-

sure secondary system, located on the other side of the steam generator, 

and then fl ows to a turbine unit. The heat transfer is accomplished with-

out mixing the two fl uids, one in the primary system and the other in the 

secondary, which is necessary as the primary system is now contaminated 

with radioactive material. After the heat transfer at the steam generator, 

the water in the primary system passes through a reactor auxiliary system. 

This is used to control the chemical composition and volume of the reac-

tor coolant, or to remove residual heat in the coolant during an emergency 

shutdown of the NPP. 

 The pipes used in the primary system are normally made of stainless steel 

for its durability in such a high-temperature and high-pressure environment. 

As stainless steel is quite expensive, some NPP operators use carbon steel 

pipes coated with a thin stainless steel layer. Due to the safety concern of 

the primary system, periodic inspections with conventional NDT techniques 

have been well established, and structural components have been designed 

in a highly conservative manner.  

  Secondary system 

 The secondary system is a fl ow circulation system that enables us to transmit 

the heat energy from the primary system and to generate electrical energy. 

The main components of the secondary system are a main feed-water sys-

tem and turbine. 

 The main feed-water system needs to supply adequate, high quality water 

to the steam generator. The high-temperature steam is transported to a tur-

bine, which converts the thermal energy from the high-pressure steam into 

mechanical energy, in the form of shaft rotation, so as to turn the generator. 

This conversion process is performed in two stages: fi rst, in smaller high-

pressure turbines, then, after passing through the moisture separator, in 

larger low-pressure turbines. 

 The exhausted steam is squeezed in a condenser, in which a feed-water 

pump increases the water pressure from a near-vacuum level by a factor of 4. 

The feed-water pump also drives the condensed water to circulate through 

the entire secondary system. Using residual heat from the turbine, the water 
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temperature is gradually increased near the feed-water pump for effective 

vaporization at the steam generator. 

 The pipes used in this secondary system are normally made of carbon 

steel, and the pipes between the steam generator and the turbine are gen-

erally covered with insulators to prevent heat loss. As the secondary system 

is exposed to a steep temperature gradient, carbon steel pipes are quite vul-

nerable to thermally induced stresses. The secondary system also has many 

blind spots for conventional NDT-based inspection, as the piping network is 

larger and more complex than the primary system.   

  20.2.2      Systems in a boiling water reactor (BWR)-type 
NPP 

 Another commonly used reactor type for civil nuclear facilities is BWRs. 

The main feature of the BWRs is that the reactor core heats the water, 

creates steam, and then directly drives a turbine to produce electricity. In 

other words, a BWR does not require several core components, such as a 

steam generator, pressurizer, and reactor auxiliary systems. Moreover, it 

does not need to divide its components into two systems as in the PWR 

(Fig. 20.5).      

 One characteristic of the BWR is that, compared to the PWR, the struc-

tural components near the reactor vessel operate at a substantially lower 

pressure. Also, the BWR guarantees a lower risk of a rupture causing loss of 

coolant, compared to the PWR, and a lower risk of core damage that induces 

such a rupture. This is due to fewer large diameter pipes, fewer welds, and 
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 20.5      The BWR (United States NRC).  
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the absence of steam generators in the BWR. Therefore, the piping systems 

are less vulnerable to structural damage induced by the high-pressure envi-

ronment or structural complexity. However, the feed-water system and the 

turbine are contaminated by radioactive materials as the water fl ows directly 

from the core reactor to the entire sub-system of the BWR. This means that 

even a small structural failure can result in massive radiation leakage, and 

the entire piping system requires shielding afterwards.  

  20.2.3      Underground pipelines, particularly for the 
emergency coolant system 

 Among various kinds of components in NPPs, underground pipelines might 

be best suited for continuous SHM due to their inaccessibility and vulnera-

bility to structural defects. There are several types of underground pipelines 

in NPPs: service water, diesel fuel oil, fi re protection, emergency feed-water, 

and condenser recirculating water pipelines (Braverman  et al ., 2005). 

 The underground pipes are normally made of carbon steel and are 

exposed to a corrosive environment due to permeable soil conditions. 

Structural integrity of these underground pipeline systems has not been 

of highest interest for the nuclear industry, as the pipes are regarded as 

less important than the primary and secondary systems, and cannot be 

easily inspected by the conventional techniques. Even a small failure of 

these systems, however, can initiate the emergency safety system of the 

NPP and cause unintended shutdown, which results in an unexpected and 

detrimental malfunction of the entire facility. The Nuclear Regulatory 

Commission (NRC) of the US government recently recognized the inad-

equacy of safety measures for underground pipelines and requested 

researchers worldwide to propose proper inspection techniques for 

ensuring the integrity of underground pipelines in NPPs (Nuclear Energy 

Institute, 2009).   

  20.3     Types of damage in pipelines and their failure 
mechanisms 

 Pipelines in NPPs have been affected by several types of damage, namely 

erosion – corrosion wear (ECW), stress corrosion cracking (SCC), and ther-

mally induced damage. This damage frequently develops due to environ-

mental effects (temperature, pressure, radiation, chemical action, etc.) of 

NPPs. ECW has been observed frequently in the secondary systems of both 

BWRs and PWRs. SCC in BWRs has required inspection through design 

lives of NPPs. Stainless steel pipes used for the primary system are affected 

by thermal aging at the reactor operating temperature. In this chapter, the 

various types of damage to NPP pipeline are introduced. 
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  20.3.1     Erosion–corrosion wear (ECW) 

 ECW is defi ned as a change in the wall thickness of a pipe due to the inter-

action between erosion and corrosion of materials (Fig. 20.6). Erosion is 

the disturbance of a material surface coating caused by high velocity fl ows 

in pipelines, and corrosion is the removal of the protective surface coating 

due to electrochemical oxidation of metals in reaction with an oxidant. Flow 

accelerated corrosion (FAC), which can be observed frequently in NPPs, is 

a phenomenon whereby the thickness of the pipe wall decreases (referred 

to as wall-thinning), and can be considered one kind of ECW. Recently, the 

SHM/NDT society has been taking great interest in detecting ECW, because 

this type of damage frequently develops in NPP pipes.      

 ECW results possibly from the mechanochemical effect, which is driven 

by the coupling of mechanical and chemical phenomena on a molecular 

scale. There are several factors that infl uence ECW, including (1) localized 

distribution of fl ow; (2) water chemistry, such as dissolved oxygen content, 

pH, corrosiveness of fl owing corrodant; (3) high temperature and envi-

ronmental pressure; and (4) suspended solids in the water. ECW is nor-

mally formed by the interaction of these factors (Brookhaven National 

Laboratory, 2011). 

 Research indicates that the exact formation mechanism of ECW has 

not yet been identifi ed, but many models have been suggested to explain 

it. Among the various models, the platelet model is considered one of the 

more effective ways of explaining the ECW formation mechanism (shown 

in Fig. 20.7). According to this model, ECW starts with the initiation of a 

divot, which is a small dip in the passive coating of the material, and small 

turbulences in the fl uid fl ow develop the divot (Fig. 20.7a). When the fl uid 

turbulence is magnifi ed, the fl uid itself penetrates into the protective 

oxide fi lm on the surface removing the surface of the material (Fig. 20.7b). 

(a) (b)

 20.6      Erosion − corrosion wear in pipes: (a) Wear inside pipes (in which 

thickness has decreased due to ECW); and (b) Deposits in pipes (in 

which thickness has increased due to ECW).  
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Figure 20.7c and 20.7d show the progression of erosion–corrosion, in which 

the increased turbulence accelerates the formation of the divot. The rate of 

erosion–corrosion is faster under this turbulence condition than under stag-

nant and regular erosion conditions (Jones, 1996).      

 ECW may also result in an increase in the wall thickness of pipes (see 

Fig. 20.6). This phenomenon occurs from the deposition of various corrosion 

products that grow on the inner surface of the pipe. The continual change in 

the pipe wall thickness will lead to structural failures, such as grooves, wave 

gullies, teardrop-shaped pits, and, ultimately, destruction of the pipes. 

 ECW is generally found at locations where there are rapid increases in 

turbulence and alterations to the fl uid fl ow. The pipe types that are par-

ticularly vulnerable to ECW include pipe elbows, pipe reducer–expanders, 

and T-junction parts. These types of pipe are normally located near the 

(a)

Divot

(b)

(c)

(d)

 20.7      ECW process model: Platelet model.  
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condensate feed-water lines, wet-steam paths of the NPPs secondary cool-

ant system, the steam generator, etc. (Baranenko and Yanchenko, 2007).  

  20.3.2     Stress corrosion cracking (SCC) 

 SCC is the environmental degradation of structural components caused by 

the external force that induces stress on pipes in a corrosive environment. 

The stress may eventually lead to the sudden and unexpected failure of nor-

mally ductile metals. 

 A notable difference between SCC and ECW is that the wall thickness 

of the pipe does not change during the SCC process, while ECW causes 

wall-thinning. Even a small loss of metal in SCC can result in a signifi cant 

decrease in mechanical strength, and this can trigger sudden and rapid 

mechanical fracture and failure of the components and structures. A more 

serious problem is that SCC is hardly observable using common inspection 

techniques, as it is initiated at a microscopic scale. Figure 20.8 shows an SCC 

grown on a pipe surface.      

 The main factors of SCC include (1) a susceptible material (chemical 

composition of the metal, welding procedures, etc.); (2) corresponding envi-

ronment (high pressure, high temperature, chemical characteristics of water, 

corrosive environment, etc.); and (3) tensile stress. SCC is normally due to 

the interaction of these factors. Although extensive research has been per-

formed to investigate the formation of SCC, its mechanism has not yet been 

fully understood due to the complex interplay of metal, interface, and envi-

ronmental properties. However, it is well known that the initiation of SCC 

is from microscopic cracks, normally perpendicular to the tensile stress, as 

shown in Fig. 20.9 (azgovernor.gov, 2011).      

 There are several mechanisms that explain how microscopic cracks grow 

to become SCC. For instance, active path dissolution is induced by the 

(a) (b)

 20.8      SCC appearances on the pipeline surface.  
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intergranular cracking along an electrochemically active grain boundary 

path. It is generated in the absence of stress, giving rise to intergranular 

corrosion that is uniformly distributed over the surface. The cracks open up 

if stress is applied, resulting in easier diffusion of corrosion products away 

from the cracking top; this allows the crack tip to propagate faster. Another 

mechanism is hydrogen embrittlement, which occurs from the interactions 

between hydrogen and metal. It is related to SCC in the sense that it may 

result in either an intergranular or a transgranular crack path. Hydrogen 

tends to be attracted to regions of high, tri-axial tensile stress in which the 

metal structure is dilated. Thus, it is drawn into the regions ahead of cracks 

or notches that are under stress. The dissolved hydrogen then speeds up 

the fracture of metal, possibly by making cleavage easier or by facilitat-

ing the development of intense local plastic deformation, which leads to 

embrittlement of the metal. This differs from the fi rst mechanism, in that 

metal dissolution is not required for the crack to advance (National Physical 

Laboratory, 2010). 

 Pipes are vulnerable to SCC in places where the material is susceptible to, 

for instance, welding procedures, provided that both the corrosive environ-

ment and appropriate level of tensile stress are present. There are several 

locations in NPPs, such as feed-water nozzles, the jet pump, recirculation 

inlet and outlet nozzles, buried steel pipes, and the steam generator (Jones 

 et al ., 1993; Ting, 1999; Karzov and Timofeev, 2006; Janulionis  et al ., 2009). 

20 μm grain size
Grain boundary

Tensile stress

Tensile stress
X 1000

 20.9      Illustration of formation associated with the SCC.  
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These vulnerable spots include mechanically connected parts, such as pipe 

joints and damp locations. The former can develop highly concentrated 

stress, and the latter often develop corrosion.  

  20.3.3     Thermally induced damage 

 The high-temperature environment of NPPs can generate thermally induced 

damage in pipes. Thermally induced damage is mainly caused by thermal 

stratifi cation, thermal striping, and thermal cycling phenomena. It typically 

occurs in pipe systems where the fl uid fl ows at a low velocity with large tem-

perature variance. Thermal stratifi cation occurs when two types of steam 

with different temperatures come into contact. Their temperature differ-

ence causes the colder and heavier water to settle at the bottom of the pipe 

while allowing the warmer and lighter water to fl oat over the colder water. 

When this thermal stratifi cation phenomenon occurs, the pipe is submitted 

to loads due to the temperature difference between the upper and lower 

regions of its cross-section. The upper region of the pipe tends to expand; 

meanwhile, its lower region opposes this expansion. This phenomenon of 

simultaneous expansion and contraction causes longitudinal loads, which 

then bend the pipe as shown in Fig. 20.10 (the banana effect). At the same 

time, the lower part of the pipe (colder region) retains tension, while the 

upper part (hotter region) retains compression, at the separation interface 

of the fl uids to sustain the geometrical orientation (or continuity). This in 

turn causes circumferential stresses that may deform the cross-section of the 

pipe, as can be seen in Fig. 20.11.           

 Another observation during thermal stratifi cation is the local variation 

of temperature in the fl uid interface known as thermal striping. Thermal 

striping causes high cycle thermal fatigue and cracks on the internal surface 

of the pipe. The thermal striping phenomenon is characterized by an oscilla-

tion frequency and amplitude (Fig. 20.12).      

 The third cause of damage is known as thermal cycling. This can occur 

when the reactor system undergoes an operational transient event, or when 

turbulence in the main pipe interacts with the thermally stratifi ed layer in 

a branch pipe. It causes a boundary between the two regions to fl uctuate. 

Deformation due to
Temperature difference

 20.10      Longitudinal deformation due to the difference of cross-section 

temperature.  
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Thermal cycling and thermal striping alternate thermal stress through large 

temperature changes and cause fatigue cracks in pipes (Fig. 20.13).      

 As previously mentioned, thermally induced damage occurs frequently 

in places where there is contact between hot and cold fl uids. In NPPs, pres-

surizer surge lines, emergency core cooling injection lines, residual heat 

removal lines, and feed-water lines are especially vulnerable to this type of 

damage (Kamaya and Taheri, 2008).   

Cold region

Hot region
Stress

Expansion

Contraction

Tension

Compression

 20.11      Stresses of the cross-section of the pipe.  

Thermal striping
Between fluid flow

 20.12      Thermal striping in the fl uid interface.  

(a) (b)

 20.13      Thermal fatigue crack due to thermal cycling and thermal 

striping.  
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  20.4     Sensor development for NPPs SHM 

 In the previous section, possible damage types in NPPs are discussed. For 

continuous detection and monitoring of such damage types, various types of 

sensors have been developed for NPP applications. In this section, we shall 

(1) introduce various types of sensors that are potentially applicable to NPP 

monitoring, (2) explain their basic working principles with advantages and 

limitations, and (3) review specifi c sensor applications for NPP monitoring. 

Particularly, six types of sensors are introduced here: accelerometers, optical 

sensors, piezoelectric transducers, magnetostrictive sensors (MSS), electro-

magnetic transducers, and laser ultrasonic devices. 

  20.4.1     Accelerometers 

 Acceleration is one of the physical quantities most frequently measured for 

characterizing dynamic systems. There are various types of accelerometers, 

such as piezoelectric, optical, laser, capacitive, and servo type accelerome-

ters, and the selection of an accelerometer for a specifi c application depends 

among other things on the amplitude and frequency range of the response, 

sensitivity, and resolution (Fig. 20.14). Furthermore, several rugged acceler-

ometers can function in harsh operational conditions, such as high tempera-

ture, pressure, and strain conditions, as well as cryogenic, radioactive, and 

pyroelectric environments.      

 The application of accelerometers to SHM of NPPs has been proposed 

in many studies. Choi  et al . (2011) proposed an algorithm to fi nd an exter-

nal impact location on a pipeline structure using embedded accelerometers, 

since the external impact can induce structural damage with changes in a 

structural vibration characteristic. Hashemian (2010) used accelerometers 

to collect vibration data for the aging management of NPPs. By measur-

ing the vibrations of operating machinery and comparing them with the 

normal historical behavior, abnormal states of the NPP were detected. In 

particular, accelerometers are often used to detect wall-thinning (one class 

of ECW) in pipelines (Seong  et al ., 2004; Hur  et al ., 2004; Lee  et al ., 2004). 

As the thickness reduction of a pipe structure results in changes of the fl ow-

induced vibration characteristics inside the pipe, accelerometers attached 

on the pipe surface can be used to detect wall-thinning. A similar technique 

is applied to the monitoring of a steam generator tube (Johnsen  et al ., 1981; 

Curlee  et al ., 1985). 

 Continuous monitoring of an entire NPP structure might be possible with 

a relatively small number of accelerometers. However, the major drawback 

of accelerometer-based SHM is its insensitivity to local damage, which does 

not necessarily affect the global behavior. Therefore, the damage detection 

process is challenging at an early stage using accelerometers.  
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  20.4.2     Optical fi ber sensors 

 An optical fi ber sensor is essentially an optical fi ber (core) surrounded by 

a cladding with a lower refractive index. Light travels through the core 

with little energy loss, because of the total refl ection of the light inside the 

core (Fig. 20.15). External stimulus, such as heat and strain, will affect the 

properties of the fi ber, alter the characteristics of the light traveling inside 

the fi ber core, and eventually modulate the intensity, wavelength, or phase 

of the light. These changes can be measured by detecting the refl ected and 

scattered light from the optical fi ber. The devices using an optical fi ber 

and its characteristics to measure various physical parameters are collec-

tively called optical fi ber sensors. See Chapter 5 for more details on optical 

sensing.      

 As they are thin, fl exible, highly resistant to high temperature (Shimada 

 et al ., 2010), and applicable in a radiation environment (Fernandez  et al ., 

(a) (b)

(c)

 20.14      Various types of accelerometers: (a) Piezoelectric accelerometer 

(PCB Piezoelectronics); (b) Optical accelerometer (BestechAustrailia); 

and (c) Servo accelerometer (Tokyo Sokushin).  
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2006), optical fi ber sensors are attractive for NPP monitoring. There are 

distributed optical fi ber sensors that can measure temperature along the 

entire length of the fi ber. With these sensors, temperature can be mea-

sured with a spatial resolution down to 2 cm, and hotspots on pipelines 

of NPPs are detected as they are heated up (Meunier  et al ., 1995). It is 

also possible to measure stress and strain at the operating temperature 

of NPPs using embedded optical fi ber sensors. This makes it easier to 

determine the life expectancy of critical components such as headers 

and steam pipelines, which pose a serious hazard in the event of fail-

ure. Aug é   et al . (2006) estimated the global level of corrosion by measur-

ing the circumferential dilatation of the pipe to a given pressure level. A 

strain optical sensor with a hollow inside core was developed by Niewczas 

and McDonald (2007) to prevent radiation-induced attenuation. Optical 

fi ber sensors are also used to measure chemical parameters such as pH 

(Deboux  et al ., 1995), which is a key factor in controlling corrosion in the 

secondary system of the PWR. 

 Even with these advantages, the low sampling frequency of optical sensors 

limits their application for SHM with ultrasonic technologies. For example, 

the sampling rates of most commercial fi ber Bragg grating (FBG) interro-

gators are less than 100 kHz (Todd  et al ., 2001), even though several recent 

studies have achieved sampling rates of more than 100 kHz (Bentell  et al ., 

(a)

(b)

Polymer coating

Silica cladding

Silica core

Cladding (low refractive index)

Core (high refractive index)

Total internal reflection

 20.15      Optical fi ber: (a) Composition; and (b) basic working principle of 

a typical optical fi ber.  
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2009; Vella  et al ., 2010). FBG sensors, just like accelerometers, are mainly 

used for sensing. Therefore, the subsequent signal processing remains a 

challenge, with limited control over excitation.  

  20.4.3     Piezoelectric transducers 

 The piezoelectric effect of piezoelectric materials allows the electrome-

chanical interaction between mechanical strain and electrical charge. In 

other words, when an input voltage is applied to a piezoelectric material, a 

mechanical strain is created, which then excites the host structure. On the 

other hand, when the material is coupled to the host structure, a mechanical 

strain from the host structure is transferred to the piezoelectric materials, 

and it generates a voltage output, acting as a sensor. Because of this unique 

piezoelectric nature, the piezoelectric materials are commonly in use for 

both actuation and sensing applications. See Chapter 4 for more details on 

piezoelectric sensing and actuation. 

 Lead zirconate titanate (PZT) is one of the piezoelectric materials most 

widely used for SHM applications. The small size and non-intrusive nature 

of PZT are also attractive for SHM monitoring. However, its low opera-

tional (Curie) temperature, weak resistance to radiation, and electromag-

netic interferences can be problematic for NPP applications. Recently 

Giurgiutiu  et al . (2010) developed a piezoelectric sensor that can survive 

up to 700°C. Parks and Tittmann (2011) have investigated the irradiation 

effects on piezoelectric transducers, and have developed a radiation resist-

ing device using aluminum nitride (AlN) crystals. 

 Conventional piezoelectric transducers have been hard to install on 

curved surfaces due to their brittleness. This problem can be overcome 

by using fl exible piezoelectric transducers, such as polyvinylidene fl uoride 

(PVDF) or macro – fi ber composite (MFC). Though the early products of 

PVDF and the MFC are not appropriate for high-temperature applications, 

Shin  et al . (2011) recently developed a fi lm-type fl exible PZT transducer 

that can be used at temperatures above 550°C. 

 Many researchers have used piezoelectric transducers to measure propa-

gating ultrasonic waves and detect the presence of wave components scat-

tered by damage in pipelines. Lowe  et al . (1998) and Alleyne  et al . (2001) 

installed a circumferential array of piezoelectric transducers to generate 

torsional waves and record backscattered fl exural waves from a crack. 

Davies and Cawley (2009) used these backscattered fl exural waves infor-

mation to visualize the crack location. Cui  et al . (2011) generated a torsional 

guided wave by placing diagonal MFCs at 45° with respect to the longitudi-

nal direction of the pipe and compared the scattered torsional waves before 

and after crack introduction. Wall-thinning or pipe thickness change due 
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to ECW can also be detected by wave propagation measurements using 

piezoelectric transducers. The pipe thickness change can be detected by (1) 

generating pressure waves in the thickness direction and measuring back-

scattered refl ections from the wall-thinning region (Yu  et al ., 2007); (2) gen-

erating lamb waves in the axial direction and measuring refl ected waves 

from the wall-thinning region (Isa and Rajkumar, 2009); and (3) generating 

lamb waves in the axial direction and measuring transmitted waves through 

the wall-thinning region (Yu  et al ., 2007; Yu  et al ., 2008). Piezoelectric trans-

ducers are also used to monitor acoustic emission (AE) signals generated 

by crack initiation for NPP leak detection (Rodriguez and Raj, 1997; Runow, 

1985). Guided wave-based techniques with piezoelectric sensors are also 

widely used because guided waves can travel a long distance with little 

attenuation, allowing long range monitoring (Meyer  et al ., 2011). This tech-

nique is applied for inspecting baffl e-former bolts in PWR pressure ves-

sel assemblies (IAEA 2007), buried and underground pipes (EPRI, 2008), 

and steam generator tubes (Rose  et al ., 1994). Using piezoelectric sensors, 

Umeadi  et al . (2008), O’Keefe  et al . (2009), and Catania and Ferrari (2009) 

recorded changes in fl ow characteristics to identify structural damage, while 

Dezfouli and Zabihollah (2010) measured the deformation and defl ection 

of pipes due to external loading.  

  20.4.4     Magnetostrictive sensors (MSS) 

 MSSs generate and measure elastic waves using the interaction between 

mechanical strain and magnetic fi eld. Certain materials called ferromag-

netic materials behave as natural magnets. In these materials, strain can be 

induced by applying an external magnetic fi eld, and this property is known 

as magnetostriction (Fig. 20.16).      

 When an electrical current is applied through the solenoid coil around the 

ferromagnetic rod, a magnetic fi eld is created in the longitudinal direction. 

This induced magnetic fi eld causes the magnetostrictive material inside the 

coil to either contract or elongate (Joule effect) in the longitudinal direction 

and subsequently generates ultrasonic waves on the target structure where 

the magnetostrictive material is attached. Conversely, induced waves can be 

measured as changes in the magnetic fi eld when a stress is applied (Villari 

effect). This effect is used for the compressive behavior, but the relationship 

between torsional behavior and magnetostriction has also been studied. 

Similar to the Joule and Villari effect, a magnetic fi eld can be applied when 

the ferromagnetic rod is subjected to torque (Matteucci effect or inverse-

Wiedemann effect) and vice versa (Wiedemann effect). For a detailed expla-

nation of the working principle of the Wiedemann effect, assume that an 

electric current is fl owing through the ferromagnetic rod. Then the electric 
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current generates a circular magnetic fi eld around the rod. If this rod is 

placed in a longitudinal magnetic fi eld, a helical magnetic fi eld is generated 

as a resultant combination of the circular and longitudinal magnetic fi eld. 

This, in turn, changes the alignment of the ferromagnetic fi eld inside the rod, 

which leads to the twisting of the rod and the generation of torque. It is also 

possible to measure waves using a similar principle (inverse-Wiedemann 

effect). MSSs, which appear in Fig. 20.17, can measure and generate strain/

stress/torque using the characteristics explained above. A more complete 

discussion of MSSs is provided by Kwun and Bartels (1998).      

 The applicability of MSSs to NPP pipeline monitoring has been stud-

ied since 1970s (Hans and Podgorski, 1976, 1977; Kwun and Dynes, 1998; 

Lu, 1999), especially for crack and notch inspections. The biggest advan-

tage of MSSs is that they can generate pure torsional (T), shear (S), or 

longitudinal (L) wave modes by continuously exciting ultrasonic waves 

along the circumference. In particular, MSSs are mainly used to generate 

a pure torsional wave mode, because of their ability to travel a long dis-

tance with little attenuation, non-dispersive character, and high sensitivity 
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 20.16      Principle of magnetostrictive sensor (Wiedemann effect): 

(a) When an electric current is fl owing through the ferromagnetic rod, 

the current generates a circular magnetic fi eld around the rod; and 

(b) When the rod is placed in a longitudinal magnetic fi eld, a helical 

magnetic fi eld is generated as a result of the circular and longitudinal 

magnetic fi eld. This changes the alignment of the ferromagnetic fi eld 

inside the rod, which leads to the twisting of the rod and the generation 

of torque.  



Sensing solutions for assessing and monitoring of NPPs   625

to longitudinal cracks. Cheong  et al . (2006) and Kim  et al . (2011) gener-

ated torsional waves (single T(0,1) mode) with MSSs and measured the 

refl ected torsional and fl exural waves from notches to determine the loca-

tion and size of damage. Kwun  et al . (2010) observed that the high fre-

quency torsional waves generated by MSSs are insensitive to mechanical 

features of pipelines, such as clamps, hangers, and supports so that these 

high frequency waves are suitable for inspecting pipes with additional 

structural complexity. While traditional MSSs generate guided waves up 

to several kHz, a recently developed magnetostrictive patch transducer 

can generate pure torsional modes up to 2 MHz. This is achieved by using 

a meander coil instead of a solenoid coil. Shear horizontal (SH) modes are 

also used, as the SH modes have wave characteristics similar to those of 

the torsional modes (Luo  et al ., 2004). 

 Since they have a good stability in temperature and in radiation (Shimada, 

1993), MSSs are applicable to the harsh environment of the NPPs. However, 

MSSs are hard to install in real structures, since they are applicable only to 

inductive materials, and their performance is highly infl uenced by exter-

nal magnetic fi elds. Their cost compared to that of other sensors is another 

disadvantage. Also, since they are non-contact sensors, it is required to pre-

cisely control the gap between the sensor and the target object. The typical 

gap is about 1 cm for applications.  

  20.4.5     Electromagnetic transducers 

 An electromagnetic acoustic transducer (EMAT) is a transducer for non-

contact wave generation and reception using electromagnetic mechanisms 

(Fig. 20.18a). EMATs can generate SH bulk waves, surface waves, and lamb 

waves in conductive and ferromagnetic materials. The operational principle 

of EMATs is as follows (Fig. 20.18b): (1) a current  i  in the coil, which is par-

allel to the surface of a conductive sample, generates a magnetic fi eld; (2) 

an alternating magnetic fi eld in the sample surface induces eddy currents; 

 20.17      Typical MSSs to measure and create strain/stress/torque.  
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(3) the eddy currents in the magnetic fi eld experience a Lorentz force; (4) a 

Lorentz force is applied on the surface region of the material due to interac-

tion between electrons and atoms; and (5) the distribution of Lorentz force 

is controlled by the design of the magnet, the design of the electric coil, the 

properties of the test material, the relative position between the transducer 

and the test part, and the excitation signal for the transducer. SH waves are 

widely used, due to their low attenuation and high sensitivity to longitudi-

nal cracks, and their characteristics have been examined by Murayama  et al . 
(2003, 2004).      
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 20.18      EMAT: (a) Typical EMAT; and (b) its working principle.  
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 The biggest advantage of EMATs is their ability to generate a specifi c 

wave mode. By taking advantage of the ability to control the generated mag-

netic fi elds, electric current and electromagnetic force, EMATs can selec-

tively generate shear, horizontal, and guided waves, as shown in Fig. 20.19. 

Another advantage of EMATs is that they are non-contact devices, but the 

spacing between the sensor and the structure needs to be precisely con-

trolled as it has been for MSSs. Additionally, their application is limited to 

metallic or magnetic products.      

 EMATs have been used for many SHM applications (Salzburger, 2009). 

Zhao  et al . (2005, 2007) identifi ed dents by generating an L 1  mode SH wave 

with EMATs and by detecting changes of the waveforms as they passed 

across the dents. Sato  et al . (1996) measured the thickness changes of pipes 

using EMAT-generated waves. Other researchers have used EMATs to 

detect fl aws or SCC (Morimoto  et al ., 1996; Hirao and Ogi, 1998; Kercel  et al ., 
2003; Uribe  et al ., 2009; Tappert  et al ., 2008, 2009; Al-Fahad, 2009; Bucker 

 et al ., 2009; Chang  et al ., 2011; Marr  et al ., 2011). Similar to damage detection 

N

S

Magnetic
field direction

Current
direction

Force direction

× × ×

(a)

N

S

Magnetic
field direction

Current
direction

Force direction

× ××

(d)

N S

Magnetic field direction

(b)

Current
direction

Force direction

× × ×

S

N

S

N

N

S

S

N

N

S

N

S

N

S

Magnetic
field direction

Current direction

Force direction

(c)

× × ×

 20.19      Types of ultrasonic waves generated by different EMAT 

confi gurations: (a) A spiral coil EMAT generates radial polarized shear 

waves propagating; (b) A tangential fi eld EMAT generates polarized 

waves; (c) a periodic permanent magnet EMAT generates SH waves; 

(d) a meander coil EMAT excites longitudinal/shear vertical/Rayleigh / 

Lamb waves. All these waves are propagating normal to the surface.  
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techniques using other types of sensors, damage can be identifi ed by gen-

erating axisymmetric waves and measuring the refl ected non-axisymmetric 

waves from the damage in pulse-echo mode.  

  20.4.6     Laser ultrasonic devices 

 Another alternative for ultrasonic generation and sensing is laser ultra-

sonics (Scruby and Drain, 1990). This is a non-contact, non-destructive 

technique for performing ultrasonic evaluations, such as thickness mea-

surement, fl aw detection, and material characterization, where con-

ventional techniques cannot easily be applied due to environmental 

constraints. Laser ultrasonic devices can work even with high temperature 

surfaces (Nakano and Nagai, 1993), and their scanning capability makes it 

possible to generate and measure ultrasonic waves over a target surface 

with high spatial resolution. 

 Laser ultrasonic devices (Fig. 20.20) can be divided into two catego-

ries: one for ultrasonic generation and the other for sensing. For ultrasonic 

generation, high-power short-pulse lasers, such as solid state Q-switched 

Nd:Yag and CO 2  gas lasers, are commonly used. When a solid surface is 

illuminated by a high-power laser, a localized heating and correspond-

ing elastic expansion is produced for an infi nitesimal area of the surface, 

acting as an ultrasonic wave source. Since the ultrasonic generation relies 

on an instant thermal gradient over a small area rather than an absolute 

temperature increase, the pulse laser can also be used to generate ultra-

sonic waves in high temperature specimens. As the generation of ultra-

sonic waves requires an instant exertion of a highly focused laser beam, 

the power level, laser duration, and laser beam size need to be carefully 

tailored to generate elastic waves in a predetermined direction. If the laser 

power density is increased above a certain threshold, surface melting, 

(a) (b)

 20.20      Commercial laser ultrasonic devices: (a) Nd:Yag laser for 

ultrasonic generation; (b) Laser scanning vibrometer for ultrasonic 

sensing.  
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vaporization, ablation, and plasma formation may occur. (Scuby and 

Drain, 1990)      

 As for ultrasonic sensing, there are various means such as two-beam 

homodyne, two-beam heterodyne, time-delay, Fabry–P é rot, dynamic holo-

graphic, multibeam, fi ber interferometry, optical beam defl ection, and knife 

edge detection. Among these, laser interferometry using the Doppler effect, 

which is one type of the two-beam heterodyne methods, is the most widely 

used because of its sensitivity and stability compared to other intensity mod-

ulation interferometers. This technique measures the out-of-plane velocity 

of the target surface by detecting the frequency shift of the refl ected laser 

beam. The used laser beam should be monochromatic, linearly polarized for 

measurement sensitivity improvement. 

 This non-contact nature is the laser ultrasonic device’s most powerful 

advantage, making it possible to generate and measure ultrasonic waves 

from a distant location without any electrical wires or sensor installation. 

The laser ultrasonic technique can even be used for monitoring hidden 

areas by guiding the laser beams through optical fi bers (Fomitchov  et al ., 
2002). Another big advantage is that it can achieve a high spatial resolution 

in ultrasonic wave sensing due to the small laser beam size compared to the 

sizes of other types of sensors. 

 Ultrasonic waves, either generated (Park  et al ., 2006; Sato  et al ., 2006) or 

measured (Teufel  et al ., 1992; Kania and Carrol, 1998) by laser ultrasonic 

devices, have been used to detect damage such as cracks and wall-thinning 

in pipes. The excitation and sensing lasers can be incorporated with scan-

ning mirrors so that guided wavefi eld images with a high spatial resolution 

can be constructed. For example, Dixon  et al . (2010) performed an A-scan 

by scanning the excitation laser over a target surface and measured ultra-

sonic signals with an EMAT to detect cracks in metal sheets. Yashiro  et al . 
(2008) and Takatsubo  et al . (2009) used a pulsed laser excitation scanning 

system to detect the interaction between ultrasonic wave propagation and 

defects. Wave refl ection from the defect, and thus the presence of the defect, 

was identifi ed by creating ultrasonic propagation images. Similar ultrasonic 

wavefi eld images can also be constructed using a sensing laser interferome-

ter or laser Doppler vibrometer (Staszewski  et al ., 2007; Hayashi  et al ., 2008; 

Salim  et al ., 2009; Sohn  et al ., 2011). 

 Even with these advantages, there are several limitations to the laser 

ultrasonic methods. First of all, since the laser ray contains high energy, 

especially for the laser ultrasonic generation devices, precaution should be 

taken for eye safety. If the energy level of the laser increases too much, it can 

also damage the target specimens. Also, because the signal-to-noise ratio 

of laser measured signals is typically much lower than that of conventional 

sensors, time averaging of the signals is often necessary, increasing the data 

collection time. The ultrasonic wave generation effi ciency and measurement 
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sensitivity highly depend on the surface condition, so a special surface treat-

ment is often required for effective excitation and sensing. Last but not the 

least, the high cost of the laser ultrasonic device makes it less attractive 

when it comes to real applications.   

  20.5     Conclusion and future trends 

 This chapter provides an in-depth discussion of NPP SHM. In particular, 

among the various structural components in NPPs, this chapter focuses on 

the monitoring of pipe components, since they are one of the most critical 

components in NPPs. PWR and BWR are introduced as the two main NPP 

reactor types. A detailed description of the PWR’s primary and secondary 

systems is provided, and a comparison of the advantages and disadvantages 

of both reactor types is also given. The effects of critical damage types, such 

as erosion and corrosion wear, stress corrosion crack, and thermally induced 

damage, on NPP pipes are described with their formation mechanisms. Then, 

critical hot spots vulnerable to damage are identifi ed, and sensors and moni-

toring techniques used to detect them are introduced. 

 NPP SHM is still in its infancy. To make a transition to real practice, many 

technical challenges need to be addressed, besides nontechnical issues such 

as regulations and standardization. Here, there major technical hurdles 

related to the current state of NPP SHM are identifi ed. First, the rugged-

ness of many sensors under realistic NPP operational conditions is still not 

fully verifi ed. Considering the expected lifespan of these sensors, this issue 

should be addressed before any SHM can be permanently installed for 

actual NPPs. Second, most of the current SHM studies are limited to sim-

ple structures with relative easy access. However, in reality, SHM systems 

are most needed for damage prone complex components open in hidden or 

inaccessible areas. For example, connections of underground pipes are par-

ticularly prone to structural damage, and these components would benefi t 

most from online embedded SHM systems. Finally, current SHM studies 

mainly focus on damage identifi cation, and less work is done for damage 

quantifi cation, although that is essential for SHM systems to be accepted by 

the NPP NDT community.  
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  Abstract : The chapter describes sensing systems that underpin the 
safe and reliable operation of large-scale power systems. It provides 
an overview of power system structure and operation, identifying the 
important characteristics of generation, transmission, and distribution. A 
discussion of substations highlights their vital role in establishing network 
interconnections and providing measurements of network quantities. 
These functions are fundamental to the supervisory control and data 
acquisition (SCADA) systems that facilitate power system monitoring 
and operation. A discussion of sensing equipment and systems considers 
current and voltage transformers, distribution network sensing, phasor 
measurement units, and electromechanical mode monitoring. Operational 
use of SCADA measurements is considered, and an overview of state 
estimation is provided. The chapter concludes with a discussion of 
techniques for assessing power system security and reliability. 

  Key words : power systems, measurement systems, security, state 
estimation. 

    21.1     Introduction 

 Reliable electricity supply underpins modern society. In fact, the US National 

Academy of Engineering named electrifi cation as the greatest engineering 

achievement of the twentieth century. 1  Yet electricity supply is taken for 

granted, with few people having thought about the vast system that is in 

place to ensure that electricity is available whenever it is required. 

 Electrical power systems span continental-scale distances, interconnecting 

extensive generation facilities and ultimately supplying the electricity needs 

of a myriad of consumers. Consider, for example, the eastern interconnected 

power system of the United States. This one power system stretches from 

the Dakotas in the west, across to New England in the north-east, and as 

far south as the tip of Florida. Control of this system must ensure that, at all 

times, the operational limits of components such as generators, transform-

ers, and transmission lines are enforced, and that voltages across the system 
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satisfy statutory requirements. 2,3  This is achieved through a combination of 

closed-loop controls and extensive monitoring and assessment. Furthermore, 

fast protection schemes are required to minimize the physical damage caused 

by faults, such as lightning strikes or equipment failures, and must prevent 

situations that might endanger personnel. 4  

 This chapter discusses sensing, monitoring, and assessment technolo-

gies that underpin reliable and economic operation of power systems. To 

set the scene, Section 21.2 provides an overview of power system com-

position and operation. Sensing equipment and systems are discussed in 

Section 21.3. Power system operation is considered in Section 21.4, with 

particular attention given to the monitoring and assessment techniques 

that underpin real-time operation. Section 21.5 provides conclusions. An 

Appendix summarizes the basic concepts of alternating current (AC) 

power supply.  

  21.2     Power system overview 

 Power systems typically consist of numerous large generating stations that 

supply consumers through extensive transmission and distribution networks. 

An illustration of a basic power system is given in Fig. 21.1.      

  21.2.1     Generation 

 The bulk of electricity is produced through electromechanical energy 

conversion using synchronous generators. In the case of coal and nuclear 

power generation, the fuel is used to produce steam, which drives large 

high-pressure turbines. The turbines spin the rotor of the generator, pro-

ducing three-phase AC electricity. 5,6  In hydro-power production, the down-

hill fl ow of water provides the energy source for driving turbines, while in 
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 21.1      Power system overview. ( Source : © 2012 DTE Energy. Reprinted 

with permission.)  
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gas-fi red generation, combustion within a jet engine provides the driving 

torque. 

 Wind generation supplies an increasing proportion of electrical energy, 

though its contribution is still relatively small. 7  In this case, the lift estab-

lished by the aerodynamics of the blades rotates the shaft and drives the 

rotor of a generator. To cater for the variability inherent in wind, the electro-

mechanical energy conversion process tends to be more complicated, often 

involving power electronic converters. 8  

 Photovoltaic (PV) solar sources are also becoming popular, though their 

contribution is quite small. PV cells form the building blocks for larger 

conversion systems. 9,10  The cells are made from semiconductor material 

that converts solar radiation into an electrical current. A power electronic 

inverter is required to transform the direct current (DC) electricity pro-

duced by PV cells into AC for connection to the grid.  

  21.2.2     Transmission 

 Generation facilities are often located some distance from consumers, 

requiring transportation of large amounts of electricity. As electrical cur-

rent  I  fl ows from source to sink through the resistance  R  of the conduc-

tors, some of the electrical energy is converted to heat in the form of 

 I   2   R  losses. Because losses are proportional to the square of the current, 

reducing current is hugely benefi cial. The electrical power produced by a 

generator is given by  |S| =   VI , as explained in the Appendix. Therefore, 

for a given electrical power  S , the current  I  can be reduced by increasing 

the voltage  V . 

 Accordingly, the transmission network is composed of high-voltage trans-

mission lines that carry bulk electricity over long distances. Transmission 

voltages are tailored to the requirements of particular connections, and are 

also governed by utility standardization. Typical transmission voltages tend 

to lie in the range 275–765 kV, though some lower-voltage lines may play a 

transmission role, and some higher-voltage lines also exist. Because of the 

high voltage, conductors must be separated from each other and from the 

ground by a large distance. This implies the need for high towers and large 

insulator strings. More importantly, from a sensing point of view, transduc-

ers must be capable of withstanding very high voltages and currents. This is 

considered further in Section 21.3. 

 Transmission line design establishes the maximum voltage and current 

to which a line may be subjected. If voltage exceeds the design upper limit, 

the probability of a catastrophic fl ash-over (arcing) becomes unacceptable. 

On the other hand, low voltage causes increased current fl ow, and there-

fore incurs higher losses and reduced effi ciency. The heating effect of  I   2   R  
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losses causes the conductors (wires) to expand, leading to increased conduc-

tor sag  1   and reduced clearances to ground. 11  Line design must ensure that 

conductors always have a certain safe clearance from the ground. This limits 

the maximum permissible sag, and hence places a limit on the current that a 

transmission line may carry. 

 The transmission system usually has an interconnected (meshed) structure, 

allowing electricity to fl ow over multiple paths between source and sink nodes 

within the network. This provides high reliability, as electricity fl ow is not inter-

rupted by the disconnection (outage) of any single transmission line. Rather, 

such a disconnection will cause electrical power to redistribute across the 

remaining lines. Power system operators must continually monitor line fl ows, 

however, to ensure that redistributed fl ows do not exceed line capabilities.  

  21.2.3     Transformers 

 Electricity is generated at voltage levels in the range 15–25 kV, transmit-

ted at much higher voltages, and consumed at voltages below 1000 V. 

Interconnection between different voltage levels is achieved using trans-

formers. 13  As shown schematically in Fig. 21.2, transformers consist of 

primary and secondary windings (coils of conductor) wrapped around a fer-

romagnetic core. From Amp è re’s circuital law, current fl ow in a winding will 

produce magnetic fl ux in the core, with that fl ux linking both windings. If 

the current is time-varying, then the magnetic fl ux will also vary with time. 

Faraday’s law states that this time-varying magnetic fl ux will induce a volt-

age difference across the ends of the winding.      

 Together these laws establish the relationships between voltages and cur-

rents of the primary and secondary windings of an ideal transformer,  
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= =     [21.1]   

 where  V   p   , I   p   , N   p   are the primary-side voltage, current and number of turns in 

the winding, and likewise for the secondary-side quantities. As an example, a 

generator transformer that steps voltage up from 20 to 354 kV would have a 

winding ratio of Ns p/ /NpN . ,=/5 20 17 25 i.e., the secondary winding would 

have 17.25 turns for every single turn on the primary winding. 

 Transformer windings utilize high quality, low resistance conductors. 

Nevertheless, some  I   2   R  heating is inevitable under peak loading (high 

1     Sag is the vertical distance between the conductor and a straight line joining the 

two adjacent transmission towers.  



642   Sensor Technologies for Civil Infrastructures

current) conditions. Heat management is vitally important for ensuring reli-

able transformer operation. This is achieved through close monitoring of 

the internal temperature, with increasingly voracious heat dissipation strat-

egies triggered as temperature rises. 

 Incidentally, this need to transform between voltage levels was recognized 

early in the development of power systems. Because transformers require 

AC voltages and currents, and cannot operate with DC, AC power systems 

triumphed over DC. 14  With the relatively recent advent of power electron-

ics, however, transformation between DC voltage levels is now routine.  

  21.2.4     Sub-transmission and distribution 

 The physical size of transmission lines, their cost, and their power carry-

ing capability make them unsuited for supplying electricity within locali-

ties. Transmission lines can be thought of as the freeways of the electricity 

supply system. At the regional level, sub-transmission and distribution lines 

play the role of the arterial roads and streets of the supply system. Sub-

transmission lines operate in a voltage range around 40–120 kV. Their role 

is regional, taking electrical power from the transmission network to com-

munities and large industrial loads. At those locations, the supply voltage 

is further reduced, typically to a level around 8–22 kV. This lower-voltage 

distribution network is able to span out along streets and throughout indus-

trial sites to deliver electrical power to all consumers. The fi nal step in that 
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 21.2      Transformer schematic. ( Source : from Reference [12].)  



Sensing solutions for assessing power systems   643

delivery process is to transform the voltage down to the level expected by 

consumers, for example 120 V in North America or 230 V across Europe.  

  21.2.5     Substations 

 Substations establish interconnection points within power systems, with the 

switching status of circuit-breakers defi ning the network topology, and trans-

formers enabling connections between voltage levels. Figure 21.3 illustrates 

a typical arrangement of substation equipment. In the center of the fi gure, 

the transformer (item 9) demarcates between higher-voltage equipment 

to the left and lower-voltage equipment to the right. At the points where 

the transmission lines connect to the substation, voltage transformers (item 

4) measure the line voltages. Current transformers (CT) (item 7) measure 

the current fl owing in the respective circuits. Circuit-breakers (item 6) are 

designed to provide switching capability under high current conditions, and 

are used to switch lines/transformers in and out of service. In contrast, discon-

nect switches (item 5) can open only if the current fl ow is near zero. Lightning 

arresters (item 8) prevent voltage spikes from damaging the transformer.      

 Figure 21.4a provides an alternative illustration of substation layout. This fi g-

ure shows a double-busbar double-breaker arrangement, and identifi es typical 

locations for the voltage and CTs that provide sensing capabilities within the 

substation. Further discussion of these sensors is provided in Section 21.3.      

 The example presented in Fig. 21.4 illustrates the role played by circuit-

breakers in determining line connection arrangements. The substation 

layout of Fig. 21.4a shows four transmission lines, each terminating in two 

circuit-breakers. This arrangement allows each line to be connected to bus-

bar A and/or B, depending on circuit-breaker status. Figure 21.4b shows two 

possible connection arrangements for the transmission lines. The upper case 

would apply if all circuit-breakers were closed. The lower case would be 

applicable if circuit-breakers CB11, CB21, CB32, and CB42 were closed, 

with the other four circuit-breakers open. 

 Almost all measurements of network voltages and currents are acquired 

from within substations. Likewise, most switching control actions involve 

substation-based circuit-breakers. Hence substations play a fundamentally 
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 21.3      Substation layout. ( Source : from Reference [15].)  
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important role in the SCADA system that underpins power system moni-

toring and operations. Substation communications must therefore be reli-

able and secure. Within modern substations, interactions between intelligent 

electronic devices (IED), such as data acquisition devices, digital protection 

relays and phasor measurement units (PMU), occur over a high-speed local 

area network (LAN) and are governed by the IEC 61850 standard. 16  Data 

transfer between substations and the centralized SCADA system tends to 

be governed by IEC 60870 and DNP3 protocols. 17  A range of media are used 

for such communications, including power line carrier and fi ber optic links. 

Busbar A
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L2 L4
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Current tfmr
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 21.4      Circuit-breaker status dictates substation topology.  
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SCADA systems for monitoring and controlling power systems may cover 

extensive geographical areas, and so integrity of long-distance communica-

tions is extremely important.  

  21.2.6     Power system operations 

 The physical characteristics of power systems dictate that if total genera-

tion exceeds total load plus losses, then the system frequency will increase. 

Likewise, a defi cit of generation will result in frequency declining. To ensure 

the safety and integrity of large generators and motors, frequency must be 

kept close to its nominal value, for example 60 Hz in North America and 

50 Hz in Europe. Therefore power system operations must continually main-

tain this generation/load balance. Unpredictable changes in loads occur con-

tinually, as electrical devices switch on and off. Closed-loop controls restore 

balance, though operators must ensure that suffi cient generation is always 

available to respond to the control signals. 

 The total load of a power system typically exhibits a daily cycle, attain-

ing a minimum overnight and rising to a maximum during the afternoon 

and into the early evening. The timing and shape of the peak depends upon 

location and season. Two example daily load cycles are provided in Fig. 21.5. 

Both are for the PJM market, with Fig. 21.5a showing a typical summer peak 

and Fig. 21.5b showing a winter peak. As the load increases from the morn-

ing trough, a large amount of generation must be progressively brought into 

service. Likewise, generation must be taken out of service as the total load 

reduces through the evening.      

 The large swings in generation and load give rise to large variations in 

power fl ow and voltage patterns across the transmission, sub-transmission, 

and distribution networks. Power system operations must ensure safety, reli-

ability, and effi ciency at all times. To do so requires extensive monitoring of 

system conditions and assessment of the impact of credible contingencies. All 

line fl ows and voltages must be within limits, and must remain so even with 

the loss of any single item of plant, such as a generator or transmission line.  

  21.2.7     Failures in monitoring and assessment 

 In August 2003, a major blackout affected a large section of the north-eastern 

United States and Canada. 19,20  While numerous events coincided to initiate 

this blackout, a breakdown in monitoring and assessment certainly played a 

crucial role. Physical events included the tripping of a heavily loaded 345 kV 

transmission line, and subsequent overloading and tripping of adjacent 345 

kV lines. That left other 345 and 138 kV lines overloaded, and a cascade of 

line tripping quickly enveloped the region. 
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 The events unfolded as they did because the SCADA system covering 

that section of the grid had suffered a software fault and was not providing 

an up-to-date view of grid conditions. Operators were therefore oblivious to 

the precarious state of the grid, and so did not act to correct the situation. 

It could be argued that if the SCADA system had been providing accurate 

information, operators would have acted quickly to reduce the fl ow on the 
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 21.5      Daily load cycles for the PJM market. ( Source : © 2012 PJM. 

Reprinted with permission from Reference [18].)  
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heavily overloaded lines, thereby preventing the ensuing cascade and mas-

sive loss of load.   

  21.3     Sensing equipment and systems 

 The high voltages and currents of power systems preclude direct mea-

surement of power system quantities. Rather, transformers are required 

to establish scaled replicas of the actual voltage and current waveforms. 21  

These scaled signals can then be interfaced with standard low-voltage mea-

surement equipment. 

  21.3.1     Current transformers (CT) 

 CTs are conceptually like other transformers, with a primary (power sys-

tem) winding and a secondary (measurement system) winding. Referring to 

Fig. 21.2, the secondary winding consists of  N   s   turns, which are evenly dis-

tributed around a magnetic core. 

 In a CT, that core encircles a single conductor, which forms the primary 

winding and carries the current to be measured. It follows from Equation 

[21.1] that with  N   p   = 1, the relationship between primary and secondary cur-

rent is given by,  

    I
N

Is
s

pI=
1

       [21.2]   

 The two most common types of CTs are shown in Fig. 21.6. In both cases, 

a porcelain bushing provides separation between the high voltage at the 

top and the grounded base. Hairpin/tank CTs have their secondary cores 

located in the tank at the base of the bushing. This requires the primary con-

ductor to have a hairpin shape so that it may connect to the external system 

at the top yet pass through the cores at the base. The primary conductor 

is at high voltage, but passes close to the grounded base. It must therefore 

be wrapped in suffi cient insulation to prevent fl ash-over. Top-core CTs, on 

the other hand, have their secondary cores on the high-voltage side of the 

bushing. This has the advantage that the primary conductor is quite short. 

However, with the weight of the cores at the top of the structure, the sup-

porting bushing must be much stronger than for tank CTs. The high center 

of mass is particularly troublesome in areas where seismic activity is com-

mon. Also, the secondary windings are in close proximity to high voltages, 

and so must be suffi ciently well insulated.      

 Based on Equation [21.2], current must fl ow in the secondary circuit 

whenever current fl ows in the primary (power system) conductor. Because 
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primary current is dictated by system conditions, the secondary circuit must 

always allow current fl ow. It should therefore never be open-circuited. If 

an open-circuit were to occur, current would be forced to fl ow through the 

(almost) infi nite impedance of the open-circuit, producing a dangerously 

high voltage and destructive arcing.  

  21.3.2     Voltage transformers 

 The primary side of a voltage transformer (VT) is connected between one 

phase of the power system and ground. The secondary side is connected 

to the measurement system. For voltage levels below 100–115 kV, VTs use 

standard inductive coupling, as illustrated in Fig. 21.2. At higher voltage lev-

els, the winding ratio  N   p   /N   s   becomes excessive and is physically challeng-

ing to implement. In such cases, capacitor voltage transformers (CVT) are 

more economical. A CVT consists of a capacitive voltage divider connected 

to a standard inductive transformer. Figure 21.7a shows this arrangement 

diagrammatically.      

 21.6      Common types of CT: (a) hair-pin/tank CT and (b) top-core CT. 

( Source : © 2009 ABB. Reprinted with permission from Reference [22].)  
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 The voltage divider establishes the voltage relationship,  
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21.7      Capacitor voltage transformer. (a) Equivalent circuit. (b) Cutaway 

view. ( Source : © 2009 ABB. Reprinted with permission from Reference 

[22].)  
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 Typical CVT designs set the nominal value for voltage  V  2  around 

22 3/  kV. Given the primary voltage  V  1 , the relationship Equation [21.3] 

establishes the required ratio of capacitors  C  1  and  C  2 . Consider, for example, 

voltage measurement on the 345 kV system. As discussed in the Appendix, 

the corresponding phase-to-neutral voltage is  V  1  = 345 3/  kV. From 

Equation [21.3], the required capacitor ratio is  C  2  /C  1  = 14.68. The output 

voltage  V  3  is normally around 110 3/  V, though that choice may vary with 

local utility standards. For the case where  V  2  = 22 3/  kV and  V  3  = 110 3/  

V, the required turns ratio for the output transformer is  N   p   /N   s   = 200. Apart 

from providing voltage scaling, the output transformer also serves to isolate 

the measurement system from the primary power system. 

 Figure 21.7b shows a cutaway view of a CVT. The capacitive elements 

(item 2) are built into the bushing that separates the high-voltage terminal 

from the grounded base. The output transformer, consisting of its primary/

secondary windings (item 7) and core (item 12), resides in the base.  

  21.3.3     Performance requirements 

 Voltage and current transformers must provide accurate replicas of the 

actual measured quantities under normal and fault conditions. Under nor-

mal operating conditions, voltages and currents are sinusoidal and trans-

formation from the primary high voltage/current signals to secondary 

measurement-level signals is straightforward. Very high accuracy is required 

in certain applications, for example electricity markets. In that case, accurate 

monitoring of generation and load is vital, as fi nancial transactions depend 

upon the monitored quantities. 

 Under fault conditions, currents may rise to levels that are a factor of 

20 or more times normal load currents. CTs must be designed to mini-

mize the effects of magnetic saturation at such high current levels; other-

wise secondary-side signals will be highly distorted. 21  Saturation is also of 

concern during transients, such as when a transmission line is energized 

(switched into service) or at the onset of a fault. Under such conditions, 

primary currents experience a transient DC offset. This can lead to asym-

metric saturation of the CT and signifi cant distortion in the secondary 

output. As the DC component decays, the accuracy of the reproduction 

recovers.  

  21.3.4     Measurement systems 

 Voltage and current measurements are used for a variety of purposes, in 

particular protection, monitoring, and metering. Protection schemes, such 

as over-current, differential, and distance protection, use measurements to 
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identify abnormal conditions and determine the appropriate trip signals. 4  

Extremely high currents are indicative of a fault condition and are detected 

by over-current protection. Differential protection monitors the net current 

fl ow into and out of a device or a section of a power system, with a non-zero 

net summation indicative of an internal fault. Distance protection monitors 

both the voltage and current of a transmission line, and computes the ratio 

 V/I . This ratio takes a small value when a fault occurs on the line, and in fact 

provides a good indication of the distance to the fault along the line. For 

protection applications, CTs and VTs require fast transient response, and 

must provide a good quality representation of the actual system quantities 

under highly stressed conditions. 

 Monitoring and metering are concerned with tracking system condi-

tions through normal daily variations. They differ in that metering is used 

for fi nancial transactions, and therefore must have high accuracy. A wide 

range of power system quantities must be monitored in substations and 

telemetered via the SCADA system: voltages and currents; active and 

reactive power of generators, loads and line fl ows; protection and cir-

cuit-breaker status; and transformer temperature and tap position. Note, 

though, that active and reactive power are not directly measurable. Rather, 

they are computed from the available voltage and current measurements. 

Propagation of measurement errors through this calculation must be care-

fully considered. 

 Weather monitoring has always played an important role in power system 

operation. Electricity demand is closely correlated with weather, and so knowl-

edge of weather patterns is useful for assessing generation and transmission 

needs. Storm tracking is also very helpful for determining areas where the 

grid may be vulnerable to lightning strikes or strong winds. Weather monitor-

ing is also very important for adaptive rating of transmission lines. 23  Usually 

the rating of a line, i.e., its maximum current carrying capability, is dependent 

upon its ability to dissipate heat arising from  I  2  R  losses. Accordingly, a line’s 

rating will be much higher on a windy winter day than on a hot, still summer 

day. Without up-to-date weather information, line rating must be based on a 

conservative estimate of weather conditions. Therefore, weather monitoring 

facilitates more effective use of transmission assets.  

  21.3.5     Distribution network sensing 

 Unlike transmission networks, sensing capabilities across lower-voltage dis-

tribution networks have traditionally been rather limited. This is changing 

though, as utilities move to implement ‘advanced metering infrastructure’ 

(AMI). 24  This infrastructure takes various forms, but typically consists of 

‘smart meters’ that monitor the real-time energy use of customers and trans-

mit that data over a LAN to a point where the data are consolidated. It 



652   Sensor Technologies for Civil Infrastructures

is then forwarded over broadband to the utility’s data management facil-

ity. Some AMI implementations allow utilities to pass information back to 

customers, enabling active demand control. Communication latency may be 

signifi cant though, depending on the particular form of implementation. 

 In numerous installations, AMI also collects voltage and current measure-

ments from across the distribution network, enabling utilities to assess net-

work conditions in near real-time. Based on this information, the network 

can be optimized to reduce losses and/or improve the voltage profi le. Under 

outage conditions, the data available from AMI can be used to provide a 

fairly precise estimate of the location of the open-circuit, enabling faster 

restoration of service. 

 As mentioned in the Appendix, it is generally assumed that three-phase 

voltages and currents are balanced. At the transmission level, the infl uence 

of individual loads is negligible due to averaging effects, so balanced condi-

tions apply. At the distribution level, however, customer loads may affect 

individual phase voltages and currents, resulting in unbalanced conditions. 

Utilities attempt to balance customer loads equally across the three phases, 

but perfect balancing is impossible. The resulting unbalance has a number of 

undesirable effects, including high neutral currents and motor overheating. 25  

Where unbalance is particularly troublesome, ‘negative phase sequence’ 

meters can be installed to monitor the extent of the problem as system con-

ditions vary.  

  21.3.6     Phasor measurement units (PMU) 

 As explained in the Appendix, AC voltages and currents are usually repre-

sented by complex numbers, V v iθ∠II = ∠II =d  respectively, which 

are known as phasors. The magnitudes  V  and  I  can be provided by standard 

substation measurement equipment, as discussed earlier. The angles   θ     ç    and 

  θ    i,   describe the phase offset of the AC (time domain) voltage and current 

waveforms relative to a reference cosine that maintains nominal system fre-

quency (60 Hz in North America, for example) and that is synchronized to 

Coordinated Universal Time (UTC). Synchronization to UTC is achieved 

by accessing timing signals from the global positioning satellite (GPS) sys-

tem, and ensures that the reference is well defi ned across an entire grid. 

Standard measurement equipment does not have access to GPS timing, and 

so cannot provide phase information. 

 Synchronized phasor (synchrophasor) measurement systems have been 

developed to provide accurate values of both the magnitude and phase of 

measured voltages and currents, thereby providing full phasor information. 

The monitoring devices used to generate synchrophasors are referred to 

as PMUs, with IEEE standard C37.118.1–2011 26  establishing performance 

and compliance requirements. According to the standard, PMUs must also 
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provide accurate estimates of frequency and rate-of-change of frequency, 

and must time-tag their outputs. Figure 21.8 provides a block diagram repre-

sentation of a typical PMU implementation. The analog voltage and current 

signals are initially fi ltered to prevent aliasing, and are then sampled. The 

sampled signals undergo complex demodulation using an oscillator output 

that is synchronized with absolute time provided by a GPS. Low-pass fi lter-

ing produces the real and imaginary components of the complex phasor, rel-

ative to the UTC reference. The standard does not specify implementation 

details, with other signal processing algorithms permitted. The PMU out-

put must accurately time-stamp the input signals, and therefore must take 

into account the processing delay. PMUs typically provide an output rate of 

30 samples per second.      

 The high accuracy and time synchronization of magnitude and phase 

measurements provided by PMUs, together with their rapid update rate, 

enable a range of monitoring and control applications. 27,28  Wide-area mon-

itoring provides operators with enhanced visibility of large sections of 

the grid, enabling clearer assessment of the state of the system and faster 

appraisal of emerging problems. For example, as power system loading 

increases, voltage angles across the system tend to diverge, with heavily 

stressed conditions giving rise to large angle separation. The synchronized 

angle information provided by PMUs enables direct monitoring of this 

valuable indicator of system robustness. 29  Apart from real-time operational 

benefi ts, the high sample rate and time synchronization of PMU measure-

ments make them particularly valuable for post-disturbance investigations 

that seek to clarify initiating conditions and the subsequent sequence of 

events. A number of wide-area monitoring schemes are currently in opera-

tion around the world. 30,31  Development of such schemes is on-going, with 

increasing deployment of PMUs and continual enhancement of data hand-

ling capabilities. 
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 21.8      PMU signal processing model. ( Source : © 2011 IEEE. Reprinted 

with permission from Reference [26].)  
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 PMU measurements provide valuable inputs for state estimation, 

which is discussed in Section 21.4.1. State estimator convergence and 

solution quality benefi t greatly from the high accuracy of PMU mea-

surements and availability of angle difference measurements. 32  The high 

sampling rate and accuracy of PMU measurements are also well suited 

to closed-loop control applications that require inputs from remote 

locations. This capability has been explored extensively in applications 

ranging from stabilization 33  to the provision of reactive power support. 34  

However, issues such as communication latency, sample loss and cyber 

security are currently an impediment to more expansive applications of 

PMU-based feedback.  

  21.3.7     Electromechanical mode monitoring 

 Power systems experience low-frequency electromechanical oscillations due 

to dynamic interactions between generators. 6  These oscillations are continu-

ally excited by small random load changes. Under normal operating condi-

tions, these electromechanical modes are very well damped. However, as a 

power system becomes stressed, through excessive load growth or tripping 

of key generators and/or transmission lines, damping tends to reduce and 

the oscillations become more pronounced. This is illustrated in the system 

recording of Fig. 21.9, which shows power fl ow during the major event docu-

mented in Reference [35]. Prior to the tripping of a 500 kV transmission 

line at 15:42, oscillations were present but were insignifi cant. Line tripping 

weakened the system, as indicated by the poorly damped transient response. 

Over the following 5 min period, the background oscillations were gener-

ally larger than they were before the line outage, suggesting a reduction in 

damping. The second line trip at 15:47 actually led to system instability, as 

indicated by the subsequent growing oscillations.      

 For power systems that operate near their stability limit, damping is a 

good indicator of system resilience. With increasing availability of high qual-

ity measurements from PMUs, it is becoming common for utilities to install 

monitors that estimate modal frequency and damping in near real-time. 36  

Various techniques are in use for determining this estimate. 37  Prony anal-

ysis 38  is well suited to identifying the modes present in measurements of 

system disturbances. Least-squares algorithms 39,40  have been developed for 

estimating the modal content of ambient (background) conditions, where 

excitation is provided by small, random load changes. Even though these 

two approaches are conceptually quite different, it is shown in Reference 

[39] that they are effectively equivalent. 

 Several forms of least-squares methods have been proposed, covering 

both block and recursive algorithms. In a general sense, these methods use 
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autoregressive (AR) type models, establish a linear prediction from past 

measurements, and minimize the prediction error by adjusting the model 

coeffi cients. The polynomial defi ned by these estimated coeffi cients approx-

imates the characteristic polynomial of the system. Therefore, the desired 

system modes can be obtained from the roots of this polynomial.   

  21.4     Control center monitoring and assessment 

 Control centers have the task of monitoring geographically expansive power 

systems. This is achieved through a SCADA system that communicates with 

substation-based data acquisition systems. Typical SCADA systems obtain 

updated measurement data from across the power system every 2–4 s. These 

data are vital for following trends in system behavior, and are presented to 

operators through computer graphical user interfaces and wallboard dis-

plays, as shown in Fig. 21.10.      

 The usefulness of SCADA data is limited though, due to inherent mea-

surement errors. To undertake more detailed evaluation of the system’s oper-

ational condition, it is fi rst necessary to fi lter the measurements to obtain 

a consistent and accurate estimate of all system quantities. This process is 
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 21.9      Oscillations recorded during WECC disturbance. ( Source : © 1999 

IEEE. Reprinted with permission from Reference [35].)  
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called state estimation. Once the current state of the system is known with 

confi dence, it is then possible to undertake a thorough assessment of the 

system’s security and resilience. 

  21.4.1     State estimation 

  Nonlinear weighted least-squares algorithm 

 The state of a system is defi ned as the smallest set of variables from which 

all other system quantities can be computed. In other words, knowledge 

of the system state implies complete knowledge of the system. In consid-

ering power systems, it is commonly assumed that the network topology 

and parameters such as line impedances are known. Then the set of all 

(complex) node voltages fulfi lls the requirements for the system state. For 

instance, knowing the voltages at the two end nodes of a line allows the 

active and reactive power fl ow on that line to be computed. The generation/

load at a node can then be determined by summing all the line fl ows out of 

that node. Hence all line fl ows and node injections can be computed from 

the node voltages. 
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 21.10      Presentation of SCADA measurement data. ( Source : © 2012 PJM. 

Reprinted with permission from Reference [18].)  
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 The fi rst step in computing the state estimate is to build an up-to-date 

model of the network topology. This is achieved by using telemetered 

circuit-breaker status information, along with substation models of the 

form shown in Fig. 21.4a, to establish the prevailing node–branch model, 

for example Fig. 21.4b. The desired state estimate is then obtained by fi t-

ting the telemetered measurements to the underlying model. 41,42  Each 

measurement can be related to the estimated state through an equation 

of the form,  

    zi = hi (x) + ϵi
    [21.4]   

 where  z   i   is the  i -th measurement (a known quantity),  x  is the desired state 

vector,  h   i   is a nonlinear function relating the state vector to the  i -th mea-

sured quantity, and   ϵ    i   is some (unknown) random error in the  i -th measure-

ment. The function  h   i   is given by the underlying ‘power fl ow’ equations. 41  

 The general aim of state estimation is to determine the value of the state 

 x  that minimizes, in an overall sense, the errors   ϵ    i   across the entire measure-

ment set. This minimization must, however, take into account the accuracy 

associated with each measurement. This can be achieved by normalizing the 

errors by a weighting factor that refl ects measurement accuracy. 

 Measurement errors are random and are commonly assumed to satisfy 

a Gaussian (normal) distribution. The variance σ i
2    associated with the  i -th 

measurement provides an indication of its spread, with more accurate mea-

surements having smaller variance. Furthermore, it follows from the prop-

erties of the normal distribution that if   ϵ    i   has variance i
2    then   ϵ    i      / σ    i   has a 

variance of 1. Normalized errors are therefore equivalent. 

 Given this equivalence of normalized errors, an indication of the over-

all error across all measurements can be expressed as  ∑   ί   (  ϵ    i      / σ   i ) 2 . Using 

Equation [21.4], the error minimization problem has the nonlinear weighted 

least-squares form,  

    x J x Rz( ) ( )z h x−z ( ) ( )z h x− ( )g i
Τ

1     [21.5]   

 where  R   z   ≡ diag (σ σ1
2 2σ m   ) is the covariance matrix and x is the desired esti-

mate of the state. A minimum can be obtained using a Gauss-Newton iter-

ative process,  

    Δ Τ
xΔΔ H x Rk kH x z( )Τ

H x R
Τ

H xkxH z
k( ) ( ) ( ) ( )z h xk− ( )

−1
1     [21.6]    

    x x xk k k+xkx αΔxxα     [21.7]   
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 where xk is the estimate of the state at the  k -th iteration,  H(x   k   )  is the Jacobian 

matrix δ δxδ δδ  evaluated at  x  k , and   α   is an acceleration factor. 

 It should be noted that the inverse of the  gain matrix H ੊  z
−1    H  in Equation 

[21.6] is not actually computed. Rather, the equation is generally solved 

using Cholesky factorization, 42  with the desired solution  ∆  x   k   of Equation 

[21.6] obtained using forward and backward substitution. If the gain matrix 

is ill-conditioned, i.e., almost singular, Cholesky factorization may encoun-

ter numerical diffi culties. In such cases, QR-factorization is preferred. 43  It is 

slower, but has better numerical properties. 

 A necessary condition for the gain matrix to be nonsingular is that 

the number of measurements must exceed the number of state variables, 

dim( z )  ≥  dim( x ). The difference dim( z )   −   dim( x ) is referred to as the 

measurement redundancy. The accuracy of the state estimate generally 

improves with increasing redundancy. Note, though, that having redundant 

measurements does not guarantee nonsingularity of the gain matrix. For 

example, even if redundancy is high across most of the system, singularity 

would occur if a group of substations were devoid of any measurements. 

Clearly, both the number and location of measurements are important. 

This is discussed in the following section.  

  Observability 

 Solvability of the state estimation problem Equation [21.5] through the use 

of Equations [21.6]–[21.7] ensures that the estimated value of the system 

state x�  is well defi ned  2   for the given set of measurements. In other words, 

the state is observable from that measurement set. Conversely, singularity 

of the gain matrix, and consequently insolvability of Equation [21.6], implies 

that the measurement set is defi cient. In such a case, the factorization pro-

cess employed to solve Equation [21.6] will fail, and hence the state can-

not be estimated (observed) from the given measurements. It is therefore a 

standard practice for a check to be made of observability before to solving 

the state estimator. The role of observability analysis is fi rstly to determine 

whether the entire system state is observable. If it is not, the subsequent task 

is to establish the maximal observable subnetwork, and the minimum set of 

extra injection measurements (pseudo-measurements) that would restore 

global observability. 

 Observability analysis is usually undertaken using a topological tree-

spanning algorithm. The basis for this approach is that if a bus voltage is 

measured together with the line fl ow from that bus to a neighbor, then the 

  2      The minimization Equation [21.5] is non-convex due to the nonlinearity of the 

power fl ow equations  h(x) . However, if Equation [21.6] is solvable then isolated 

solutions of Equation [21.5] are generally well defi ned.  
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voltage at the neighboring bus can be estimated. (This follows from basic 

circuit properties.) This process, together with other similar rules, can be 

used to grow trees that span the observable regions of the network. If the 

entire network is observable, then state estimation can proceed. If that is 

not the case, it is common practice for fi ctitious pseudo-measurements to be 

progressively added until full network observability is achieved. Often fore-

cast values of loads are used for these extra ‘measurements.’ Their number 

and location must be carefully chosen to ensure that they do not corrupt the 

estimate attainable from the true measurements.  

  Bad measurements 

 It is not uncommon for measurements to occasionally drift or lose fi delity. 

Identifying such bad measurements is a standard function of state estima-

tion. Two statistical tests are used for this purpose. Because the measure-

ments are assumed to be normally distributed, the random variable  J  given 

by Equation [21.5] is distributed according to the  χ  2  (chi-squared) distri-

bution. Therefore the  χ  2 -test can be used to assess the likelihood that the 

measurement set is grossly in error. Such large errors generally occur only if 

incorrect circuit-breaker status causes a mismatch between the topology of 

the model and that of the actual system, or if a signifi cant set of telemetered 

data becomes corrupted. The latter could occur as a result of a failure in the 

communications from one or more substations. 

 The quality of individual measurements can be assessed using the resid-

ual test. The measurement residual is the estimate of the error, ϵi = z – hi x�( ),  

where x�  is the estimated state. The residual is normally distributed with 

zero mean and a variance that is derived from   σ    i    2  . Typically, residuals that lie 

outside the 95% confi dence interval are rejected as bad data. Such measure-

ments are removed from the active measurement set, and fl agged as requir-

ing attention from fi eld technicians.   

  21.4.2     Security assessment 

 SCADA data and state estimation results provide a comprehensive snapshot 

of the prevailing conditions across the power system. Operators continually 

monitor these conditions to ensure that system quantities remain within 

range and follow anticipated patterns. In addition, they must also regularly 

evaluate the consequences of credible contingencies, such as the outage of 

a major generator or transmission line. This process is referred to as contin-

gency analysis, and uses power fl ow simulation to investigate the effects of 

postulated outages. The power fl ow solves the nonlinear, algebraic equations 

governing power system steady-state conditions. Usually the state estimator 

establishes the base case, and then an automated process solves the power 
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fl ow to evaluate system performance for each contingency in a (possibly 

large) set of cases. If any anomalies are identifi ed, operators are notifi ed and 

can assess the risk of the troublesome contingencies. If necessary, they will 

then determine and implement appropriate preventative actions to ensure 

that the system would continue to operate securely should those events actu-

ally occur. Examples of such actions include rescheduling generation, recon-

fi guring substation connections, and switching capacitors/reactors. 

 In an on-going drive to improve the effi ciency of power systems, opera-

tors are increasingly making use of security-constrained optimal power fl ow 

(SCOPF) tools. 3,44  These tools seek a minimum cost solution, typically mini-

mum losses, that satisfi es the power fl ow constraints in the presence of a set 

of contingencies. The state estimator again provides the starting point for 

the solution algorithm. The solution to the SCOPF provides operators with 

the sensitivity information required to maintain optimal and secure power 

system conditions. 

 Not all insecure operating conditions can be identifi ed using power-

fl ow-based contingency analysis. Certain events may induce unacceptable 

dynamic behavior that ultimately leads to system degradation or even insta-

bility. Assessment of such dynamic phenomena typically requires repeated 

numerical integration, which is time consuming and therefore not suited to 

an on-line environment. In such cases, it is common for an extensive range of 

operating scenarios to be evaluated off-line, and the results summarized in 

the form of nomograms. 45  Each nomogram considers a pair of system quan-

tities that are indicative of potentially troublesome operation, and provides 

a graphical representation of the boundary between acceptable and unac-

ceptable conditions. The boundary describes a curve on a planar diagram, 

with the given pair of measured values defi ning a point on that diagram. The 

proximity of system conditions to each nomogram’s boundary is continually 

monitored. If potentially insecure conditions are detected, operators will 

evaluate the risk and, if necessary, take action to restore the system to within 

the secure regions of the nomograms. 

 Off-line assessment can never duplicate actual system operation. Also, 

the boundary separating secure from insecure conditions is generally multi-

dimensional, with the two-dimensional nomograms limited in their ability 

to provide an equivalent relationship. As a result, nomograms tend to give 

a conservative assessment of system security. Addressing this conservative-

ness requires the development of more sophisticated analysis tools that are 

suited to an on-line environment. Work in this area is on-going. 45,46    

  21.5     Conclusion 

 Extensive sensing systems are required to ensure the safe and secure oper-

ation of large-scale power systems. The high voltages and currents of power 
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systems cannot be measured directly, but rather require VTs and CTs to 

interface between the high-voltage network and the low-voltage measure-

ment system. The outputs of such instrument transformers are typically 

around 120 V and 5 A, and must accurately replicate high voltage quantities, 

even under extreme fault and transient conditions. The signals provided by 

instrument transformers are used directly for both protection and monitor-

ing, and enable the computation of other non-measurable quantities such 

as active and reactive power. Recent developments in digital protection 

and PMUs allow measurements to be accurately time tagged. This forms 

the basis for computing phase angle differences between remote locations. 

For lower-voltage distribution networks, recent developments in AMI are 

enabling widespread measurement of voltages and currents at the consumer 

level. 

 Measurements from across power systems are communicated to control 

centers via SCADA systems. Substations play an important role in SCADA, 

as they establish the interconnection points within power systems, and 

therefore house the major sensing systems. At control centers, measure-

ments from SCADA are fi ltered using a nonlinear weighted least-squares 

algorithm to establish a consistent estimate of the entire system state. State 

estimator results, together with PMU data, are used in a variety of analysis 

and optimization applications that assist operators in assessing system secu-

rity and determining optimal corrective actions.  
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  21.7     Appendix: basic AC system concepts 

 AC voltages and currents vary sinusoidally with time, and can be 

described by:

    v t V t v( ) = ( )peakVV ω θtt     [21.8]    

    i t I t i( ) = ( )peak ω θtt     [21.9]   

 where  V  peak  is the peak value of the voltage waveform,   ω   is the angular fre-

quency of the power system (2 π 60 rad/s in North America, for example),   θ    v   

is the phase angle of the voltage waveform relative to a system-wide refer-

ence waveform cos(  ω t ), and likewise for current. In considering AC systems, 

it is common to use  root mean square  (RMS) quantities. RMS voltage is 

defi ned as:

    V
T

v t dtrmVV s

T

= ( )∫
1

2

0

       

 where T = 2π ω/  is the period of  v(t).  This gives V VrmVV s pVV eak / 2  when  v ( t ) 

has the sinusoidal form of Equation [21.8]. Likewise, for sinusoidal current 

given by Equation [21.9], the corresponding RMS value is I Irms pI eak / 2. 

Because of the ubiquitous use of RMS quantities, it is common for the ‘rms’ 

subscript to be dropped. 

 Time domain voltages and currents, Equations [21.8]–[21.9], can be 

expressed as complex numbers called  phasors  through the use of Euler’s 

identity,  e   j  φ   = cos  φ  +  j  sin  φ . It follows that Equation [21.8] can be written:
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 where the complex quantity V = =Ve Vj
v

vθ θ ,  with V VpeakVV / 2 , is 

referred to as a voltage phasor. Likewise, the current phasor corresponding 

to Equation [21.9] is I = =Ie Ij
i

iθ θ ,  where I Ipeak / .  

 Voltage-current relationships for resistors, inductors and capacitors, in 

both the time domain and phasor domain, are given in Table 21.1. To derive 

the phasor relationship for inductors, consider an inductor current  i   L   (t)  of 

the form Equation [21.9]. Then:
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 where  V   L   is the phasor representation of  v   L   (t).  Because e jj /2 , this 

becomes:

    V ILV j
Lj jθ .           

 A similar derivation yields the phasor relationship for capacitors that is 

given in Table 21.1. It should be noted that these derivations assume that 

all voltages and currents are in sinusoidal steady-state. Phasor representa-

tions are therefore not applicable during fast transients, though a concept of 

dynamic phasors can be used to describe variations that are slow relative to 

the underlying oscillation frequency. 47  

 The instantaneous power associated with a circuit element is given by:

Table 21.1     Voltage–current relationships for circuit elements 

 Resistor  Inductor  Capacitor 

 Time domain 
 v Ri   v Ldi dt/   i Cdv dt/  

 Phasor domain 
 V IR   

V Ij L
  

I Vj C
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    p t v t i t( ) = ( ) ( )        

 where  v(t)  is the voltage across the element and  i(t)  is the current through 

it. With voltage and current described by Equations [21.8] and [21.9], some 

manipulation gives:

    
p t v t i t

P QQ

( ) = ( ) ( )
= ( )( )v(( )t( )) ( )t vt(( )( +QQ))v ) +QQ ittttt ttttt

    [21.10]   

 where  

    P
V I

VIv i v i= ( ) ( )peakVV peak

2
co cVIi ) =s( cVI) = osθvθ θv θ θv(cVI) = os θ     [21.11]    

    Q
V I

VIv i v i= ( ) ( )peakVV peak

2
si sVIi ) =n ( sVI) = inθvθ θv θ θv(sVI) = in θ     [21.12]   

 The fi rst term in Equation [21.10] describes the instantaneous power asso-

ciated with resistive elements. It is a double-frequency sinusoid with aver-

age value  P  given by Equation [21.11]. This average power is also known 

as  real power  or  active power . The second term describes the instantaneous 

power associated with  reactive  circuit elements, namely inductors and 

capacitors. It is also a double-frequency sinusoid, but with an average value 

of zero. The coeffi cient  Q  given by Equation [21.12] is referred to as  reac-
tive power . 

 Real and reactive power can be expressed as  complex power , which is 

given by the produce of the voltage phasor times the conjugate of the cur-

rent phasor:

    
S VI jVV VI P jQv i( ) ( )V sjVI i θvθ θ Pi ) =jVI (sjVI in θ θv −

  
  
   

 The magnitude of the complex power | S | =  VI  is referred to as  apparent 
power , and the multiplier cos (  θ    v    −  θ    i  ) is called the  power factor . Apparent 

power has units of volt-amps (VA), real power has units of watts (W) and 

the units of reactive power are volt-amp-reactive (VAr). 

 Most power systems are three-phase, as illustrated in Fig. 21.11. The three 

voltage sources  V   a   , V   b   , V   c   each energize a conductor of the three-phase line 

that connects the source with the loads. Each load consists of three separate 

elements, connected in a  Y  arrangement for Load 1 and a  ∆  arrangement for 

Load 2. In a balanced three-phase system, the voltage sources satisfy:   
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    V VanVV v bn v cnVV vV VV− ° +v= VV °θVVbVVbVV θ,bVV n vθbVV n VbVV n 120 120        

 where  V   an   is the line-to-neutral voltage appearing between the  a -phase con-

ductor and the neutral point  n , and likewise for  V   bn   and  V   cn  . In other words, 

voltage magnitudes are all equal, while phase angles are evenly displaced 

around the circle. The loads are referred to as balanced if  Z   a    = Z   b    = Z   c   and 

 Z   ab    = Z   bc    = Z   ca  . Under balanced loading conditions, the currents will also be 

balanced:

    I Ia i b i c iI − ° +i= °θi I IIbIb θ, ,b ibIb .120 120I        

 It is easy to show that  I   a   +  I   b   +  I   c   = 0 for balanced currents. Hence the current 

fl owing in the neutrals, point  n  of the source and point n′  of the  Y  -load, will 

be identically zero. Most power systems are very close to balanced, espe-

cially at higher voltage levels. 

 In a three-phase system, line-to-line voltage refers to the voltage diffe-

rence between conductors. From Fig. 21.11, the voltage between phases  a  

and  b  is given by:

    V V VabVV anVV bnVV v v vVV V V−V = V − ° = °θ θv Vv θ120 3 33 vV +vV θ 0
  

  
   

 Likewise:

    VbcVV v ca v + °3 90 3 150θVVV .cVV a v + 150θcVV a VcVV aVcVV a        

 The line-to-line voltages are therefore also balanced, with magnitude 3  

times the line-to-neutral voltage. It is common for grid voltages to be 
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21.11      Three-phase power system.  
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specifi ed as line-to-line quantities. For example, the 345 kV rating of a trans-

mission line refers to its nominal line-to-line voltage. On the other hand, 

outlet voltages, for example 120 V in North America and 230 V in Europe, 

are line-to-neutral voltages. 

 For balanced three-phase systems, instantaneous power is given by:

    
p t v t i t v t i t v t i t

V
a at i b bt i c ct i

anVV a v i

( ) = ( ) ( ) ( ) ( ) ( ) ( )
= (( )

+ +v t i tt i) )
3 cV IVV aV I os .θ θv −

       

 Even though the power delivered by each phase oscillates at a frequency 

of 2  ω  , those time-varying components of the instantaneous power cancel 

across the three phases, leaving constant power. This is a major advantage of 

three-phase systems. Complex power for a three-phase system is given by:

    
S

S
an a bn b cn c

an a aS
3

3 3a

φ =
= 3

∗ ∗ ∗V Ian bnV I V Icn

Vanan

+b+ ∗V Ibn

.
       

 In other words, each phase carries exactly one third of the total three-phase 

complex power.          
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