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Preface

The oldest of all of the engineering disciplines, Civil Engineering, enjoys a
proud history of providing society with infrastructure systems to ensure eco-
nomic prosperity and a high quality of life. In recent years, a number of grand
challenges have emerged that fundamentally jeopardize the profession’s
ability to continue designing and maintaining infrastructure with the high
level of performance as experienced in the past. For example, structures in
urban environments are seeing unprecedented levels of demand from grow-
ing populations leading to higher levels of deterioration occurring at faster
rates. This is an especially demanding issue for civil engineers in developed
nations who are now dealing with a growing number of infrastructure com-
ponents exceeding their intended design lives (typically half a century). It
is costlier to maintain the safe operating condition of aging infrastructure.
Another challenge for civil engineers is the need to continue to improve
the design of their infrastructure to withstand extreme loadings associated
with natural hazard events including earthquakes and tropical storms. An
especially pressing challenge is the frequent occurrence of failures at points
of interconnection between two or more interdependent infrastructure sys-
tems. Unfortunately, functional interdependencies create the potential for
cascading failures that can result in systemic disasters. A case in point was
the progression of infrastructure system failures that occurred during both
Hurricane Katrina (2005, New Orleans) and the Tohoku Earthquake (2011,
Japan). The breaching of the levees in New Orleans led to cascading fail-
ures that ultimately crippled an entire city; to this day, New Orleans has
not fully recuperated from this natural disaster. The Tohoku Earthquake
offered another case of cascading failures with the failure of a protective sea
wall setting off a chain reaction of failures leading to the meltdown of the
Fukushima nuclear reactors; Fukushima remains an ongoing disaster with
major public health implications for the coming century.

The civil engineering community is facing yet another grand challenge in
how to innovatively design and construct more durable and safer infrastruc-
ture systems while being responsible stewards of the natural environment.
The field is now exploring new ways of designing resilient infrastructure

XXili
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with lower levels of embodied energy, while emitting lower levels of green-
house gasses during construction.

The magnitude and scale of these challenges are necessitating new
approaches to learning how infrastructure systems behave under both nor-
mal and extreme load conditions. Sensors are a key technology that allows
civilengineers unprecedented levels of observation of operational infrastruc-
ture systems. Surveillance and observation are the main elements that aid
professions to appropriately model their systems, improve system designs,
and optimize future operations and maintenance processes. Concurrent
to the growing demand for sensing, there has been a proliferation of new
enabling technologies to improve capabilities of sensing systems while low-
ering their costs and simplifying their deployments. The creation of new,
micro-scale sensors through the adoption of micro-electro-mechanical sys-
tems (MEMS) has led to a new generation of sensors with compact forms
and low costs. In addition, the adoption of low power microprocessors that
benefit from Moore’s Law has helped create a class of ‘intelligent and smart’
sensors with computing autonomy. Similar to Moore’s Law, Eldholm’s Law
is projecting continued improvement in wireless communications. The
result has been scalable, high rate wireless communication standards that
have been optimized for wireless communications within sensor networks.
Undoubtedly, these trends have improved the sensing arsenal available to
civil engineers to observe their systems while lowering traditional barriers
to adoption including cost and ease of use.

At the outset, the editors felt there was a pressing need to create an author-
itative reference of established and emerging sensing technologies impact-
ing the field’s ability to monitor its infrastructure systems. With that goal in
mind, the editors invited the leaders of the field to provide detailed over-
views of sensing hardware in Volume 1 of the two volume set. Specifically,
Volume 1 concentrates on describing explicit sensor types and data acqui-
sition methods relevant to the civil infrastructure domain. Sensors have
the potential to generate unprecedented amounts of data; this can create
a bottleneck in the decision-making process of engineers. In order to aid
decision makers responsible for the operation and upkeep of infrastruc-
ture, data analysis systems are direly needed to process growing amounts
of sensor data. The experts in the domain of data interrogation and deci-
sion support systems were invited to author chapters in Volume 2 of the
book. Furthermore, Volume 2 showcases how sensors and sensing systems
are already being used to observe specific infrastructure system types. The
editors home these case studies provided the basis for others to implement
impactful sensing systems of their own.

At the beginning of this book project, the editors felt there was an equally
pressing need for a comprehensive reference that could be used to educate
students. Specifically, graduate programs in civil engineering have begun to
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add new disciplinary concentrations that are intended to train students to be
the thought leaders that will usher in the solutions required to solve some
of the aforementioned grand challenge problems. For example, many uni-
versities across the globe are now offering a specialization in ‘infrastructure
systems’ with the goal of training students to approach infrastructure system
problems with a ‘systems’ perspective. Sensors are a key enabling technol-
ogy required to observe operational infrastructure systems. For this reason,
these new graduate programs now offer courses in sensors, sensing systems,
and data processing using sensor data. This book has been designed to offer
educators a reference book that offers students a complete review of the
fundamental operational principles of current and future sensor technol-
ogies (Volume 1) and showcasing the use of these sensing technologies to
observe real-world systems (Volume 2). The book is written assuming stu-
dents are upper-level undergraduates or at the post-graduate level.

When undertaking a project of this scale, it should be acknowledged that
the project was only possible due to the support and encouragement of the
editors’ peers in the international research community. The pace of tech-
nological development that has occurred over the past quarter century has
been fueled by the intellectual vitality and camaraderie of the research com-
munity engaged in sensing technologies for infrastructure monitoring. The
editors are grateful that this community was willing and eager to contribute
to this book. The result is a reference that accurately represents the state-of-
the-art of the field and the impact sensing technologies has in solving emerg-
ing problems in the field of civil infrastructure systems. Enjoy reading!

Ming L. Wang, PhD
Boston, MA

Jerome Lynch, PhD
Ann Arbor, M1

Hoon Sohn, PhD
Daejeon, Korea
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Sensor data management technologies for
infrastructure asset management

K. H. LAW, Stanford University, USA, K. SMARSLY,
Bauhaus University Weimar, Germany, and Y. WANG,
Georgia Institute of Technology, USA

DOI: 10.1533/9781782422433.1.3

Abstract: This chapter discusses selected data management issues that
are commonly shared by structural health monitoring (SHM) systems.
First, data processing and management issues at the wireless sensor node
are discussed, with special attention on reducing energy consumption
inherent to wireless data communication. Second, issues such as
communication constraints, protocol design and dynamic code migration,
that are related to in-network data and software management are
discussed. Third, persistent data storage and remote data access schemes,
including a multi-agent-based framework for data processing and sensor
self-monitoring, are presented. Technologies will continue to evolve to
address these issues and to support data-rich SHM systems.

Key words: sensor network, data compression, communication protocol,
code migration, multi-agent system.

1.1 Introduction

Structural health monitoring (SHM) systems are being deployed to col-
lect measurements of structural responses originating from ambient and/or
external disturbances, and to draw conclusions about the state of health of a
structure based on the measurement data. Typically, sensors are strategically
placed in a structure to measure and record environmental and response
data. The collected data, either in raw form or being filtered or pre-pro-
cessed, are then transmitted to another sensor node or to a data server for
further processing and archival. Data management thus plays a very critical
role for successful deployment of an SHM system.

An overview of data management issues has been discussed previously by
McNeill (2009). As noted, data management issues include data collection
and management at the site, data communication and transfer to off-site
facilities, and data storage. Depending on the type of structure, the extent
of information to be measured, and the purpose for monitoring, different
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4 Sensor Technologies for Civil Infrastructures

system configurations, measurement equipment, data communication and
storage apparatus may be used. To provide a comprehensive treatment of
all the issues related to data processing, data communication and data man-
agement of SHM systems is a non-trivial endeavor. In this chapter, the dis-
cussion will focus on selected data issues for the deployment of wireless
sensors and sensor networks, and persistent backend data storage, manage-
ment, and access.

Sensors are the most basic and primitive entities of a SHM system. They
are instrumented in a structure and its vicinity to measure response data
(e.g. strain, acceleration, and displacement) as well as environmental data,
such as temperature, wind speed, and wind direction. The past couple of
decades have seen tremendous development of wireless sensors and com-
munication technology. With embedded microcontrollers, wireless sensors
and wireless sensor networks have opened many new and exciting opportu-
nities for their deployment in SHM systems. Wireless sensor technology not
only eradicates cables and the associated material and labor cost, but also
allows flexible system configurations. As many wireless sensors are designed
to be powered by batteries, special considerations should be paid to mini-
mize energy usage as much as possible. Furthermore, wireless sensors and
wireless systems have their limitations, among many other issues, on com-
munication range and possible data loss. Communication protocols must be
designed to ensure that data can be transmitted in the monitoring environ-
ment and that data are being transmitted and received properly.

Measurement data are a valuable asset, not only for SHM but also for
life-cycle assessment and management of the structure and the system as
a whole. Persistent data storage that can effectively support data access is
an important consideration of the overall data management system design.
With the proliferation of the Internet and ubiquitous computing, advanced
software technologies can be deployed to facilitate data access, support
maintenance and operation of the monitored structure, and self-monitor
the SHM system itself. The intriguing integration of data management and
system monitoring is a subject worth consideration as a system solution to
the monitoring of a civil infrastructure system.

This chapter is organized as follows. Section 1.2 discusses the data process-
ing and management issues at the wireless sensor node, with special attention
on reducing energy consumption inherent to wireless data communication.
Section 1.3 discusses the data issues related to in-network communication.
Specifically, the section examines the issues related to wireless communica-
tion range in a monitoring environment and robust communication protocol
design. Furthermore, a dynamic code migration paradigm, taking advantage
of wireless in-network communication, is introduced as a flexible approach
to data processing. Section 1.4 discusses persistent data management and
retrieval, and presents software modules developed to facilitate data access
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and support system monitoring of a SHM system. Section 1.5 concludes the
chapter with a brief summary and discussion.

1.2  Sensor level data processing and management

When using wireless sensors for acquiring and transmitting measurements,
issues worth considering are the constraints regarding battery life and capac-
ity, as well as communication range. These constraints could affect how data
are being processed and managed at the sensor nodes. Generally speak-
ing, wireless sensors consume less battery power to perform onboard data
processing, thereby reducing the amount of data to be transmitted, than to
transmit lengthy raw time-histories of sensor data. In other words, in terms
of saving battery power, onboard processing is ‘cheaper’ than wireless com-
munication. This is particularly relevant for applications in civil structures,
which typically involve long-range communication requiring signal boosting
and/or multi-hopping, and consumption of significant power by the wire-
less transceiver. Onboard processing measures can be adopted to preserve
the life of portable batteries coupled with the wireless sensing node. These
measures include embedding engineering analyses and performing data
compression locally on the sensor node prior to data transmission. Using
a wireless sensing node designed by Lynch (Lynch and Law, 2002) as an
example, this section briefly reviews a power-efficiency study illustrating the
demands for local data processing and data communication.

1.2.1 Power efficiency of an example
wireless sensing node

As an early research prototype effort, the wireless sensing node designed
by Lynch (Lynch and Law, 2002) features two onboard microcontrollers,
a low-power 8-bit Atmel AVR AT90S8515 model and a high-performance
32-bit Motorola MPC555 PowerPC model. Normally on for maintaining the
overall operation of the wireless sensing node, the AVR microcontroller
draws 8 mA of current when powered by a 5 V source. On the other hand,
the MPC555 microcontroller, which has a floating point unit and ample
internal program memory, draws 110 mA of current when powered at 3.3 V.
The MPCS555 microcontroller is normally off to save power. When needed,
the AVR microcontroller wakes up the MPCS555 to perform computation-
ally demanding tasks. For wireless communication, a Proxim RangeLAN2
7911 wireless modem, operating on the 2.4 GHz Federal Communications
Commission (FCC) unlicensed band, is incorporated. Using a 1 dBi omni-
directional antenna, open space ranges of 1000 ft can be attained. To attain
such a large communication range, the wireless radio consumes a significant
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Table 1.1 Duration of battery sources for various operational states

Operational state Circuit Current Internal Voltage Energizer L91 7.5V
(mA) (V) Li/FeS, (h)

AVR On/MPC555 Off 8 5 500

AVR On/MPC555 On 160 5/3.3 15

RangeLAN Active 190 5 13

RangeLAN Sleep 60 5 40

amount of power. When internally powered by 5 V, the wireless modem
draws 190 mA of current during data transmission and reception, and draws
60 mA of current when idling.

To quantify power saving, the energy consumed by the wireless sens-
ing node is experimentally measured using 75 V battery sources. Table 1.1
summarizes the expected operational life of a battery pack with Energizer
AA L91 lithium-based battery cells when continuously drained (Lynch
et al.,2004). As shown in Table 1.1, the wireless modem consumes a rela-
tively large amount of battery energy. To preserve battery life, the use of
the modem should be minimized by limiting the amount of data wirelessly
transmitted. When executing an embedded analysis task, the MPC555 con-
sumes 363 mW by drawing 110 mA at 3.3 V, while for data transmission,
the RangeLAN2 radio consumes 950 mW of power running 190 mA at 5
V. Clearly, the MPCS555 is 2.6 times more power efficient than the wireless
radio. To determine the total amount of energy saved, the time required to
perform an embedded computational task needs to be calculated. The time
for data transmission can be computed on the basis of the wireless radio
baud rate (19 200 bit per second).

1.2.2 Power saving measure | — embedded engineering
analyses

With the MPCS555 computational core, engineering analyses can be encoded
and embedded in the wireless sensing node (Lynch et al., 2004). To assess
the energy saved by the sensing node by locally processing data, fast Fourier
transform (FFT) and autoregressive (AR) time series analysis, which are
two algorithms commonly used for system identification and damage detec-
tion in SHM, are used as illustrative examples. The first algorithm, FFT, can
transform time series data into frequency domain for determining structural
modal properties. In this experimental study, the Cooley-Tukey version of
the FFT is embedded in the wireless sensing node to locally calculate the
Fourier coefficients (Press, 1995). The second algorithm, which is based on
AR analysis and has been widely used in damage detection studies (Sohn
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Table 1.2 Energy analysis of data interrogation versus transmission of time series
record

Analysis Length Time of Energy Time for Energy Energy
of MPC555 consumed wireless consumed saved
record calculation MPC555 transmission ratio (%)

N (s) (J) (s) (J)

FFT 1024 0.0418 0.0152 1.7067 1.6213 99.1

FFT 2048 0.0903 0.0328 3.4133 3.2426 99.0

FFT 4096 0.1935 0.0702 6.8267 6.4854 98.9

AR (10 coefficients) 2000 1.3859 0.5031 3.3333 3.1666 84.1

AR (20 coefficients) 2000 2.8164 1.0224 3.3333 3.1666 67.7

AR (30 coefficients) 2000  4.2420 1.56398 3.3333 3.1666 51.4

AR (10 coefficients) 4000  2.7746 1.0072 6.6667 6.3333 84.1

AR (20 coefficients) 4000  5.6431 2.0484 6.6667 6.3333 677

AR (30 coefficients) 4000  8.5068 3.0879 6.6667 6.3333 51.2

and Farrar, 2001), fits discrete measurement data to a set of linear AR coef-
ficients weighing past time-history observations:

p
= bi c—i +7
Yk ; Y k [1.1]

Here y, denotes the response of the structure at the k-th discrete point,
which is expressed as a function of p previous observations of the system
response, plus a residual error term, r,. Weights on the previous observa-
tions of y,,; are denoted by the b, coefficients. Burg’s approach to solving
the Yule-Walker equations can be used for calculating the weighting coef-
ficients (Press, 1995).

Table 1.2 presents the time associated with each analysis and the energy
saved.The time series data were obtained during a field test conducted at the
Alamosa Canyon Bridge in New Mexico (Lynch, ef al.,2003). As compared
to the transmission of time-history record, the computational efficiency
of the embedded FFT and transmission of (a few) modal frequencies can
achieve major energy savings of over 98%. Calculation of AR coefficients
is more complex and requires external memory for temporary data stor-
age, resulting in longer execution times. Nevertheless, energy savings of over
50% can be achieved. Clearly, end-users of wireless sensing nodes should be
cognizant of the execution times of their analyses, but on an average, signifi-
cant energy can be saved by local data interrogation on the sensor nodes.

1.2.3 Power saving measure Il — data compression

Time series data can be compressed by exploiting natural internal structures
of data prior to transmission, so that wireless transmission can be reduced
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1.7 Huffman compression of sensor data using wireless sensing nodes.

and power saved. Compression algorithms can be broadly categorized into
two classes: lossless and lossy compression. Lossless compression guarantees
the integrity of the data without distortion. In contrast, lossy compression
reduces data with reasonable distortions but can achieve higher compression
rates. There are many lossless and lossy compression techniques (Salomon
and Motta, 2010). A simple and computationally inexpensive compression
technique, known as Huffman coding, is selected for illustration (Sayood,
2000).

Lossless Huffman coding exploits statistical relationships in the data, and
pairs short symbols to data values with high probability of occurrence and
long symbols to those with low probability. For example, if the 16-bit inte-
ger value ‘0x2342’ was the most commonly occurring data sample, a short
1-bit symbol can be given to it, such as ‘0’ Next, if ‘0x2455’ was the second
most occurring data sample, it might be given the 2-bit symbol ‘10’ Hence,
depending on the probability mass density of the data, a compact binary
representation of variable length can be used for compressed coding. Prior
to generation of a Huffman lookup table, inherent structures in data can be
exploited for achieving greater compression rates by using a de-correlation
transform, such as (Daubechies) wavelet transform. The data compression
and de-compression process is shown in Fig. 1.1.

In the illustrated example, Huffman coding is performed for data com-
pression prior to wireless transmission. The compression results reported
in Table 1.3 are obtained from the acceleration response acquired from a
shake table test on a 5 degree-of-freedom laboratory structure subjected
to sweeping sinusoidal and white noise inputs (Lynch and Law, 2002). The
acceleration data are recorded by the wireless sensing node using an effec-
tive 12-bit A/D converter. Table 1.3 shows the performance of lossless com-
pression and the amount of energy saved through compressing data with
the MPC555 and wirelessly transmitting the compressed record. Huffman
coding compression is performed with and without wavelet transform for
de-correlation. For the case of sweep excitation input, a compression rate
of 61% was achieved after the initial record is de-correlated using wavelet
transform. If the record is not de-correlated and internal statistical struc-
tures are not exploited in the creation of the Huffman coding lookup table,
a compression rate of approximately 71% can still be attained. However,
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Table 1.3 Compression of structural response data using Huffman coding

Excitation De-correlation A/D Total Compressed Compression Energy
Type resolution record recordsize rate saved
(bits) size (bytes) (%) (%)
(bytes)

Sweep None 12 1024 733 71.6 28.4
Sweep Wavelets 12 1024 626 61.2 38.8
White None 12 1024 795 77.6 22.4
White Wavelets 12 1024 791 773 22.7

Table 1.4 Lossy compression of measurement data using
uniform quantization

Compression Compress Data (MSE/ AR coefficients

scheme rate (%) mean) (30) (MSE)
Lossless 83.0 0.0 0.0
Lossy (2) 65.6 10-8 106
Lossy (4) 58.8 107 10

for the white noise excitation, the response lacks an inherent structure that
the de-correlation transform can leverage for compression. Since the time
required to compress data is practically negligible, the compression rate
essentially determines the energy saved by the wireless radio in transmit-
ting the compressed record.

Lossy compression techniques are also widely available to further com-
press the data with ‘reasonable’ data distortion within certain tolerance for
a particular application. The time series data can be compressed by adding
signal quantization between the de-correlation (or inverse de-correlation)
filter and the Huffman coder. Table 1.4 shows the data compression results
on a 16-bit time series data set collected from a high-speed boat (Sohn, et al.,
2001), using a simple uniform quantizer, x, = round(x/q), with quantization
(sampling) factors of 2 and 4. The results demonstrate that lossy compres-
sion can significantly reduce the size of the time series data. However, the
distortion errors can propagate to subsequent analyses performed, in this
example shown as the mean-square error (MSE) on the AR coefficients
computed with the compressed data series.

In summary, with the availability of a microcontroller onboard with
the sensor nodes, significant energy can be saved by pre-processing the
measurement data (i.e. directly embedding engineering analyses and/
or compressing the raw sensor measurement data), prior to wireless
transmission.
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1.3 In-network data communication and
management

Compared to cable-based systems, wireless structural monitoring systems
have a unique set of advantages and technical challenges. Besides the desire
for portable long-lasting energy sources, such as batteries, reliable data
communication is another key data management issue to be considered in
the design and implementation of wireless structural monitoring systems.
Section 1.3.1 discusses the important communication issues and metrics, such
as transmission latency and communication range, for adopting wireless sen-
sors in an SHM application. Furthermore, communication constraints need
to be considered carefully in the selection of hardware technologies and the
design of software/algorithmic strategies. Section 1.3.2 presents the utiliza-
tion of a state machine concept to design reliable communication protocols
in a wireless sensor network. In addition to data transmission, software code/
programs can be wirelessly transmitted and dynamically migrated to sen-
sor nodes on an as-needed basis. This dynamic code migration strategy can
greatly ease the onboard memory limitations on the sensor nodes, and save
effort in the field for programming and incorporating new algorithmic devel-
opments on the sensor nodes. Section 1.3.3 describes the concept of dynamic
code migration, illustrated with an example prototype implementation.

1.3.1  Communication constraints in wireless
sensor network

To quantify transmission latency in wireless sensor networks, it is necessary
to first review the overall architecture of a wireless sensor node. A wire-
less sensor node usually consists of three functional modules, including sen-
sor interface, computational core, and wireless communication (Lynch and
Loh, 2006). The sensor interface converts analog sensor signals into digital
data, which are then transferred to the computational core. Besides a micro-
controller/processor executing embedded program, external static random
access memory (SRAM) is often integrated with the computational core to
facilitate local data storage and analysis. A complete wireless communica-
tion process includes not only wireless data exchanging among transceivers
of different wireless nodes, but also onboard data exchange between the
computational core and the transceiver inside each wireless node.

The time required for a single transmission is defined as the wireless trans-
mission latency between the sender and the receiver ends of the communi-
cation. A single transmission time refers to the period starting when the
sender’s processor begins pushing data to its transceiver, and ending when
the receiver’s processor obtains all the data from its transceiver. As shown
in Fig. 1.2, Tou0aa T€Presents the time required to transfer the data packet
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onboard, between the processor and wireless transceiver. Typical interfaces
for the onboard transfer are either serial peripheral interface (SPI) or uni-
versal asynchronous receiver/transmitter (UART) interface. Once the send-
er’s wireless transceiver obtains the first bit of data from the its processor,
the transceiver starts preparing wireless transmission of the data packet. The
communication latency, 77 n., refers to the period starting when the sender
side’s processor begins pushing the first bit of data to its transceiver, and
ending when the receiver side’s transceiver is able to push out the first bit
of the data to its processor. Assuming both the sender and the receiver have
the same onboard interfaces between their processor and wireless trans-
ceiver, Toupeara 15 Usually the same for both sides.

Wireless transmission latency, 77 ., is among the basic characteristics of
a wireless transceiver. For example, latency of the 24XStream and 9XCite
transceiver from Digi International Inc. are measured to be about 15 ms
and 5 ms, respectively (Wang and Law, 2007), while the Chipcon CC2420
wireless transceiver offers a lower latency of less than 2 ms (Swartz and
Lynch, 2009; Wang and Law, 2011). The onboard data transfer time, 7,p0aras
is determined by the transfer rate of the onboard interface. For example, a
UART interface can be used with a data rate of Ry,rr at 38 400 bps (bits per
second). UART is usually set to transmit 10 bits for every one byte (8 bits)
of sensor data, including one start bit and one stop bit. Therefore, the data
rate is equivalent to Ry,gr /10 bytes per second, or Ryagr /10 000 bytes per
ms. If a data packet to be transmitted contains N bytes, the single transmis-
sion time of the data packet can be estimated as:

10 000N (ms) [12]

TSin gleTransm = TLatency

RUART
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In the analysis herein, it is assumed that the bandwidth of the wireless trans-
ceiver is higher than or equal to the onboard transfer rate Ry gr- Otherwise,
wireless bandwidth becomes a bottleneck in the communication, and the
wireless baud rate should be used to replace Rygr in Equation [1.2]. This
amount of single transmission time typically has minimal effect in most
monitoring applications, but can have a noticeable effect when in-net-
work analysis is performed. An in-network analysis may require frequent
exchange of data among wireless nodes, while harnessing the embedded
computing power of microcontrollers for collaborative data processing.

The other constraint, the achievable wireless communication range, is
related to the attenuation of the wireless signal traveling along the trans-
mission path. The path loss PL[dB] of a wireless signal is measured as the
ratio between the transmitted power, Py (mW), and the received power,
Pyx (mW) (Molisch, 2005):

Py (mW)

PL(dB)=10log,, —>*——/
(dB) 810 Pey (mW)

[13]

Path loss generally increases with the distance, d, between the transmitter
and the receiver. However, the loss of signal strength varies with the envi-
ronment along the transmission path and is difficult to quantify precisely.
Experiments have shown that a simple empirical model may serve as a good
estimate to the mean path loss (Rappaport and Sandhu, 1994):

PL(d)(dB) = PL(d,)(dB) + 10nlog,, ( 4 ) 1 X, (dB) [14]

Here PL(d,) is the free-space path loss at a reference point close to the
signal source (d, is usually selected as 1 meter for ease of calculation).
Parameter X, represents the variance of the path loss, which is a zero-mean
log-normally-distributed random variable with a standard deviation of ©.
Parameter 7 is the path loss exponent that describes how fast the wireless
signal attenuates over distance. In essence, Equation [1.4] indicates an expo-
nential decay of signal power:

P (mW) = By (mW)( 4/, | [1.5]

where P, is the received power at the reference distance d,. Typical mea-
sured values of n are reported to be between 2 and 6 (Rappaport and
Sandhu, 1994).
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Table 1.5 Link budget analysis to two types of wireless
transceivers (1 W transmitted power)

900 MHz 2.4 GHz

Prx(dBm) 30.00 30.00
AG (dBi) 4.00 4.00
RS (dBm) -104.00 -105.00
FM (dB) 22.00 22.00
PL = Py +AG - RS - FM (dB) 116.00 117.00
PL(dy) (dB), dy=1m 31,53 40.05
ﬁfPL(do) (dB) 84.47 76.95

n 2.80 2.80

A link budget analysis can be used to estimate the range of wireless com-
munication (Molisch, 2005). To achieve a reliable communication link, it is
required that following inequality holds:

Py (dBm)+AG (dBi) > PL(d)(dB)+RS(dBm)+FM(dB)  [1.6]

where AG denotes the total antenna gain for the transmitter and the
receiver, RS the receiver sensitivity, FM the fading margin to ensure the
quality of service, and PL(d) the realized path loss at some distance d within
an operating environment. Table 1.5 summarizes the link budget analysis for
a 900 MHz and a 2.4 GHz transceiver (both operating in a free unlicensed
frequency band in the United States), and their estimated indoor ranges.
The transmitted power for both transceivers, Py, is set at 1 W (30 dBm), the
maximum power allowed by the Federal Communications Committee.

In Table 1.5, a total antenna gain AG of 4 dBi is employed by assum-
ing that low-cost 2 dBi whip antennas are used at both the transceiver and
receiver. The receiver sensitivity RS and fading margin FM of the two wire-
less transceivers are chosen as typical values available from commercial
transceivers. The free-space path loss at d,, is computed using the Friis trans-
mission equation (Molisch, 2005):

PL(d,)(dB) = 20log,, (4’; dy ) [1.7]

where A is the wavelength of the corresponding wireless signal. Rappaport
and Sandhu (1994) reported values of path loss exponent,n, that are measured
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for a number of different building types. The value for soft-partitioned office
building (n = 2.8) is listed in Table 1.5 for both transceivers. Finally, assum-
ing that the variance X is zero, the mean communication range d can be
derived from Equation [1.4] as shown at the bottom row of Table 1.5:

d= d, 10(E’PL(110))/(10”) [1.8]

It is important to note the sensitivity of the communication range with
respect to the path loss exponent n in Equation [1.8]. For instance, if the
exponent of 3.3 for indoor traveling (through brick walls, as reported by
Janssen & Prasad (1992) for 2.4 GHz signals) is used for the 2.4 GHz
transceiver, the mean communication range reduces to 214.7 m. Our
experience in the design of wireless sensors and their placement has dem-
onstrated the importance of considering the path loss estimation in the
physical implementation of a SHM system with reliable data collection
(Wang and Law, 2007).

1.3.2 Communication protocol development through
state machine concept

To ensure reliable communication between a wireless server and wireless
nodes, or among multiple wireless nodes, the data communication protocol
needs to be carefully designed and implemented. A commonly used net-
work communication protocol is the transmission control protocol (TCP).
Establishing a full duplex virtual connection between two endpoints, TCP
is a sliding window protocol that handles both timeouts and retransmis-
sions. Although TCP is highly reliable, it is usually too general and cum-
bersome to be employed by low-power and low data-rate wireless nodes. If
the complete TCP suite is adopted in a low-power wireless sensor network,
protocol overhead can cause long latency while transmitting each wireless
packet, and significantly slow down the communication throughput. While
general purpose operating systems for wireless sensors are available to con-
veniently implement TCP, for practical and efficient application in a wire-
less structural sensor network, a simpler communication protocol is quite
desirable to minimize the transmission overhead without overwhelming the
limited resources of the sensor nodes. Furthermore, the protocol needs to
be designed to ensure reliable wireless transmission by properly addressing
possible data loss. Nevertheless, a light-overhead communication protocol
designed for a wireless structural sensor network can still inherit many use-
ful features of TCP, such as data packetizing, sequence numbering, timeout
checking, and retransmission.
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Finite state machine concepts can greatly facilitate the designing and pro-
gramming of an efficient communication protocol. A finite state machine
consists of a set of discrete states and specified transitions between the states
(Tweed, 1994). Taking the protocol between a wireless server and multiple
wireless sensing nodes as an example, the state machine of either the server
or a wireless node can only be in one of the possible states at any point in
time. In response to different events, each machine transits between states.
Figure 1.3 illustrates part of a communication protocol for one round of sen-
sor data collection, as described by state machine diagrams for the server and
for the wireless nodes; note that the server and the nodes have separate sets
of state definitions. During each round of data collection, the server collects
sensor data from all wireless nodes. The detailed communication protocol for
initialization and synchronization has been discussed by Wang, et al. (2007).

As shown in Fig. 1.3, at the beginning of data collection, the server and all
the wireless nodes are all set in their own State 1. Starting with the first wire-
less node in the network, the server queries each node for the availability of
data by sending the ‘01Inquiry’ command. If the data is not ready, the node
replies ‘02NotReady’; otherwise, the node replies ‘03DataReady’ and transits
to State 2. After the server ensures that the data from this wireless node is
ready for collection, the server transits to State 3. To request a data segment
from a node, the server sends a ‘04PlsSend’ command that contains a packet
sequence number. One round of data collection from one wireless node is
ended with a two-way handshake, where the server and the node exchange
‘O5SEndTransm’ and ‘06 AckEndTransm’ commands. The server then moves
on to the next node and continuously collects sensor data round-by-round.

Since the typical objective in structural monitoring is to transmit sensor
data or analysis results to the server, in this set of state machine designs, the
server is assigned the responsibility for ensuring reliable wireless communi-
cation. If the server sends a command to a wireless sensing node and does
not receive an expected response from the node within a certain time limit,
the server will resend the last command again until the expected response
is received. However, after a wireless sensing node has responded to the
server, the node does not check if the message has successfully arrived at the
server, because the server is assigned the overall responsibility. The wireless
sensing node becomes aware of data loss only when the server queries the
node for the same data again.

1.3.3 Dynamic wireless code migration

In addition to transmitting data sets, algorithms and software programs
can also be transmitted over the wireless network. Specifically, the con-
cept of dynamic wireless code migration is a powerful approach toward
resource-efficient and reliable data processing and management at the
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sensor node. Wireless code migration, i.e. software programs (including
dynamic behavior, actual state, and specific knowledge) physically migrat-
ing from one sensor node to another, has been used in a number of areas,
such as mobile commerce, medical applications, and distributed traffic
detection (Chen et al., 2009; Herbert et al., 2006; Mihailescu et al., 2002).
The concept can be beneficial for wireless SHM as well.

Relatively sophisticated wireless sensing nodes are now available to
support dynamic code migration. For example, Smarsly et al. (2011a) have
employed a Java-based wireless sensing node, the SunSPOT node devel-
oped by Sun Microsystems, for a prototype implementation. Unlike com-
mon embedded applications for wireless sensor networks, which are
usually written in low-level native languages (such as C/C++ and assembly
language), the SunSPOT node contains a fully capable Java ME, which is
widely used, for example, on advanced mobile phones. The computational
core is an Atmel AT91RM9200 system-on-a-chip (SoC) incorporating a
32-bit ARM920T ARM processor with 16 kB instruction and 16 kB data
cache memories and executing at 180 MHz maximum internal clock speed.
The SunSPOT node also incorporates a Spansion S71PL032J40 chip that
consists of 4 MB flash memory and 512 kB RAM.

Smarsly et al. (2011a) have coupled the migration-based approach with
mobile multi-agent technology for wireless SHM. The wireless monitoring
system consists of a base node and clusters of sensor network systems, each
cluster being composed of one head node that manages the cluster, and a
number of sensor nodes that collect structural sensor data (Fig. 1.4). The
base node is connected to a local computer that includes a database and an
information pool providing global information on the monitoring system
and on the structure. Example information includes modal properties of the
structure under monitoring, sensor nodes installed, and a catalog of data
analysis algorithms.

Two basic types of mobile software programs are designed, namely
‘onboard agents’ permanently residing at the head and sensor nodes, and
‘migrating agents’ located at the head nodes to be sent to the sensor nodes
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1.4 Hierarchical architecture of the monitoring system.
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upon request. The onboard agents installed on the sensor nodes are self-
contained, interacting software programs capable of making their own
decisions and acting in the wireless sensor network with a high degree of
autonomy. The onboard agents are designed to continuously record sensor
data from the monitored structure, to perform simple routines for detecting
suspected structural abnormalities, and to aggregate the sensor data (for
example, to extract representative features and values from sets of measure-
ments). The aggregated data is then transmitted to the database installed on
the connected local computer for persistent storage.

As opposed to onboard agents that are permanently residing at the
nodes, the migrating agents are capable of physically migrating from one
node to another in real-time. While the onboard agents at the sensor nodes
are continuously executing relatively simple yet resource-efficient routines,
the migrating agents are designed to carry out more comprehensive data
analysis algorithms directly on a sensor node. Acting upon a request by an
onboard agent in the case of detected or suspected abnormal changes of
the monitored structure (‘anomalies’), a migrating agent is dynamically
composed of the most appropriate algorithm selected from the information
pool for analyzing the detected anomaly (here a Cooley-Tukey FFT algo-
rithm as introduced in the previous section). In the prototype implementa-
tion of dynamic code migration, a 96.4% reduction of wirelessly transferred
data has been achieved compared to transferring the collected raw sensor
data to a central server (Smarsly et al., 2011b). Furthermore, the memory
consumption on a sensor node utilizing the code migration strategy can
potentially be reduced compared to the conventional execution of embed-
ded algorithms.

1.4 Persistent data management and retrieval

This section provides an overview on data management and retrieval in
SHM systems by means of a wind turbine monitoring system as an illustra-
tive example (Hartmann et al., 2011; Smarsly et al., 2012a). Section 1.4.1 gives
a brief description of the monitoring system. The basic steps of data collec-
tion, processing, and archiving are discussed in Section 1.4.2, followed by an
example of remote communication with the monitoring system in Section
1.4.3. Finally, in Section 1.4.4, specific features of the monitoring system are
illuminated, such as the autonomous detection of sensor malfunctions.

1.4.1 A wind turbine monitoring system

A wind turbine monitoring system is prototypically implemented on
a 500 kW wind turbine located in Germany. The system is designed to
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1.5 Architecture of the wind turbine monitoring system.

systematically assess the condition of the wind turbine, detect damage
and deterioration, and estimate its service lifespan. The monitoring sys-
tem consists of an on-site hardware system and a software system for
supporting distributed and remote access (Fig. 1.5). Installed in the wind
turbine, the on-site hardware system includes sensors, data acquisition
units (DAUSs), and a local computer (on-site server). Remotely connected
to the hardware system, the software system is composed of software mod-
ules designed to continuously execute relevant monitoring tasks, such as
storing and converting the sensor data collected from the wind turbine.
The on-site hardware system is implemented to collect structural, envi-
ronmental, and operational data for assessing the condition of the wind
turbine. For that purpose, the wind turbine is instrumented with sen-
sors installed both inside and outside the tower as well as on the foun-
dation of the wind turbine. Six inductive displacement transducers, type
HBM-W5K, are mounted at two different levels inside the tower. The
displacement transducers are complemented by Pt100 resistance temper-
ature detectors to capture temperature influences on the displacement
measurements. Additional temperature sensors are placed at two other
levels inside and outside the tower to measure temperature gradients.
In addition, six three-dimensional 3713D1FD3G piezoelectric acceler-
ometers, manufactured by PCB Piezotronics, are placed at five levels in
the tower. On the foundation of the wind turbine, three single-axis PCB-
393B12 piezoelectric seismic accelerometers are installed. For acquiring
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(a) (b)

Displacement transducer

(HBM-W5K)

RTD surface sensor

(Pt100)

Accelerometer 3D ultrasonic anemometer
(PCB-3713D1FD3G) (METEK USA-1)

1.6 Sensors inside the wind turbine tower (a) and three-dimensional
anemometer (b) being part of the on-site hardware system.

wind information, a Metek USA-1 ultrasonic anemometer is mounted on
a telescopic mast next to the wind turbine. Figure 1.6 shows components
of the on-site hardware system installed in the wind turbine tower as well
as the anemometer.

The sensors are controlled by the DAUs, which are connected to the on-
site server located in the maintenance room of the wind turbine. For the
acquisition of temperature data, three 4-channel Picotech resistance ther-
mometer data logger (RTD) input modules PT-104 are deployed; for the
acquisition of acceleration and displacement data, four Spider8 measuring
units are used. Each Spider8 unit has separate A/D converters, ensuring
simultaneous measurements at sampling rates between 1 and 9600 Hz. All
data sets, being sampled and digitized, are continuously forwarded from the
DAUSs to the on-site server for temporary storage.

The software system is installed on different computers at the Institute
for Computational Engineering (ICE) in Bochum (Germany). The data col-
lected by the on-site hardware system is forwarded to the software system
using a permanently installed digital subscriber line (DSL) connection. As
shown in Fig. 1.5, the software system is designed to provide a persistent
data storage, and to support remote access to the data sets and the mon-
itoring system. For data storage, the software system comprises (i) server
systems for online data synchronization, data conversion, and data trans-
mission, (ii) RAID-based storage systems for periodic backup, and (iii) a
MySQL database for persistent data storage. A web interface connection is
designed to facilitate interactions by the human users to remotely monitor
the wind turbine. In addition, a database connection can be utilized by both
human users and software programs to remotely access the monitoring sys-
tem and to download and analyze the data.
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Data files
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(New files

startService() not available)

1.7 Abridged illustration of the automated data conversion expressed
in terms of a state machine protocol.

1.4.2 Data processing and management

The data sets collected on the wind turbine are stored temporarily on the
on-site server. The on-site server automatically creates local backups of all
recorded data sets and, through a permanently installed DSL connection,
transmits the raw data to the MySQL database installed on a main server
at ICE. The data transmission is automatically executed by a ‘Cron’ job
scheduler, which is a time-based Unix utility running on the on-site server
to ensure the periodic execution of tasks according to specified time inter-
vals. When uploading the collected raw data to the main server for persis-
tent archival, metadata are added to provide definitions of installed sensors,
DAU IDs, output specification details, date and time formats, etc. This data
conversion process is implemented using a commercial, open-source tool
‘Pentaho Data Integration’ (PDI), which offers metadata-driven conver-
sion and data extraction capability (Castors, 2008; Roldan, 2009). Figure 1.7
shows the basic tasks defined for executing the data conversion process,
which includes (i) starting the conversion service, (ii) data processing, and
(iii) moving the input data files for storage on a database.

Once the data are successfully converted and stored in the MySQL data-
base, an acknowledgement is sent from the main server at ICE to the on-site
server in the wind turbine, whereupon the corresponding data set on the on-
site server is deleted. During the conversion process, all data sets involved
are automatically ‘locked’ and cannot be accessed by software programs or
by human users, in order to avoid inconsistencies. Performance tests validat-
ing the automated data conversion process have been documented (Smarsly
and Hartmann, 2009a, b, 2010). After being stored in the database at ICE,
the data are available for remote access.

Figure 1.8 shows the basic structure of the database. Database tables (such
as ‘pt104’ ‘spider8” and ‘usa’) are defined for the DAUs (PT-104 modules,
Spider8 measuring units, USA-1 anemometer) installed in the wind tur-
bine. Each field in a database table represents one sensor connected to the
DAU. For example, the database table ‘pt104’, shown in Fig. 1.8, comprises
ten fields, which correspond to the data recorded by the PT-104 modules
through the temperature sensors T1 to T10.
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Monitoring database

Table Records Type Size
spider8| 1,724,319,519 | MyISAM | 432.6 GiB
usa 877,378,974 | MylSAM | 57.2 GiB
pt104 17,574,367 | MyISAM | 1.9 GiB w
A
fpt1 04 spider8 )
Field Type Null Default Comments Field Type Null Default Comments
time bigint(20) No time bigint(20) | No
t float No B1_x float No
t2 float No Bi_y float No
t3 float No B1_z float No
t4 float No B2_x float No
t5 float No B2_y float No
t6 float No B2 _z float No
t7 float No B3_x float No
8 float No B3_y float No
t9 float No B3_z float No
t10 float No B4_x float No
B4_y float No
usa B4_z float No
Field Type Null Default Comments B5_x float No
time bigint(20) No B5_y float No
v int(11) No B5_z float No
d int(11) No B6_x float No
z int(11) No B6_y float No
t int(11) No B6_z float No
Wi float No
w2 float No
w3 float No
w4 float No
W5 float No
wé float No
B7 float No
B8 float No
B9 float No

1.8 Structure of the monitoring database (extract).

During the automated conversion process, the basic statistics of the data
sets, such as quartiles, medians and means, are computed at different time
intervals and stored in the MySQL database (Table 1.6). As an example,
Fig. 1.9 shows the database table ‘usa_3’ which summarizes the statistics of
the data sets collected by the USA-1 anemometer over a period of 3 s, as
indicated by the suffix °_3’The data sets and statistics are made available for
analyzing the physical and operational states of the wind turbine structure.

1.4.3 Remote access to the monitoring system

Remote access to the monitoring data is provided through the web inter-
face and through the direct database connection. The web interface offers
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Table 1.6 Characteristic values describing the secondary monitoring data

Description Suffix
Least value not considered an outlier _least_non_outlier
First (lower) quartile Q1 _lower_quartile
Second quartile Q2 (median) _median
Mean value _mean
Third (upper) quartile Q3 _upper_quartile
Largest value not considered an outlier _largest_non_outlier
Monitoring database (aggregated) ( usa_3
Table Records Type Size Field Type Null Default Comments
pt104_3 17,806,670 | MyISAM | 4.4 GiB time bigint(20) |No
pt104_60 946,176 | MylISAM [237.7 MiB v_least_non_outlier | float No
pt104_360 148,397 | MyISAM [ 37.3 MiB v_lower_quartile float No
pt104_600 94,617 | MyISAM |23.8 MiB v_median float No
pt104_1800 29,686 | MyISAM (7.5 MiB v_mean float No
pt104_21600 2,477 | MyISAM |638.3 KiB v_upper_quartile float No
spider8_3 17,475,701 | MyISAM |12.9 GiB v_largest_non_outlier| float No
spider8_60 944,449 | MylSAM [712.8 MiB d_least_non_outlier | float No
spider8_360 145,640 | MyISAM [ 109.9 MiB d_lower_quartile float No
spider8_600 94,446 | MyISAM |71.3 MiB d_median float No
spider8_1800 29,135 MyISAM (22.0 MiB d_mean float No
| spider8 21600 2,434| MyISAM |1.8 MiB d_upper_quartile float No
usa_3 17,740,632 | MyISAM | 2.0 GiB )* < d_largest_non_outlier| float No
usa_60 946,001 | MylISAM [107.7 MiB z_least_non_outlier | float No
usa_360 147,847 |MyISAM |16.8 MiB z_lower_quartile float No
usa_600 94,600 | MyISAM [10.8 MiB z_median float No
usa_1800 29,575 MyISAM (3.4 MiB Z_mean float No
usa_21600 2,467 | MyISAM |289.0 KiB z_upper_quartile float No
z_largest_non_outlier| float No
t_least_non_outlier | float No
t_lower_quartile float No
t_median float No
t_mean float No
t_upper_quartile float No
\ t_largest_non_outlier | float No

1.9 Tertiary monitoring data composed of characteristic values
(database structure).

graphical user interfaces (GUIs) for remotely visualizing, exporting, and
analyzing the monitoring data, while the database connection allows access-
ing the data directly, for example by software programs and other tools.
Figure 1.10 shows the web interface displaying the monitoring data collected
during 24 h on 24 April 2011. As shown in the left pane of the web interface,
the monitoring data are graphically displayed as selected by the user through
the control panel on the right pane. Using the control panel, the user can
select the data collected by specific sensors, specify the time intervals to be
plotted, conduct online data analyses, and export data sets. In Fig. 1.10, a time
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1.10 Data sets remotely accessed via the web interface provided by the
monitoring system (collected during 24 h on 24 April 2011).

history of acceleration data is displayed, collected by a Spider8 measuring
unit through a 3D accelerometer installed at the height of 63 m in the wind
turbine tower (sensor B1). The web interface and the database connection
provide easy access to the users and software modules for interacting with
the monitoring system and conducting monitoring tasks.

1.4.4 Detection of data anomalies and sensor
malfunctions

One of the key issues in an SHM system is to ensure that the collected sensor
data are reliable and, furthermore, the sensors or the DAUs are in good con-
dition. Typical malfunction may be caused by communication problems due
to long-distance lines, breakdowns of sensors, or temporary power black-
outs that affect the computer systems. A flexible and extensible multi-agent
system is designed and connected to the existing monitoring system through
the database connection (Smarsly et al., 2011c, d, 2012b). The purpose of
the multi-agent system is to self-detect malfunctions and enable corrective
actions. Once a malfunction of a DAU is observed, the system informs the
responsible individuals about the detected defects through email alerts. The
affected DAUSs can be restarted remotely or replaced in a timely manner.
A multi-agent system consists of multiple interacting software compo-
nents or ‘agents.” Software agents are characterized by two basic capabilities:
autonomy and flexibility, which make multi-agent technology well suited for
implementing distributed, real-time applications. An ‘autonomous’ software
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agent is able to operate without any direct intervention by humans or other
software systems, to control its actions, and to decide independently which
actions are appropriate for achieving prescribed goals (Russell and Norvig,
1995; Wooldridge, 2009). In this implementation, the multi-agent system
is developed on the basis of the widely used Java Agent Development
Framework JADE (Bellifemine et al., 2003, 2004, 2007). To ensure exten-
sibility and interoperability, the multi-agent system is implemented in com-
pliance with the specifications issued by the Foundation for Intelligent
Physical Agents (FIPA). FIPA, the IEEE Computer Society standards orga-
nization for agents and multi-agent systems, promotes agent-based technol-
ogy, interoperability of agent applications, and interoperability with other
technologies (FIPA, 2004, 2002a, b, ¢, d). Besides ensuring extensibility and
interoperability, adhering to the FIPA specifications provides considerable
advantages with respect to performance and robustness of the implemented
multi-agent system. To illustrate the integration of data management system
with self-monitoring functions, the following briefly describes two specific
agents, namely an ‘interrogator agent’ for sensor malfunction detection, and
a ‘mail agent’ for sending email alerts to responsible personnel.

One typical potential DAU malfunction that causes an interruption of
the data acquisition process is often implicitly indicated by anomalies in the
data sets, such as a long consecutive sequence of unusual, identical measure-
ments. To detect such a data anomaly, the interrogator agent at certain time
intervals extracts and analyzes the data sets stored in the MySQL monitor-
ing database (Smarsly ef al.,2012a). The interrogator agent is connected to
the monitoring database through the Java Database Connectivity (JDBC).
Security of database requests and data transmissions is ensured by security
mechanisms provided by the MySQL database, which requires password
and username as well as secure drivers to be specified by the interrogator
agent when trying to access the database. A set of configuration files defin-
ing interrogation parameters, database URL, database driver, sensor spec-
ifications, scheduled interrogation intervals, etc., is predefined and stored
in the multi-agent system (Smarsly and Law, 2012, Smarsly et al., 2012a).
Figure 1.11 shows an abridged example of how a connection is established
using the required specifications of URL, database driver, username, and
password (connect method). Similarly, other complex queries can be exe-
cuted by the agent (interrogate method). As shown in the figure, SQL com-
mand queries, issued to request for the sensor data or for performing data
analyses, can be dynamically executed.

Upon detecting possible data anomalies, the responsible individuals are
immediately notified by the mail agent. On behalf of the interrogator agent
the notification is issued by the mail agent via an agent-based email messa-
ging service in a two-step process. In the first step, the mail agent collects
all relevant information from the interrogator agent about the observed
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1.11 Abridged example of establishing and utilizing a database
connection.

anomaly. Furthermore, metadata stored in the configuration files, such as
addresses of the recipients or the email server to be used, are acquired to
compose the email, which is then automatically sent to the email clients
using the Simple Mail Transfer Protocol (SMTP). For that purpose, the mail
agent communicates with an SMTP server that is specified in the configu-
ration files (and can be changed any time by the users, as approved by and
registered with the multi-agent system). Secure email messages are ensured
by username- and password-based authentications that the mail agent, like
a human user, needs to specify when trying to access the SMTP server.

Since its initial deployment in 2009, the multi-agent system has reliably
detected all the malfunctions that have occurred and has notified individu-
als via email alerts. To illustrate the remote access to the monitoring system
using the web interface, the detection of a malfunction of a temperature
DAU, as occurred on 17 April 2011, is shown in Fig. 1.12. Identical temper-
ature measurements have been repeatedly stored by the DAU for a long
period of time, while other DAUs show variations on the temperature mea-
surements. Figure 1.13 shows a printed excerpt of the corresponding email,
assembled and sent by the mail agent, which includes detailed information
on the revealed anomaly. An internal system malfunction in the DAU (one
of the PT-104 input modules installed in the wind turbine) was identified as
the cause and the engineer, after having received the email alert, remotely
restarted the DAU in a timely manner.

One distinct advantage of the agent-based approach is that the multi-
agent system can be easily extended to accommodate additional functions.
A variety of self-sensing and self-detection mechanisms can be built and
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1.12 Malfunction detected by the multi-agent system on 17 April 2011.

1.13 Excerpt of the email alert, assembled and sent by the multi-agent
system.
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data interrogation methods, such as FFTs and autoregressive models, can be
implemented as specialized agents readily integrated into the multi-agent
system.

1.5 Conclusion and future trends

Measurement data collection, data transmission, and persistent storage for
data retrieval and access are among the key issues for successful deployment
of an SHM system. With a few selected examples from prior wireless sensor
research and from system deployment efforts, this chapter has discussed a
number of issues faced by sensor data management of SHM systems. Issues
have been discussed and demonstrated at three different operational levels:
sensor level, in-network level, and system and database level.

1. At the sensor level, more specifically for wireless sensor nodes, energy
constraints are an important issue when handling collected measure-
ment data. To reduce the energy-demanding wireless transmission of
data, onboard data processing and compression are viable approaches
to optimize the performance at the sensor level. A dual-microcontroller
architecture has been shown, allowing the power-consuming and more
sophisticated microcontroller to be switched on only when complicated
computing tasks are needed. Algorithms can be embedded to pre-pro-
cess the data prior to transmission.

2. With respect to data management occurring at the sensor network level,
communication bandwidth and range are important issues to consider.
Robust and light-overhead end-to-end communication protocols are
necessary to achieve reliable data exchange. For flexible onboard data
processing, wireless exchange of analysis code, i.e. dynamic wireless code
migration, offers new opportunities for conveniently providing wireless
sensor nodes with a wide variety of engineering analysis algorithms on
demand.

3. At the system and database level, persistent data storage and conve-
nient data retrieval from potentially off-site database is fundamentally
important for the maintenance and operation of the monitored struc-
ture. JDBC has been illustrated to provide online interfaces for querying
a relational database. A multi-agent system allows a flexible and mod-
ular approach for implementing external functions for processing the
data and for performing operational activities, including self-monitoring
and diagnosis.

In today’s rapidly evolving technological world, new hardware/software
platforms will continue to emerge. Although the technologies used as exam-
ples in this chapter are not necessarily the latest, the data management and
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processing issues discussed are commonly shared by different generations of
SHM systems. Future energy harvesting technologies may alleviate energy
constraints at the sensor node level, and empower more sophisticated in-
network analysis. New data modeling techniques, such as the hierarchical
data format HDF5 (HDF-Group, 2011), provide enhanced capabilities to
support complex and large-volume data sets. New technologies and analyses
will eventually enable low-cost, pervasive, and ubiquitous sensing that sup-
ports data-rich SHM systems. It can be expected that future SHM systems
will provide a much more detailed and accurate understanding of structural
performance than today’s systems.
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Abstract: Structural health monitoring data analysis is basically a
logical inference problem, wherein we attempt to gain information

on the structural state based on sensor responses. In this chapter, we
first introduce Bayesian logic as the main instrument to formulate the
inference problem in rigorous mathematical terms, properly accounting
for data and model uncertainties. Next, an overview of the most popular
data reduction techniques is provided, with a special focus on principal
component analysis (PCA). The chapter then introduces the concept
of data fusion and discusses techniques to handle multi-temporal

and multi-sensor data based on Bayesian statistics. Alternative non-
probabilistic logical models for handling uncertainties are outlined at
the end.

Key words: probabilistic data analysis, Bayesian inference, data fusion,
data reduction.

2.1 Introduction

In structural health monitoring we acquire data using sensors to understand
the condition state of a structure. Therefore the process of data interpre-
tation is basically a logical inference problem, wherein we attempt to gain
information on the structural state based on sensor responses. We have an
ideal condition when the state of the structure is bi-univocally and deter-
ministically mapped to the sensor observations. However, in the real world,
data and interpretation models are very often uncertain, so we need logic
which accounts for uncertainties; in this chapter we will use Bayesian logic
as the main instrument to formulate the problem in rigorous mathematical
terms. In Section 2.2, we first introduce the concept of Bayesian inference
and explain with simple examples how it applies to structural health mon-
itoring problems. Permanent monitoring often results in a large amount of
data from different types of sensor, the data usually being highly redundant.
Reducing the size of the dataset helps reduce the computational effort and
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optimize the analysis performance. An overview of the most popular data
reduction techniques is provided in Section 2.3, with special focus on prin-
cipal component analysis (PCA). Data fusion refers to techniques and tools
used for combining sensor data, which is a typical problem encountered in
structural monitoring. In Section 2.4 we introduce the concept of data fusion
and discuss some of the most popular techniques to handle multi-temporal
and multi-sensor data, always based on Bayesian statistics. Alternative non-
probabilistic logical schemes for handling uncertainties are outlined at the
end of the chapter.

2.2 Bayesian inference and monitoring data analysis

In structural health monitoring we acquire data to understand the condition
state of a structure. For example, we use strain gauges to measure the defor-
mation of a concrete surface. We may want to use the same information to
understand whether the concrete surface is cracked or not. We use load cells
to understand the tension of a tendon in a cable-stayed bridge. On a bridge
we may use accelerometers to acquire the free or forced vibration modes,
and then use the acceleration data to estimate the natural frequencies or
mode shapes. Based on changes in model parameters, we can infer whether
any components of the bridge are damaged or not.

In more abstract terms we can say that to monitor is to infer logically
the state of a system (the structure) based on observations (the instrumen-
tal measurements), on assumptions as to the state of the structure (prior
knowledge), and on the relationship with the observations (model).

This section introduces the reader to this logical process (Section 2.2.1)
and states the formal tools for Bayesian inference (Section 2.2.2). It first
analyses the case where the data interpretation model is a probabilistic
parametric one, generic (Section 2.2.3) or linear Gaussian (Section 2.2.4).
To highlight the connection between deterministic and probabilistic param-
eter identification, the most popular statistical parameter estimators are
discussed (Section 2.2.5). Eventually, the approach is further generalized
to those problems whereby the interpretation model can change with the
structural state (Section 2.2.6).

2.2.1 Inference in health monitoring

The problem of data interpretation is basically a logical problem, so we will
start by defining the tools of logical inference. To illustrate the ideal mon-
itoring system, Wenzel (2011) liked to use, as an example, a fuel warning
light: when driving, if this warning light is on, we infer that the fuel is low,
so we stop to refuel, even if we cannot physically observe the fuel level in
the tank. Deterministic logic is based on the assumption that information
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from a sensor is deterministically related to the state of the object moni-
tored. Thus, when we see the warning light, we can infer the state of the item
monitored (low fuel). When the relationship between observation and state
is (or assumed to be) bi-univocal and deterministic (‘light on’ if and only if
the fuel is low), the deductive inference can follow the classical Aristotelian
deductive reasoning (‘light on’ necessarily implies that the fuel is low).

In real life, things are not so simple. For example, the warning light could
be burnt out so we will not see any warning even if the fuel is low (false neg-
ative case). Or the float mechanism in the tank could be faulty, so the warn-
ing light stays on even when the fuel is not low (false positive case). So in
general we can see that the relationship between the observation (the sen-
sor response) and the state is not fully deterministic, but has some degree of
randomness. In these cases classical deterministic logic fails to apply strictly:
‘light on’ implies that either the gas is low or the float is faulty, so the obser-
vation does not provide any deterministic information on the state of the
tank level. That said, when we observe the light on, we can still say that it is
plausible that the fuel is low.

To deal formally with such uncertainties we need to recast the problem in
a probabilistic framework. The approach followed here is based on Bayesian
logic. The Bayesian theory of probability originates from Bayes’ well-known
essay (Bayes, 1763), and today many modern specialized textbooks can pro-
vide the reader with a critical review and applications of this theory to data
analysis; see for instance Gregory (2005) and Sivia (2006). Of all the papers
dealing with the application of Bayesian theory to engineering problems,
I wish to underline Beck’s work in Papadimitriou et al. (1997), Beck and
Katafygiotis (1998), Beck and Au (2002), which by disseminating these con-
cepts have had great impact on the civil engineering community.

2.2.2 Formal probabilistic framework

In the examples above we have introduced indirectly the idea that structural
health monitoring entails an inference process to correlate observation and
state. Now we want an abstract from the physical system and define the
basic component of the probabilistic inference process involved in health
monitoring. First, we define the concepts of sensor, state observation and
model that we will use in the rest of this chapter.

Sensor: there are many uses of the term sensor; in this chapter we will
refer to a sensor in logical terms as suggested by Hall and McMullen (2004):
a logical sensor is defined as ‘any device which functions as a source of
information’

Observation: in general, we use objective information in our inference
problem; in structural health monitoring, the raw data acquired by the sen-
sors are observations.
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State: an object which represents the condition of the system. The state
of the system can be specified by a discrete variable or class (for example,
a concrete beam can be cracked or not cracked), by a set of continuous
parameters 0 (for example, Young modulus of concrete, the opening of a
crack) or by a combination of the two.

Model: the way we assume the observations are correlated to the state.
Typically, in structural engineering problems, the model has a physical back-
ground (e.g. a finite element or analytical model). Sometimes the model can
be heuristic. Very often it depends on some state parameters; it can be prob-
abilistic, in the sense that the parameters are random and are represented
by a distribution.

Going back to the definition introduced above, the basic monitoring
problem is to infer the state S of the structure based on a set of instrumen-
tal observations, or measurements, y. In general the state S is identified by
set of variables which characterize the state. To start with, we assume that
the structural system can be in one of N mutually exclusive and exhaustive
scenarios, so the structural state can be univocally defined by a variable S
which can assume the discrete values Se(§,,S,, ..., Sy). Once measurements
y become available from the monitoring system, Bayes’ theorem allows cal-
culation of the updated, or posterior, probability for each state §,, from prior
probability prob(S,), state likelihood pdf(yl|S,) and evidence pdf(y), using
the following expression:

pdf(y|S, ) prob(s,)
pdf(y)

prob(S, Jy) = [2.1]

where pdf denotes the probability density function of a random variable or
vector. Equation [2.1] reads: my estimated probability of being in state n
after acquiring the sensor data y is equal to the likelihood of the observed
data multiplied by my state probability estimated a priori, normalized by
the evidence of the data acquired. The first term in the numerator is nor-
mally referred to as the likelihood of the scenario, a function that states
how credible are the observations assuming the known state S (how plausi-
ble is the strain recorded when my concrete is cracked). The calculation of
this likelihood entails definition of a probabilistic model which connects the
structural state to the sensor response. As the scenario set is complete and
mutually exclusive, evidence of measurement y is simply obtained by sum-
ming over the scenarios:

pdt(y)= > pd(yls, ) prob(s,) 2]

n=1
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2.1 Location of sensors in the main span of the bridge (a); likelihoods
and evidence (b), Glisic et al. (2012).

Equation [2.1], known as Bayes’ rule, is technically the result of manipulat-
ing a conditional probability, but its meaning is fundamental to understand-
ing the cognitive essence of the inference process. Bayes’ rule shows that the
posterior probability is always the result of the update of prior knowledge.
The equation does not determine the source of the prior; it simply states
that the data interpretation process always depends on prior knowledge.
Prior probabilities assigned to each scenario reflect the initial judgement of
the evaluator, independently of the outcome of monitoring. In summary, the
interpretation of the monitoring data always presumes (i) the existence of a
model that correlates the observation to the state, and (ii) a prior idea about
the state of the structure.

Example 1. State classification. In Glisic et al. (2012) is described the case
of “Tom’, a fictitious maintenance manager, who wants to understand the
damage state of the steel-concrete arch bridge depicted in Fig. 2.1a, based
on a single strain observation ¢, recorded at midspan by an optical strain
gauge. The details of the bridge and its monitoring system are reported in
(Glisic, 2011). In this problem, S is formally a variable which can assume
the two mutually exclusive and exhaustive values undamaged (U) and
damaged (D).

Tom expects that, if the bridge is virtually undamaged, the change in strain
will be close to zero. He is also aware of the natural fluctuation of the midspan
curvature, mainly due to thermal effects; his monitoring system provider told
him that this fluctuation might be of the order of +300 pe. Formally, we can
encode this knowledge in a theoretical likelihood of no-damage pdf(e|U), nor-
mally distributed, with zero mean value and standard deviation ¢ = 300 pe
which represents Tom’s expectation of the system response in the undamaged
state. Conversely, on the assumption that the bridge is heavily damaged but
still standing, Tom expects a significant change in strain; we can model the
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evidence of damage PDF(g|D) as a Gaussian distribution with mean value of
1000 ue, and standard deviation of o = 600 pe, which reflects Tom’s uncertainty
of expectation. In addition, he guesses that after a damage event (a road acci-
dent), U is more likely than scenario D and he estimates prob(D) = 30% and
prob(U) =70% as prior probabilities. Using his prior judgement Tom can also
predict the distribution of ¢, before this data is available, by marginalizing the
system states through the following formulation:

pdf (&) = pdf (¢| D) prob(D)+ pdf (¢|U ) prob(U) [2.3]

When the monitoring observation, &, is available to the manager, he can
update his estimate of the probability of damage using Bayes’ formula:

pdf (&|D) prob(D)
pdf (¢)

prob(D|e)= [2.4]

2.2.3 Probabilistic parametric model

In the previous example the likelihood functions are defined heuristically,
based on the engineer’s judgement, and basically reflect her/his knowledge
of the mechanical behaviour of the bridge. In general, an evaluation of like-
lihood requires knowledge of a probabilistic model which correlates the
measurements and the parameters which define the system state. Very often
the model includes a response model r, which encodes the expected phys-
ical behaviour, and an epistemic component, which reproduces the episte-
mic uncertainty. The mechanical part r reflects our physical interpretation
of the behaviour, and may depend on a set of parameters 0,. Civil engineers
are normally very confident with mechanical models, as these are the typ-
ical tools used to predict the structural response at the design stage. In the
real world, we do not expect the model to fit the observation perfectly, even
after identification of the optimal parameters, because the response pre-
diction is usually affected by errors. The sources of discrepancy can include
(Bevington and Robinson, 2003):

e systematic errors in the measurement or bias errors (for example: cali-
bration errors);

e random fluctuation of the observation due to limited precision of
the measurement system or to the physical nature of the quantity
observed;

e incompleteness of the model: the model does not fully reproduce the
physics of the problem (for example, we did not account for thermal
expansion, while local temperature changes are significant).
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Whatever the source of the discrepancy, the scatter between model pre-
diction and observation can be modelled with an error, e, or epistemic com-
ponent, which in turn may depend on a number of additional parameters, 0,.
Formally, we can write:

y=r(6,)+e(6.)=7(6) [2.5]

Therefore, the observations y can be seen as the outcome of a probabi-
listic model §(8) which depends on a set of parameters 0 that includes
both physical and epistemic parameters. It is important to observe that,
having defined the probabilistic model in the form of Equation [2.5], it is
irrelevant whether the nature of the parameter is mechanical or episte-
mic for its identification.

When the state is defined by a set of continuous parameters 6, we can
rewrite Equation [2.1] in the form:

pdf(ely)=—pdf(§|:f)gf 1) [2:6]

which shows that the posterior distribution pdf (6|y) of the parameters is

proportional to the likelihood pdf (y |9) and to the prior distribution pdf(8)
of the parameters. The evidence can be seen as a normalization constant,
which must be calculated by integrating over the parameter space:

pdf (y)=[ pdf(y|e)-pdf (e)-de [2.7]

De

where DO means the domain of the parameters 0. Assume that y is a set of m
uncorrelated observations { Vi Vaseens ym}; in this case the application of the
joint probability rule yields:

m

pdf (yye):pdf(@ ¥, |e] =[]pdf(y.]6) [2.8]

i=1

which is to say that the likelihood of a set of uncorrelated measure-
ments is simply the product of the likelihood pdf(yi |9) of the individual
measurements.

Example 2. Probabilistic model of a concrete column. The expected axial
contraction &, (f ) at time ¢ of a concrete column under a constant load N can
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be seen as a combination of an elastic term, a creep term ¢, and a shrinkage
term g, We assume that the structural response depends on three random
mechanical parameters: Young modulus of concrete E, the creep coefficient
¢, and the ultimate shrinkage ¢, ..; while the other quantities in the physical
model are deterministically known. In formula:

N N
&(LE. g.e,..)= T A (o) + e, (se,.) [2.9]

c

where e, (1;¢)and e, (t; Eism ) denote the creep and shrinkage models assumed,
respectively. The column is instrumented with a long gauge strain sensor, which
records m measurements of the contraction of the column € ={¢,,¢,.....&, }
at times ¢, t,, ..., t,,. Our goal is to identify the posterior distribution of the
three parameters based on the observed strain. We can model the discrep-
ancy between the observed response and the model prediction with a ran-
dom Gaussian noise g (o) with unknown standard deviation o; in this case the
probabilistic model which predicts an observation will read:

é(tE. g6, ..0)=6(:E g, )+g(0)= % +e,(no)+e, (ne,.)+g(t:0)

c

[2.10]

SO in turn any observation ¢ is interpreted through a probabilistic model
£(1,;8) which depends on parameters 8= {E(. .8, .. 0'}. Given a specific set
of parameters and times, the distribution of the prediction is normal distrib-
uted with mean value &, (Z; L. ¢¢ ) and standard deviation o:

pdf(é)=Norm{& 4, (1 E..¢.2,..),0} [2.11]

where in general the notation Norm{x;u,o} indicates normal distribution
of variable x with mean value y and standard deviation o. When at time ¢, we
observe measurement ¢;, the likelihood of the parameters is:

pdf (& 8) = pdf(si = é(ti;e)) = Norm{si;é, (t;E.. 0, gmm),o-} [2.12]

or in other words it is the normal distribution with mean value equal to the
response model prediction &, (1; E,, ¢, €,,.. ) and standard deviation equal to
o, calculated for value ;. Last, the likelihood of the dataset can be calculated
using Equation [2.8]:
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pdf (e]0) = ﬁNorm{si;ér (t:E..de...), a} [2.13]

i=1

2.2.4 Linear Gaussian model

A special case is that of a linear Gaussian model. Here we assume a linear
relationship between the observations y and the parameters 0:

y=A0+g [2.14]

where A is a linear transformation, deterministic, and g is a zero mean
Gaussian noise with known covariance. This model sometimes reflects the
actual physics of the problem, but may be just an approximation driven by
computational convenience. Very often engineers prefer to work with nor-
mal distributions for such convenience, because any linear combination of
normal distributions is still normal. Unfortunately, probabilistic models are
generally non-linear as to parameters, even assuming a linear relationship
between physical model and mechanical parameters.

Example 3. Temperature compensation. We want to estimate the baseline
deformation g, at reference temperature 7| of a steel cable subject to tem-
perature changes. The cable has a strain gauge and a thermometer, and the
recordings at instants 7, ¢, ..., ,, are denoted with e={¢,,¢,.....¢, } and
T={7,.T:,....T,, }, respectively. Our physical knowledge of the problem lets

us state the following relationship:
&)=, +a(T (1)-T,) [2.15]

where o is the (unknown) apparent thermal expansion coefficient, and €
and 7 denote the supposed physical strain and temperature, respectively. In
turn the values of the physical quantities are related to the observations by:

[2.16a,b]

where o, and o, are the standard deviations of strain and temperature
noise and where as usual we indicate with g(o) a zero mean uncorrelated
Gaussian noise. Combining Equations [2.15] with [2.16] yields the probabi-
listic relationship between observations and parameters:
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g, :go+a(T,»—T0)+g(ﬂ/o§+((xo%)) [2.17]

The physical quantities in Equations [2.15] and [2.16] are sometimes
improperly referred to as the ‘true’ values in some literature; however, it
is important to note that these quantities have meaning only within the
model assumed by the engineer in charge of the data interpretation, while
the only ‘true’ values involved in the inference process are the observations.
Equation [2.17] shows that the relationship between parameters and obser-
vations is non-linear, even assuming as deterministic the standard deviation
of the measurements, because the standard deviation of the noise depends
on parameter o. For computational reasons, therefore, it is convenient to
assume that the standard deviation is independent of o.

g =¢g+a(l,-T,))+g(o) [2.18]

We can easily verify that a probabilistic model underlying Equation [2.18]
is a linear Gaussian model where temperature 7 is seen as a dependent
variable of € (similarly to 7 in Equation [2.15]), and where the standard
deviation of noise incorporates all the uncertainties of the problem. In
formula:

E(Tse,0)=¢y+a(T-T,)+g(0) [2.19]
or:
&(T;e,0)=[1 (T—T(,)][fg]+g=Ae+g [2.20]

which highlights the canonical form of Equation [2.14]. With this approxi-
mation, the temperature compensation problem reduces to a linear fit in the
plane e-T, where ¢, is the intercept and « is the slope of the fitting line.

2.2.5 Statistical estimators

Many civil engineers dealing with structural monitoring are familiar with
structural identification techniques, but are not very familiar with proba-
bility. In general, the problem of structural identification is to find the opti-
mal set of parameters, where by optimal we mean those which somehow
minimize the discrepancy between prediction and observation. To see the
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connection between deterministic and Bayesian parameter identification, it
is useful to analyse some of the more popular statistical estimators, and in
particular the maximum a posteriori (MAP), the maximum likelihood (ML)
and the least square (LS). The objective is to highlight the underlying metric
of the methods and its meaning in Bayesian terms.

MAP.This set of parameters is the set that maximizes the posterior prob-
ability of the observations:

0 yap= argmax pdf(e]y) [2.21]

From a logical point of view, the MAP parameters are those that identify
the most likely state of the structure, given the prior and the observations.
Noting that Bayes’ principle allows not only calculation of the ‘optimal’
parameters values, but also their posterior distribution, knowledge of the
posterior distribution allows evaluation of the degree of confidence and
determinacy of the solution.

ML. We define ML solution as the set of parameters that maximizes the
likelihood of the observations:

0, = argmax pdf(y|6) [2.22]
]

As suggested by Equation [2.6] the posterior probability is proportional to
prior and likelihood:

pdf (8]y) < pdf (y|6): pdf (6) [2.23]

thus we recognize immediately that the ML solution coincides with the
MAP solution when the prior is uniform. Uniform prior assumption means
that, without knowledge of any observation, any value of parameters 6 (or
any possible state of the structure) is equally likely. The 0, can be seen
as the most likely set of parameters given only the information from the
monitoring system. More correctly, we must say that the uniform assump-
tion is per se strong prior information, while a deeper discussion of the
meaning of non-informative prior can be found in Kass and Wasserman
(1994).

Nevertheless, the uniform prior assumption is very often used in physi-
cal data analysis, mainly because it allows easy calculation of the posterior
parameters. In fact, if the probabilistic model is such that the likelihood is
differentiable, the 0, can be calculated by solving the system:
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Ipdf (y IB)}
RV [7 =0 [2.24]
ae CECIVE

Using ML means disregarding the prior information and this could
produce unacceptable errors or even make the inference problem
indeterminate.

LS. Starting from Equation [2.6], it is easily demonstrated that the LS
solution of an identification problem is also the ML, under the assump-
tion that the likelihood is normally distributed over the parameters;
see for example van der Heijden et al. (2004) for a formal demonstra-
tion. Assuming uniform prior and normal likelihood it follows that
Oyiap =0y =05, Which is to say that the traditional LS method provides
the most likely solution, also in Bayesian terms, when the likelihood is
normal and any value of the parameters is equally likely a priori. The
normal likelihood assumption depends on the nature of the probabilistic
model adopted. A special case is that of a linear Gaussian model, already
discussed in Section 2.2.4.

2.2.6 Bayesian model selection

We discussed earlier the problem of parameter estimation under the assump-
tion that the model is determinate, which is to say that we can use the same
parametric model to reproduce the structural response independently of
the structural state. However, there may be problems where the mechanical
model changes on the basis of the state of the structure. For example, the
moment—curvature relationship for a concrete beam changes depending on
whether the beam is cracked or not. Thus we need different models for the
original state and for the cracked case, and the interpretation of the obser-
vations changes based on the state of the structure.

In this case, it is convenient to divide the domain of the possible struc-
tural responses into a mutually exclusive and exhaustive set of scenarios
(81,5, ....,8y), each defining the structural behaviour in a specific condition
state. The structural response "r (¢;"0) for time ¢ and sensor s; in scenario
n is controlled by a certain number of parameters "0 (e.g. damage posi-
tion, activation time, corrosion rate). The structural response is completely
defined by specifying a scenario and a value for the correlated parameter
set. Here, as in Bayesian model selection theory (Bretthorst, 1996; Beck
and Katafygiotis, 1998; Yuen, 2002; Sivia, 2006), the discrete meta-param-
eter scenario identifies the response function, which in turn is specified by
a parameter set. Bayes’ rule assumes in this case the same expression of
Equation [2.1]:
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pdf (y |Sn) prob(S,)
pdf(y)

prob(S,|y)= (2.1, repeated)

and similarly the evidence assumes the same form of Equation [2.2].
However, since here the scenario response is controlled by a number of
unknown parameters "0 , the likelihood of scenario S, requires integration
over the whole parameter domain D", using:

pdf(y|s, )= j pdf(y|"e,S,)-pdf ("6|S,)-d"e [2.25]

D"e

where the first term in the integral is the likelihood of the §,-parameters
given scenario S, while the second is their prior distribution. In the assump-
tion of uncorrelated observations, the likelihood can be calculated as:

m

pdf(y|*.s,) =] [ pdf(»

"Q,S, ) [2.26]

—

i=

Once having calculated the posterior scenario probability, we can calculate
the pdf of the parameters governing a specific scenario, again using Bayes’
principle, which takes a form similar to Equation [2.6]:

df(y|"e,S,)-pdf (6| S,
¥.8,) =2 (4]°6.5,)-pdt("0]5,) [2.27]
pdf(y!s,)

pdf ("8

When many parameters are involved, the exact integration of Equation
[2.25] might require an exceptional computational effort and need to be
circumvented with numerical techniques.

One of the simplest ways is to apply a Laplace asymptotic expansion, a
deterministic method which approximates the posterior distribution of the
parameters with an un-normalized multivariate Gaussian function (Beck
and Katafygiotis, 1998). The method is applied independently for each
scenario and, more in detail, requires the following two steps: (i) using an
optimization technique, we find the MAP set of parameters "0y,p; (i1) we
compute, at "8y,,p, the Hessian H, of the logarithm of the posterior distri-
bution pdf(y|”8): this quantity can be regarded as a measure of the fitting
sensitivity. It can be shown (MacKay, 2003) that the likelihood of the sce-
nario S, can be derived by the following formula:
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-1/2

pdf (y|S,)=pdf (" Bysp)[27]"" det(H,) [2.28]

where M is the number of parameters in the scenario.

Monte Carlo algorithms are alternative methods: their implementation
may be computationally more demanding but their validity is more general,
as they also work well with non-Gaussian distributions. They are classified
as classical Monte Carlo methods and Markov chain Monte Carlo methods
(MacKay, 2003): both rely on the possibility of drawing samples from a tar-
get distribution and of computing an integral, averaging along the sample.
While the former family draws samples independently from a fixed distri-
bution, the latter produces a step-by-step random walk in the parameter
domain. The Metropolis-Hastings algorithm (Metropolis et al., 1953; Beck
and Au 2002) is possibly the most popular in this family. Parallel tempering
(Gregory, 2005) is a robust evolution of Metropolis-Hastings, where several
pseudo-random samples are produced in parallel by using different distri-
butions: the algorithm allows information exchange between the simula-
tions running in parallel. The reader is referred to the technical literature for
more details of this topic; suggested readings are the textbooks by Brandt
(1999), MacKay (2003), Bolstad (2010), Yuen (2010).

Example 4. Monitoring the tilt of a historic tower. Zonta et al. (2008) report
the case of the leaning tower shown in Fig. 2.2, continuously monitored
from October 2003 to October 2007 The main instrument installed is an
inclinometer, based on a pendulum hanging from level H = 29.90 m, for
which the position is returned in the form of two coordinates, x and y,
representing the shift in directions West-East and North-South, respec-
tively. In addition to the pendulum inclinometer, the system records the
temperature field T(¢) at a number of thermocouples. Figure 2.3a and 2.3b
report a typical temperature record and the pendulum position in the two
directions, x and y, during the whole monitoring period. The monitoring
objective is to determine as soon as possible whether or not the tower
tilt progresses with time. Using the formal approach introduced in this
section, we can define two scenarios: in the first scenario, S,, the tower
inclination does not change with time, any pendulum shift from the mean
position being due to daily and annual temperature changes; according to
the second, §,, the tower tilt is increasing, with a trend we can assume to
be linear. In scenario S, the compensated inclination ¢,(¢) of the tower in
direction x (i.e. east—west) is modelled as constant and equal to parame-
ter '¢,,,. Conversely, in scenario S,, the compensated inclination is a linear
function trend w, with an offset ¢, ,. We can see the misalignment mea-
sured by the pendulum as the sum of a term depending on tower incli-
nation, a term linearly correlated with the temperatures recorded and a
Gaussian noise. Particularly, for direction x:
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scenario S, (e), Zonta et al. (2008).

x(t)=("¢y.) H+"a, T(t)+g() for S,

x(0)= (2o, +w, 1) H+2a, T(1)+g(1) forS, [2.29]

where a, is the linear transformation that correlates the temperatures to the
misalignment, while indices 1 or 2 indicate that this vector generally assumes
different values in different scenarios. Similar equations can be written for
direction y. Following the notation outlined in this chapter, we can group the
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parameters into a single vector: in scenario S, this vectoris '0 = ['¢g,, 'a, '@y,
'a ], while in scenario S, it is * 0 = [*@,, w, a, @, w, *a |".

The posterior probability of tilting is calculated assuming two different prior
knowledge conditions: (i) a low prior credibility of tilting, equal to prob(S,) =
1/1000, which reflects the actual perception of the owner at the beginning of
the monitoring; (ii) a relatively higher credibility of tilting prob(S,) = 3.7%
based on technical information found in historical documents; the reader
is referred to Zonta et al. (2008) for a detailed discussion on choice of the
prior information. The light plot in Fig. 2.3e shows how the monitoring data
modifies the system perception of an existing trend, assuming a low prior
credibility of tilting. We can see that during the first 2 years of monitoring the
probability of scenario S, is always close to zero, while only during the third
year the monitoring information starts to alter the initial perception, to the
point where in April 2006 the data are sufficient to convince the system that
the tower is tilting. Similarly, the light plots of Fig.2.3c and 2.3d show the evo-
lution of the trend distributions w, and w,: we see that the trend estimates,
which are very uncertain during the first 2 years, rapidly converge to more
reliable values. The bold plots in the same diagrams reproduce the outcome
of the inference process assuming the higher prior credibility of tilting: in this
case, the system would theoretically become aware of the trend as early as
September 2005; therefore, we can conclude that the historical information
is roughly equivalent to 6 months of instrumental monitoring.

2.3 Data reduction

Permanent monitoring often results in a large amount of often highly redun-
dant data from different types of sensor. In many cases, the dimensions M
of a dataset can be very large, and many elements of the dataset may be
redundant or irrelevant to the classification or identification process (van
der Heijden et al.,2004). Bayes’ rule is a very powerful principle which lets
us handle consistently any type of problem involving uncertainties: how-
ever, in practice the difficulty of its application grows quickly with the size
and complexity of the dataset.

This section introduces the process of data reduction (Section 2.3.1), with
special focus on Principal Component Analysis (Section 2.3.2). An overview
of other popular feature reduction techniques is provided at the end of the
Section 2.3.3.

2.3.1 Definition and scope

Reducing the size of the dataset is advisable for a number of reasons. The
most obvious is that less data reduces the computational complexity and
effort. However, we may believe that selecting or compressing data always
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deteriorates the final result, while adding data in principle increases infor-
mation but also increases noise. Van der Heijden et al. (2004, pages 183-185)
demonstrate that increasing the dimensions of the dataset can cause an ulti-
mate loss of monitoring performance; this mechanism is at the basis of the so-
called catastrophic data fusion highlighted by Movellan and Mineiro (1998).

In general, most data reduction techniques are based on the concept of
feature, where by feature we mean those components of the dataset that
carry the information relevant to the monitoring inference problem. For
example, in a damage detection problem, the features are the components
of the dataset that are damage-sensitive. Data reduction occurs through two
different steps: feature extraction and feature selection. Feature extraction
is basically a transformation of the raw measurement space into the feature
space (for example, from the acceleration records to the modal parameters).
Feature selection basically consists in discarding those elements of the fea-
tures vector that carry little or no information, and using the remainder.

Feature extraction and selection can be seen as processes that attempt
to distil the knowledge hidden into the raw dataset; thus, data reduction is
strictly related to the process of learning in Artificial Intelligence (Kantardzic,
2003). From this point of view, data reduction techniques are classified as:
supervised, when the transformation from data space to the feature space is
chosen based on the knowledge of the physical nature of the problem; and
unsupervised, when the transformation is merely data driven. Based on the
mathematical nature of the transformation, data reduction techniques are
also classified as linear or non-linear. Because supervised techniques are,
due to their nature, strictly application dependent, in this section we will
focus principally on unsupervised techniques.

2.3.2 Principal component analysis (PCA)

PCA is possibly the most popular technique for reducing the dimensions
of a dataset. Especially over recent years, PCA and its variants have found
widespread application in structural health monitoring data analysis (see
among many: Sohn et al.,2000, Zang and Imregun 2001; Giraldo et al., 2006;
Ni et al., 2006; Li and Zhang 2006; Loh et al.,2011), as well as in data com-
pression algorithms which are needed for optimizing data transmission in
wireless sensor networks (see for example Park et al.,2007). The concept of
principal component (PC) was first introduced by Hotelling (1933) although
the method has its background in Pearson (1901). However, widespread
interest in the method began only after the works of Anderson (1963), Rao
(1964), Gower (1966) and Jeffers (1967), as correctly pointed out by Jolliffe
(1986). Both Anderson’s paper and Jolliffe’s book are good references for
approaching the method, but see also Kantardzic (2003).
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Assume we have a dataset y resulting from monitoring a structure, instru-
mented with M sensors, labelled (s;,s,, ...,5y), each providing measurements
at each of N, time instants (f,,b,, ..., ty,). We denote as )y, the sample acquired
by sensor s; at time #,, and as y, the acquisition of the whole M-dimensional
sensor set at time #,. The objective of PCA is to extract an m-dimensional
linear projection of the M-dimensional dataset in the LS sense. Generally,
data are correlated and the degree of correlation is well represented by the
covariance matrix X. Because the covariance is not known a priori, we can
use the sample covariance as its estimator:

Nr

E=N%l;(yk —u)(y. 1) [2.30]

where the mean value vector is defined as:

1 M
p=—->y [2.31]

We want first to recast the dataset y in a new coordinate system where the
new variables x, the data features or PCs, are uncorrelated. We call A the
linear orthonormal transformation from the original data system to the fea-
ture system:

Vi ~H=Ax, [2.32]
Transformation A is found by solving the classical eigenvalue problem:
TA=AA [2.33]

where A is the diagonal matrix whose i-th diagonal element is the i-th eigen-
value A; of X. From Equation [2.33] it is clear that A collects the eigenvector
a, of covariance matrix Z. We can sort the eigenvalues and label so that:

M2A=.22,20 [2.34]

Because A represents the variance of each PC of the dataset, the larger is
A, the higher is the quantity of information that the component carries. To
reduce the initial M-dimensional dataset to an m-dimensional set, we can
choose to represent it by the best subset of 71 PCs. An issue is how many PCs
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do we need to obtain a meaningful representation of the original data. The
most straightforward criterion is to select a subset of components whose
cumulative variance is greater than a desired percentage R (for example:
90%). In formula:

R,="t— =L >R [2.35]

where we note that here the cumulative variance is the trace of the covari-
ance matrix.

When the dataset is heterogeneous, it is useful to carry out PCA using the
correlation matrix, instead of the covariance, whose elements are defined as:

2
o}

pij =TT
2 ~2
\0:i0ji

being o} the generic element of the covariance matrix. An interesting prop-
erty of the correlation matrix eigenvalues is that they are all equal to one
when the data records are mutually uncorrelated (and in this case the PCs
coincide with the original variables); this suggests that a PC with variance
less than one carries less information than any of the original records. In this
case another popular method for selecting the subset dimension is to pick
those PCs associated to eigenvalues greater than one; this criterion is some-
time referred to as Kaiser’s rule (Kaiser, 1960). Further criteria for selecting
PCs are, for example, the broken stick method (Legendre and Legendre,
1983) and the ‘scree’ graph method (Cattel, 1966).

[2.36]
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2.4 14-day temperature records from Zonta et al. (2008): sensor data (a)
and projection onto the principal component space (b).
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Table 2.1 Outcome of PCA on a 4-dimensional temperature dataset

Principal Eigenvalue A; Cumulative Eigenvector a;”
component i (°C?) variance R,

1 6.357 92.8% 0.595 0.348 0.612 0.387
2 0.434 99.2% -0.147 0.714 -0.533  0.387
3 0.039 99.7% 0.734 -0.339 -0.580 0.428
4 0.017 100% 0.291 0.504 -0.057 -0.811

Example 5. PCA of a temperature dataset. Figure 2.4a represents the data-
set T=[(VT @T OT @T] acquired in 14 days by four thermocouples in the
application discussed in Zonta et al. (2008). The PCA of the dataset pro-
duces the results reported in Table 2.1. In particular, we observe that the first
eigenvalue A, is dominant with respect to the other three, having a variance
corresponding to 92.8% of the total cumulative variance. This suggests we
reduce the 4-dimensional dataset to a I-dimensional record ('x which is the
projection of the dataset on the first PC, according to:

Ox=a,T=0.595 VT +0.348 DT+ 0.6123T +0.387@T [2.37]

where a, is the first eigenvector. Figure 2.4b represents the dataset projected
in the PC space and highlights the dominance of the first component. Using
two PCs, the cumulative variance is 99.2%, meaning that using two PCs
allows data reduction with virtually no loss of information.

2.3.3 Other feature reduction techniques

PCA is based on the information provided by the data only, and is per-
formed by a simple linear transformation. However, the simplicity of the
method is sometimes inappropriate given the nature of the dataset or the
objective of the analysis. Many methods have been proposed to overcome
PCA limits: we discuss in this section the most important of these methods,
while an exhaustive review can be found in Skocaj’s dissertation (2003) and
Mitchell’s textbook (2005).

Probabilistic PCA.To properly account for the prior information, which is
neglected in PCA, a probabilistic version of PCA was suggested in Tipping
and Bishop (1999). The assumption is that the observed data y can be seen
as the outcome of a linear Gaussian model controlled by a number m of
latent parameters x, of the type:
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y = Ax+u+g [2.38]

where JL is as usual the mean value vector and g a zero mean Gaussian noise
with variance o” independent of the parameters. In practice, probabilistic
PCAs reduce the problem of data reduction to a Bayesian parameter identi-
fication problem with a linear Gaussian model, which is discussed in Section
2.2.4. The reader can find the details of the mathematical manipulation in
Tipping and Bishop (1999).

Multidimensional Scaling (MDS). MDS is a non-linear mapping tech-
nique proposed by Kruskal and Wish (1997), although it has its background
in Sammon (1969) and is also known as Sammon mapping. The objective of
MDS is to reduce the dimensions of the dataset while preserving, as far as
possible, the Euclidean distance between the objects y,; this is done by min-
imizing a target function which cumulates the error of all possible mutual
distances between objects. The classic application of MDS has the problem
of representing a 3-dimensional space in 2 dimensions, while only recently
has it been applied to mechanical system identification problems (see for
instance Lopez and Sarigul-Klijn, 2009).

Kernel PCA (KPCA). Kernel PCA refers to a group of techniques that
extend PCA to non-linear feature mapping functions, taking advantage of the
properties of kernel functions. The general approach has its background in the
work of Aizerman et al. (1964), while an extensive review of its applications
can be found in the technical report by Schoelkopf et al. (1996). Recent appli-
cations of KPCA to damage detection and identification of mechanical sys-
tems are found in the work of He et al. (2007), Zvokelj et al (2011), Reynders
et al. (2012). See also in Yan et al. (2005) an interesting way to override the
complexity of KPCA in non-linear feature extraction using local PCA.

Linear Discriminant Analysis (LDA). This is a supervised linear mapping
technique that has been popular mainly in pattern recognition problems. It
assumes that each measurement y, is associated with a class, or system state.
While PCA seeks to maximize the variance of projections, LDA aims at
maximizing the distance between the projected class means, while minimiz-
ing the variance within classes. Skocaj (2003) provides a broad overview on
LDA and its variants, but see also Mitchell (2005).

2.4 Data fusion

Data fusion refers to techniques and tools used for combining sensor data,
which is a typical problem encountered in structural monitoring. In this sec-
tion, we introduce the concept of data fusion (Section 2.4.1) and we discuss
some of the most popular techniques to handle multi-temporal (Section
2.4.2) and multi-sensor (Section 2.4.3) data, always based on Bayesian sta-
tistics. Alternative non-probabilistic logical schemes for handling uncertain-
ties are outlined at the end of Section 2.4.4.
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2.4.1 Definition and scope

Today there is still no univocal definition of data fusion. Historically, according
Goodman et al. (1997), data fusion is the name given to a variety of problems
arising primarily in military applications, and particularly in air-sea surveil-
lance systems, against possible threats. Goodman defines data fusion as ‘locate
and identify an unknown number of unknown objects of many different types
on the basis of different kind of evidence’ Therefore, apart from the specific
application, the general problem in data fusion is to combine information
from different sources to identify a physical quantity, and this has led over the
years to the development of a theory that is independent of the application.
Mitchell (2007) defines data fusion as ‘the theory, techniques and tools which
are used for combining sensor data, or data derived from sensory data, into
a common representational format’ Regardless of the definition, data fusion
entails combination of uncertain information of differing nature, and there-
fore it is clear to the reader that Bayesian logic as introduced in Section 2.2
can serve as a natural instrument in tackling the problem. Application of data
fusion to structural health monitoring of structural mechanical systems has
seen rapid growth in recent years, including applications in temperature com-
pensation in civil structures (Balmées et al., 2008); fault detection in mechani-
cal systems (Chen et al., 1995; Worden and Dulieu-Barton 2004; Subrahmanya
et al.,2010); monitoring adaptive structures (Garg et al.,2002); vibration con-
trol (Tjepkema et al.,2012); structural damage evaluation in CFRP structures
(Su et al.,2009); and damage location (Guo, 2006).

A classification of data fusion techniques is based on the object of fusion:

In multi-sensor data fusion, fusion occurs across different sensors;

In multi-temporal data fusion, fusion occurs across time at the same
Sensor;

In multi-temporal multi-sensor data fusion, we combine data from differ-
ent sensors and times.

Based on the nature of the information fused, the fusion may occur at the
data level or at the feature level.

2.4.2 Multi-sensor data fusion

In the case of multi-sensor data fusion we distinguish:

a homogeneous case, in which the dataset originates from sensors which
nominally measure the same quantity and the objective is to deter-
mine the state 0;

a heterogeneous case, in which the sensors involved measure different
quantities which are used to estimate a further physical quantity x
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(for example: we use a strain gauge and a thermometer to estimate the
tension of a steel cable).

In both cases the problem is easily handled with Bayesian inference.
Assume the case of two homogeneous sensors, which provide measure-
ments 'y and 2y. The problem can be tackled using Bayes’ rule in the form
of Equation [2.6]:

df -pdf
Pdf(9|y):p(i;|+(;)(e) (2.6. repeated)

where the dataset y includes the two measurements {'y, 2y}. Thus the likeli-
hood is calculated by applying the joint probability relationship:

pdf (y|8)=pdf('y~2y|6)=pdf('v|6)pdf(‘y|'y.8) [2.39]

and when the measurements are not correlated, Equation [2.39] simply
reduces to Equation [2.8]. Equations [2.6] and [2.8] preserve their form
independently of the number of observations.

2.4.3 Multi-temporal data fusion

When dealing with a dynamic system (i.e. a system which changes in time),
the efficiency of data fusion can be improved by applying sequentially the
inference process: this recursive application of Bayes’ formula is commonly
known as Bayesian filtering. Assume that we want to estimate in real time the
state at each measurement time (¢,,%, ..., ...). We label y, the measurement
taken at time #, and y,, the whole dataset from the first time interval (i.e.

from the start of monitoring) to time .. Let pdf (ek |y 1:,H) be a prediction of

parameters 6, at time ¢, based on the information y,.,_, acquired to time ¢, ;:
Bayes’ theorem allows us to update this distribution using the fresh data y,:

pdf (Yk }Ykal 0, ) -pdf (ek |Y1:k71 )
pdf (ye |y 1)

pdf (ek|y1:k)= [2.40]

Equation [2.40] is equivalent to the general formulation of Equation [2.6],
with the difference that here the data are formally processed sequentially,
and not all at once. Although very elegant, this sequential scheme does not
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necessarily provide any advantage in computational terms over the classical
scheme, because its implementation requires, at every step, recalculation of

the prediction pdf(6k|y1:k,1) and the likelihood pdf (yk Y1 1.8, ), which in

turn depend on all the past data. The problem gets simplified when we make
the assumption that 0,, the state of system at time ¢, depends only on the
state 0,_, attime ¢, _,. In statistical terms, this is to say that the system state
evolution follows a Markov process of order one. In this case, the prediction
in Bayesian terms follows the calculation of the integral:

Pdf(ekb’th.)Z _,r pdf(ek!ek—1)'pdf(\ek4

Doy 4

y1:k—l)'dek—1 [2.41]

which depends on the distribution pdf (6k|(-)k,l) of the transition from state
k-1 to k, and the posterior state estimate pdf(ek,1|y1:k,]) which is known

at time f,;. Then, once the sample y,., is acquired, the state prediction of
Equation [2.41] can be updated (or corrected) with:

pdf (Yk |9k)'pdf (ekl)’ml)
df (0,]y.. )= 2.42
pAE(04[314) pdf (e [y11) [242]

where now, contrary to Equation [2.40], the likelihood pdf (y « |0x ) isindepen-
dent of past observations. Similarly, the evidence is calculated by integrating:

pdf ()’k |Y1;k71 ):J pdf (Yk ‘ek)‘Pdf (ek|y1.k—1 )'dek [2.43]

Dy

which does not involve quantities differing from the likelihood and the pre-
diction. In summary, the estimation of the structural state is obtained by
recursive application of Equation [2.42], known as prediction, and Equation
[2.43], known as correction (or update).

The practical implementation of this recursive scheme is very burdensome,
because as usual the problem is to calculate the integrals of Equations [2.42]
and [2.43]. A useful simplification of the problem is possible when the model
is linear Gaussian. In this case Equation [2.36] allows a closed form solution,
which is usually referred to as the Kalman filter (Kalman, 1960; Kalman and
Bucy, 1961). The linear Gaussian assumption can be formally written as:

Y = A 0,18, [2.44]
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where g, is a zero mean Gaussian noise with covariance X, ;. Also,assuming
that the states at time k are linearly related to the parameters at time k—1:

0,=F,0, ,+v, [2.45]

where v, is a zero mean Gaussian noise with covariance X, (linear Gaussian
process assumption). Further, it is assumed that the prior distribution of the
parameter vector is also Gaussian:

p(90| YU) = Norm (UOszo) [2.46]

Under these conditions, it is shown that the posterior pdfs are Gaussian,
too:

P (ek | Y1:k71) = Norm (Hle D )

[2.47]
P (9k| Yk ) = Norm (uk\k s Dk )

and their mean value and covariance can be recursively calculated in closed
form through the following prediction-correction scheme:

prediction M= F Wye_yuy [2.48]
correction Wy, =My K (Yk -A, ,'l‘k\k—l) ’
prediction X, ,=XZ,, ,+F.Z, ., \F’ [2.49]
correction X, =%, -K,A %, )
where K, is the so-called Kalman gain, defined as:
-1
K =2 AL (Ak Ze AL +2g‘k) [2.50]

Among the many applications of the Kalman filter to mechanical system
identification, we wish to mention the work by the research groups Bernal
(Bernal, 2005; Hernandez, 2011; Hernandez and Bernal, 2012), Smyth (Wu
and Smyth, 2007; Wu and Smyth, 2008) and Brownjohn (Omenzetter and
Brownjohn,2006). Among other books, the reader can find further informa-
tion on the Kalman filter and its application in Grewal and Andrews (2001)
and in Zarchan and Mussov (2009).
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2.4.4 Alternative non-probabilistic models

Although Bayes’ theorem lets us state a rigorous mathematical formulation
for any inference problem encountered in structural monitoring, it is a fact
that civil engineers are not usually very familiar with probability theory, and
are often discouraged by the complexity of its application. Indeed, imple-
mentations of probabilistic methods usually involve great computational
effort to integrate the likelihood and evidence functions; it also requires a
formal definition of all the uncertainties in the variables used in the infer-
ence process, which is not an easy task if one is unfamiliar with statistics.

These limits of Bayesian probability theory have justified in the past the
redevelopment of alternative methods to handle uncertainties. Among these
methods, possibly the most popular approaches are fuzzy logic and interval
algebra. Below we provide a brief outline of these approaches.

Fuzzy logic. Fuzzy set theory was first introduced by Zadeh (1965) as a
way to handle semantically imprecise concepts. Fuzzy logic is based on the
concept of membership function. While in deterministic logic an element
x can belong or not to set A, in fuzzy logic this is defined through a mem-
bership function p, (x); the metric of the membership is a value ranging
between 1 and 0, known as grade of truth, or truth value. In fuzzy logic the
classical Boolean logic operators (NOT, AND, OR) are redefined and often
referred to as Zadhe operators. For example NOT is obviously defined as:

pa(x)=1-p,(x) [2.51]

Operators AND and OR are not univocally defined but are usually defined
as follows: the degree of truth of x being simultaneously in A AND B (which
is to say x is in the interception of A and B, A n B), is the minimum grade
of truth of A and B

Hang (X) = min{.u/t (x)’nuB (x)} [2.52]

Similarly, operator OR is usually defined as the maximum grade of truth of
the two

Haon (X) = max {:uA (x)’:uB (x)} [253]

It is almost natural to seek some analogy between truth value and
Bayesian probability; specifically, the grade of truth, varying between 0
and 1, strictly recalls the concept of probability. However, comparison
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between the expression of the joint probability and Equation [2.52] shows
that fuzzy logic coincides with probability only under special conditions,
and in any case does not have the flexibility to handle correlation. Critics
of fuzzy logic note, often on the basis of de Finetti’s theory (1993), the lack
of a need for a method for handling uncertainties, alternative to a proba-
bilistic method.

Interval-based techniques. Interval algebra, first disseminated by the work
of Moore (1966), is an even rougher way to handle uncertainties. While in
deterministic logic the value of a variable x is determinate, and in proba-
bilistic analysis is defined by a distribution pdf(x), in interval analysis the
uncertainty of a variable is defined through an interval x:

x=[x.X] [2.54]

which means that the variable x is expected to range from a minimum
value of x to a maximum of x. Interval algebra provides a formal exten-
sion of classic algebraic operators; for example, sum and difference are
redefined as:

x+y=[g,i]+[z,§]=[§+z,f+§] [2.55]

x-y=[x.¥]-[y.y]=[x-y.%-y] [2.56]

Interval analysis has gained some popularity in the past, and is sometimes
still used today for its simplicity and easy interpretation of the results. From
a statistical perspective, it can be seen as a very rough approximation of the
probability theory, where distributions are conservatively forced to be uni-
form, and correlation is ignored. These simplifications often cause too con-
servative results: for example, direct application of Equation [2.6] produces
the following apparent paradox:

X_X:[&7)?]_[57)_(]:[&_)?’;_“’(] [257]

for which an interval minus itself is not equal to zero, but to an interval cen-
tred on zero. That said, using intervals can be useful when scarce information
makes it difficult to define the distributions necessary to state the inference
problem in rigorous probabilistic terms. The reader is also referred to the
textbook by Alfred and Herzberger (1983) for an exhaustive explanation of
interval logic.
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25 Further trends

The process of fusing data from different sources into a single piece of infor-
mation is often conceptually represented with a fusion cell or fusion node
(Mitchell, 2005). For example, we can conceive the temperature-compensated
strain as the output of a fusion node where the rough strain observation is
fused with the temperature observation. Rather than being a physical entity,
the fusion node is an object in a logical network, which represents the logical
interconnection of the different components in the fusion process. The output
of a fusion node can be seen as a sensor in logical terms, even if this has no
connection with the physical architecture of the sensor network. Imagine for
example a monitoring system including a network of strain gauges distributed
over a bridge, all wired to a single interrogation unit, and a second network
of thermocouples paired with the strain gauges but independently wired to a
second interrogation unit; the two interrogation units are in turn connected to
a computer, which analyses and stores the data. Temperature compensation of
an individual strain gauge occurs by combining its data with that of the cor-
responding thermocouple. Therefore, from a logical point of view, data from
each strain gauge—thermocouple pair are locally fused in a compensated mea-
surement, through a fusion node. However, from the physical point of view, all
data processing occurs at the computer CPU, and therefore there is no direct
relationship between the logical architecture (software) and physical architec-
ture (hardware) of the system.

An alternative solution is to physically combine the parent sensors in a
single device with a CPU to carry out data acquisition and processing at the
local level. In this case a computer system designed for the specific applica-
tion is embedded in the device, in contrast to the computer system needed
to logically process the data at the network level. This device, sometimes
referred to as sensor node, embeds not only hardware but also the logic
of the fusion node. The output of the node is the result of data fusion (the
compensated strain in our example) and the device itself can be seen as a
sensor from the point of view of network logic. Embedding a fusion block in
a single device scales the level of abstraction of the network and reduces its
complexity and cost while facilitating deployment, scalability and operation.
Wireless sensor networks are a typical application of embedded systems: in
this case the sensor node is embedded. Wireless sensor networks are dis-
cussed in Section 10.4 of this book, while key references on the topics are
Lynch and Loh (2006) and Lynch (2007).

Apart from providing information on the state, the utility of the monitor-
ing system is to drive decisions by the owner as to infrastructure maintenance,
repair, retrofit or replacement. There are cases when knowledge of the state
automatically drives the decision (going back to the introductory example:
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the fuel gauge is on, so we stop to refuel). In other cases the knowledge of
the state does not automatically entail a specific action, because the decision
requires prediction of the effect of the action. When the effect can be quan-
tified in economic terms, the decision problem can be formally addressed
by the utility theory (von Neumann and Morganstern, 1944; Jensen, 1967),
which is discussed in its general terms in many modern textbooks (see for
example Parmigiani and Lurdes, 2009). An application of decision theory
to a civil engineering monitoring problem is discussed in the tutorial paper
by Glisic et al. (2012), which recognizes the utility of monitoring using the
concept of value of information (Russell and 1991), but see also Pozzi et al.
(2010) and van der Hijden et al. (2004).

2.6 Sources of further information and advice

Bayesian theory of probability is clearly stated in many modern textbooks
including Jaynes (2003), Gregory (2005) and Sivia (2006). For a historical
background, good readings are Weber (1973), Stigler (1986) and of course
Bayes’ essay (Bayes, 1763), where you might be surprised to see that he
was not Bayesian in the modern sense. Bayesian numerical techniques are
the subject of a number of specialized textbooks, including Brandt (1999),
McKay (2003), Bolstad (2010) and Yuen (2010). The definitive work on
PCA is Jolliffe (1986), while for alternative data reduction techniques sug-
gested readings are Bevington and Robinson (2003), Kantardzic (2003), van
der Hijden et al. (2004), Mitchell (2005) and Skocaj (2003). Mitchell (2005)
is also one of the most comprehensive works approaching data fusion, but
see also Clark and Yuille (1990), Goodman et al. (1997) and again van der
Hijden et al. (2004). Among many, a suggested key reference for fuzzy set
theory is Duboi and Prade (1980), while for interval analysis see Moore
(1966) and Alfred and Herzberger (1983).
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Abstract: The chapter contains a review of some aspects of structural
dynamics and includes a section on damage detection and damage
localization from vibration signals. Novelty detection is treated in detail,
with special attention given to the situation where the environmental
variables are not measured. Two techniques that can detect damage
without the need for repeated identifications are presented (one based
on a subspace approach and one on the Kalman filter) and a discussion
of change detection using a cumulative sum chart from process control
is included. The techniques presented are covered in sufficient detail to
allow implementation by an interested reader.

Key words: damage detection, damage localization, environmental effects,
change detection.

3.1 Introduction

The chapter contains a review of some aspects of structural dynamics and
includes a section on damage detection and damage localization from vibra-
tion signals. The material is not a survey but a description of some specific
techniques in sufficient detail to allow implementation by an interested
reader.

3.2 Linear time invariant systems

The equations of dynamic equilibrium for a linear time invariant finite
dimensional system with viscous dissipation can be written as

Mq(t) + Cdamq(t) + Kq(t) = be(t) [31]

where: q € R™! is the displacement vector; n is number of degrees of free-
dom (DOF); M, Cy,.., and K € R™" are the symmetric mass, damping, and
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stiffness matrices, respectively; b, € R is a vector describing the spatial
distribution of the forces f(r) e R™';and dots indicate differentiation.

First order formulation

Augmenting Equation [3.1] with the equality q(r)=q(z) gives

MOl e 4@t 0 B2
taking

z={a0 a@} [33]
and defining

Azlabk ute ] [34]
and

B. = [ Mﬂbz] [3.5]
e (1) =Az(t)+B.f (1) [3.6]

Measurements are typically a linear combination of the state variables with
the possibility of a direct transmission from the input, namely

y(t)=C.z(1)+ D.f (1) 3.7]

where y(tf) eR”™'and D, is known as the direct transmission term.
Examination shows that the map from the inputs to the state, and from the
state to the outputs, is not unique; indeed, letting

x(t)=Tz(1) 3.8]

where T is invertible but otherwise arbitrary, one has

£(0)= Ax()+ Bf (1) 39]
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and
y(t)=C.x(t)+D.f(1) (3.10]

where
A =TAT B.=T'B, C.=C.T D =D

c z ¢ z

[3.11a-d]

Two points to note are: (1) that the A, matrices are related by a similarity
transformation, and thus have the same eigenvalues; and (2) that D, is inde-
pendent of 7.

3.3 Modal form

Assuming that A, is not defective, a spectral decomposition gives
A, = VAP [3.12]

where W are the eigenvectors of A, and A =diag(4,, 4,, ..., 4,,)is the
diagonal matrix of the complex eigenvalues. Introducing the coordinate
transformation

x(t)=YZ(1) [3.13]
gives

Z(t)=AZ(t)+T7f (1) [3.14]
and

y(t)=0©Z(t)+D.f (1) [3.15]
where

7 =98, [3.16]
and

0=CY¥ [3.17]

where © are the complex modes of the physical system at the measured
coordinates. Taking a Laplace transform of Equations [3.14] and [3.15],
assuming zero initial conditions, and eliminating the internal state, one gets

y(s)=G(s)xf(s) [3.18]
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where the transfer matrix is

G(s)=0O[Ixs—A]'T" +D, [3.19]

Taking © =[¢, ¢,....¢,, |and T =[1,,1,,.... 1, | where ¢; is a column vector,
Equation [3.19] can be written as

Gis) =324 4 p 2
(s)=2 7 +D [3.20]
=18

J

For under-damped systems the eigenvalues appear in complex conjugate
pairs and it is customary to write Equation [3.20] as

NI Vi
Ss=A s—A

]

G(s)=D, + [3.21]

where y; = @;t] is the residue of mode j and the asterisk stands for conjuga-
tion. The direct transmission term is non-zero only in the case where G(s)
is Accelerance and there is collocation. In the common case where one is
interested in the relation between forces and displacements or velocities, D,
is zero and one has

n ,y ,y*
G{s)=) —“L—+—— 3.22
0 =277+ [3-22]

which is the transfer matrix in pole residue form.

3.4 Relation between the complex and the normal
mode models

The eigenvalues of the first order formulation are complex and carry infor-
mation on the homogeneous solution; namely, the real part gives the rate of
decay and the imaginary the damped vibration frequency. If the system is
classically damped, one has

A =-w& +iwJ1-& [3.23]

where @ = undamped frequency and ¢ = the modal damping ratio. In prac-
tice, Equation [3.23] is used to estimate w and ¢ from the complex eigenval-
ues, even when the classical damping premise is not satisfied. The simplest
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approximation of normal modes, given the complex modes, is obtained by
normalizing the vectors so that the entry with the largest amplitude is real,
and discarding the imaginary components.

3.5 Damage detection

Detection is the first level in a damage assessment scheme. The objective in
detection is to announce, with a predetermined level of confidence, whether
a structure is in its reference state or not. When the damage detection algo-
rithm incurs an error by announcing damage, while the system is healthy,
there is a false positive or Type I error. On the contrary, if it announces that
the system is in the reference condition when some damage has taken place,
then one has a false negative or Type II error.

The resolution of the damage detection is characterized by the power
of the test (POT), which is the probability that the test classifies data from
the damaged system correctly given a pre-selected Type I error rate a, e.g.
o = 5%.The POT is particular to each damage and is the complement of
the Type II error f. In reference to Fig. 3.1a, it is the area to the right of
the threshold on the damaged state distribution. An alternative graphical
depiction of the effectiveness of an algorithm to detect a particular damage
is the receiver operating characteristic (ROC) curve. The ROC curve plots
the Type I error on the horizontal axis vs the POT on the vertical, each point
corresponding to a different discriminating threshold. The ROC curve for
the distributions depicted in Fig. 3.1a is illustrated in Fig. 3.1b.

Detection can be based on model updating or be data-driven. In the model
updating approach, the measured data are used to estimate the parameters
of a (physics-based) model and damage or no-damage is inferred by inspec-
tion of the parameter values. Data-driven algorithms decide on damage by
contrasting identification models obtained at different times, or by inspect-
ing residuals that reflect how well the recorded data fit an identification

1 -
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3.1 (a) Distributions of discriminating metric in reference and damaged
states and (b) ROC curve for the distributions in (a).
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model of the reference state. This chapter considers the multiple identifi-
cation approach and the residual-based scheme, but does not discuss the
model updating alternative.

We note, for clarity, that the term point is used here to refer to an element
of a vector space. A point, for example, can be a collection of frequencies
and mode shapes listed on a vector. ‘Input space’ is used to indicate the sup-
port of the points (e.g. all the real positive numbers if the points are vectors
collecting frequencies) while ‘feature space’ is the scalar valued space of the
metric used to decide on the system’s state. In some settings the input and
the feature spaces are the same. We define the term pre-damaged image
(PDI) as the location in input space that a damaged point ‘would have occu-
pied’ (given the present environmental conditions) if the structure were
undamaged. Damage, therefore, can be viewed as the translation from the
PDI to the position where the point is actually observed with time frozen.
We designate the vector from the PDI to the damaged location as ox.

Novelty detection

Lett,¢t,,..., t; be times indicating the initiation of measurements, and At,,
Aty ,..., Aty the duration of the records. We assume that the durations A
Vj are short compared to the time scale in which the system properties
change due to environmental fluctuations. Let the recorded data be used to
obtain a vector x € R"™!that depends on system properties. One has, there-
fore, X = {xl X, e xL} € y. Assume it is known that the structure, for
j =1, ..., L,is in the undamaged state. The issue in damage detection is to
decide, informed by the data in X, on the subset of the input space, S, for
which data points are to be classified as normal.

The decision on § is often realized by specifying a function, or algorithm,
that operates on x and produces a scalar p = g(x) that is in some way cor-
related with the probability density of the points in input space. S is then
taken as the collection of all points for which p =k, where « is a threshold.
The assumption that the points in X are samples from a single distribution
is justified when these points are compensated for environmental fluctua-
tions, but otherwise they should be thought of as coming from a collection of
distributions that depend on the environmental state. This chapter does not
discuss the formulation of environmental models, but interested readers can
consult the work presented in Sohn et al. (2001), who used Artificial Neural
Networks and a spatial description of the temperature field and the one by
Peeters and De Roeck (2000), who presented an autoregressive model and
a temporal representation of the temperature state.

If the points in X belong to multiple distributions the most favorable sce-
nario for detection is that where the distributions are well separated. Indeed,
in this instance the data points form well-defined clusters and the densities
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for each cluster can be identified separately. In many cases, however, the
environment produces continuous changes in the identification results and
well-defined clusters do not appear. In these instances the topology of the
data cloud in input space limits the performance that can be realized in
damage detection. If the intrinsic dimensionality of the fluctuations in x due
to the environment equals m (where we recall m is the dimension of the
points in input space) then good damage detection resolution is difficult.
On the contrary, if the data cloud has ‘narrow dimensions’, as illustrated in
Fig. 3.2, good performance can be attained if the damage has important pro-
jections in these directions.

3.5.1 Selection of the decision boundary 1

Let T’y be the boundary of the S domain. A simple approach to select T gis
to take the Euclidian distance of the points to the center of X as a measure
of novelty and decide on a threshold (assuming the histogram of the data
points has a single mode). Another (also assuming a single mode) is to use the
covariance of the data to normalize the distance, in which case one obtains
the widely used Mahalanobis metric (Mahalanobis 1936). Another approach,
often claimed as a way to ‘eliminate environmental effects’, is to project the
data into a subspace where the variance in the reference state is small, and
measure novelty there. Projection procedures include principal component
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analysis, factor analysis, and missing data analysis (Kullaa 2003, 2005; Yan
et al., 2005a), for ‘linear data’ and nonlinear principal component analysis
(PCA) or kernel PCA (among others) for data whose principal directions
are not linear in input space (Hoffman, 2007; Hsu and Loh, 2010; Yan et al.,
2005b). Commentary on the results of applying these techniques is presented
next.

Consider the bivariate data plotted in Fig. 3.3a. Accepting a hard bound-
ary the line labeled ‘a’ is a reasonable I'g. In PCA the data are projected on
to the 2-2 axis, and I' is changed from the a-boundary to the two straight
lines shown. Assume p, is observed. If one were confident that the data of
the reference condition cover all the environmental fluctuations, it would be
reasonable to consider p; as a novel point. Processing the point using PCA
would thus lead to a false negative. If, on the contrary, there is significant
uncertainty on the adequacy of the boundary in the 1-1 direction, it appears
preferable to treat p, as a previously unseen healthy point, especially if the
prior probability that the structure is undamaged is large. The usefulness
of PCA, therefore, is strongly related to the uncertainty that there is on the
distribution of the data projected on the principal directions. As Fig. 3.3b
shows, PCA increases damage detection sensitivity in some directions and
decreases it in others, the directions depending on the location of each point
in input space. The steps in the implementation of PCA, when the distance
metric is the Mahalanobis distance, are presented next.

Principal component analysis

Let u € R™! be the mean of the columns in X, define
1 L
E=—) x.x! 3.24
7 2 [3.24]

Perform an SVD of E and partition into the subspaces ¥, and ,, namely
S ut
E=[U, U2]|: ! Szj”:UiT] [3.25]

where S, is selected such that the largest entry in S, is small compared to the
smallest entry in S,. The model of the reference is {«, S, and U,}. Let the data
matrix in the validation stage be X,. Each vector of the matrix X, is centered
using the mean obtained in the model to obtain

fv,k = xvﬁk _:u [326]
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10

3.3 (a) PCA on bivariate data and (b) change of damage detection
sensitivity by PCA.
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The projection in ¥, (sometimes referred to as the reconstruction error) is

pr. =UI'X,, [3.27]

and the squared Mahalanobis distance is

M(pr,) = pr{S;' pr, [3.28]

The results from Equation [3.28] are computed for all the L, data. Sorting
these values from high to low, the threshold for a 5% Type I error is then
taken as the pth term, where p is the closest integer to 0.05 x L,. The vectors
in the test phase are treated as explained in the validation phase except that in
this case their Mahalanobis is contrasted with threshold to decide on novelty.

Kernel principal component analysis

If the data points in input space do not have principal directions that are linear
in input space, the covariance is a poor indicator of the structure of the data,
and the square Mahalanobis distance is poorly correlated with density. One
approach that can provide a decision boundary for arbitrary distributions, by
performing linear algebra, is a generalization of PCA known as kernel PCA
(KPCA) (Scholkopf et al., 1998). There is an important difference between
KPCA and PCA that is worth noting from the outset. Namely, in PCA the
input space is of dimension m and, if there are pc principal components, the
effect is to specify an S that is ‘open’ in pc directions. In contrast, in KPCA the
analysis is carried out in a high dimensional feature space and although pc
directions are ‘opened’ in this space, S is generally closed in the input space.

A key feature in KPCA is that the nonlinear function used to expand the
input space to the feature space is not explicitly defined, but only the dot
product between the vectors is needed (Hoffmann, 2007). KPCA is based
on the ‘Kernel Trick’, a scheme that can extend any algorithm that can be
cast in terms of dot products to a higher dimensional space. The advantage
of the higher dimensional space is that linear operations carried out there
can correspond to nonlinear operations in the original one. To illustrate how
the approach works, assume that the L vectors in the input space are mapped
to an L-dimensional feature space by an undetermined function. The data
matrix in the feature space is thus B € R, Since B is square BBT and BB
are both symmetric with identical eigenvalues, one can write

0, = BB" =[U, 112][51 SZ][%] [3.29]

0, =B'B=|A, Az][s' SJ[;‘“Q [3.30]
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and it is not difficult to show that
U,=BA,S;" withj=1or2 [3.31]
The projection of the vectors in B is
pr=UIB=SAI'B"B=S§,"A]0, [3.32]
or
pr=S-Af [3.33]

So a projection in the direction of the eigenvectors of the covariance (the
U directions) can be realized without having the covariance explicitly. The
square of the distance to the origin in the non-principal subspace follows
from Equation [3.33] as

y = diag(A,S,AT) [3.34]

The kernel most widely used to specify Q, is the Gaussian Kernel, given
by

A=Al

0,(i.j)=blb, =exp [3.35]
202

where the tilde indicates that the matrix is not Q,, because O, must be based
on features that are centered (zero mean). It is not difficult to show that the
centered Q, can be obtained from the non-centered one as

Qz = Qz - FQZ - er + FQZF [3-36]

where I'e REL is a matrix of ones divided by the number of data points, L.
Computation of the novelty measure in the reference state is thus straight-
forward, namely,

0, is formulated from Equation [3.35].

The matrix is centered using Equation [3.36].

The SVD of Q,is carried out and a dimension for S, is selected.

The squares of the norms from Equation [3.34] are ordered from large
to small and the threshold is selected from the sequence, so a given Type
I error is realized.

BN
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The testing state in KPCA is somewhat more complex because the new
vectors must be centered using the mean implicit in the reference state and
this requires some manipulations. The original derivation of the procedure
can be found in Hoffman (2007), where the summation notation is used.
Here we present the result using matrix products, namely, taking a test vec-
tor in the input space as z one has

Q,(2) = (d"T, =T, + T;) A,S;°5 [3.37]
2 1
qz(2)=1—zd’r+ﬁr’Q2r [3.38]
7(2) = 4,(2) - 0. )} [3.39]
where
T,=(I-T) [3.40]
T,=1r0, (3.41)
L
T, =r"Q,T [3.42]

where ris a column vector of 1s with L entries and d € R%*! is such that

le-1l;

= [3.43]

d(j) = exp

User selected parameters in KPCA are the width of the kernel, o, and the
number of components to retain, pc i.e., S; € RPeP¢. As it turns out, these
parameters are related. Namely, as ¢ increases the columns of Q; become
increasing collinear and pc decreases. While automated procedures for opti-
mal selection of ¢ appear feasible, at present these have not yet been devel-
oped and some trial and error by the user is typically required to select a
reasonable value.

3.5.2 Techniques that operate with a single identification

Techniques that use results from a single identification judge novelty
based on the statistical properties of residuals. An attractive property of
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these techniques is that they avoid the difficulties that can arise in the mul-
tiple identifications setting, where the need to ensure that the quantities
that are compared are in fact the same, e.g. the frequencies of the same
modes. Two techniques that operate in this manner are described in the
next sections.

Robust statistical subspace-based damage detection

Let the system considered in Equations [3.9]-[3.10] be sampled and given at
discrete time instants ¢ = kr, where the inputs are unknown and are replaced
by noise terms, leading to the model

Xy = AgXy 0

3.44
Vi = CaXye + W, [ ]

with A, =exp(A.7)and C, = C,. A Hankel matrix of output covariances of
this system is defined as

R R R,
Hppy = Rf R R';*" [3.45]
p+i p+aq

where p and g are user defined parameters and R, = E(Yk+,- y[). Since
R, =C,A]'G where G = E(x,my[) (Van Overschee and De Moor, 1996),
the Hankel matrix can be factored into an observability and controllability
product as

C,
=0,,,C,where O, , = Cai | and C,=(G A,... AT'G). [3.46]

H priaq :
C. A7

p+lq

A necessary condition for the information from all the modes to be con-
tained in the matrix of Equation [3.46] is that the number of rows and the
number of columns be no less than the system order. Since the true system
is infinitely dimensional, the order selected is always that of a truncated
model on which results are based. With the number of output sensors as m
and the selected system order as n it follows that p >n/m—1 and g >n/m;
therefore, one can take p = round(n/m)andg=p+1.
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Subspace-based damage detection

Damage introduces a change in the modes and thus a change in the sub-
space defined by the observability matrix O,,, in Equation [3.46]. Defining
the left null space S of O,,; in the reference state, the characteristic property
of the system being in the reference state can be written as

870, =0andthus STH 0. [3.47]

prlag =

Note that the left null space S, given a selected order n, is the matrix given
by columns (n + 1), to the last column, from the left side singular vectors of
the SVD of H,,, , in the reference state. The damage detection technique
exploits the orthogonality condition in Equation [3.47] using the residual
vector (Basseville et al.,2000)

$v= JN Vec(S"‘ ﬁp“x]) [3.48]

where ff »+14 18 the Hankel matrix of Equation [3.45] computed from cova-
. . s 1o .. .
riance estimates R; = NZk:I Yi:;yi on test data containing N data points,

and vec(-) denotes column stacking vectorization.

The statistical evaluation of the residual vector of Equation [3.48] in
order to test if { =0 (reference state) or { # 0 (damaged state) requires
the knowledge of its covariance, which can be estimated from a collection
of data sets obtained while the structure is in the reference state. Since the
approach is formulated on the premise that the response is stationary, a col-
lection of data sets can be obtained by dividing a long record into segments,
e.g. if the total number of points is N, one can divide the data into n, blocks
with length N = N, /n, and use each set as an independent test. Namely, if
¢\ is the residual obtained using Equation [3.48] for the /th data set, one
estimates the covariance as

Z,liC(N”C%)T [3.49]

=

Finally, to test if a newly collected data set corresponds to the reference
state or not, one computes the metric

X5 =80 2 Gy [3.50]

which is chi-squared distributed with as many DOFs as the dimension
of the residual vector. In theory, the threshold of the metric in Equation
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[3.50] can be determined from the cumulative y? distribution by selecting
an acceptable Type I error, but in practice, due to inevitable deviations
between the assumptions and the real situation, the threshold is best estab-
lished by inspecting results for a sequence of data sets from the reference
state. Specifically, one orders the values of the metric from high to low and
selects the threshold as the ath quantile of the sequence, where « is the
Type I error rate.

Changes in the excitation statistics

A limitation of the residual in Equation [3.48] is that the Hankel matrix at
the time of inquiry depends on the intensity of the excitation, and thus the
amplitude of the residual depends, not only on changes in the system, but
also in fluctuations in the disturbances. A modification that sharply improves
the situation, recently introduced by Dohler and Mevel (2011), replaces the
Hankel matrix at the time of enquiry by the left side singular vectors that
define its span, namely, with

Hyoq =[U, Uz][Al AZ]VT [3.51]
One obtains the residual as

$n =N Vec(STU;) 3.52]

where the number of columns in U, is the selected order n.

Environmental changes (temperature)

One way to mitigate the effect of temperature in the subspace detection
approach is to compute the matrix S from a composite Hankel matrix formed
by concatenating results for all the environmental conditions of interest
(Balmes et al.,2008). Specifically, with H', H?, ..., H' as Hankel matrices from
Equation [3.45] computed for different environmental conditions, one has

H=[H' H* H'] [3.53]

The matrix S is then defined as the left null space of this matrix. Needless
to say, the premise is that the temperature effects produce changes that are
limited to particular directions so that the matrix in Equation [3.53] retains
a left null space. Once S and the covariance are established, the approach
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proceeds as described previously. As is the case with PCA, this approach
reduces the sensitivity of the residual to damage since the dimension of the
null space of H decreases.

Kalman filter-based damage detection

The idea of using the Kalman filter as a fault detector was introduced by
Mehra and Peschon (1971), soon after the filter was developed (Kalman,
1960). The strategy is based on the fact that when the filter is operating opti-
mally (i.e., when the prevailing conditions satisfy the assumptions), differ-
ences between measurements and filter predictions, known as innovations,
are realizations of a white noise process. Detection, therefore, is carried out
by formulating the filter for some reference state, which is treated as the
healthy condition, and subsequently carrying a hypothesis test (Melsa and
Cohn, 1978) on the innovation’s whiteness. For damage detection purposes,
the physical meaning of the state vector is not relevant and this allows, as
shall be shown, formulation of the filter from data measured in the refer-
ence state (Bodeux and Golinval, 2001; Di Ruscio 1996). This section illus-
trates how the filter can be used as a damage detector; a discussion on how
the filter can be extracted from reference state data can be found in Bodeux
and Golinval, (2001).
The innovations form of the state space expressions are

Xi,, = Ax{ + AKe, [3.54]
Vi =Cx; +e [3.55]

where e is the innovation, K is the Kalman gain, and the superscripts — and
+ indicate before and after information from the measurement is accounted
for in the estimation. Note that in the literature the matrix AK is also
referred to as the Kalman gain. The algorithm to compute the innovations
sequence can be summarized as follows:

e Let x; be known or assumed
e The innovation at k is computed using Equation [3.55]
e The state at k is updated using
x; =x; +Ke, [3.56]

e and it is advanced as

Xp = Axi [3.57]
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The next step is to determine if it is reasonable to assume that the innova-
tion sequence obtained is a realization from a white noise process.

Whiteness test

Consider any one of the innovation signals (there is one for each output
channel). Under the null hypothesis, the auto-correlation for the jth lag,
q;= E(eAe. ) has an empirical estimate given by

i%ivj

L

1
6 =7 X e, [3.58]

i=1

where L is the number of points selected for the summation. Under the null
hypothesis, provided the innovations are normalized to unit variance, g; has
zero mean and a variance equal to 1/L. A X test for innovations whiteness
can thus be carried out as follows:

e Normalize e(k) to unit variance
e Compute the correlation function g; for lags n, to n,

Compute the y? statistic, I, as

y=L3 (4, [3.59]

j=m

where n, is the first lag considered and #, the last. The null hypothesis, i.e.
that the innovation sequence is a realization of a white noise process, is not
rejected if I"is no larger than the (1-a)th quantile of the y> withnn = n, —n, +1
DOF.

Aggregation

Since the whiteness test (as shown) is carried out one sensor at a time, the
question of aggregation in the multi-sensor case arises. A simple option is
to decide on damage or no-damage using an OR strategy. Namely, the null
is rejected if /" exceeds the associated threshold at any sensor. For an OR
strategy the rate at which the null is rejected at each sensor a; differs from
the value of the global Type I error. An expression for a; as a function of «
can be derived by noting that the distributions of /" at each sensor are inde-
pendent under the null hypothesis; on this premise one has

a:l—ﬁ(1—5z,) [3.60]
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So, taking all the values of &;as equal one gets
a=1-(1-a)" [3.61]

which, for small values of q, is closely approximated by a/m.

Selection of n, and n,

Analytical optimization of n, and n = n, —n, +1 is not practical because the
result depends on the specific damage. An alternative that has been shown
to provide reasonable results is to use 7z = round(f,/f, ) where f, = sampling
frequency and f; = fundamental frequency (from the identification) and to
select n; from inspection of a plot of the threshold vs n;. Namely, the metric
I" for each channel is computed for a number of n, values using the training
data (for fixed n) and the result is organized from largest to smallest. The
threshold for each channel, U, at each n, value is the & - P entry, where P is
the number of data points used for training. A plot of ¥ vs n; can then be
made and one selects n, as the lowest value for which the rate of change of
the threshold is small. This approach, which entails judgment from the user,
is analogous to the selection of a regularization parameter in the solution
of a poorly conditioned system of equations. The whiteness test with the n,
and 7 selection described has been designated as the lag shifted whiteness
test (LSWT).

3.5.3 Change detection

The advantage that the system state does not switch back-and-forth from
healthy to damage can be realized by framing the problem as one of change
detection. In this case, the question posed is not whether a particular data
point is an outlier, but rather whether the aggregate of a sequence of points
(typically assumed independent under the null hypothesis) is such that a
change should be announced. A convenient approach to processing the data
for change detection is by means of control charts devised in the process
control field (Montgomery, 2009). A control chart is a depiction in the y-axis
of some metric whose probability depends on the state of the process vs
the sample number. Control charts were introduced by Shewhart, (1931)
and since then many types have been proposed. A recent literature review
can be found in Schmid (2007). The CUSUM chart is designed to perform a
hypothesis test regarding the shift in any parameter of a distribution that is
assumed to prevail when the null hypothesis is true. In this section we pre-
sent general expressions for the exponential distribution family and partic-
ular results for the Gaussian and the Gamma density functions.
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With y as the metric and # as the parameter that is allowed to vary in the
distribution (parameters vary one at a time) one has, for the exponential
family

f( y| 9) = elamb(Or+c(y)+ao)} [3.62]

Assuming independence, the probability of the sequence of values Y = y;
and i = 1,..., n, follows from Equation [3.62] as

b(8)Y a{y; 1+ Y c(y)+nd(6)
j=1 =

f(y|e)= e{ ~ [3.63]

Consider two postulated parameter 6, and 6,; we want to determine which of
the two is more likely, given the data. The answer is given by Equation [3.63]
evaluated for 6 = 6, divided by the same expression evaluated for = 6,. If
the ratio is >1 then 6, is more likely, and the opposite is true if the value is
<1.The ratio is

o ; g: Z;; _ e{(bw] )'M%)éél(y,)*”(d(& »d(8)) 3.64]
or, designating 3 = In(Y")

3, =(b(6) —5(90))261(% )+n(d(6,)—d(6,)) [3.65]
From inspection of Equation [3.65] it follows that

3, =3, +(b(6,)—b(8,))aly, ) +(d(6,)-d(6,)) [3.66]
or

3, =3, +(B(6,)-b(6,){a(y,)+k} [3.67]
where one has

k= d(6)-d(6,) [3.68]
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Negative values of 3,indicate that & = 6, is most likely. A single positive
value of 3, is not strong evidence that a switch to the alternative hypothesis
is appropriate because 3, is a random variable, but a trend in the upward
direction indicates that the alternative hypothesis is the more likely one.
While one can focus on the slope of 3, it is more convenient to inspect
the attainment of a critical upper movement once the slope turns positive.
This is easily done by reinitializing 3, whenever it goes negative and setting
some limiting positive value, i*, as a level which, when crossed, damage is
announced. Needless to say, there is always a finite probability that any level
will be crossed, even when the structure is not damaged, and this is known
as ARL, (average run length under the null hypothesis). Once damage
takes place there is also an average number of data points needed before
the threshold is crossed, and this depends on the amount of damage and on
the specific value of /4* selected, and is known as ARL,. Optimal values of 6,
and At depend, in principle, on the desired ARL, and on the magnitude of
A6 =0, — 6, for which one wishes to attain the minimum ARL,. In practice,
however, at least in damage detection of civil structures, our experience is
that refinement in the selection of these levels is unwarranted. Specifically, it
generally suffices to take 6, = 1.56, (or 1/1.5 if damage decreases the param-
eter) and select #* as the hard threshold using data for the training phase.
Although the shift suggested is large, numerical results indicate that the
results are insensitive to the specific choice in a wide range. Expressions for
a(y), b(6) and d(6) for specific parameters and distributions are presented
in Table 3.1.

Step by step procedure

e Compute L values of the metric in the reference state
e Fitadistribution to the metric (if neither Gaussian nor gamma work, then
results for some others can be found in Hawkins and Olwell (1997).

Table 3.1 Parameters for implementation of the CUSUM

Distribution 0 aly) b(6) d(e)
Gaussian N(u, o) u Y o 2
o’ 207
o (y=p2 1 ~Inlo)
2072
Gamma I'(c, B) o In(y) o-1 In(M(ex)) — exIn(B)
By 1 —aln(p)
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e Determine if 0 increases or decreases due to damage, and select 6,
accordingly

e Starting with 3, = 0,compute k and evaluate 3, using Equation [3.67] for
the healthy state. Recall that if 3 goes negative at any step it is replaced
by zero before executing the next step.

e From inspection of the results select 4"

e Process the data of the test phase exactly as before and announce dam-
age when the threshold /* is crossed.

In closing the damage detection discussion, we note that:

1. The difficulties in detecting damage under environmental changes
increase as the structure gets larger, because the environment affects the
complete system, while damage is typically local in nature.

2. Damage is easier to detect in lightly damped structures than in struc-
tures with heavier damping, because the variability of the discriminating
metric resulting from environmental changes is not significantly affected
by damping, while sensitivity to damage decreases with damping.

An example illustrating novelty detection using KPCA in conjunction
with the CUMSUM chart is presented next.

3.5.4 Example: detection of novel patterns using KPCA in
conjunction with the CUSUM chart

This example illustrates the detection of novel patterns by combining KPCA
with the CUSUM chart. The data considered, as shown in Fig. 3.4, are strongly
nonlinear in the input space. We note that the points marked as stars are not
included in the formulation of the KPCA model, but are used subsequently to
test novelty. The reconstruction error over the input space is depicted in Plate
I in the color section between pages 374 and 375 for o = 1.5 and pc = 180. As
can be seen, the approach captures the structure of the data accurately.

CUSUM

An inspection of the histogram of the reconstruction error of the model, for
the training data, shows that the distribution is approximately gamma, and
a distribution fit leads to @ = 2.14 and f = 0.02. The results of the CUSUM
(implemented as described) for the data of the model, with the test data
appended at the end, are depicted in Figs [3.5a] and [3.5b], where thresholds
based on hard boundaries are illustrated. As can be seen, the novelty of the
outliers is clearly detected.
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3.6 Damage localization

Once damage is identified it is sometimes of interest to obtain information
on its location. In contrast to detection, localization (with sparse sensors)
requires use of a model.

3.6.1 Stochastic damage locating vector approach (SDLV)

We present a damage localization approach that applies when the identi-
fication is carried out from output signals. The approach operates using a
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static model of the reference condition (i.e., no mass or damping properties
are needed) and is described in detail in Bernal (2006). Related procedures
that apply when the input can be measured, as well as variants that use the
system dynamics, are described in Bernal (2002,2007,2009,2010).

Let {A. and C.} be the system matrix and the state to output matrix in
continuous time, and let there be two sets of these matrices obtained from
identification, one for the reference condition and one for the damaged
state. For each state one computes

R(s)=C.A7'H~L [3.69]
where

H:[Cccf“c’l} and L:[é] [3.70a,b]

The difference between the damaged state and the reference state matri-
ces, R, is

AR=R,-R, [3.71]

Performing an SVD of the transpose of AR gives

D2

AR' = U><|:sl Y ]x[vl v, 3.72]
where the singular values s, are assumed to be small. Leaving aside tempo-
rarily the issue of how to decide when a singular value is sufficiently small,
let the s, set have p entries so V, e R”» where m = number of sensors. The
SDLV approach localizes the damage by inspecting the stress fields associ-
ated with the vectors in V,. Specifically, let V, = [vl v, L vp] and the
stress field on a model of the reference state due to v; be o; Taking the nor-
malized stress index for the jth vector as nsi;, namely

|"i|

[3.73]

"= maxlo|

one computes an aggregate index as

p-z+1

z nst;

WSI=— 7 [3.74]

p-z+1

max( 2 nsi;)
j=pr
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with the set of potentially damaged elements announced as those for which
the weighted stress index, WSI, is less than some threshold. In Bernal (2006)
it is recommended that the number of terms (z) in Equation [3.74] be com-
puted as follows: (1) normalize the singular values to a maximum of unity;
(2) take the square root; (3) count how many are less than 0.1 (say there are
q), and; (4) take z equal to g/2, rounding downward.

We conclude by noting that the SDLV approach does not state that the
damage is in elements where the stress field is small but rather that the
elements that have significant stresses are not damaged. The theoretical
resolution of the SDLV approach depends on the location of the sensors
and is clarified in the original reference. Improvements in resolution can
be realized by calling on the dynamic system properties using the SDDLV
approach (Bernal, 2010).

3.7 Future trends

The literature in vibration-based structural health monitoring is vast and
continues to expand at a fast rate. Progress in the detection side is likely to
come from improvements in the formulation of refined models for environ-
mental effects. In localization, methods that avoid a model altogether and
make up for it with a large sensor density may prove feasible and, if so, could
lead to improved robustness and practicality. Although not treated here due
to space constraints, damage quantification is a relatively simple step once
the correct locations are identified.

3.8 Sources of further information and advice

There are various excellent sources of information on analytical tech-
niques for damage characterization in the literature. Chapter 2 of the book
Structural Health Monitoring, edited by Balageas, Fritzen and Guemes
(2006), for example, is a good reference for vibration-based techniques, and
the texts by Patton and Frank (2000) on fault diagnosis provide a summary
of the state of the art from the systems theory perspective.
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Abstract: The primary objective of this chapter is to develop output only
modal identification and structural damage detection. Identification of
multidegree of freedom (MDOF) linear time invariant (LTI) and linear
time variant (LTV — due to damage) systems based on time-frequency (TF)
techniques — such as short-time Fourier transform (STFT), empirical mode
decomposition (EMD), and wavelets — and also a newly-merging blind
source separation (BSS) technique is discussed. STFT, EMD, and wavelet
methods developed to date are reviewed in sufficient detail. In addition,
a Hilbert transform (HT) approach to determine frequency and damping
is also presented. In this chapter STFT, EMD, HT, and wavelet techniques
are developed for decomposition of free-vibration response of MDOF
systems into their modal components. Once the modal components are
obtained, each one is processed using HT to obtain the modal frequency
and damping ratios. In addition, the ratio of modal components at different
degrees of freedom facilitate determination of mode shape. In cases with
output only modal identification using ambient/random response the
random decrement technique is used to obtain free-vibration response.
The advantage of TF techniques is that they are signal-based, hence,
they can be used for output only modal identification. A three degree of
freedom 1:10 scale model test structure is used to validate the proposed
output only modal identification techniques based on STFT, EMD, HT,
and wavelets. Both measured free-vibration and forced-vibration (white
noise) response are considered. The second objective of this chapter
is to show the relative ease with which the TF techniques can be used
for modal identification and their potential for real-world applications
wherein output only identification is essential. Recorded ambient
vibration data processed using techniques such as random decrement
technique can be used to obtain the free-vibration response, so that
further processing using TF-based modal identification can be performed.

Key words: output only modal identification, time-frequency techniques,
short-time Fourier transform (STFT), empirical mode decomposition

(EMD), Hilbert transform (HT), wavelets, blind source separation (BSS),
independent component analysis (ICA).
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4.1 Introduction

Modal identification of structural systems is a key step in the process of
structural identification, structural health monitoring, and damage detec-
tion. It essentially requires an inverse problem to be solved from measured
or recorded response of the structures under ambient or dynamic loading
such as earthquakes, wind and waves. The aim is to estimate properties of
the structures such as natural frequencies, mode shapes, energy dissipation
characteristics, and strength and stiffness deterioration due to damage. Such
estimates are required to be performed only from output signals. This is
especially the case for large civil structures where input excitation cannot
be directly measured in most practical situations.

System identification of structures has classically been performed in two
different paradigms: (i) time-domain analysis; and (ii) frequency domain
analysis. Several approaches to time-domain system identification have
been developed, such as state estimation using Kalman filter, stochas-
tic analysis and modeling, recursive modeling, and least squares method.
System identification and fault detection techniques are also currently being
developed. The work of Nagarajaiah and co-workers has led to the devel-
opment new interaction matrix formulation and input error formulation
(Koh et al., 2005a, b, 2008), based on the concept of analytical redundancy,
to detect and isolate the damage/faults in structural members, sensors, and
actuators in a structural system (Li et al., 2007; Chen et al.,2007,2008a, b).
The new techniques can detect the presence of fault/damage in a structure
(Level 1), locate the member/sensor/actuator in which fault/damage is exis-
tent (Level 2), and determine the time instants of occurrence (Level 3). The
resulting error function would indicate real-time failure/damage of a mem-
ber, sensor, or actuator. The interaction matrix technique allows the devel-
opment of input-output equations that are influenced only by one target
input. These input—output equations serve as an effective tool to monitor
the integrity of each member, sensor, or actuator, regardless of the status
of the others. The procedure requires knowledge of the analytical model
of the healthy system being tested, and the analytical redundancy can be
experimentally predetermined through input-output-based system identi-
fication. Additionally, the authors have developed an ARMarkov observer
bank algorithm to detect the extent of damage — Level 4 (Dharap et al.,
2006). They have also shown experimentally that the proposed algorithms
successfully identify failures of actuators or sensors that are attached to
the truss structure in tests on the NASA 8-bay 4 m long truss (Koh et al.,
2005a; Li et al., 2007). Considering the limited number of measurements
and the complexity of the structure, test results ensure the capability of
the proposed procedure in detecting and isolating the simultaneously and
arbitrarily occurred multiple failures. In addition, new time-segmented
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system identification techniques have been proposed (Nagarajaiah et al.,
2003, 2004). More recently, Yang and Nagarajaiah established a series of
output only algorithms based on a new unsupervised learning technique
blind source separation (BSS) or independent component analysis (ICA).
Specifically, the developed time-frequency (TF) STFT-ICA can perform
effective modal identification of highly-damped structures (Yang and
Nagarajaiah, 2013a); also, ICA has been discovered to bias toward sparse
components that typically signify damage, thus capable of blindly identify-
ing even multiple damage instants (Level 3) and damage locations (Level
2),simultaneously (Yang and Nagarajaiah, 2012). In addition, the proposed
sparse component analysis (SCA) modal identification method (Yang and
Nagarajaiah, 2013b) in the framework of underdetermined BSS is able to
identify all the present modes using dramatically few sensors, in which sit-
uation traditional modal identification methods may not work. These algo-
rithms are validated using numerical and experimental models, as well as
real-world seismic-excited structures. The advantages of these BSS meth-
ods lie in their elegant formulations, straightforward implementations, and
efficient computations.

Signal-based identification techniques, i.e. those based on analysis of
response signals of structures, have also been developed. A large volume
of work has been carried out based on time-series analysis in the context
of output only modal identification and damage detection. Spiridonakos
et al. (2010) carried out time-domain identification of time varying (TV)
mechanical structures using time-dependent auto-regressive moving aver-
age (ARMA) models. Laboratory tests on TV systems simulated by a beam
with a moving mass were performed and the results compared with ‘frozen-
configuration’ baseline model. It was concluded that functional series-based
models performed best. Worden et al. (2000) considered damage detection
using statistical process control charts using mean and variance of the resid-
ual of the auto-regressive (AR) model of the signals. Sohn and Farrar (2001)
presented damage detection using statistical pattern recognition methodol-
ogy on AR time series of dynamics signals recorded. Change in AR coeffi-
cients from recorded signals embedded into a wireless sensor has shown the
prospect of implementation of damage detection algorithms in the context
of a wireless sensor network (Lynch et al.,2004).

A significant amount of research is currently being focused on output
only modal identification and damage detection techniques for various
types of applications. Deraemaeker et al. (2008) studied the output only
damage detection under environmental changes using an automated sub-
space identification methodology. Damping ratios of bridges were identified
by Gonzalez et al. (2012) using acceleration records from vehicle axles using
simulated signals from a quarter car model. The vehicle-bridge interaction
(VBI) was simulated, and the effect of noise and road surface roughness was
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investigated. Fan and Qiao (2011) carried out a review of modal parameter-
based damage identification methods in beams and plates. Milanese et al.
(2008) detected joint loosening using output only strain data from broad-
band vibration excitation. Zheng and Mita (2012) proposed distance mea-
sures of AR models to identify damage from the output signals and applied
the technique to a five-story building model. Gul and Catbas (2008) used a
complex mode indicator function with random decrement on output only
data from ambient vibration to identify modal parameters. Laboratory test
on a steel grid and field test on a long span bridge were conducted. The
methodology was used to identify damage on the steel grid.

Parallel to the advances in sensing and data acquisition techniques,
there has been a tremendous development of signal processing techniques,
which allows extraction of information from the available data sensed in
the form of either signals or images. Several identification techniques have
been proposed for structural dynamic systems in the recent past (Worden
and Tomlinson, 2001). Most of the techniques and algorithms proposed
are based on the use of different integral transforms. Among the available
techniques, those based on the use of Hilbert transform (HT) by Tomlinson
(1987) and Feldman (1994a, b) have become popular. The classical method
of frequency domain analysis is by means of Fourier transform (FT) and
its algorithmic implementation, the discrete Fourier transformation (DFT).
Though DFT has been widely used for modal analysis and other system
identification tasks, it has several limitations. Fourier analysis is inherently
global in nature and provides average information over time, ignoring the
TV nature of a non-stationary signal.

TF methods (Cohen 1995; Huang et al., 1998), such as short-time Fourier
transform (STFT) and wavelets, are used extensively for signal processing.
New techniques such as empirical mode decomposition (EMD) (Huang
et al., 1998) have been developed for signal processing of non-stationary
signals. STFT and EMD techniques, with HT, have played a key role in
the development of new TF-based controllers for semiactive, smart tuned
mass dampers (Nagarajaiah et al., 1999; Nagarajaiah and Varadarajan,
2001; Nagarajaiah and Varadarajan, 2005; Nagarajaiah and Sonmez, 2007;
Nagarajaiah, 2009; Narasimhan and Nagarajaiah, 2005; Varadarajan and
Nagarajaiah, 2004). Modal identification using EMD and HT has been
developed (Nagarajaiah and Varadarajan, 2001; Nagarajaiah, 2009; Yang
et al., 2003, 2004). Wavelets have played a key role in the development
of new linear quadratic TV controllers (Basu and Nagarajaiah, 2008)
and modal identification of TV systems (Basu et al., 2008) by the authors.
Wavelets, with HT, have also been used to estimate frequency and damp-
ing (Staszewski, 1997), modal and damage identification (Staszewski et al.,
1998, 2007; Basu, 2007; Chakraborty et al., 2006; Basu, 2008; Pakrashi et al.,
2007; Goggins et al.,2007).
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Recently, several TF analysis tools, particularly wavelet analysis technique,
have proved to be powerful for system assessment, structural health and fault
monitoring (Staszewski and Tomlinson, 1994; Wang and McFadden, 1996;
Al-Khalidy et al., 1997; Ghanem and Romeo, 2000; Addison et al.,2002), sys-
tem identification (Staszewski, 1997, 1998; Ruzzene et al., 1997; Gurley and
Kareem, 1999; Kitada, 1998; Kypriyanou and Staszewski, 1999; Robertson
et al.,1998; Lardies and Gouttebroze, 2000; Piombo et al.,2000; Ghanem and
Romeo,2001; Kijewski and Kareem,2002,2006,2007;Jiang and Mahadevan,
2008; Chen et al.,2009; Le and Paultre, 2012), and damage detection (Naldi
and Venini, 1997; Staszewski et al., 1998; Liew and Wang, 1998; Okafor and
Dutta, 2000; Wang and Deng, 1999; Hou et al., 2000; Chatterjee and Basu,
2001, 2006; Patsias and Staszewski, 2002; Patsias et al., 2002; Melhem and
Kim, 2003; Chang and Chen, 2003; Gentile and Messina, 2003; Loutridis
et al., 2004; Rucka and Wilde, 2006; Spanos et al., 2006; Gangadharan et al.,
2009) by analyzing vibration signals. Some of the early researchers on anal-
ysis of vibration signals using wavelets include Newland (1993, 1994a, b),
Zeldin and Spanos (1998) and Basu and Gupta (1997 1998, 1999a, b). The
above mentioned references are representative of a vast amount of literature
available as result of the research in the past decade and a half. An overview
of wavelet analysis with several different applications has been provided by
Robertson and Basu (2008) and Staszewski and Robertson (2007).

Lately, the unsupervised BSS learning technique (Comon and Jutten,
2010) has attracted considerable attention as a new signal processing tool
in structural dynamics and structural identification (Antoni, 2005). BSS is
able to recover the hidden source signals and the unknown mixing pro-
cess using only the measured mixture signals; it is thus particularly suit-
able for output only identification. Several BSS learning algorithms — such
as ICA (Hyvirinen et al., 2000), second order blind identification (SOBI)
(Belouchrani et al., 1997), and SCA (Gribonval and Lesage, 2006) — have
been explored to perform output only structural identification, enjoying
intuitive physical interpretation, straightforward implementation, and com-
putational efficiency. As the most popular BSS technique, ICA uses a higher
order statistics of signals to estimate the BSS model, while SOBI is based
on the second order statistics of signals and uses the joint approximate diag-
onalization (JAD) algorithm to perform BSS estimation. Kerschen et al.
(2007) proposed that the vibration modes can be viewed as the virtual ICA
modes and used the time-domain ICA method to identify the modal param-
eters of undamped or lightly damped structures. SOBI was shown to have
potential in identification of higher-damped structures (Poncelet et al., 2007,
Zhou and Chelidze, 2007), complex modes (McNeill and Zimmerman, 2008),
and structures subjected to non-stationary excitation (Hazra et al., 2010a,
b). To tackle the damping effect in the ICA method, Yang and Nagarajaiah
(2013a) proposed a TF BSS algorithm STFT-ICA, and showed that it is
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effective for identifying even highly-damped structures in free or random
vibration (stationary or non-stationary) subject to heavy measurement noise.
Furthermore, Yang and Nagarajaiah (2012) discovered that the ICA learning
rule naturally extracts sparse components, which typically indicate damage
features; combining the wavelet transform, they proposed a new output only
method WT-ICA that is able to simultaneously identify single or multiple
damage instants and damage locations and is validated by detailed simula-
tions and practical examples. An outstanding advantage of the ICA method
is that it has a robust FastICA algorithm that enjoys cubic convergence rate,
and is thus superior for identification of large-scale structures and promising
in wireless platform.

In addition, the modal identification issue with fewer sensors than modes
is also addressed in the framework of underdetermined BSS. Hazra et al.
(2012) combined the EMD and SOBI to solve the underdetermined modal
identification problem. They assumed the a priori knowledge of mode-
shapes to proceed with the identification. Sadhu et al. (2011) conducted the
modal identification in the wavelet domain using SOBI, and combined sev-
eral identified partial modeshapes to yield a complete modeshape matrix.
Abazarsa et al. (2012) used a new underdetermined BSS technique called
PARAFAC to handle this problem. In particular, they provided the iden-
tifiability criterion of the minimum sensor number of their method. Yang
and Nagarajaiah (2013b) used the SCA method to perform output only
identification. They showed that the SCA method can accurately identify
the modal parameters in either the determined or underdetermined case
where sensors may be dramatically few. In the numerical and experimental
examples, they illustrated that it can be run automatically without any prior
knowledge of the structure or expert interference.

The primary objective of this chapter is to present output only modal iden-
tification and structural damage detection. Identification of multidegree of
freedom (MDOF) linear time invariant (LTT) and linear time variant (LTV —
due to damage) systems based on TF techniques — such as STFT, EMD, and
wavelets — is discussed. STFT, EMD, and wavelet methods developed to date
are reviewed in sufficient detail. In addition, an HT approach to determine
frequency and damping is also presented. In this chapter STFT, EMD, HT,
and wavelet techniques are developed for decomposition of free-vibration
response of MDOF systems into modal components. Once the modal com-
ponents are obtained, each one is processed using HT to obtain the modal
frequency and damping ratios. In addition, the ratio of modal components
at different degrees of freedom facilitates determination of mode shape. In
cases with output only modal identification using ambient/random response,
the random decrement technique is used to obtain free-vibration response.

The advantage of TF techniques is that they are signal-based; hence, they
can be used for output only modal identification. A three degree of free-
dom 1:10 scale model test structure is used to validate the output only
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modal identification techniques based on STFT, EMD, HT, and wavelets.
Both measure free-vibration and forced-vibration (white noise) response
are considered. The second objective of this chapter is to show the relative
ease with which the TF techniques can be used for modal identification, and
their potential for real-world applications wherein output only identification
is essential. Recorded ambient vibration data processed using techniques
such as random decrement technique can be used obtain the free-vibration
response, so that further processing using TF-based modal identification can
be performed.

4.2 Time-frequency (TF) methods: STFT, EMD and HT

In this section an introduction to TF methods STFT, EMD and HT is pro-
vided. The concept of analytical signal is described and the means to obtain
it using HT is presented.

4.2.1 Analytical signal and Hilbert transform

Signals in nature are real valued, but for analysis it is often more convenient
to deal with complex signals. One wants the real part, s(t), of the complex
signal, 5,(¢), to be the actual signal under consideration. How does one fix
the imaginary part, s(¢), to form the complex signal? In particular, if one
wants to write a complex signal, how does one choose s(¢)? The standard
method is to form the ‘analytic’ signal, s,(7),

50 = 5(0)+j5() [4.1]

where j=+/—1. This can be achieved by taking the spectrum of the actual
signal, s(), deleting the negative part of the spectrum, retaining only the
positive part of the spectrum, multiplying it by a factor of 2, and then form-
ing the new (complex) signal by Fourier inversion. More specifically, if one
has a real signal, s(¢), calculate s(®). Form the complex signal with the pos-
itive part of s(®) only,

5. (1)= 2% [ s(0)emdo [4.2]

The factor of 2 is inserted so that the real part of the complex signal will
be equal to the real signal that one started out with. Therefore substituting
for s(w):

s, (1)= %J: js (t')e 7o e idt do [4.3]
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Using the fact that
- Ox P l
jo e dw=ns(x)+ . [4.4]
one has
- jax{t—1") — (44 ]
[Tetdo=n8(t-1')+— [4.5]
hence
1 J
t)==|s(t')| mo(t—1")+ dr’ 4.6
s.(0)=2fs(0)(mote-r)s L) 4
or
s, (t)= s(t)-i—lr s() dr [4.7]
! mi=t—t
The imaginary part turns out to be the HT:
_ 1= s(t')
s=H|s(t)|=— dr’ 4.8
s=H[s(]=—] — [48]
Hence,
s, (t)=s(t)+jH [s (t)] =s(t)+Js [4.9]

The complex signal thus formed, s, (¢), is called the analytic signal. Note
that, by definition, analytic signals are signals whose spectra consist only of
positive frequencies. That is, the spectrum is zero for negative frequencies.

As per Equations [4.1]-[4.9], the analytic signal can be obtained by: (1)
taking the FT of s(¢); (2) zeroing the amplitude for negative frequencies and
doubling the amplitude for positive frequencies; and (3) taking the inverse
FT. The analytic signal s, (¢) can also be expressed as

s, (t)= A(t)e? [4.10]

where A(r) = instantaneous amplitude and ¢(¢) = instantaneous phase.
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4.2.2 Instantaneous frequency

In the analyticsignal given by Equations [4.1] and [4.10], A(t) = \/(s?(1)+57(7))
and ¢(r)= arctan(?t) / s(t)) , the instantaneous frequency w; (¢) is given by

o, ()= ¢(t)= %[arctan [%D [4.11]
where

dp 1 ds(t)/s(r) 412]

E_l+(§2([)]2 dt '

(1)

and

450 _ 5505050

T ) [4.13]

From Equations [4.12] and [4.13] one obtains
0, ()= 20 ) g))) ) [4.14]

4.2.3 Short-time Fourier transform (STFT) and
spectrogram

The FT of a signal s(¢) is given by s(w) = 1/\_2/_7tj.s(t)e*f“”dt .The STFT, the
first tool devised for analyzing a signal in both time and frequency, is based
on the FT of a short portion of signal s, (7) sampled by a moving window
h{7—1t). The running time is 7 and the fixed time is 7. Since the time inter-

val is short compared to the whole signal, this process is called taking the
STFT.

S, (w) =

- =l

T)e drt [4.15]

where s, (7) is defined as follows:
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s, (7)=s(t)h(z-1) [4.16]

in which h(7-1) is an appropriately chosen window function that empha-
sizes the signal around the time ¢, and is a function 71 i.e., 5, (7) = s(7) for
7 near ¢ and s,(7)=0 for 7 far away from 7. Considering this signal as a
function of 7, one can ask for its spectrum. Since the window has been cho-
sen to emphasize signal at ¢, the spectrum will emphasize, and hence give an
indication of, the frequencies at that time. In particular the spectrum is

S, (@)= h(t—1)e i dt [4.17]

=50

which is the STFT.

Summarizing, the basic idea is that if one wants to know the frequency
content of the signal at a particular time, 7, then take a small piece s, (7) of
the signal around that time and Fourier analyze it, neglecting the rest of the
signal, obtaining a spectrum at that time. Next take another small piece, of
equal length of the signal, at the next time instant and obtain another spec-
trum. Proceed in this way till the entire signal is sampled. The collection of
all these spectra (or slices at every time instant) gives a TF spectrogram,
which covers the entire signal, and captures the localized TV frequency con-
tent of the signal. If one performs an FT then the localized variations of
frequency content are lost, since FT is performed on the whole signal; one
gets an average spectrum of all those obtained by STFT.

The energy density of the modified signal and the spectrogram are
given by:

P(t,w)=

s, (a))z‘ or [4.18]

2

Py (t,w) = T)h(t—t)e ' dt [4.19]

=l

By analogy with the previous discussion it can be used to study the behav-
ior of the signal around the frequency point w. This is done by choosing a
window function whose transform is weighted relatively higher at the fre-
quency o.

H(w)=

1 o

=l he s [4.20]
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s, ()= %_ES(@’)H(&)— o' )e " day [4.21]

s, (7)=s(7)h(r—-1)= }%I:QS[ (w)ere da)‘ [4.22]

where @’ is running frequency and o is fixed frequency. The spectrogram is
given by

2

Py (t,0) = o' )e "t daf [4.23]

‘HL -

The limitation of STFT is its fixed resolution (we will discuss this more
in a later section on wavelets), which can be overcome with multiresolution
analysis (MRA) using wavelets. In STFT, the length of the signal segment
chosen, or the length of the windowing function /(z), determines the reso-
lution: a broad window results in better frequency resolution but poor time
resolution, and a narrow window results in good time resolution but poor
frequency resolution, due to the time-bandwidth relation (uncertainty prin-
ciple; Cohen, 1995). Note /() and H (@) are FT pairs (Equation [4.20]) i.e.,
if 2(¢) is narrow, more time resolution is obtained; however, H () becomes
broad, resulting in poor frequency resolution and vice versa.

4.2.4 STFT implementation procedure

The implementation procedure for the STFT in the discrete domain is car-
ried out by extracting time windows of the original non-stationary signal
s(t). After zero padding and convolving the signal with the Hamming win-
dow, the DFT is computed for each windowed signal to obtain STFT, s, (w),
of signal s, (7). If the window width is n.Ar (where n is the number of points
in the window, and At is the sampling rate of the signal), the kth element in
s, (@) is the Fourier coefficient that corresponds to the frequency,

o, = ZLAkt(for window width n.Ar) [4.24]
n.

4.2.5 Empirical mode decomposition (EMD)

For a multicomponent signal — as in a multimodal or MDOF response — the
procedure described in the previous section to obtain the analytic signal
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and instantaneous frequency cannot be applied directly, as described ear-
lier. The EMD technique, developed by Huang (Huang, 1998), adaptively
decomposes a signal into ‘intrinsic mode functions (IMF),” which can then be
converted to an analytic signal using HT. The TF representation and instan-
taneous frequency can be obtained from the intrinsic modes extracted from
the decomposition, using HT. The principal technique is to decompose a sig-
nal into a sum of functions that (1) have the same numbers of zero cross-
ings and extrema, and (2) are symmetric with respect to the local mean. The
first condition is similar to the narrow-band requirement for a stationary
Gaussian process. The second condition modifies a global requirement to a
local one, and is necessary to ensure that the instantaneous frequency will
not have unwanted fluctuations, as induced by asymmetric waveforms. These
functions are called intrinsic mode functions (IMF denoted by imf;) obtained
iteratively (Huang ez al., 1998). The signal, x, (¢), for example, j* degree of
freedom displacement of a MDOF system, can be decomposed as follows

x,(1)= 21'@‘,, (6)+1,(¢) [4.25)

where imf; (t) are the IMF’ (note: dominant IMFs are equivalent to individ-
ual modal contributions to x; (¢) — which will be demonstrated in a later sec-
tion) and 7, {r) is the residue of the decomposition. The IMFs are obtained
using the following algorithm:

1. Initialize;r, = x; (1), i=1
2. Extract the imf; as follows:
a.Initialize: h, (t) =1, (1), j=1
b. Extract the local minima and maxima of 4, , (1)
c. Interpolate the local maxima and the local minima by a spline to form
upper and lower envelopes of &;_, (1), e, (t) and e, () , respectively.
d.Calculate the mean m;, of the upper and lower envelopes

el (1) 46, (1)
- 2
e. hy (1) =hyy (t)=m;, (7).
f. If stopping criterion is satisfied then set imf; (t) = h; (1), else go to (b)
with j=j+1
3. r{t)=r_ (t)—imf, (1)
4. If r; (1) still has at least two extrema, then go to 2 with i = i+1; otherwise
the decomposition is finished and r, (¢) is the residue.

The analytic signal, s, (r), and the instantaneous frequencies, ; (1), asso-
ciated with each imf;(t) component can be obtained using Equations
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[4.1]-[4.14] by letting s(¢) = imf; (t) and s, (¢) = s(¢ )+]H( (¢ )) for each IMF
component.

To ensure that the IMF components retain the amplitude and frequency
modulations of the actual signal, a satisfactory stopping criterion for the
sifting process is defined (Rilling et al., 2003). A criterion for stopping is
accomplished by limiting the standard deviation, SD (Huang et al., 1998), of
h(t), obtained from consecutive sifting results as

L (kar)=hy (Fear)] ] 4261

|4 (
b= 2{ 2 (kav)

where /=T / At and T = total time. A typical value for SD is set between 0.2
and 0.3 (Rilling et al., 2003). An improvement on this criterion is based on
two thresholds 6, and 6,, aimed at globally small fluctuations in the mean
while taking into account locally large excursions. This amounts to introduc-
ing a mode amplitude a(¢) and an evaluation function o (¢):

a(z)=(—‘f"m “);‘f"“"“)] [4.27]

[4.28]

Sifting is iterated until o(t) < 6, for a fraction of the total duration while
o(t) < 6, for the remaining fraction. Typically 6, = 0.05 and 6, = 106, (Rilling
etal.,2003).

4.3 Modal identification of linear time invariant (LTI)
and linear time variant (LTV) systems using
EMD/HT and STFT

EMD can be used to decompose a signal into its multimodal components
(+ residual IMF components + residue). In a lightly damped system with
distinct modes, EMD can extract the multicomponent modal contributions
(or IMFs) from the jth degree of freedom (DOF) displacement response
of a MDOF system. Each of these IMF components can then be analyzed
separately to obtain the instantaneous frequency and damping ratios. If the
displacement of the MDOF LTT system is represented by vector x=®q,
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where ®=modal matrix, q = modal displacement vector, then combining it
with Equation [4.25] leads to the following equation for x; (¢), the jth degree
of freedom displacement of a MDOF LTI system:

x, (1) = iimﬁ ()41, (1) = i(bﬁq, (O)+ Y imf (1) +7,(0) [4.29]

i=m

where m = number of modes of a MDOF system, and IMFs from m to n are
treated as residual terms along with the actual residuals and discarded.
The equation of motion of an MDOF is given by

Mx +Cx+ Kx+ MRf [4.30]
substituting x = ®q,
DT MDj+ DT CDG + DT KDg = O MRS [4.31]

The proportional damped system with orthonormal @ leads to m uncou-
pled equations of motion with

28w, 0 0 0w 0 0
0 28,0, 0 0 0
diag[A,]= ' ‘ diag[A,]= ‘
0 0 00 0 20, 0 0 000
G +28.0,G, + 07 q =T f (4.32]

where I', = ®/ MR, with f as input and ¢, as output, taking the Laplace
transform

(s> +2& s+ @7 ) (s) =T f(s) [4.33]
Dropping I', for generality, the transfer function is then given by

1

H =
() s2+25 0,5+ 0}

[4.34]
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and the frequency response function (FRF) is given by

1
H, (jo)= 4.35
<o) —-0* + j25, 0,0+ @} [433]

Noting x, = ®,¢q, and x; as the jth component of the displacement con-
tributed by the kth mode, and with f as input and x; as output, the transfer
function

Hy (jo)=

S 0, [4.36]

((UIE wz)+ j2l 0.0

If the structure is lightly damped, the peak transfer function occurs at
o = o, with amplitude

V1+de [4.37]

|H (l'w)‘:T i

From Equation [4.37] it is seen that the magnitudes of the FRF peaks at
o = m, are proportional to the components of the kth modal vector. The
sign of these components can be determined by phases associated with the
FRFs: if two modal components are in phase they are of the same sign, and
if the two modal components are out-of-phase they are of opposite sign.
With knowledge of the magnitude of the peaks, the damping factor, &, can
be solved from Equation [4.37]. From Equation [4.36] summing over all
modes gives

H; (jo)= 2 (fikq)[k. [4.38]
k=1 (wk - )+ j28 w0
which can be written as
n A
Hy(jo)=Y L [4.39]

k=1 (wI% _w2)+j2§kwkw

with | A; = ¢, ¢, being the residues or modal components. Taking the
inverse transform of Equation [4.39] gives the general form of the impulse
response function (IRF):
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n A
By (1) =Y “—Le &0 sin(w,t) [4.40]

k=1 D

where @, = o, J1- &} = damped frequency of the kth mode. It follows from
Equation [4.39] that the MDOF LTI system frequency responses are the
sum of n single degree of freedom frequency responses, provided that well
separated modes and light proportional damping are valid, and the residues
and the modes are real. For non-proportional damped systems the residues
and modes become complex.

Consider the function e~/ with o, = £, ®,, and @, = @,.For adamped
asymptotically stable system with o > 0, we can rewrite the Equation [4.36]
for mode k by taking inverse FT

hy (1) = Aje o sin (1) [4.41]

i (1) = Aye o cos(w,t) [4.42]
where A, =®,/w, ,leading to the analytic signal

Py, (6) = B (0)+ e (1) [4.43]

that can be written as

hy, (1) = Aper® [4.44]
The magnitude of this analytic signal is given by:

|hﬂ<“ (t)| = |;1fk‘ = \/W [4.45]
Substituting Equation [4.3] and simplifying results:

A |= Ayeon [4.46]
Taking the natural logarithm of this expression yields:

log| Ay |= -0t +10g(A, ) =&, +1og(Ay) [4.47]



Modal identification and structural damage detection 109

4.3.1 Modal identification based on empirical mode
decomposition

Nagarajaiah and co-workers originally developed the EMD/HT modal
identification approach for tuning STMD in 2001 (Nagarajaiah and
Varadarajan, 2001), based on their earlier work (Nagarajaiah et al.,
1999) on variable stiffness systems. The advantage of this approach is that
it is signal-based and output only; hence, measured response at any one
DOF can be used to make useful estimates of the instantaneous frequency
and damping ratio. However, to estimate modeshapes, response signals at
more degrees of freedom will be needed. Each significant IMF component
represents one modal component with unique instantaneous frequency
and damping ratio.

Individual mode FRF and corresponding IRF can be extracted when band-
pass filters (Thrane, 1984) are applied to the system FRE Equation [4.46]
can be used to estimate damping in the kth mode, as suggested originally by
Thrane in 1984 and adopted by Agneni in 1989. In 2003 Yang and co-workers
(Yang et al.,2003,2004) extended this approach by using EMD/HT to decom-
pose and obtain IMFs and perform modal identification. In the case when
the inputs are white noise excitation and the output accelerations at a certain
floor are available, one can obtain the free-vibration response from the sta-
tionary response to white noise using the random decrement technique fol-
lowed by instantaneous frequency and damping calculations.

The EMD/HT outlined below was developed independently by
Nagarajaiah and co-workers (Nagarajaiah and Varadarajan, 2001):

1. Obtain signal x; (1), jth degree of freedom displacement of a MDOF sys-
tem, from the feedback response.

2. Decompose the signal x; () into its IMF components as described in
Equations [4.29] and [4.25].

3. Construct the analytical signal for each IMF/modal component using
HT method described in Equation [4.9].

4. Obtain the phase angle of the analytic signal and then obtain the instan-
taneous frequency from Equation [4.14].

5. Obtain the log amplitude function of the analytic signal; perform least
squares line fit to the function (which will be a decreasing function fluc-
tuating about a line and not necessarily linear at all times). Then using
Equation [4.47] compute the slope and damping ratio.

6. The ratio of modal components at different degrees of freedom facilitate
determination of modeshape.

7. In the case of output only modal identification with ambient/random
excitation, use the random decrement technique (Ibrahim, 1977) to
obtain the free-vibration response.
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4.3.2 Modal identification based on STFT

After obtaining a spectrogram, an FRF at a given time can be extracted, and
the individual mode FRF and corresponding IRF can be extracted when
band-pass filters (Thrane, 1984) are applied. The frequencies can be identi-
fied by applying HT to the IRF as per Equation [4.44]. Equation [4.46] can
be used to estimate damping in the kth mode, as suggested originally by
Thrane in 1984 and adopted by Agneni in 1989. The ratios of modal compo-
nents at different degrees of freedom facilitate determination of modeshape.
In the case of output only modal identification with ambient/random excita-
tion, the random decrement technique can be used to obtain free-vibration
response.

4.4 Modal identification of LTI and LTV systems
using wavelets

The wavelet function can be defined as

(W, x)(a.b) = \/ij (t ab)dt [4.48]

where b is a translation indicating the locality, a is a dilation or scale param-
eter, ¥ () is an analyzing (basic) wavelet and ¥* () is the complex conjugate
of ¥ (). Each value of the wavelet transform (W x) (a,b) is normalized by the
factor 1/~/a. This normalization ensures that the integral energy given by
each wavelet v, , ( ) is independent of the dilation a. The function l//( ) quali-
fies as an analyzing wavelet when it satisfies the admissibility condition

c, = L[| Wl(aj)r ]dw <o [4.49]

where y () is the FT of y (¢). This is necessary for obtaining the inverse of
the wavelet transform given by

= (wajé“’b)lw(t;bjd‘;fb [4.50]

The possibility of TF localization arises from the y(¢) being a window
function, which means that additionally
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[ w(@)|de < [4.51]

which follows from Equation [4.45]. One of the most widely used functions
in wavelet analysis is the Morlet wavelet defined by:

w(t)= ei2nfhlilo-lif /2 [4.52]
The Fourier spectrum of Morlet wavelet is a shifted Gaussian function
Y(f)=2me?r U1 [4.53]

In practice the value of f, > 5 is used. The wavelet transform is a linear
representation of a signal. Thus it follows that for a given N functions x; and
N complex values ¢; (i =1,2,...,N)

(ina,xij(a’b): iai (ngi)(aab) [4.54]

i=1

The frequency localization is clearly seen when the wavelet transform is
expressed in terms of the FT,

(W,x)(@.b)=a[~ X (f)w;, (af Jer=rdf [4.55]

where y () is the complex conjugate of y (-). This localization depends on
the dilation parameter a. The local resolution of the wavelet transform in
time and frequency is determined by duration and bandwidth of the analyz-
ing functions given by

A,

At=aht,, Af = ;

[4.56]

where At, and Af, are duration and bandwidth of the basic wavelet func-
tion respectively. For the Morlet analyzing wavelet function, the relation-
ship between the dilation parameter a; and the signal frequency f, at which
the analyzing wavelet function is focused, can be given as

{2
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where f; and f, are the sampling frequencies of the signal and the analyzing
wavelet, respectively. The frequency bandwidth of the wavelet function for
the given dilation a can be obtained using a frequency representation of the
Morlet wavelet and expressed as

Af, = (%)[fi) [4.58]

which allows one to obtain a single element of the wavelet decomposition
of the function for a given value of frequency (dilation) and frequency
bandwidth.

The wavelets are scaled to obtain a range of frequencies. They are also
translated to provide the time information in the transform. The wavelet
transform works as a filter, allowing only a certain time and frequency con-
tent through. Any given atom in the TF map of the wavelet transform (see
Fig. 4.1) represents the correlation between the wavelet basis function at that
frequency dilation and the signal in that time segment. The frequency content
of the wavelet transform is represented in terms of scales, which are inversely
related to frequencies. The squared amplitude of the continuous wavelet
transform (CWT) is therefore called the scalogram. The relationship between
scales and frequencies can be used to form a TF map from the scalogram.

Since the wavelet works in a manner similar to the STFT, by convolving
the signal with a function that varies in both time and frequency, it suffers
from similar limitations in the resolution of the TF map. Both transforms
are confined by the uncertainty principle, which limits the area of a TF atom
in the overall TF map (see Fig. 4.1). The biggest difference between the two
transforms is that the atoms in the WT map are not a constant shape. In
the lower frequencies, the atoms are fatter, providing a better resolution in
frequency and worse resolution in time, whereas in the upper frequencies
the atoms are taller, providing better time resolution and worse frequency
resolution. This variable resolution can be advantageous in the analysis of
structural time response data.

The CWT gets its name from the fact that the mother wavelet is contin-
uously shifted across the length of the data being analyzed. This smooth
shifting means that the time/frequency atoms shown in Fig. 4.1 will overlap
one another, providing redundant information.

The variable windowing feature of wavelet analysis leads to an important
property exhibiting constant Q-factor (defined as the ratio of the center
frequency to bandwidth) analysis. For STFT, at an analyzing frequency ,,
changing the window width will increase or decrease the number of cycles
of @, inside the window. In the case of wavelet transforms, with the change
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4.1 Comparing STFT and wavelet transform resolution in time and
frequency domain.

in window width, mean dilation or compression of the wavelet function
changes. Hence, the carrier frequency becomes @, / a, for a window width
changing from 7 to aT. However, the number of cycles inside the window
remains constant.

The frequency resolution is proportional to the window width, in the
case of both STFT and wavelet transform. However, for wavelet transform,
a center frequency shift necessarily accompanies a window width change
(time scaling). Thus, Q-factor is invariant with respect to wavelet dilation,
and these dilated wavelets may be considered as constant Q band-pass fil-
ters, giving rise to the frequency selectivity of the CWT.

Since the wavelet transform is an alternative representation of a signal, it
should retain the characteristics of the signal including the energy content
in the signal. Thus, there should exist a similar relation to the Parseval’s the-
orem, which provides the energy relationship in Fourier domain. The total
energy of a signal in wavelet domain representation is:

2 dsdu
SZ

E, = Ciw j‘: J:|WT(u,s)| [4.59]

where C,, is a scalar constant related to the FT of the wavelet basis (called
‘admissibility constant’). The wavelet basis functions can be normalized in
a way such that it can attain a value of unity. The differential energy of the
signal in the differential tile of scale-translation plane in the wavelet domain
is |WT (u,s)|2 dsdu/s?, which leads to the construction of the scalogram.
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4.4.1 Estimates of modal parameters in MDOF systems

Since the analyzing wavelet function has compact support in the time and
frequency domains, multicomponent signals can be written as

(wai x,)(a,b) = %ﬁ; J:ﬁj x(t)y* (%)dt [4.60]

The response of an underdamped SDOF system can be expressed in the
form

x(t)= A(t)eio -8 [4.61]

Assuming the envelope A(r) is slowly varying it follows (Staszewski, 1997;
Chakraborty et al.,2006):

In|(W,x)(a,b) = ~£,b+ 1n(A0

Y (iaujwn\ll_‘gz )

) [4.62]

Subsequently, the response of the MDOF system can be obtained as

e (ijaiwm A1 —Jj})

[4.63]

‘(wag xi)(a,b)

N
= ZAl_g—fCOn]’ +
i=1

Due to the compact support of the analyzing wavelet functions in time
and frequency, the wavelet transform of each separate mode i =1,2,...,N
becomes (Staszewski, 1997; Chakraborty et al., 2006)

‘(wai ) (”, b)’ = A (b) e Goub

v (tjao, 1-8 [4.64]

For the given value of dilation g, related to the natural frequency f, of the
system, the modulus of the wavelet transform plotted in a semi-logarithmic
scale leads to

In|(W, ) (a,,b)| = ~& @, b+ ln(A,-

v (tajo, 1-€ ) @65

and forms the basis of identifying the damping.
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The derivations so far are general, and are applicable to any continuous
wavelet basis with desired or suitable TF characteristics. Section 4.4.2 pro-
vides the detail of a wavelet basis used for identifying the modal parameters
of an MDOF system.

4.4.2 Modified Littlewood-Paley (L-P) basis

An equivalent of the harmonic wavelet when the basis function is real is the
Littlewood-Paley (L-P) wavelet. This wavelet basis function is defined by

1 sin(4nt)—sin{2nt)

w()= o : [4.66]

A possible variation of the wavelet is one that retains the characteristic
of the basis function (close to transient vibration signals, i.e. oscillatory and
decaying) but could reduce the frequency bandwidth of the mother wave-
let. Hence, the derived modified wavelet is called the modified L-P wave-
let, and has been proposed and used by Basu and Gupta (Gupta, 1999a, b).
The shifted and scaled version of this is called the baby modified L-P wave-
let. This wavelet basis has also been used by Basu (2005, 2007) for damage
detection in structures.

The modified L-P basis function is defined by

1 sin(omt)—sin(7mr)

y(r)= [4.67]

nvo—1 t

where cr(is a scalar) > 1. In the frequency domain the wavelet basis can be
represented by

v(r)= 1 Mgrorns |o| < o @0 & elsewhere
(27[

(0-1)

By choosing appropriate values for the bandwidth, the frequency content
of the mother wavelet can be adjusted. If for numerical computation the
scaling parameter is discretized as a; = o/ (in an exponential scale), then the
scaled version of the mother basis function has mutually non-overlapping
frequency bands and is also orthogonal. This property can be conveniently
utilized to detect natural frequencies and modal properties for the dynam-
ical systems, as can be seen in the following sections.
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4.4.3 Wavelet packets

While the constant Q-factor and coarser frequency resolution at high fre-
quencies make the wavelet analysis computationally efficient, this may be
a disadvantage for analysis of some signals for system/modal identification
and structural health monitoring. Better resolution at high frequencies can
be obtained by wavelet packet construction.

The discrete wavelet transform based on MRA splits the signal into two
bands, a higher band (by using a high pass filter) and a lower band (by using
a low pass filter). The lower band is again subsequently split in two bands.
This concept can be generalized by splitting the signal into several bands
each time. In addition, there could further splitting of higher bands too, not
just the lower band. This generalization of MRA produces outputs called
wavelet packets. This is a deviation from constant Q analysis and achieves
the desired frequency resolution at high frequency bands. Wavelet packets
through arbitrary band splitting can choose the most suitable resolution to
represent a signal.

The resolution of signals with wavelet packets is not only possible using
MRA-based frequency filters in the time domain (starting with Haar wave-
lets) but also in the frequency domain. For the arbitrary resolution using fre-
quency domain-based filters, the construction for wavelet packets should be
based on a modified L-P wavelet basis. The application of wavelet packets is
particularly useful in system identification and damage detection for SHM
where finer resolution at higher frequency is desired.

4.4.4 |dentification of modal parameters

To detect the frequency bands in which the natural frequencies lie, the
energy corresponding to each band is calculated for a particular state of
response using Equation [4.59]. The bands, which do not contain the nat-
ural frequencies, lead to insignificant energy contribution. Hence, the first
‘n’ bands with significant energy content are the bands where the natural
frequencies are located. These bands are in increasing order corresponding
to the first ‘n’ natural frequencies, i.e. the lowest frequency band has the first
natural frequency, and so on.

However, the chosen bands may lead to bands with a relatively broad
interval in which the natural frequencies lie. To refine the estimates into
finer intervals, so that natural frequencies could be determined to a better
precision, wavelet packets are used. This is an extension of wavelet trans-
form to provide level-by-level TF description and is easily adaptable for
the modified L-P basis. The wavelet packet enables extraction of informa-
tion from signals with an arbitrary TF resolution satisfying the product con-
straint in the TF window. In this technique, to refine the estimation of the
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kth natural frequency, @, , located in the j,th band, i.e. with frequency band
[wla,,onla,], further re-division is carried out. If it is required to further
subdivide the band into ‘M’ parts, then again an exponential scale is used
to divide the band so that the corresponding time-domain function forms
a wavelet basis function. In this approach (also sometimes, termed as sub-
band coding), for the j,th band, the mother basis for the packet, y* (¢) is

formed with the frequency domain description:

\2m(6-1)

where 6" =¢ [with &(ascalar)>1]. The corresponding time-domain
description is given by:

yio) = {;]&for n<|oj<én @0 &elsewhere

oy 1 sin(dmr)—sin(mr)
v ()= = ;

[4.68]

The frequency band for the pth sub-band within the original j,th band
is the interval [6*"'n/a, , 6”7/ a; | . The basis function for this is denoted

by . ,(t). The wavelet coefficient in this sub-band is denoted by
W, Xm (a b). Using the wavelet coefficients in these sub-bands and then

applying/kan expression similar to that in Equation [4.59] to estimate the
relative energies in the sub-bands, the natural frequencies can be obtained
more precisely.

Once the natural frequencies are obtained and the corresponding bands
are identified, the following expression corresponding to the sub-band con-
taining the kth natural frequency with scale parameter j, and the sub-band

parameter ‘p’ is considered to obtain the kth modeshape.

W, x, (a;.b)=Y ¢!W, (a;.b):i=1.2,....N [4.69]

N
k=

Considering the response or two states or DOF in a MDOF system (with
one arbitrarily chosen as i = 1, without loss of generality), the ratio of wavelet
coefficients of the two considered degrees of freedom at any instant of time
t = b, corresponding to band j,

b Woxi(ab) gh [4.70]
m W,x (afkab) of
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Thus it is seen that the computed ratios of the wavelet coefficients are
invariant with ‘b’ These ratios for different states corresponding to different
values of ‘m," and assuming ¢; = 1 (without loss of generality), the mode-
shape for the kth mode (in j, band with further sub-band division) can be
obtained as

{¢’;1}={lj'kl},m=1,2,...,N [4.71]

4.4.5 \Wavelet-based online monitoring of LTV systems
with stiffness changes

Consider a linear TV MDOF system with m degrees of freedom represented
by the set of linear TV ordinary differential equations with [M],[C ()], and
[K (t)] as the mass, TV damping, and TV stiffness matrices respectively. The
displacement response vector is denoted by {X(t)} = {X1 (6)x,(1)...x, (t)}r,
Let us assume that the functions K;; (¢);i,j =1,...,m in the stiffness matrix
have discontinuities at a finite number of points. It is then possible to divide
the time into several segments with indices arranged as ¢, < t, <t, <...t, such
that all K;; (¢);i,j = 1,...,m are continuous functions in [f; ., |. Further, it is
assumed that the variation of all the TV stiffness functions K (¢ ) is slower
than the fundamental (lowest) frequency of the system (corresponding to
the longest period). It subsequently follows that the Vakriation of {X (t)} may
be represented with a slowly varying amplitude { o(t )}L and a slowly varying
frequency ,, (1) at the kth mode in the time interval [z, ,,¢,].

The modified L-P function has been used as the wavelet basis for analysis
for this problem and the basis is characterized by the FT

Yl = S &for F,<|o|<oF, @0 &otherwise
o1

where F, is the initial cut-off frequency of the mother wavelet. If this modified
L-P basis function is used, then 17/(61]0’) is supported over [O'F; Ja;, Fy/ a,-]-
It follows that if @, (b) corresponding to the kth mode is in the Ji" bandi.e.
w, (b)e [E /a; . F [a jk] then it can be approximated as

o+l =&

wy, (b) = @y = —— [4.71]

aj;

for a lightly damped system (with 7, = 1), where @y, is the central frequency
of the ji band. Let the parameters @, (b),®, (b)....,®,, (b) be contained
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in the bands with scale parameters identified by indices respectively. Since
the response, z; (t), in the kth mode i.e. in J{' band, is narrow banded with
frequency around [E Ja; F, /ajk], it follows that the bands not contain-
ing the natural frequency have insignificant energy, which leads to the
approximation

W, Z, (a;.b)| =0 if j= ji:k=1.2.. [4.73]

Thus, the ‘m’ bands with the ‘m’ natural frequency parameters
w* (b);k =1,...,m correspond to m local maxima in the variation of tem-
poral energy, E x, (b) [or its proportional quantity (l/a )J ‘W X, | db
] (with the 1ntegra1 over b—¢ to b+e for the windowed data in case of
online identification) with different values of the band parameter ‘j.” It may
be noted that since the wavelet basis is localized in time, the integral over
the window is acceptable with the parameter € dependent on the frequency
scale corresponding to j. If the forcing function is assumed to be described
by a broad-banded excitation, then by calculating the relative energies in
different bands and comparing, it may be concluded that

E, x,(b)<Ex, (b)>E; x,(b):Vj=j,:k=12,..m [4.74]

if the modes are not too closely spaced. Once these bands are detected, the
parameters w, (b) can be obtained as

G_H.i-k_lz

oy, (b)=

4.75
a [4.75]

over the interval [b — &, b + ¢]. The sub-band coding with wavelet packets could
be applied if the parameters o, (b) are desired to be obtained with better pre-
cision. Once the bands corresponding to the ‘m’ modes with the parameters
o, (b) are obtained, the TV mode shapes {q) } could be found by consid-
ering the wavelet coefficients of x, (¢) with the scale parameters, j,, and sub-
band parameter p (for wavelet packets). Now, considering two different states
of response of the MDOF system, with one considered as r = 1 (without loss
of generality), the ratio of wavelet coefficients of the considered states at the
time instant ¢ = b gives the rth component of the TV kth mode as

m (b)= - [4.76]
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45 Experimental and numerical validation of modal
identification of LTl and LTV systems using STFT,
EMD, wavelets and HT

This section presents the experimental and numerical validation of the
introduced methods for modal identification of LTT and LTV systems.

4.5.1 Modal identification of 1:10 scale three-story model
using free-vibration test results and STFT

The 1:10 scale three-story model with a total weight of 1000 Ibs shown in
Fig. 4.2 is used for a modal identification study based on the proposed STFT
and EMD/HT algorithm. The time axis is scaled by V10 from the prototype
scale for this study. The measured third-floor free-vibration displacement
response, shown in Fig. 4.2, is used for output only modal identification. Tests
were also performed with white noise excitation, and the FRF was estimated —
for further details refer to Nagarajaiah (2009). The identified frequencies of
the 3DOF structure, both from free-vibration (output only) as well as forced-
vibration test (input-output), are 5.5, 18.7 and 34 Hz for the three modes,
respectively. The identified damping ratios are approximately 1.9%,1.7%, and
1.1% in the three modes, respectively, as shown in Table 4.1. At the prototype
scale the three modal frequencies are 1.75,5.9, and 10.7 Hz, respectively.

4.2 Three-story 1:10 scale building model.



Modal identification and structural damage detection 121

Table 4.1 Frequencies and damping ratios estimated using EMD/HT

Mode Free-vibration tests White noise tests
Identified Identified damping ldentified Identified
frequency (Hz) ratio (%) frequency (Hz) damping ratio (%)
1 5.5 1.9 5.5 1.5
2 18.7 1.0 18.7 1.0
3 34 1.1 33.7 1.0

STFT is applied to the free-vibration displacement response of three-
story scaled building model. Plate II in the color section between pages 374
and 375 shows the time history (lower right), frequency spectrum (upper
left), and the TF spectrogram (upper right). The evolution of the frequency
content of the displacement signal as a function of time can be seen in
the spectrogram or TF distribution (upper right), shown in Plate IL. If one
examines the time history alone (lower right), the localized nature of the
TV frequency content is not evident. The modal free-vibration response
in the three separate modes and the time localization for each mode are
clearly evident in the spectrogram, but not in the frequency spectrum or
the time history — when examined independently. The three modal frequen-
cies 5.5, 18.7 and 34 Hz (Nagarajaiah, 2009) are clearly evident in the spec-
trogram and the frequency spectrum (upper left) shown in Plate I1. After
the STFT spectrogram reveals the modal frequencies, further processing is
essential using band-pass filtering to obtain modal components as described
in Section 4.3.2. Next we present EMD/HT- and wavelet/HT-based meth-
ods that can accomplish output only modal identification without the use of
band-pass filters.

4.5.2 Validation of EMD/HT technique using three-story
model free-vibration test results

The three-story scaled model, with first mode frequency of 5.5 Hz, is sub-
jected to free-vibration tests. The measured third-floor free-vibration
acceleration response signal (we use the acceleration signal since the third
mode is dominant, while in the displacement signal it is not dominant)
is then analyzed using EMD/HT to extract instantaneous frequency and
damping ratios of the three modes as per the procedure described ear-
lier in Section 4.3.2. The free-vibration acceleration response of the third
floor is shown in Fig. 4.3. The first three modes are not clearly evident in
the time history, as all three modes are present simultaneously and decay
at different rates; hence, the need for TF analysis exists to understand
localization.
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4.3 Measured third-floor acceleration free-vibration response.

The EMD method is capable of extracting all three vibration frequencies
and damping ratios from a single measurement of the acceleration response
time history based on the procedure outlined in Section 4.3.1. The third-floor
acceleration is decomposed into IMFs; the first three are shown in Fig. 4.4
and the rest are discarded, as they are small and below the threshold. Based
on the modal identification procedure presented in Section 4.3.1, modal
frequencies and damping ratios are identified using linear least squares fit
applied to the HT; log amplitude and phase (Equations [4.14], [4.43]-[4.47])
of HT of IMF3 is shown in Fig. 4.5. The modal frequencies and damping
ratios obtained are shown in Table 4.1.

IMFs of all three-floor accelerations are obtained. Magnitude/phase
information of IMF3 of the three-floor accelerations at a particular time
provides the first mode. Similarly second and third modes are obtained. The
identified modeshapes (scaled to maximum of 1) are shown in Table 4.2.
The analytical modeshapes are shown in Table 4.3. The EMD results are in
agreement with the analytical results.

4.5.3 Validation of wavelet/HT technique using three-
story model free-vibration test results

The three-story scaled model is subjected to free-vibration tests. The mea-
sured third-floor free-vibration displacement response signal is then ana-
lyzed using wavelets to extract instantaneous frequency and damping ratios
of the three modes, as per the procedure described earlier in Section 4.4.
The scalogram of the free-vibration displacement response of the third floor
is shown in Plate III in the color section between pages 374 and 375, and
relevant wavelet coefficients of the measured free-vibration displacement
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4.4 IMF components of the third-floor acceleration free-vibration
response.

Table 4.2 Mode shapes estimated using EMD

Mode 1  Mode 2 Mode 3

Story-3  1.0000 -0.7025 -0.3787
Story-2  0.6976 0.3265 1.0000
Story-1 0.4696 1.0000 -0.6185

response of all three floors and modes are shown in Fig. 4.6 (the wavelet
coefficients have been normalized to have a peak value of 1 in Mode 1). All
three modes and their decrement as a function of time are clearly evident in
Plate I1I and Fig. 4.6. The modal frequencies and damping ratios are identi-
fied using linear least squares fit applied to the HT; log amplitude and phase
(Equations [4.14], [4.43]-[4.47]) of HT of wavelet coefficient corresponding
to Mode 1 (Fig. 4.6 top) is shown in Fig. 4.7 The modal frequencies obtained
are 5.5,18.8,and 34 Hz, and the damping ratio of the first mode is estimated
to be 1.9%; however, the damping in Modes 2 and 3 are underestimated at
0.08%, as compared to the values shown in Table 4.1. Wavelet coefficients
of all three floor displacements, shown in Fig. 4.6, are used to obtain the
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4.5 HT of IMF3 of the third-floor acceleration free-vibration response.

modeshapes. Magnitude/phase information of wavelet coefficients of the
three floor displacements at a particular time provides the first mode. The
ratio of the wavelet coefficients shown in Fig. 4.6, remain nearly constant as
a function of time. Similarly, second and third modes are obtained.

The identified mode shapes (scaled to maximum of 1) are shown in
Table 4.4. The analytical modeshapes are shown in Table 4.3. The wavelet
results are in agreement with the analytical results.

4.5.4 Validation of wavelet technique using numerical
simulation of a 5DOF LTI system

A MDOF model is used to simulate the displacement response and to show
the application of the proposed identification methodology. The MDOF
system, as shown in Fig. 4.8, is considered. The displacement of the mass
relative to the support is denoted by x, (¢). Simulation is carried out for a
SDOF system (n = 5). The masses are m, = 300 kg, m, = 200 kg, m; =200 kg,
m, =250 kg, and ms = 350 kg; and the spring stiffnesses are k; = 36 000 N/m,
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4.6 Wavelet coefficients of the measured free-vibration displacement

response of all three floors.

Table 4.3 Analytical mode shapes

Mode 1 Mode 2 Mode 3
Story-3 1.0000 -0.6416 -0.3946
Story-2 0.6438 0.4299 1.0000
Story-1 0.3648 1.0000 -0.6831

Table 4.4 Mode shapes estimated using wavelets

Mode 1 Mode 2 Mode 3
Story-3 1.0000 -0.6930 -0.3247
Story-2 0.6437 0.4106 1.0000
Story-1 0.3647 1.0000 -0.7475
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k, =24 000 N/m, k5 = 36 000 N/m, k, = 20 000 N/m, and k5 = 15 000 N/m,
respectively. The damping ratio is assumed to be 5% for all modes. The
system is subjected to initial displacement of x,{0)=1,i=1,...,5 for all
the degrees of freedom. Using these, the ambient vibration response is
simulated.

The modified L-P wavelet is used to decompose the signals into different
frequency levels. Initially, the response energy is calculated for each degree
of freedom in frequency bands with ¢ = 2""* to broadly identify the bands
that contain the natural frequencies. These bands are further divided into
sub-bands using wavelet packets. Figures 4.6 and 4.10 represent the ratio of
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wavelet coefficients of displacements x; (t) =1,i=2,...,5 with respect to the
wavelet coefficients of displacement x; {¢) over time for the five frequency
sub-bands containing the five natural frequencies, respectively. Since the
response for different degrees of freedom attain same phase during modal
vibration, these ratios are practically constant over time. The natural fre-
quencies are estimated as the central frequency of the corresponding sub-
bands, and the corresponding modeshapes are obtained by averaging the
ratios. The results for the first two modes are shown in Figs 4.9 and 4.11
using sub-band coding as discussed in Section 4.4. The results are summa-
rized in Table 4.5. Figures 4.10 and 4.12 show the mode shapes estimated
using the proposed method and compared with the actual for the first
three modes. From Figs 4.10 and 4.12 and Table 4.6, it can be noticed that
the modal frequencies, along with other modal parameters, are estimated
satisfactorily, which proves the effectiveness of the proposed method.

Although the ratios of wavelet coefficients for higher modes are constant
over time, the accuracy in estimation reduces for the higher modes. This is
due to the fact that the energy content in bands containing the higher modal
frequencies reduces with increase in mode number.
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4.9 Modal response at first natural frequency.
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Table 4.5 Second mode shape estimated using wavelets
2*Mode  Natural frequency (rad/s)  Damping ratio (%)
Actual Estimated Actual Estimated
1 2.84 2.88 0.05 0.04
2 7.69 7.69 0.05 0.03
3 12.35 12.59 0.05 0.02
Table 4.6 Third mode shape estimated using wavelets
3* Normalized mode shape
Mode
X, X, X, X5 X5 Xy Xy Xs Xs
Actual Estimated Actual Estimated Actual Estimated Actual Estimated
1 1.00 2.40 2.37 3.22 3.18 4.45 4.39 5.48 5.39
2 1.00 1.76 1.73 1.69 1.66 0.56 0.69 -1.49 -1.58
3 1.00 0.59 0.89 -0.18 -0.59 -1.30 -1.02 0.51 0.63
5 -
450 [ Actual
4t o Estimated
351
3 L
L.
O 25¢
a
2 -
1571
1 -
051
0 1 1 1 1 J
-6 -4 -2 0 2 4 6
2

4.12 Second mode shape.

For the SDOF system, the estimation accuracies start deteriorating from
the third mode onwards, and are poorer for the last two modes. This indicates
that a higher number of modes and the associated modal properties can be
identified with greater accuracy, for systems with a relatively greater number
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of degrees of freedom. Also, modal damping ratios can be estimated with
reasonable accuracy, with the level of accuracy deteriorating with higher
modes. The higher modal damping ratios tend to be underestimated.

4.5.5 Validation of wavelet technique using numerical
simulation of a 2DOF LTV system

To demonstrate the application of the tracking methodology, an example
of a 2DOF system has been considered. The system considered is a shear-
building model. The masses at first and second floors are m; =10 unit
and m, =15 unit, respectively. The floor stiffnesses for the first and sec-
ond floor are k; = 2500 unit and k, = 4500 unit, respectively. These param-
eters lead to the first and second natural frequencies, of @, =9.04 rad/s
and ®, =30.30 rad/s, respectively. The first and the second mode shapes
are {9,,¢, }={1,1.137} and {9,,,9,, } = {1,-0.048}, respectively. A band
limited white noise excitation has been simulated. The range of frequen-
cies is kept wide enough to cover the frequencies of the system to be
identified. The excitation has been digitally simulated at a time step of
At =0.0104 s. The response of the system is simulated with 5% of modal
damping. For the frequency-tracking algorithm, a moving window of
400 time steps equal to 4.16 s has been chosen. For the identification of
the 2DOF system, the parameters F; and o are taken as 8.25 rad/s and
1.2 respectively. To observe if the proposed method can track a sudden
change in the stiffness of an MDOF system and follow the recovery to
the original stiffness value(s), the stiffnesses k, and k, of the 2DOF are
changed to 5000 and 5200 unit respectively at an instant of 5.72 s in time.
Subsequently, the stiffness are restored to their original value at 12.28 s.
During the changed phase the natural frequencies and the mode shapes are
changed to @, =11.57 rad/s; @, =35.11rad/s; and {¢,,,¢, } ={1,1.157};
{¢1,,0,, } ={1,-0.048}. Figures 4.13 and 4.14 show the tracked first natural
frequency and the ratio of first mode shape ¢,,/¢,,. As expected, there is
a time lag in tracking the frequency and mode shape. The change in the
frequency is tracked in (three) steps corresponding to the bands of fre-
quencies considered. To investigate if a relatively small change in stiffness
can be tracked, a case where the natural frequency of a SDOF represent-
ing first mode only changes from 9 rad/s to 9.5 rad/s is considered, and the
results for successful tracking are shown in Fig. 4.15 with a window width
of 200 sampling points corresponding to a time delay of 2.08 s. For this, the
parameters F1 and oare taken as 8.9 rad/s and 1.02 respectively. This indi-
cates that the minimum change in stiffness that can be tracked is related
to the value of o, and to identify a small change a relatively smaller value
will be required.
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4.5.6 Validation of wavelet and random decrement
technique using three-story model test results
under white noise excitation: the case of structural
damage detection

The three-story scaled model was damaged intentionally to simulate struc-
tural deterioration (Nagarajaiah, 2009). The model was subjected to white
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noise tests before and after the structural damage. We choose 10 s of the mea-
sured acceleration record before damage and 10 s of the measured accel-
eration after damage. The measured third-floor acceleration response signal
is shown in Fig. 4.16, and the corresponding Fourier spectrum is shown in
Fig. 4.17 From the Fourier spectrum the first mode frequency evident is ~5.5
Hz, the second mode frequency at ~18.8 Hz, and the third mode frequency at
~34 Hz. The lower first mode frequency after damage is evident. The scalo-
gram of the acceleration response of the third floor is shown in Plate I'V in the
color section between pages 374 and 375 and relevant scaled wavelet coeffi-
cients of the measured third-floor acceleration response are shown in Fig.4.18.
The first two wavelet coefficient time histories in Fig. 4.18 are the most inter-
esting, as they correspond to the first mode frequencies 4.9 Hz (after damage)
and 5.5 Hz (before damage). The first two wavelet coefficients in Fig. 4.18
detect the loss of stiffness at 10 s, as evident in the significant change at 10 s in
both coefficients. The third and fourth time histories in Fig. 4.18 correspond
to the second and third modes, respectively. Even the second mode response
reduces at 10 s, although the frequency of the second mode does not change
significantly. The third mode response does not indicate any change.

The modal frequency of the second wavelet coefficient in Fig. 4.18b is
estimated using linear least squares fit applied to the HT; log amplitude and
phase (Equations [4.14], [4.43]-[4.47]) of HT of second wavelet coefficient
corresponding to Mode 1 before damage (Fig. 4.18b) is shown in Fig. 4.19.
The change in frequency is clearly detected at 10 s: the frequency is ~5.5 Hz
prior to damage and ~4.9 Hz after damage.
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The first two wavelet coefficient time histories in Fig. 4.18 are processed
further to extract the free-vibration response using the random decrement
technique. The third-floor acceleration free-vibration time history obtained
from the random decrement technique before damage is shown in Fig. 4.20;
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4.20 First mode frequency estimation before damage using random
decrement/HT.

also shown is the frequency estimation using HT — the estimated first mode
frequency before damage is ~5.5 Hz. The third-floor acceleration free-vibra-
tion time history obtained from the random decrement technique after
damage is shown in Fig. 4.21; also shown is the frequency estimation using
HT - the estimated first mode frequency after damage is ~4.9 Hz. Damping
ratios and modeshapes can be obtained as described in Section 4.4 (not
shown, due to space limitations).

4.5.7 Three-story model test results under white noise
excitation: STFT and EMD for structural damage
detection

We process the third-floor acceleration response to white noise excitation using
STFT and EMD. The spectrogram is shown in Plate V in the color section
between pages 374 and 375. The spectrogram detects the change in frequency
from 5.5 to 4.9 Hz at 10 s. However, the fixed TF resolution is a limitation that
prevents robust detection when compared to the variable resolution of wave-
lets that enables more robust detection. In addition, estimation of frequencies,
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4.21 First mode frequency estimation after damage using random
decrement/HT.

damping ratios, and mode shapes would require further processing using band-
pass filtering and HT approach, as described earlier in Section 4.3.

We process the third-floor acceleration response to white noise excitation
using EMD. The IMFs are shown in Fig. 4.22. The IMFs do detect change
at 10 s — particularly the IMF3 for the first mode before damage at 5.5 Hz;
however, the detection is not as robust as in the case of the wavelet coef-
ficients shown in Fig. 4.18.

The recently developed output only WI-ICA method also successfully
identified damage instant, damage location, and the TV modes of this model
due to damage. For details, refer to Yang and Nagarajaiah (2012).

4.6 Conclusion

The effectiveness of the developed TF algorithms for output only modal
identification of MDOF LTI and LTV systems has been demonstrated by
simulated and experimental results. The algorithms presented demonstrate
the powerful capabilities of TF methods for output only modal identifica-
tion and ease of implementation.

The STFT, EMD, and wavelet HT algorithms applied to MDOF LTI and
LTV systems offer different advantages and limitations that can be summa-
rized as follows.
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4.22 IMFs of the third-floor acceleration response to white noise
excitation.

STFT based identification technique presented can detect the modal fre-
quencies of LTT systems and their time localization very well; however,
further processing using band-pass filtering is essential to obtain frequen-
cies, damping ratios, and mode shapes. STFT can also detect changes in
modal frequency of LTV systems due to structural damage. However,
the fixed TF resolution is a limitation that prevents robust detection
when compared to the variable resolution of wavelets that enables more
robust detection.

The EMD-based identification technique presented is capable of decom-
posing the free-vibration or forced-vibration output signal into its indi-
vidual modal components — represented by individual IMFs. Frequencies,
damping ratios, and mode shapes of LTI systems can be obtained using
the IMFs and the HT approach. In case of ambient response, the random
decrement technique can be used to obtain the free-vibration response,
followed by the application of EMD/HT for modal identification. The
EMD technique is capable of detecting changes in frequency of LTV
systems due to structural damage; however, the detection may not be as
robust as wavelets.

The wavelet-based identification technique presented is capable of extract-
ing the modal components represented by wavelet coefficients obtained
from the free-vibration or forced-vibration output response signal.
Frequencies, damping ratios, and mode shapes of LTI and LTV systems can
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be obtained using wavelet coefficients and the HT approach. In the case of
ambient response, the random decrement technique can be used to obtain
the free-vibration response, followed by the application of wavelet/HT for
modal identification. The wavelet technique is very effective in detecting
changes in the frequency of LTV systems due to structural damage. The
wavelet technique can also detect closely spaced modal frequencies and
real-time changes in frequencies and mode shapes of LTV systems.

4.7 Acknowledgments

The first author gratefully acknowledges the support of National Science
Foundation grant NSF CMS CAREER grant 9996290 and NSF CMMI
grant 0830391 for study of TF algorithms for identification and control.

4.8 References

Abazarsa, F.,, Ghahari, S.F., Nateghi, F. and Taciroglu, E. (2012) Response-only modal
identification of structures using limited sensors. Structural Control and Health
Monitoring, 20, 987-1006. DOI: 10.1002/stc.1513 .

Addison, P., Watson, J.N. and Feng, T. (2002) Low-oscillation complex wavelets,
Journal of Sound and Vibration, 254(4), 733-762.

Agneni, A. and Balis-Cerma, L. (1989) Damping measurements from truncated signals
via the Hilbert transform, Mechanical Systems and Signal Processing, 3(1),1-3.

Al-Khalidy, A.,Noori, M.,Hou, Z., Carmona, R., Yamamoto, S., Masuda, A. and Sone,
A. (1997) A study of health monitoring systems of linear structures using wave-
let analysis, Approx Methods in the Design and Analysis of Pressure Vessels and
Piping Components, ASME PVP, 347,49-58.

Antoni, J. (2005) Blind separation of vibration components: principles and demon-
strations, Mechanical Systems and Signal Processing, 19(6), 1166-1180.

Basu, B. and Gupta, V.K. (1997) Non-stationary seismic response of MDOF systems
by wavelet modelling of non-stationary processes, Earthquake Engineering
Structural Dynamics, 26, 1243-1258.

Basu, B. and Gupta, V.K. (1998) Seismic response of SDOF systems by wavelet mod-
elling of nonstationary processes, Journal of Engineering Mechaics, ASCE,
124(10), 1142-1150.

Basu, B. and Gupta, V.K. (1999a) On equivalent linearization using wavelet trans-
form, Journal of Vibration and Acoustics, ASME, 121(4), 429-432.

Basu, B. and Gupta, V.K. (1999b) Wavelet based analysis of the non-stationary
response of a slipping foundation, Journal of Sound and Vibration, 222(4),
547-563.

Basu, B. (2005) Identification of stiffness degradation in structures using wavelet
analysis, Construction and Building Materials, 19,713-721.

Basu, B. (2007) Assessment of structural integrity via wavelet based time-frequency
analysis of vibration signals, International Journal of Materials and Structural
Integrity, 1,238-258.

Basu, B. and Nagarajaiah, S. (2008) A wavelet-based time-varying adaptive LQR
algorithm for structural control, Engineering Structures, 30(9),2470-2477.



Modal identification and structural damage detection 139

Basu, B, Nagarajaiah, S. and Chakraborty, A. (2008) ‘Online identification of linear
time-varying stiffness of structural systems by wavelet analysis,” International
Journal of Structural Health Monitoring, 7(1),21-36.

Belouchrani, A., Abed-Meraim, A.K., Cardoso, J.F. and Moulines, E. (1997) A blind
source separation technique using second-order statistics, /[EEE Transactions
on Signal Processing, 45,434-444.

Chakraborty, A., Basu, B. and Mitra, M. (2006) Identification of modal parameters
of a MDOF system by modified L-P wavelet packets, Journal of Sound and
Vibration, 295(3-5), 827-837.

Chang C.C and Chen L.W (2003) Vibration damage detection of a Timoshenko
beam by spatial wavelet based approach, Applied Acoustics, 64,1217-1240.

Chatterjee, P. and Basu, B. (2001) Nonstationary seismic response of tank with soil
interaction by wavelets, Earthquake Engineering Structural Dynamics, 30,
1419-1437.

Chatterjee, P. and Basu, B. (2006) Nonstationary seismic response of a tank on a
bilinear hysteretic soil using wavelet transform, Probabilistic Engineering
Mechanics, 1, 54-63.

Chen, B. and Nagarajaiah, S. (2007) Linear matrix inequality based robust fault
detection and isolation using the eigenstructure assignment method, Journal of
Guidance Control and Dynamics, AIAA, 30(6), 1831-1835.

Chen, B. and Nagarajaiah, S. (2008a) H_/ H_, structural damage detection filter
design using iterative LMI approach, Smart Materials and Structures, 17(3), Art.
no. 035019.

Chen, B. and Nagarajaiah, S. (2008b) Structural damage detection using decentral-
ized controller design method, Smart Structures and Systems, 4(6), 779-794.

Chen, S-L., Liu, J-J. and Lai, H-C. (2009) Wavelet analysis for identification of
damping ratios and natural frequencies, Journal of Sound and Vibration, 323,
130-147.

Cohen, L. (1995) Time-Frequency Analysis (1st edn). Prentice Hall: New Jersey.

Comon, P. and Jutten, C. (2010) Handbook of Blind Source Separation: Independent
Component Analysis and Applications. Academic Press, New York.

Deraemaceker, A., Reynders, E., De Roeck, G. and Kullaa, J. (2008) Vibration-based
structural health monitoring using output only measurements under changing
environment, Mechanical System and Signal Processing,22(1),34-56.

Dharap, P, Koh, B.H. and Nagarajaiah, S. (2006) Structural health monitoring using
ARMarkov observers, Journal of Intelligent Material Systems and Structures,
17(6), 469-481.

Fan, W. and Qiao, P. (2011) Vibration-based damage identification methods: a review
and comparative study, Structural Health Monitoring, 10(1), 83-111.

Feldman, M. (1994a) Non-linear system vibration analysis using Hilbert transform —
I. Free vibration analysis method ‘FREEVIB’, Mechanical Systems and Signal
Processing, 8(2),119-127.

Feldman, M. (1994b) Non-linear system vibration analysis using Hilbert transform-
II. Forced vibration analysis method ‘forcevib’, Mechanical Systems and Signal
Processing, 8(3),309-318.

Gangadharan, R., Roy Mahapatra, D., Gopalakrishnan, S., Murthy, C.R.L. and Bhat,
M.R. (2009) On the sensitivity of elastic waves due to structural damages:
time-frequency based indexing method, Journal of Sound and Vibration, 320,
915-941.



140 Sensor Technologies for Civil Infrastructures

Gentile, A. and Messina, A. (2003) On the continuous wavelet transforms applied
to discrete vibrational data for detecting open cracks in damaged beams,
International Journal of Solids and Structures, 40,295-315.

Ghanem, R. and Romeo, F. (2000) A wavelet based approach for the identification
of linear time-varying dynamical systems, Journal of Sound and Vibration, 4,
555-576.

Ghanem, R. and Romeo, F. (2001) A wavelet based approach for model and param-
eter identification of nonlinear systems, International Journal of Nonlinear
Mechanics, 5, 835-859.

Goggins, J., Broderck, B.M., Basu, B. and Elghazouli, A.Y. (2007) Investigation of
seismic response of braced frames using wavelet analysis, Structural Control
and Health Monitoring, 14(4), 627-648.

Gonzalez, A., Obrien, E.J. and McGetrick, PJ. (2012) Identification of damping in a
bridge using a moving instrumented vehicle, Journal of Sound and Vibration,
331, 4115-4131.

Gribonval, R. and Lesage, S. (2006) A survey of sparse component analysis for blind
source separation: principles, perspectives, and new challenges. Proceedings of
European Symposium on Artificial Neural Networks, Bruges, 323-330.

Gul, M. and Catbas, EN. (2008) Ambient vibration data analysis for structural iden-
tification and global condition assessment, Journal of Engineering Mechanics
ASCE, 134(8), 650-662.

Gurley, K. and Kareem, A. (1999) Applications of wavelet transforms in earthquake,
wind and ocean engineering, Engineering Structures, 21(2), 149-167.

Hazra B., Roffel A.J., Narasimhan S. and Pandey, M.D. (2010a) Modified cross-
correlation method for the blind identification of structures, ASCE Journal of
Engineering Mechanics, 136, 889-897.

Hazra,B.and Narasimhan, S. (2010b) Wavelet-based blind identification of the UCLA
Factor building using ambient and earthquake responses, Smart Materials and
Structures, 19, 025005.

Hazra, B., Sadhu, A., Roffel, A.J., Paquet, PE. and Narasimhan, S. (2012) Under-
determined blind identification of structures using the modified cross-correla-
tion method, ASCE Journal of Engineering Mechanics, 138, 327-3377.

Hou Z, Nouri, M and Amand R. St (2000) Wavelet based approach for struc-
tural damage detection, ASCE Journal of Engineering Mechanics, 126(7),
677-683.

Huang, E.N,, Shen, Z., Long, R.S., Wu, C.M., Shih, H.H., Zheng, Q., Yen, N., Tung,
C.C. and Liu, H.H. (1998) The empirical mode decomposition and the Hilbert
spectrum for nonlinear and non-stationary time series analysis. Proc. Royal Soc.
London, 454, 903-995.

Hyvirinen, A. and Oja, E. (2000) Independent component analysis: algorithms and
applications, Neural Networks, 13, 411-430.

Ibrahim, S.R. (1977) Random decrement technique for modal identification of struc-
tures, Journal of Spacecraft and Rockets, 14(11), 696-700.

Jiang, X. and Mahadevan, S. (2008) Bayesian wavelet method for multivariate
model assessment of dynamics systems, Journal of Sound and Vibration, 312,
694-712.

Kerschen, G., Poncelet, F. and Golinval J.-C. (2007) Physical interpretation of inde-
pendent component analysis in structural dynamics, Mechanical Systems and
Signal Processing, 21,1561-1575.



Modal identification and structural damage detection 141

Kijewski-Correa, T. and Kareem, A. (2007) Performance of wavelet transform and
empirical mode decomposition in extracting signals embedded in noise, Journal
of Engineering Mechanics, ASCE, 133(7), 849-852.

Kijewski-Correa, T. and Kareem, A. (2006) Efficacy of Hilbert and wavelet trans-
forms for time-frequency analysis, Journal of Engineering Mechanics, ASCE,
132(10), 1037-1049.

Kijewski, T. and Kareem, A. (2003) Wavelet transforms for system identification in
civil engineering, Computer-Aided Civil and Infrastructure Engineering, 18(5),
339-355.

Kitada, Y. (1998) Identification of nonlinear structural dynamic system using wave-
let, Journal of Engineering Mechanics, ASCE, 124(10), 1059-1066.

Koh, B.H., Dharap, P,, Nagarajaiah, S. and Phan, M.Q. (2005a) Real time structural
damage monitoring by input error function, AIAA Journal, 43(8), 1808-1814.

Koh, B.H.,Li, Z., Dharap, P., Nagarajaiah, S. and Phan, M.Q. (2005b) Actuator failure
detection through interaction matrix formulation, Journal of Guidance Control
and Dynamics, AIAA, 28(5),895-901.

Koh, B.H., Nagarajaiah, S. and Phan, M.Q. (2008) Direct identification of structural
damage through Kronecker product method, Journal of Mechanical Science
and Technology, 22(01), 103-112.

Kyprianou, A. and Staszewski, W.J. (1999) On the cross wavelet analysis of the
Duffing oscillator, Journal of Sound and Vibration, 228(1), 119-210.

Lardies, J. and Gouttebroze, S. (2000) Identification of modal parameters using the
wavelet transform, International Journal of Mechanical Science, 44,2263-2283.

Le, T.-P and Paultre, P. (2012) Modal identification based on continuous wavelet
transform and ambient excitation tests, Journal of Sound and Vibration, 331,
2023-2037.

Li, Z., Koh, B.H. and Nagarajaiah, S. (2007) Detecting sensor failure via decou-
pled error function and inverse input-output model, Journal of Engineering
Mechanics, ASCE, 133(11), 1222-1228.

Liew, K.M. and Wang, Q. (1998) Application of wavelet theory for crack identifica-
tion in structures, American Society of Civil Engineering, Journal of Engineering
Mechanics, 124(2), 152-157.

Loutridis, S, Douka, E and Trochidis, A., (2004) Crack identification in double cracked
beams using wavelet analysis, Journal of Sound and Vibration, 277, 1025-1039.

Lynch, J.P, Sundararajan, A., Law, K.H., Kiremidjian, A.S. and Carryer, E. (2004)
Embedding damage detection algorithms in a wireless sensing unit for attain-
ment of operational power efficiency, Smart Materials and Structures, 13,
800-810.

McNeill, S.I. and Zimmerman D.C. (2008) A framework for blind identification using
joint approximate diagonalization, Mechanical Systems and Signal Processing,
22,1526-1548.

Melhem, H and Kim, H. (2003) Damage detection in concrete by Fourier and
Wavelet analysis, American Society of Civil Engineering, Journal of Engineering
Mechanics, 129(5), 571-577.

Milanese, A.,Marzocca, P, Nichols,J.M., Seaver, M. and Trickey, S.T. (2008) Modeling
and detection of joint loosening using output-only broad-band vibration data,
Structural Health Monitoring, 7(4),309-328.

Naldi, G. and Venini, P. (1997) Wavelet analysis of structures: statics, dynamics and
damage identification, Meccanica, 32,223-230.



142 Sensor Technologies for Civil Infrastructures

Nagarajaiah, S.,Vardarajan N.and Sahasrabudhe, S. (1999) Variable stiffness and instan-
taneous frequency. Proc. Structures Congress, ASCE, New Orleans, 858-861.
Nagarajaiah, S. and Varadarajan, N. (2001) Semi-active control of smart tuned mass
damper using empirical mode decomposition and Hilbert transform algorithm.

Proc. ICOSSAR Newport Beach, CA, June, CD ROM 2001.

Nagarajaiah, S. and Dharap, P. (2003) Reduced order observer based identification
of base isolated buildings, Earthquake Engineering and Engineering Vibration,
2(2),237-244.

Nagarajaiah, S. and Li, Z. (2004) Time segmented least squares identification of
base isolated buildings, Soil Dynamics and Earthquake Engineering Journal,
24, 577-586.

Nagarajaiah, S. and Varadarajan, N. (2005) Semi-active control of wind excited build-
ing with variable stiffness TMD using short time Fourier transform, Engineering
Structures, 27(3),431-441.

Nagarajaiah, S. and Sonmez, E. (2007) Structures of semiactive variable stiffness
multiple tuned mass dampers under harmonic forces, Journal of Structural
Engineering, ASCE, 133(1), 67-77.

Nagarajaiah, S. (2009) Adaptive passive, semiactive, smart tuned mass dampers:iden-
tification and control using empirical mode decomposition, Hilbert transform,
and short-term Fourier transform, Structural Control and Health Monitoring,
DOI: 10.1002 stc.349.

Narasimhan, S. and Nagarajaiah, S. (2005) STFT algorithm for semiactive control
of base isolated buildings with variable stiffness isolation systems subjected to
near fault earthquakes, Engineering Structures, 27(4), 514-523.

Newland, D.E. (1993) An Introduction to Random Vibrations, Spectral and Wavelet
Analysis, Longman, U.K.

Newland, D.E. (1994a) Wavelet analysis of vibration, Partl: Theory, Transactions of
ASME Journal of Vibration and Acoustics, 116, 409-416.

Newland, D.E. (1994b) Wavelet analysis of vibration, Part2: Wavelet maps,
Transactions of ASME Journal of Vibration and Acoustics, 116,417-425.

Okafor, A.C. and Dutta, A. (2000) Structural damage detection in beams by wavelet
transforms, Smart Materials and Structures, 9, 906-917.

Pakrashi, V., Basu, B.and O’Connor, A. (2007) Structural damage detection and calibra-
tion using wavelet-kurtosis technique, Engineering Structures,29(9),2097-2108.

Patsias, S., Staszewski, W.J. and Tomlinson, G.R. (2002) Image sequences and wave-
lets for vibration analysis. Part II — extraction of modal damping and mode-
shapes, Proceedings of the Institution of Mechanical Engineers, Part C, Journal
of Mechanical Engineering Science,216(9),901-912.

Patsias, S. and Staszewski, W.J. (2002) Damage detection using optical measurements
and wavelets, Structural Health Monitoring, 1(1),5-22 .

Piombo, B.A.D., Fasana, A., Marchesiello, S. and Ruzzene, M. (2000) Modelling
and identification of the dynamic response of a supported bridge, Mechanical
Systems and Signal Processing, 14(1), 75-89.

Poncelet, F., Kerschen, G., Golinval, J.-C. and Verhelst, D. (2007) Output-only modal
analysis using blind source separation techniques, Mechanical Systems and
Signal Processing, 21,2335-2358.

Rilling, G., Flandrin, P. and Goncalves, P. (2003) On empirical mode decomposition
and its algorithms, IEEE-EURASIP Workshop on Nonlinear Signal and Image
Processing, NSIP-03, Grado 1.



Modal identification and structural damage detection 143

Robertson, A.N., Park, K.C. and Alvin, K.F. (1998) Extraction of impulse response
data via wavelet transform for structural system identification, Journal of
Vibration and Acoustics, ASME, 120,252-260.

Robertson, A. and Basu, B. (2008) Wavelet Analysis, editors Boller, C.,Chang, F.-K. and
Fujino, Y., Encyclopaedia on Structural Health Monitoring, Wiley, New York.

Rucka, M. and Wilde, K. (2006) Crack identification using wavelets on experimental
static deflection profiles, Engineering Structures, 28,279-288.

Ruzzene, M., Fasana, A., Garibaldi, L. and Piombo, B.A.D. (1997) Natural frequen-
cies and damping identification using wavelet transform: application to real
data, Mechanical Systems and Signal Processing, 11,207-218 .

Sadhu, A., Hazra, B., Narasimhan, S. and Pandey, M.D. (2011) Decentralized modal
identification using sparse blind source separation, Smart Materials and
Structures, 20,125009.

Sohn, H. and Farrar, C.R. (2001) Damage diagnosis using time series analysis of
vibration signals, Smart Materials and Structures, 10,446-451.

Spanos, P.D., Failla, G., Santini, A. and Pappatico, M. (2006) Damage detection in
Euler-Bernoulli beam via spatial wavelet analysis, Structural Control and
Health Monitoring, 13, 472-487.

Spencer, B. and Nagarajaiah, S. (2003) State of the art of structural control, Journal
of Structural Engineering, ASCE, 129(7), 845-856.

Spiridonakos, M.D., Poulimenos, A.G. and Fassois, S.D. (2010) Output-only identifi-
cation and dynamic analysis of time-varying mechanical structures under ran-
dom excitation: a comparative assessment of parametric methods, Journal of
Sound and Vibration, 329, 768-785.

Staszewski, W.J. and Tomlinson, G.R. (1994) Application of the wavelet transform
to fault detection in a spur gear, Mechanical Systems and Signal Processing, 8,
289-307.

Staszewski, W.J. (1997) Identification of damping in MDOF systems using time scale
decomposition, Journal of Sound and Vibration, 203,283-305.

Staszewski, W.J. (1998a) Identification of non-linear systems using multi-scale ridges
and skeletons of the wavelet transform, Journal of Sound and Vibration, 214(4),
639-658.

Staszewski, W.J., Biemans, C., Boller,C. and Tomlinson, G.R. (1998) Damage detec-
tion using wavelet-based statistical analysis, Proc of ISMA23,1, 59-66.

Staszewski, W.J. (1998b) Structural and mechanical damage detection using wave-
lets, The Shock and Vibration Digest, 30(4), 457-472.

Staszewski, W.J. and Robertson, A.N. (2007) Time-frequency and time-scale analy-
sis for structural health monitoring, Philosophical Transactions of the Royal
Society, Part A, 365(1851), 449-477.

Thrane, N. (1984) The Hilbert Transform Bruel & Kjaer Technical Review, 3.

Tomlinson, G.R. (1987) Developments in the use of the Hilbert transform for detect-
ing and quantifying non-linearity associated with frequency response functions,
Mechanical Systems and Signal Processing, 1(2),151-171.

Varadarajan, N. and Nagarajaiah, S. (2004) Wind response control of building with
variable stiffness tuned mass damper using EMD/HT, Journal of Engineering
Mechanics, ASCE, 130(4), 451-458.

Wang, WJ. and McFadden, P.D. (1996) Application of wavelets to gearbox
vibration signals for fault detection, Journal of Sound and Vibration, 192,
927-939.



144 Sensor Technologies for Civil Infrastructures

Wang, Q. and Deng, X. (1999) Damage detection with spatial wavelets, International
Journal of Solids and Structures, 36,3443-3468.

Worden, K. and Tomlinson, G.R. (2001) Nonlinearity in Structural Dynamics,
Institute of Physics Publishing, Bristol and Philadelphia.

Worden, K., Manson, G. and Fieller, N.R.J. (2000) Damage detection using outlier
analysis, Journal of Sound and Vibration, 229, 647-667.

Yang, JN., Lei, Y., Pan, S. and Huang, N. (2003) System identification of linear
structures based on Hilbert-Haung spectral analysis. Part I: normal modes,
Earthquake Engineering & Structural Dynamics, 32,1443-1467.

Yang, JN., Lei, Y., Lin, S. and Huang, N. (2004) Hilbert-Haung based apporach for
structural damage detection, Journal of Engineering Mechanics, 130(1), 85-95.

Yang, Y. and Nagarajaiah, S. (2013a) Time-frequency blind source separation using
independent component analysis for output-only modal identification of
highly-damped structures, ASCE Journal of Structural Engineering, 139(10),
1780-1793.

Yang,Y.and Nagarajaiah,S.(2012) Blind identification of damage in time-varying sys-
tem using independent component analysis with wavelet transform, Mechanical
Systems and Signal Processing, in press, DOI: 10.1016/j.ymssp.2012.08.029.

Yang, Y. and Nagarajaiah S. (2013b) Output-only modal identification with limited
sensors using sparse component analysis, Journal of Sound and Vibration, 332,
4741-4765.

Zeldin, B.A. and Spanos P.D. (1998) Spectral identification of nonlinear structural
systems, Journal of Engineering Mechanics, ASCE, 124(7), 728-733.

Zheng, H. and Mita, A. (2012) Localized damage detection of structures subject to
multiple ambient excitations using two distance measures for autoregressive
models, Structural Health Monitoring, 8(3),207-222.

Zhou, W. and Chelidze, D. (2007) Blind source separation based vibration mode
identification, Mechanical Systems and Signal Processing, 21,3072-3087.



5

Prognosis and life-cycle assessment based
on SHM information

D. M. FRANGOPOL, Lehigh University, USA and S. KIM,
Korea Hydro & Nuclear Power Co., Ltd, Republic of Korea

DOI: 10.1533/9781782422433.1.145

Abstract: Efficient prognosis based on structural health monitoring
(SHM) information can improve the accuracy associated with structural
performance assessment and prediction, and lead to more rational life-
cycle management of civil infrastructure systems. This chapter deals with
the statistical and probabilistic aspects for efficient prognosis using SHM
data. The concepts of the statistics of extremes and decision analysis are
employed for cost-effective monitoring planning considering availability
of monitoring data and performance prediction error. In order to
quantify this error, the loss function is used. Furthermore, the general
concept of life-cycle evaluation, the possible effects of SHM on structural
performance and service life prediction, and a practical approach to
integrating SHM into life-cycle performance analysis of deteriorating civil
infrastructures are presented.
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5.1 Introduction

Uncertainty in estimation of the structural safety and prediction of the ser-
vice life of civil infrastructure systems is unavoidable. Over the last sev-
eral decades, various types of nondestructive testing and structural health
monitoring (SHM) methods have been employed for assisting managers
of aging structures with the continuation of safe and economic operation
(Brownjohn, 2007). The application of SHM has great potential in rational
damage prognosis by reducing the uncertainty (Farrar and Lieven,2007). This
reduction can lead to preventing unexpected failure of a structure, assess-
ing and predicting structural performance more reliably, and applying the
appropriate maintenance at the optimum time (Frangopol and Messervey,
2007,2009). However, if the application of SHM is not cost-effective and the
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use of SHM data is not efficient, it will be difficult for structure managers to
justify adopting SHM (Frangopol, 2011). Therefore, studies regarding cost-
effective monitoring, planning, and efficient prognosis approaches to using
SHM data are necessary.

The statistical and probabilistic concepts, along with a probability-based
decision-making approach, can provide efficient tools for treating episte-
mic uncertainty in rational prognosis using SHM information. This chapter
presents such concepts and approach. Exceedance probability, availability
of monitoring data for performance prediction, and a general concept of
the loss function to quantify the error in structural performance assessment
and prediction are introduced. Furthermore, a decision-making approach
based on availability of monitoring data is provided for cost-effective plan-
ning of monitoring. Finally, a general concept of life-cycle evaluation, pos-
sible effects of SHM on life-cycle assessment, and a practical approach for
the efficient integration of SHM into life-cycle analysis of deteriorating civil
infrastructure systems are presented. The concepts and approaches intro-
duced in this chapter can lead to efficient prognosis, and cost-effective and
more reliable maintenance management of civil infrastructure.

5.2 Statistical and probabilistic aspects for efficient
prognosis

Significant accomplishments focusing on damage diagnosis using advanced
SHM technologies have been made over the last several decades (Chang
et al., 2003). Despite this progress in damage diagnosis techniques, infra-
structure managers are under continuous challenge to accurately predict
the remaining service life and structural performance using SHM infor-
mation (Farrar and Worden, 2007; Glaser et al., 2007). Several studies on
damage prognosis using SHM information have been conducted only
recently. Farrar and Lieven (2007) provided a comprehensive review of
recent advances and future challenges in damage prognosis. Approaches
to predict the fatigue life of existing structures using monitoring data
were presented by Kulkarni and Achenbach (2008), Kwon and Frangopol
(2010), and Zarate et al. (2012), among others. Furthermore, Okasha and
Frangopol (2012) and Orcesi and Frangopol (2011) developed an inte-
grated life-cycle framework for maintenance-SHM-management of civil
infrastructures. However,damage prognosis for more practical applications
still requires extensive and multi-disciplinary research efforts (Farrar and
Worden, 2007).

SHM for the structural response to external loadings requires a very size-
able storage system if a large-scale continuous SHM is used and all data
are recorded (Li and Zhang, 2006). The size of monitored data depends on
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the monitoring frequency and number of installed sensors. The statistics of
extremes is well suited for efficient data management and structural perfor-
mance assessment and prediction (Mahmoud et al., 2005).

SHM is generally applied for damage detection and identification, struc-
tural performance assessment and prediction, and effective management of
structural systems under uncertainty (Doebling et al., 1996; Farhey, 2005;
Brownjohn, 2007; Orcesi and Frangopol, 2010). These objectives are related
to the reduction of the epistemic uncertainty (Frangopol ef al., 2008; Kim
and Frangopol, 2011). Therefore, the use of probabilistic concepts and meth-
ods is necessary for rational prognosis based on SHM information.

5.2.1 Statistics of extremes

Extreme values from observed data are necessary to design and assess engi-
neering structures. These extreme values may be treated as random variables
(Ang and Tang, 1984). The sample size n taken from the population of an ini-
tial variate X is considered in order to find the probability density function
(PDF) of the extreme value. The largest value Y, ,, , among # initial variables
is max{X,, X,, ..., X,}. Assuming that the initial variables X, X,, ..., X, are
identically distributed (i.e., Fy;(x) = Fx,(x) = ... = Fy,(x) = Fx(x)) and statis-

tically independent, the cumulative distribution function (CDF) of Y., , for
the n initial variables X}, X, ..., X, is
Froaen ()= P(Youn S y)=P(X, <9, X, <y, X, <y)=[Fe (y)] [51]
In a similar way, the CDF of the smallest value Y,,;, can be obtained

Fyminn (y)=1=P (Yo > y)=1-[1=Fc ()]’ [5.2]

As the sample size n — «», Fy,...(v) (see Equation [5.1]) and Fy, ()
(see Equation [5.2]) may converge to a particular distribution type, which
depends on how the tail of the initial distribution decays in the direction of
the extreme. Gumbel (1958) categorized the asymptotic distributions into
three types: (a) Type I asymptotic form (i.e., the double exponential form)
(b) Type II asymptotic form (i.e., the exponential form), and (c) Type 111
asymptotic form (i.e., the exponential form with upper bound). For instance,
the largest and smallest values of the normally distributed initial variables
having exponentially decaying tails are associated with the Type I asymp-
totic distribution. The CDF of the Type I asymptotic form is expressed as
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Fyaxn () =eXp [— XP (—Brnax (¥ — Cpnas )):| for the largest value [5.3a]

Fyoinn (y)=1—exp [— XP(—Buin (V = oy ))] for the smallest value
[5.3b]

where a,,,, and a,,, are the location parameters, and f,,, and f3,,, are the
scale parameters. The location parameters o, and @, are F5' (L1—1/n)and
F;'(1/n), respectively, where Fy'(-) = inverse CDF of the initial variate X,
and n = sample size of the initial population X.The scale parameters f3,,,, and
Buin are defined as n-fy (0ty,,,) and n-fy (0, ), respectively, where fy(-) = PDF
of the initial variate X.

5.2.2 Exceedance probability

Exceedance probability is referred to as the probability that a certain value
will be exceeded in a predefined future time period. The exceedance proba-
bility can be used to predict extreme events such as floods, earthquakes, and
hurricanes (Lambert et al., 1994; Kunreuther, 2002). This probability could
be dependent on or independent of the PDFs of the existing observations
(Ang and Tang, 1984).

Distribution independent exceedance probability: when the number
of existing observations is not enough to estimate the PDF of the exist-
ing observations, the exceedance probability p.., (i.e., probability that the
observed largest value among n existing observations will be exceeded in N
future observations) is

N

DPexa = m [54]

Distribution dependent exceedance probability: considering the PDF of
existing observations can lead to more accurate estimation of exceedance
probability. If Y, , is the largest value among 7 existing observations (i.e.,
Y s = max{X;, X,, ..., X,}) and the initial distribution of X is associated
with Type I or II asymptotic distribution, the probability that the largest

value among N future observations Y, y is larger than Y, , is

max, ax,n

P(Ymax‘N > Ymax,n) = 1—6Xp|:—ﬂj| [55]
n
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5.2.3 Availability of monitoring data for performance
prediction

The relation between the predictor variable (i.e., time) and the response
variable (i.e., physical quantity) can be formulated by a prediction function
1,(t) approximated to first, second or third order (Frangopol et al.,2008) as

1, ()= ici -t [5.6]

where c; = coefficient, m = order of the prediction function (i.e.,m = 1,2, or
3), and ¢ = time. The real physical quantity g, can be expressed as

q, :fp (t)+€[ [57]

where g, = monitored data at time ¢, and f,(¢) and e, are the regression func-
tion and the error between values from the monitored data and values from
the prediction function at time ¢, respectively. The linear performance pre-
diction model based on monitoring data during ¢,, days is shown in Fig. 5.1a.
In general, the errors between the values from the linear regression model
and the actual data can be assumed normally distributed with mean value
0, if the data are mutually independent, the number of data is large enough,
and the regression model is obtained appropriately (Rosenkrantz, 1997).
For this reason, the largest values from the errors as initial variate can be
expressed as the Type I asymptotic PDF, as shown in Fig. 5.1b.

The availability of monitoring data for performance prediction is defined
as the probability that the performance prediction model based on monitor-
ing data is usable in the future (Kim and Frangopol, 2011). The performance
prediction model in a non-usable state can become usable by establishing a
prediction model based on new monitoring data. The criterion for availability
of monitoring data is as follows: if the largest error between values from per-
formance prediction model and monitoring data in future ¢, days exceeds the
largest error during the monitoring period ¢,, days, the monitoring data cannot
be used for prediction of the structural performance. Therefore, the average
availability A of monitoring data for performance prediction can be defined
as (Ang and Tang, 1984)

A=t (t)+(1-palt))  0<T, <1, (58]
f
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5.1 (a) Performance prediction model based on monitoring data; and
(b) PDF of the error between the values from the prediction model and
the actual data (i.e., normal PDF), and the associated largest value PDF
(i.e., Type | asymptotic PDF).

where Pexa (l f) = 1—eXP(—ff / tm) (see Equation [5.5]), and T is the time to
lose the usability of the prediction model. The expected average availability
of monitoring data for prediction is (Ang and Tang, 1984)

BA)= 1= pasta)an= 21— 2] (59

f m



Prognosis and life-cycle assessment based on SHM information 151

The expected average availability of monitoring data £ (;1) can be used for
optimum monitoring planning (Kim and Frangopol, 2011), where the for-
mulation of the bi-objective optimization problem is associated with maxi-
mization of E (;\) and minimization of monitoring cost.

5.2.4 Bayesian updating

The limited monitoring data can be used to systematically update existing
information or judgements by using Bayesian techniques. Furthermore,
the updated results can lead to better performance prediction (Frangopol,
2011). If the existing parameter 6 is a random variable with PDF f; (6) and
the monitoring data provide the likelihood function L(0), the updated PDF
f5(6) of the parameter 6 can be obtained as (Ang and Tang, 2007)

. L(6)f5(6)
£(0)= —21e ) 5.10
“ | L(o)fs (0)de =0

The updated mean uj, and standard deviation oj of the random variable
0 are

=" ofs(6)de [5.11a]

oi={ [ (6-ui) 12 )as] [5.11b]

For example, suppose the initial error between the values from the linear
regression model and the actual data is normally distributed as shown in
Fig. 5.1, and the mean and standard deviation of the error E are 0.0 and
5.0 (i.e., N(0;5)), respectively. The additional information from monitoring
shows that the PDF of the error is normal with N(0; 4). Therefore, the prior
PDF fz{e) and likelihood PDF L(e) are

frle)= Smexp{—%(gj [5.12a]

L{e)= Texp[——(—jz [5.12b]
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Since 1/ L(e)f; (¢)de=16.05, the updated PDF file) is
0.1277exp(-0.05125¢?) as indicated in Equation [5.10]. According to Equation
[5.11], the mean and standard deviation of the updated error are 0 and 3.124,
respectively. Figure 5.2 shows the prior, likelihood, and updated PDFs.

The Bayesian updating approach has been treated as an attractive tool
to establish more rational structural performance prediction and life-cycle
analysis. Orcesi and Frangopol (2011) proposed a probabilistic approach
for optimum maintenance planning using monitoring data, where time to
failure is predicted and updated through the Bayesian process, and opti-
mum maintenance plans with and without updating are compared. In
Okasha and Frangopol (2012), an approach using Bayesian updating based
on several algorithms (e.g., Metropolis-Hasting algorithm, slice sampling
algorithm) is presented for more accurate system performance prediction
and life-cycle analysis.

5.2.5 Performance prediction error and loss function

The uncertainty of the monitored data has a significant effect on the moni-
toring plan (Kim and Frangopol,2009).The use of the non-usable monitored
data for performance prediction can result in monetary loss. This loss can
be incurred when damage prognosis and structural performance estimation

0.15
Likelihood PDF L(e) _  Posterior PDF f”g(e)
012} N (0; 4) ON(0;3.124)
i Initial PDF ’(e)
5 009 il P
et
=
[a)
T 006}
0.03}
0 Z .
—20 —10 0 10 20

Error (e)

5.2 Prior, likelihood, and updated PDFs of the error between the values
from the prediction model and the actual data.
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are inaccurate; ultimately, this loss may lead to untimely and inappropri-
ate maintenance actions in addition to unexpected unserviceability of civil
infrastructure systems. In order to quantify the monetary loss statistically,
the loss function based on prediction error can be used (Taguchi et al., 1988).
The prediction error is expressed as the difference between the actual value
of parameter 0 and its estimated parameter 6 (i.e., |0 — @‘) (Ang and Tang,
1984). If the loss function is expressed as

Jross (9, é) =q '(9_ é)z [5.13]

where ¢, is the monetary loss due to an error in the estimation, the expected
loss E| . can be obtained as

Efos = _":efL()ss (Ga é) fo (0)do=c, '{(Ge )Z +'(,ue _é)z} [5.14]

where f, () is the PDF of 6, and u, and o, are the mean and standard devia-
tion of the parameter 0, respectively. Figure 5.3a and 5.3b show the loss func-
tion f (0,? and the PDFs f; () of the three cases indicated in Table 5.1.
The expected loss E, . of case 1 has the smallest value, and case 3 provides
the largest E, ., among these three cases as shown in Fig. 5.3c.

In general, as the sample size increases, the prediction accuracy can be
improved. The loss function considering cost of sampling can be used to find
the optimal sample size. Assuming that the loss function is

Tioss (9, @,n) =g 4(9— @)2 +c,on [5.15]

where n = number of samples, ¢, = cost per sample, and the parameter 0 is
normally distributed, the optimal sample size n,, to minimize the expected
loss is (Ang and Tang, 1984)

Table 5.1 Mean and standard deviation of parameter 0 for three cases

Case1 Case2 Case3 Remarks

Mean o Ne, casel :u'e, case2 .u'e, case3 |ﬂ9 casel = é‘ < l'uH case? @‘ = ‘.uecascl - q

Sta nda rC! 66, casel 0-6, case2 GB, case3 66 ,casel = 69, case2 < 66, case3
deviation o,
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Loss, fi 4ss(6, 0)
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Expected loss, E| o

floss(®, ) =c,(0-0)

e

[
Parameter (0)

Case 1 Case 2

He,caser 0 Ho,case2 = Ho,cases

Parameter (0)

2
Expected loss £ oss = C1 {(09)2+ (49-6) }

Case 1 Case 2 Case 3

5.3 (a) Loss function; (b) PDFs of parameter 6; and (c) expected losses
of three cases defined inTable 5.1.
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2 2
¢ (o F o
n,, =6, |——|=2| for o, |+>|-2%

¢, \0og Ve, \o T .

with prior information

2
n,, =0 for o, z—’ < (%)
s 0
[5.16a, b]
Mo = O - \/g without prior information [5.16¢]
CS

where o), = prior standard deviation of the parameter 6.

When the monitoring system provides daily physical quantities, the opti-
mal monitoring days can be obtained using Equation [5.16]. As an exam-
ple, consider the error between the value from the linear regression model
and the actual data as shown in Fig. 5.1. The loss function is expressed by
fres{ese,t,)=c,-(e— e) +c, -1, ,where ¢,= 1000 and ¢, = 10. When the stan-
dard deviation of the error o, is 4.0, the optimal number of monitoring days
is 4-10 = 40 days (see Equation [5.16¢]). If the prior information indicates
o, = 2.0, the optimal number of monitoring days is 36 days (see Equation
[5.16a]).

5.3 Decision analysis based on availability of
SHM data

Continuous long-term SHM is needed for reliable assessment and predic-
tion of the structural performance; it can lead to preventing unexpected
failure of a structure by applying appropriate maintenance actions on time.
However, this is not practical, due to limited financial resources. Therefore,
cost-effective SHM is needed. In this section, decision analysis based on the
availability of SHM data for cost-effective SHM planning is presented. As
mentioned previously (see Section 5.2.3), the expected average availability
of SHM data is formulated using the statistics of extremes and the perfor-
mance prediction based on SHM data.

5.3.1 General concepts of decision analysis

Decision analysis has been widely used for engineering planning and design
processes (Dixon, 1966; Benjamin and Cornell, 1970; Saari, 2006). The vari-
ous factors of a decision analysis can be represented by a decision tree con-
sisting of the sequence of decisions (i.e., alternatives) and the associated
probabilities and outcomes. The main purpose of the decision analysis is
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to make the best decision by comparing all the possible alternatives. If the
decision is expressed in terms of a monetary value, the decision associated
with the minimum expected monetary loss (EML) is the solution.

A decision tree with n alternatives is shown in Fig. 5.4a. The rectangular
and circular nodes in this figure indicate decision nodes and chance nodes,
respectively. The decision tree begins with a decision node where there are
n alternatives. Each alternative can lead to several possible outcomes origi-
nating from a chance node. The EML of the ith alternative EML(«,) is (Ang
and Tang, 1984):

D=

Il
&N

EML (a,)=> pi;-c; [5.17]

]

where m; is the total number of consequences of alternative a;, and p;; and
c;; are the probability and monetary value of the jth consequence associ-
ated with alternative a;, respectively. It should be noted that the outcomes
from a chance node are mutually exclusive and collectively exhaustive (i.e.,
2 p.; =10 ). According to the minimum EML, the optimal alternative a

j=1
is determined as that having the minimum EML among »n alternatives:

opt

EML(a,, )=min{EML(q,),EML(a,),...,EML(q,),...,.EML(a,)} ~ [5.18]

5.3.2 Decision analysis based on availability of SHM data
for cost-effective SHM planning

The EML of SHM planning is formulated by using the expected average
availability and monitoring cost. The SHM planning associated with min-
imum EML is selected as the optimum SHM plan. As shown in Fig. 5.4b,
each monitoring plan has two events: the monitoring data for performance
prediction are usable and not usable during the prediction duration. For
the event of usable monitoring data during the prediction duration, the
corresponding probability and monetary value are E; (;1) and ¢;,, respec-
tively. The probability and monetary value associated with the event of
non-usable monitoring data during the prediction duration are 1 E, ;1)
and ¢, ,,, respectively. According to Equation [5.17], the EML of monitoring

planiis

EML (Plani) = E,(A)-c,, +[1-E,(A4)] ¢, [5.19]

iu
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5.4 (a) Generic decision tree; and (b) decision tree for cost-effective
SHM planning.

The expected average availability of monitoring data for prediction E, (;1)
is defined as shown in Equation [5.9]. According to the minimum EML as
indicated in Equation [5.18], a cost-effective SHM plan that provides opti-
mum monitoring and non-monitoring time periods can be established.

As an illustrative example, it is assumed that the monitoring cost is pro-
portional to the monitoring duration, and the monitoring costs per day for
the usable and non-usable cases can be estimated using the monitoring cost
¢, during ¢, days as
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(€. /tu0) 1)

¢ =" for usable case [5.20a]
(tm,i + tf,i)
((Co /tmn ) : lm,i )
Cimg =—F———<"+Cos for non-usable case [5.20b]
(tmj + tf,i)

where t,,; = monitoring duration, ,; = prediction duration of monitoring plan
i, and ¢, = monetary loss per day due to the use of non-usable monitoring
data for performance prediction. Substituting Equations [5.20a] and [5.20b]
into Equation [5.19] leads to EML for plan i as

EML (Plani)= E, (Z)-w{l—ﬂ (4)] (s /tmo) 1)

(tm,i + tf,i) ([mj + [“) Cioss

[5.21]

Assuming ¢, = 10 000 and t,,, = 100 days, the relation of the ratio of monitor-
ing duration to prediction duration (i.e., t,/t), EML, and the monetary loss
Closs 1S presented in Plate VIa in the color section between pages 374 and 375.
Figure 5.5a shows EML versus t,/t; for various values of ¢ (i.e., 0, 50, 100,
150 and 200). From this figure, it can be seen that as the loss ¢, increases, the
monitoring plan associated with the larger #,/t,is the optimum monitoring plan
according to minimum EML criterion. For ¢, = 100, the optimum monitoring

200 120
¢, =10 000 Closs = 100
tmo = 100 days o =10 000
. . tmo = 100 days
-] -
E 150 E 110
2 Closs = 200 2
° Closs = 150 9
e =
£ 100 e £ 100
3 3 Optimum monitoring plan
g g Minimum EML = 86.69
53 S 9} tm/ t;=1.15
w i
1
i
80 I* 1 1 1
0 1 2 3 4 5

Ratio of monitoring duration

L > Ratio of monitoring duration
to prediction duration (t,,/ t)

to prediction duration (t,,/ t;)

5.5 (a) Relations between t,/t; and EML for ¢, = 0, 50, 100, 150 and 200
and (b) minimum EML and the associated t,/t; for ¢, = 100.
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plan has the ratio ¢,/t; = 1.15, and the associated EML = 86.69 as shown in
Fig. 5.5b.

Typically, the decision to ensure the desired level of structural perfor-
mance during the specific lifetime of a structural system under risk has to be
made with incomplete and uncertain information (Ang and De Leon,2005).
The decision analysis has been treated as a rational and efficient tool in
risk assessment of civil infrastructures over the last decade. Einstein (1996)
introduced an overview of the basic aspects of risk analysis and decision
making, including the examples associated with several tunnel projects. The
decision-making framework for risk assessment, including discussions on
risk acceptance criteria and associated expected loss, has been presented
(Ditlevsen, 2003; Faber and Stewart, 2003; Hsu et al., 2012). Furthermore,
the risk informed decision analysis for life-cycle analysis under uncertainty
can be found in Ang (2011).

5.4 Life-cycle analysis using monitoring data

Accurate service life prediction of a deteriorating civil infrastructure can
lead to cost-effective maintenance management for extending its service
life. The deterioration process of structures and infrastructures depends
on the various environmental and mechanical stressors under uncertainty
(Smoak, 2002; Moan, 2005; NCHRP, 2006). The efficient integration of SHM
into service life prediction of a deteriorating civil infrastructure can improve
the accuracy and reduce the uncertainty associated with the life-cycle analy-
sis, and finally lead to cost-effective and more rational maintenance man-
agement (Frangopol, 2011).

5.4.1 Life-cycle performance and cost analysis

Limited financial resources should be allocated in a rational way so that life-
time structural performance can be improved, and the service life of a struc-
ture can be extended, ensuring the structural safety over the lifetime (Das,
1999; Stewart, 2006). This requires reliable modeling of loadings, accurate
prediction of structural performance, and proper estimation of maintenance
management cost over time (Frangopol and Liu, 2006; Pandey et al., 2009).
Since time-dependent structural deterioration processes under continuously
changing environmental conditions are highly uncertain, reliability-based
approaches for life-cycle analysis are necessary (Estes and Frangopol, 1999;
Frangopol and Maute, 2003; Kong and Frangopol, 2003, 2005).

The reliability of a structure is expressed using a state function (Ang and
Tang, 1984). The state function g(X) is

g(X):g(XhXZa'“Xn) [522]
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where X =(X,,X,,...X,) is a vector of random variables. The state of the
structure can be determined by g(X) as follows: (a) [g(X) > 0] = safe state;
(b) [g(X) < 0] = failure state; and (c) [g(X) = 0] = limit state. The reliability p
and the probability of failure p, are

ps= [ f(x)dx [5.23a]
8(X)>0

pr= | f(x)dx [5.23b]
g(X)<0

where fx (x) = joint PDF of X. Furthermore, time-dependent reliability p(¢)
at time ¢ is formulated from Equation [5.23a] as

ps()=" [ fxp[x(r)]dx(r) [5.24]

g[X()]>0

Maintenance actions can improve the structural performance (e.g., reliabil-
ity) and extend the service life of a structure. Figure 5.6 shows the effect of
maintenance on the structural reliability. The service life of a structure #;;, can
be defined as the time when the reliability p, reaches the predefined thresh-
old reliability pg .- As shown in this figure, the first and second maintenance
actions lead to improvement of the reliability by Apg,,.; and Apg,..», respec-
tively. Accordingly, the service life extension under the first maintenance is
(titema1 — tife.0)> and under the first and second maintenances iS (¢e maz — Liife.o)-

< First maintenance at time 1 |
>
= l | Second maintenance at time f.,, »
8
° s
® ‘~,~Ap5,ma1
=} ”~~
S | Threshold of reliability, pgnres - . APs maz
= .
2 / N‘r\ N,

\i/ <V

Without maintenance
| : »
0 fma,1 titeo  ltite,mat = fma,2 tite, ma2

Time (t)

5.6 Time-dependent reliability profile with and without maintenance
action.
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The types and times of maintenance actions have to be determined
considering the maintenance cost, the improvement of structural perfor-
mance, and the extension of the service life. Through an optimization pro-
cess, the reliability-based life-cycle analysis can be performed to find the
optimum types and times of maintenance actions. The minimum expected
total cost is the life-cycle optimization criterion for the deteriorating civil
infrastructure (Frangopol et al., 1997; Frangopol and Maute, 2003; Kong and
Frangopol,2005). The general formulation of the expected life-cycle cost cir
is (Frangopol et al., 1997):

Cer = Cinp T Cins T Cy + CraL [5.25]

where ¢y = initial cost (i.e., design and construction cost), ¢y = inspection
cost,and c¢,, = maintenance cost. The expected cost of failure cg,; in Equation
[5.25] is defined as (Frangopol et al., 1997):

CralL = PFiite * Crail [5.26]

where pp;. = lifetime probability of failure, and c;,;; = monetary loss due
to structural failure. ppy. is defined as the maximum value of p during the
predefined lifetime.

5.4.2 Effects of SHM on performance and service life
prediction

Deteriorating civil infrastructure systems are usually monitored at potential
critical locations. The purpose of SHM includes detecting and identifying
damages at potential critical locations, assessing and predicting structural
performance,and providing information for more reliable maintenance plan-
ning (Frangopol et al.,2008). Efficient use of SHM can lead to improvement
of accuracy associated with structural performance assessment and predic-
tion, and finally can result in cost-effective maintenance management.

The possible effects of SHM on the prediction of structural performance
index and service life under uncertainty are illustrated in Fig. 5.7 In this fig-
ure, there are three cases, as follows:

e (ase [ is associated with initial structural performance index prediction
without updating based on monitoring data.

e (Case II indicates that SHM is performed at time f,,,, and the mean
values of the updated structural performance index E(P;;) and service
life E(ty.,) are less than the mean of initially predicted performance
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index E(P;) and service life E(ty. ), respectively. In this case, it is clear
that inaccurate prediction of structural performance index can delay
the maintenance and endanger the survival of the structure (Frangopol,
2011).

e (Case 1] shows that the updating based on SHM can lead to prediction of
higher mean values of structural performance index E(P,;) and service
life E(t. ;) than E(P;) and E(t, ), respectively, and unnecessary main-
tenance actions can be avoided (Frangopol, 2011).

The PDFs of the structural performance index and of the service life of these
cases are illustrated in Fig. 5.7 The updating using SHM data can reduce the
dispersions of both structural performance index and service life prediction.

5.4.3 Efficient use of monitoring data for structural
performance prediction

If the SHM is applied, the expected total cost will be (Frangopol and
Messervey, 2007)

’ ’ ’ N ’ ’
Cer=Cmni+tC s TC u+Crail T Cnon [5~27]
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5.7 Prediction of structural performance index with and without
updating based on SHM data.
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where c,,,, = monitoring cost. The superscript ” indicates costs in Equation
[5.25] affected by monitoring. The benefit of SHM B,,,, can be determined
as cgr — C’gr (i.e., difference between the expected costs associated with
Equations [5.25] and [5.27]). If the application of SHM does not provide
a benefit (i.e., B, < 0), it will be difficult for structure managers to justify
adopting SHM. For this reason, efficient use of SHM should be considered
to maximize its benefit.

Liu et al. (2009) have introduced a practical approach to assess the perfor-
mance of a structure based on SHM data through formulation of the state
function as

g£=59, _(] + e)' T(t) Smon [528]

where s, = predefined stress (e.g., the maximum stress obtained from exper-
imental studies on strains), s,,,, = stress derived from monitored data on
strains, 7(¢) = time-dependent function at future time ¢ that is used to predict
future component stress, and e = measurement error in the monitored data.
This error is assumed to be normally distributed with zero mean value. The
time-dependent function 7(¢) at time ¢ is defined as the ratio of the expected
largest stress during future time period ¢ to the largest stress obtained dur-
ing the monitored period (Liu et al.,2009). For example, if the appropriate
distribution of the monitored stress s,,,, is associated with Type I asymp-
totic form, the CDF of s,,,, becomes Equation [5.3a]. The largest stress s,,,, N,
among the stresses induced by the expected number of heavy vehicles N,
during a specified future time can be predicted, if s, , i the characteristic
largest value (i.e., 1 = Fypp (Smony, ) = 1/ N,) as follows

In[-In(1-(1/N,))]

Smon,N, = Olpax — ﬂmax [529]
Therefore, the time-dependent function 7(¢) is (Liu et al.,2009)
Smon,N,
7(1) = max — ; 1.0 [5.30]
max {sl,s2 serr Sy }

where s; = monitored stress induced by ith heavy vehicle, and n, = total num-
ber of heavy vehicles during monitoring duration.

As an illustrative example, monitored data of an existing bridge
(Bridge I-39, Northbound Wisconsin River Bridge) in Wisconsin, USA,



164 Sensor Technologies for Civil Infrastructures

Top view @ of pier € of pier
Span 1 Span 2
E—"

Girder 4 A
Girder 3 A
Girder 2

Girder 1

Detail 1
Detail 1 (elevation) Detail 2 (plan view)

———— Ch3,4,5and 6

v v strain gages
Ch3,4,5,and 6

strain gages

<~

Detail 2

5.8 Sensor locations on the -39 Northbound Wisconsin River Bridge.
(Source: adapted from Mahmoud et al., 2005.)

are used. This bridge is a five span continuous steel plate girder bridge
with slightly curved girders, as shown in Fig. 5.8 (Mahmoud et al., 2005).
In this example, the monitoring data from channels 3 to 6 installed on the
bottom face of the bottom flange of each girder are used (see Fig. 5.8).
The histograms and the best-fit distributions (i.e., generalized extreme
value PDF) of the monitored stress from channel 3 (i.e., CH 3) of girder 4
under right and left loading are shown in Fig. 5.9. Through determination
of the best-fit PDF and the associated parameters of monitored stress,
the state function for each girder can be formulated from Equation[5.28]
as (Liu et al.,2009)

Nr *Shon,r +&‘smon4l +&'smon.s [531]
N, e TN N,

e (1) <0

where s, »» Smon.1» a0d 8.,  ar€ monitored stresses of component i induced
by right, left, and side-by-side lane loading, respectively. Based on the ini-
tial monitored data, the total number of heavy trucks crossing the bridge
on the right lane, left lane, and side-by-side in the next ¢ years are assumed
N, = 2500¢, N, = 1000¢, and N, = 30¢, respectively. Figure 5.10 shows the
time-dependent exceedance probabilities P(s,,, > s,) (i.e., probability asso-
ciated with g < 0) for girders 1, 2, 3, and 4. The exceedance probability can
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5.9 Histogram and the associated best-fit PDF of monitored data from
CH 3 of girder 4 under (a) the right-lane loading, and (b) the left-lane
loading. (Source: adapted from Liu et al., 2009b.)

serve in the structural performance assessment and prediction (Liu et al.,
2009). Using this approach, the reliability importance assessment and pre-
diction for monitoring planning at system level was performed by Kim and
Frangopol (2010).
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5.10 Time-dependent exceedance probabilities of girders 1, 2, 3 and 4.

5.5 Conclusions

This chapter has presented statistical and probabilistic approaches for effi-
cient prognosis based on SHM information. The concepts of the statistics
of extremes and decision analysis are employed to establish cost-effective
monitoring planning considering the loss due to use of non-usable mon-
itoring data. In order to quantify this loss, the loss function is introduced.
Furthermore, general concepts of life-cycle analysis and possible effects
of SHM on life-cycle analysis are presented. Finally, a practical approach
to assessing and predicting structural performance using SHM data is
presented.

The concepts and approaches presented in this chapter are useful for
efficient prognosis, cost-effective, and more reliable maintenance man-
agement of civil infrastructure systems. However, significant future effort
has to be devoted to developing multi-disciplinary methodologies includ-
ing development of advanced SHM technology, statistical and probabilis-
tic computational framework for SHM data acquisition and interpretation,
and integrated life-cycle approach for optimal monitoring and maintenance
(Farrar and Worden, 2007; Frangopol, 2011).
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5.8 Appendix: Notation used

A average availability of monitoring data for prediction

Cail monetary loss due to structural failure

¢ monetary loss due to an error in the estimation

Closs monetary loss per day due to the use of non-usable monitoring
data for prediction

Cer expected life-cycle cost

CINI initial cost

Cins inspection cost

CRAIL failure cost

Cym maintenance cost

E (Z) expected average availability of monitoring data for prediction

E, expected loss

e, error at time t

fros loss function

e (0) prior PDF of parameter 6

f”6(0)  updated (posterior) PDF of parameter 6
1,(0) prediction function in terms of time t
fx(x) joint PDF of random variables X

Fy(x) CDF of random variable X

F~1(x) inverse CDF of random variable X

g(X) state function consisting of random variables X

L(0) likelihood function of parameter 6

n, total number of heavy vehicles during monitoring duration

N, total number of heavy vehicles during a specific future
duration

Pexd exceedance probability

DPr probability of failure

Ds reliability

P structural performance index

q, monitored physical quantity at time t
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stress derived from monitored data on strains

service lifetime
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largest value among n existing observations
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location parameter for the CDF of Type I asymptotic
distribution

scale parameter for the CDF of Type I asymptotic distribution

mean of random variable 0

standard deviation of random variable 6
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Abstract: This chapter discusses the system-level design of a roaming
multi-modal multi-sensor system and puts the associated general
problems into a real-life context, based on the case study of Versatile
On-board TrafficcEmbedded Roaming Sensors (VOTERS) — a sensing
system to monitor the structural health of roads and bridge decks.

The design challenges of this and similar distributed sensing systems

are addressed. First, the background of comparable sensing systems is
reviewed, then an overview of the VOTERS multi-modal multi-sensor
system with its system-level requirements for sensing, synchronizing,
processing, and storing is presented. The focus then shifts to details of
the hierarchical distribution of work, the organization and structure of
handling large data amounts including a communication framework, and
the challenges of enabling sensor fusion. All aspects are considered in the
context of achieving a fully automated system.

Key words: middleware, distributed sensor system, sensor fusion, time
synchronization.

Introduction

With the advances in sensor technology and improvements of algorithms
for data processing, sensing systems are more widely employed. They are an
important means of measuring physical quantities in virtually every domain:
industrial automation, environmental monitoring, and infrastructure moni-
toring, to just name a few examples. Sensing systems have different deploy-
ment strategies. A classical approach uses stationary mounted sensor
systems, for example in industry automation settings (e.g. sensing process
variables). In recent years, mobile applications of groups of sensors have
gained research interest in the form of wireless sensor networks (WSNs), in
which sensors combine sensing capability with some local computation and

© 2014 Elsevier Ltd
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wireless communication. WSNs typically employ many sensors with same
sensing capabilities, with peer-to-peer communication for self-organization.
Their strength lies in covering large areas through many (mostly stationary)
sensors where the distributed sensing is combined into a single unified view
of the covered area. Conversely, roaming sensor systems are sensor sys-
tems that are moved through and survey the area of interest (e.g. by being
mounted onto a survey vehicle). As a result, fewer sensors can be used to
cover a larger area. However, roaming sensor systems are typically used for
observing slow-changing physical phenomena. This chapter discusses the
system-level design of such roaming sensor systems.

Sensing challenges in roaming sensor systems stem from the physical
process to be monitored. Depending on the process, more than one sen-
sor type may be needed to gain a complete view of the measured process.
As an example, to assess road surface status a camera image showing
surface cracks may need to be supplemented with a ground penetrating
radar (GPR) image to examine the road’s subsurface health condition.
This drives the need for heterogeneous or multi-modal sensors. To form a
complete view, data across the sensing domain need to be fused into a sin-
gle coherent picture. Since roaming sensing systems survey areas of inter-
est, it is important to maximize the coverage in a single pass, which can
be achieved by mounting multiple sensors of the same type, for example
in an array configuration. This drives the need for multi-sensor systems
that combine measurements of many identical sensors into one view of a
larger spatial area.

In consequence, the design of a roaming multi-modal multi-sensor system
has to deal with many challenges. Large amounts of raw data need to be
stored on the survey system during a survey. The data across homogenous
multi-sensor compositions and heterogeneous multi-modal sensors need
to be combined through sensor fusion. However, as sensors are physically
distributed on the survey vehicle, data across sensors have to be spatially
correlated to ensure the use of measurements of the same physical feature.
The system has to allow algorithms for sensor fusion and special correla-
tion to evolve and for raw data from earlier surveys to be reprocessed. For
this, raw data have to be stored at a central location for later processing.
To achieve this, centralized storage of all raw data are desirable. To con-
trol which area should be surveyed, a centralized coordination of survey
vehicles is desirable.

This chapter describes the system-level design of a roaming multi-
modal multi-sensor system and puts the general problems into a real-life
context. Based on the case study of VOTERS - a sensing system to moni-
tor the structural heath of roads and bridge decks — this chapter describes
how the general challenges outlined above can be met. VOTERS utilizes
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a fleet of survey vehicles to gather information about a larger geographic
area (city, state). VOTERS addresses the complexity challenge by hierar-
chically distributing the work across fleet management, vehicle manage-
ment, subsystems and sensors. Each vehicle contains multi-modal sensors
mounted to the vehicle. Spatial correlation and sensor fusion are enabled
by strict time synchronization across the subsystems in a vehicle. Sensor
data are organized into streams and stored locally on the vehicle during
a survey. After completing a survey, the vehicle returns to its base and
the data are uploaded to a centralized location for post-processing. In
consequence, VOTERS offers an efficient way to survey roads and bridge
decks over a large geographic area, automating data collection, upload,
and processing. It offers geo-spatially and temporally correlated survey
data with convenient central access, and provides invaluable information
for timely infrastructure investment decisions.

This chapter is organized as follows: Section 6.2 motivates the application
example of monitoring the structural health of our transportation infrastruc-
ture. Section 6.3 reviews the background of sensing systems. Section 6.4 over-
views the VOTERS multi-modal multi-sensor system with its system-level
requirements for sensing, synchronizing, processing, and storing. Section 6.5
shows in more detail the hierarchical distribution of work. Section 6.6 discusses
our organization and structure of handling large data amounts. Section 6.7
looks at the challenges of enabling sensor fusion. Finally, Section 6.8 concludes
the chapter with a general summary and outlook for future work.

6.2 Need for health monitoring of transportation
infrastructure

Civil infrastructure construction and maintenance represent a large societal
investment. Despite being the lifeline of commerce, civil infrastructure is
just at the beginning of benefiting from the latest advances in sensor tech-
nology. According to the latest ASCE report card! the United States’ (US)
infrastructure scores only a D, and it is estimated that $2.2 trillion in invest-
ments are needed over 5 years to bring the condition of the nation’s infra-
structure to a good condition.

There are four million miles of roads and nearly 600 000 bridges in the
US? requiring a broad range of maintenance activities. The ASCE report
card! gives bridges a grade C commenting: ‘More than 26 %, or one in four, of
our nation’s bridges are either structurally deficient or functionally obsolete.
While some progress has been made in recent years to reduce the number
of deficient and obsolete bridges in rural areas, the number in urban areas
is rising. A $17 billion annual investment is needed to substantially improve
current bridge conditions. Currently, only $10.5 billion is spent annually on
the construction and maintenance of bridges.’
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The same report gives roads only a grade of D-, commenting that
‘Americans spend 4.2 billion h a year stuck in traffic at a cost to the economy
of $78.2 billion, or $710 per motorist. Poor conditions cost motorists $67
billion a year in repairs and operating costs. One-third of America’s major
roads are in poor or mediocre condition and 45% of major urban highways
are congested. Current spending of $70.3 billion per year for highway capi-
tal improvements is well below the estimated $186 billion needed annually
to substantially improve conditions’ In Reference [1] it is estimated that an
investment of $930 billion is needed over 5 years to bring bridges and roads
to an acceptable level.

The US faces a monumental problem of infrastructure management in
scheduling and implementing maintenance and repair, and in prioritizing
expenditure within budgetary constraints. The efficient and effective per-
formance of these operations is crucial to ensuring roadway safety, prevent-
ing catastrophic failures, and promoting economic growth. Roadway work
zones used for assessment and repair are a major source of traffic conges-
tion, which results in lost productivity and wasted fuel. It is a critical need
to make the right roadway and bridge deck repairs in the right place and at
the right time. However, current inspection methods and strategies (Section
6.2.2) used to characterize roadway and bridge deck conditions are not well
suited to fulfill this need, because they typically only inspect small localized
areas, only periodically (order of years, if at all), and mainly through visual
(surface) inspection.

6.2.1 Roadway and bridge deck defects

Bridge deck and pavement deterioration frequently takes place below the
surface and cannot be evaluated by visual means (Fig. 6.1). Concrete deck
deterioration includes delamination arising from chloride induced rebar cor-
rosion, cracking caused by alkali silica reaction (ASR), and cracking caused
by overloading or excessive vibration. Pavement deteriorates due to inter-
nal moisture damage, debonding, and loss of subsurface support. Reinforced
concrete (RC) or prestressed concrete (PC) bridge decks are often overlaid
with an asphalt concrete or Portland cement concrete. The presence of the
overlay makes it more difficult to detect the subsurface deterioration, and
the overlay can also develop damage due to debonding. Pavement layers are
subjected to extensive abrasion and deterioration from service loading (e.g.
traffic) and environmental attacks (e.g. freeze-thaw, rain, road salts), and
thus are subject to deterioration.

Common types of roadway damage are transverse cracks, longitudi-
nal cracks, tracking, corrugation, potholes, delamination, and seepage.
Transverse cracks occur more often than longitudinal cracks and can start
with a fine crack of less than 0.5 mm in width and of less than 2 cm in depth.
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6.1 Some common defects and deteriorations found in concrete bridge
decks with asphalt pavement overlay.

Such cracks are hardly visible when it is sunny, but are visible after rain
due to the vaporization of the surface water that leaves water in the cracks.
Small cracks need to be treated to prevent them from developing into larger
cracks. Large cracks often have widths of more than 1 mm, depths of 5 cm,
and run meters in length. If large cracks are not sealed, delamination and
scaling will follow. If the adhesion between pavement and concrete deck
decreases, the overlay may debond from the deck’s top surface. The loss of
adhesion may be caused by seepage from cracks or potholes. Local debond-
ing may span only several square centimeters, and can be difficult to detect
because the pavement surface remains intact. Large area delaminations
may develop into large cracks at the pavement surface and eventually cause
large potholes and loss of pavement. Feedback effects can complicate and
accelerate damage progression. Cracks and potholes are often accompa-
nied by seepage. Water enters into the overlay through cracks. The adhesion
between asphalt and concrete deck is extremely vulnerable to water pene-
tration. Water within cracks of a pavement will stay and seep. This is most
harmful to asphalt pavement.

6.2.2 Current inspection methods

Traditional bridge deck inspection methods, such as chain drag,® half-cell
potentials,* and chloride contents* are slow, require traffic delay caus-
ing road closures, and are often not effective. Higher speed technologies
such as GPR, infrared thermography, and scanning impact-echo have been
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developed and used to some extent by highway agencies to meet their needs
for bridge deck condition assessment.”™'? These technologies may incur the
need for traffic closures, or provide insufficient spatial data coverage, which
have reduced their acceptance and reliability.

More modern roadway and bridge deck inspection technologies are vehi-
cle-based. They range from profile-based single or dual channel air-coupled
GPRP" and fallen weight deflectometers (FWD) to vehicles with lane-wide
digital surface (e.g. video, LIDAR) and subsurface (e.g. GPR array) condi-
tion survey systems. Many of the currently commercially available systems
can be operated within normal traffic flow, but are used only for inspec-
tion of localized areas with no repeat measurements in mind. A need for
improved roadway and bridge deck inspection methods and devices using
low-cost, faster, and easy-to-deploy sensor technology remains. In addition,
a need to manage and jointly consider data from multiple service providers,
locations, and inspection dates is highly desired.

In Section 6.4 a mobile multi-modal multi-sensor system is introduced
that includes a number of vehicles of opportunity (VOO), which contin-
uously monitor the network-wide health of roadways and bridge decks in
an economic way. With the vehicle roaming embedded in the regular traffic,
a continuous and non-disruptive measurement becomes feasible. The col-
lected data are geo-spatially and temporally correlated at a central location
and provides invaluable information for timely infrastructure investment
decisions.

6.3 Sensor systems background

Sensor systems have emerged rapidly in recent decades to accommodate the
growing needs of collecting, monitoring, analyzing, and responding to var-
ious physical sources and phenomena. It becomes more critical as sensing
systems help improve the efficiency and accuracy by automating the process
and eliminating human error compared to traditional human systems. WSN;,
and mobile WSN, is an active research topic related to the concepts and
principles of the design we propose and has received much attention.'*'6
Proposed system designs and methodologies to address the inefficiency of
heterogeneous sensor systems range from specific applications in personal
area networks to generic scalable software architectures. In particular, the
field of WSN in geo-sensors shares similar goals and targets with our design.
For instance, Reference 17 has designed a data representation abstraction
for large-scale geo-sensor data with a centralized monitoring system for air
pollution. Even though work and research have been intensively explored,
our system differs from them in sensor fusion and sensing topology.

Sensor fusion is a technique to combine multiple sources of sensory
data to create and improve the result better than the effort of individual
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sensors alone.'® However, sensor fusion concepts and techniques have not
received much attention in the geospatial domain. Geological data col-
lected by roaming sensors to observe physical phenomena can be used to
significantly help study, understand, and improve the geo-affected areas.
For example, ground penetration radar systems and optical solutions can
be equipped to use different wave lengths to evaluate the surface and sub-
surface conditions of the road.”* Our design specifically targets the road
surface and subsurface quality and health inspections for preventive main-
tenance, which could change completely the traditional method of US road
system inspections, due to the innovative sensor fusion framework pro-
posed in our design,?' and would allow for the first time monitoring of the
actual deterioration process. A variety of arrays of sensors, with very differ-
ent specifications and characteristics, are deployed and their complemen-
tary data are combined to help evaluate the same objective with different
sensing modalities. For instance, numerous microphones, accelerometers,
trigger wheels, ground penetration radar devices, infrared sensors, inertial
measurement units (IMUs), and global positioning systems (GPS) are all
mounted on the designated vehicle to compose a roaming unit to collect
data simultaneously. Our distributed heterogeneous architecture differs in
comparison to similar approaches with respect to the number, types, and
modalities of sensors. In Reference 22, only accelerometers are used to
monitor the pothole on the ground. In Reference 23-25, only a limit num-
ber of homogeneous sensors are considered to fulfill the requirements of
sensing one particular task. These approaches fail in accurately measuring
the task quantitatively, and often are affected severely by the noise due to
the lack of sensor variety.

As part of sensor fusion, multiple levels of data fusion take place, such as
raw, intermediate and high, depending on the amount of processing power
and data integration.?® In our design, three processing levels are deployed,
namely sensor, vehicle, and centralized managers; all are built with sensor
fusion in different granularity. The raw data from multiple homogeneous
sensors are collected to perform the first level of sensor fusion, raw data pro-
cessing, and data reduction. Afterwards, necessary information is transmitted
together on a vehicle, so that on-board heterogeneous sensor fusion is exe-
cuted. Lastly, multiple vehicles transmit processed data back to the central-
ized manager for post-processing. This is the highest level of sensor fusion
and data mining that can be performed with the aid of a geographic infor-
mation system (GIS) backed by a geospatial and temporal database. During
the three-fold processing strategy, plug-ins are used to carry out all the tasks
algorithmically. No similar level of data fusion schemes has been developed
or researched. Reference 22 has proposed the concept of pushing process-
ing to different granularity; however, they in general do not have a concrete
implementation, and no sensor fusion is considered to improve the results.
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The sensing topology is defined as the structural hierarchy built to cope
with the heterogeneous sensor framework for multi-tier processing and
decision-making strategy. The communication infrastructure is essential as
the backbone of the sensing topology to provide a robust, scalable, flexi-
ble and fault-tolerant distributed roaming system. In health care applica-
tions*™® presented their architectures with a centralized server managing
multiple instances of mobile sensors. Reference 22 has designed a queu-
ing software layer for transmitting data with the open Wi-Fi as the network
media. Reference 16 has proposed a generic querying interface built on
hardware directly, operating system (OS) dependent or application depen-
dent. However, these designs do not all consider the combined effect of dis-
tributed computing environments with roaming heterogeneous sensors and
various network media, which in turn makes the communication systems for
their systems fairly simple and straightforward.

Due to the nature of a distributed roaming sensor system, the selection
of multiple communication media is inevitable. Ethernet, Wi-Fi, and cellu-
lar network are incorporated into one design as the unified communication
channel from vehicle managers to the centralized manager. Ethernet and
Wi-Fi have higher bandwidth and lower latency, with a relatively stable net-
work condition, but are not ubiquitously available citywide. In contrast, a
cellular network has a fairly low speed and high latency, but good coverage
in metropolitan areas. Therefore, Ethernet and Wi-Fi are used for bulk data
handling, where large amounts of data need to be uploaded from vehicle to
the server. Meanwhile, the cellular channel is used to dynamically monitor
and control the vehicle in real time. The term ‘real time’ here is not defined
by a preset numerical time constant, but instead by qualitative expressions
such as ‘instantaneously.” Hence, it leads the necessity to have a software
layer that can communicate seamlessly across multiple platforms. A mid-
dleware framework has been adopted in our system to fulfill this require-
ment. The sensing topology determines that the middleware solution is most
suitable and cost-efficient, given data marshaling/de-marshaling, Quality of
Service (QoS), real-time features, etc.

Unlike other system frameworks, where mobile units are entirely auton-
omous and the centralized server is not responsible for managing or config-
uring these mobile units,'®?? the centralized manager can be used to track,
manage, control, and configure multiple vehicle managers. Moreover, it pro-
vides advanced features such as geo-referencing, sensor snapshot, and other
operations on temporal and spatial data requiring real-time management
with the sophisticated geospatial database. GIS data processing has been
widely used in the field of geo-sensors?** to help identify features and infor-
mation with the aid of specialized GIS analysis features backed by a database.
However, they do not all incorporate any real-time control and feedback
mechanism, concentrating only on post-processing the related data.
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6.4 VOTERS mobile sensor system overview

The VOTERS project (www.neu.edu/voters) provides a framework to com-
plement periodical localized inspections of roadways and bridge decks with
continuous network-wide health monitoring.?! In order to enable continuous
monitoring, VOTERS uses a set of sensors mounted on a fleet of vehicles
called VOOs. VOOs are traffic-embedded, i.e. they will roam through daily
traffic while collecting data. This eliminates hazardous, congestion-prone
work zones that are typically set up to gather these critical inspection data
sets. At the same time, utilizing VOOs for collection improves safety for
the driving public and inspection personnel. Most importantly, using traffic-
embedded VOOs opens the opportunity to monitor much more frequently
larger stretches of the roadway infrastructure, which provides maintenance
decision makers and researchers with a temporal and spatial data set not
available with current inspection methods.

VOOs are considered mobile roaming sensor platforms that are driving
around a city or other area, collecting inspection information as a by-prod-
uct. Taxis, buses, postal service vehicles, city or private vehicles, transpor-
tation, or other fleet vehicles are all good candidates to be VOOs. Each of
them would be equipped with an autonomous multi-modal multi-sensor
(acoustic, electromagnetic, and optical) VOTERS sensing system (Section
6.4.1), which only requires power from the host vehicle. Each VOTERS sys-
tem will be in communication with a control center via a wireless communi-
cation link (Section 6.5.1) while collecting data. Once returned to operation
base, bulk-collected data will be transferred via a higher speed communica-
tion link, such as 802.11n.

This framework allows the collection of sensor data at traffic speeds that
contain roadway and bridge deck surface and subsurface condition informa-
tion. Over time the VOOs will achieve a continuous network-wide health
monitoring of roadways and bridge decks. One key element is the accu-
rate registration of all data streams in time and space (Section 6.71). The
collected and/or on-board processed data will be transferred to the control
center for further analysis, visualization, and decision making, i.e. prioritiz-
ing areas to be repaired. An important additional benefit will be the creation
of time-lapse data sets that allow monitoring and analysis of the deteriora-
tion process over time, thereby providing experimental results that can be
compared with and used to improve existing life-cycle models.3!=*

The success of this concept will rely on the VOTERS sensing system being
economical, light-weight, compact packaging, and non-interfering with the
normal operation of the VOOs. It further depends on smart algorithms that
can reduce the amount of data to be transferred from the VOOs to the con-
trol center at various levels throughout the system (Section 6.6), because the
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bandwidth of current cellular technology is insufficient or cost-prohibitive
for the large amount of data collected.

6.4.17 Multi-modal sensing

VOTERS has developed four new prototype sensing systems that collect
data containing surface and subsurface (maximum of 1 m deep) condition
information of roadways and bridge decks to locate and map defects at traf-
fic speed, and is currently testing their performance. Each sensing system
contains several multi-sensor systems in the acoustic, optical, and electro-
magnetic domains:

e Acoustic technology that uses tire-induced vibration and sound waves
to determine surface texture and subsurface defects such as debonded
asphalt layers. The waves are recorded with directional microphones?-38
and a newly developed dynamic tire pressure sensor (DTPS).%40

e Improved air-coupled GPR array technology that will map subsurface
defects such as corroded rebar, trapped moisture, voids, and the pave-
ment layers (thicknesses and electromagnetic properties).!*2

e Millimeter-wave radar technology (24 GHz) for the near-surface inspec-
tion of roadways and bridge decks focusing on pavement condition
change detection and surface features covering the roadway, such as ice,
water, or oil.#!

e Video technology used to capture surface defects and automatically
analyze any increase in defects over time.*?

Prototypes of these sensor systems have been developed and deployed on
the VOTERS prototype vehicle. Their design, specifications, and function-
ality are described in the references given above. Here the focus is on how
these sensor systems are integrated into the overall mobile VOTERS sens-
ing system, the types of data collected, how the data relates to the roadway
and bridge deck defects we want to map, how their large size influenced
the system design and architecture, and how they are routed through the
VOTERS system.

6.4.2 Data types

In this multi-modal sensor system, special consideration has to be given
to the type of data collected by the sensor system/domain. The type influ-
ences potential processing and storage requirements. Figure 6.2 depicts
example sources for the data types considered in the framework.
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Single Data Point: The simplest data type is a single data point per loca-
tion x and time ¢. The spatial and temporal interval to the next data point
depends on the trigger mode (distance or time) of the system, and can
vary. An example of such a data stream is the amplitude of the millime-
ter-wave radar (Fig. 6.2d). Initial processing can be as simple as using a
threshold or change detection, but also windowing, transformation to the
frequency domain, and looking for a pattern in a finite subset of such a
data stream.

Continuous Samples: Another data type is a continuously sampled sen-
sor (time triggered only) e.g. a microphone that collects acoustic waves
(Fig. 6.2¢c). A common way to process such data is to transform them into the
frequency domain to perform an analysis, or to do a principle component
analysis. In order to detect the differences between two frequency curves
in Fig. 6.2¢, one solution is to create a feature vector for each sample set
using appropriate sampling strategies (e.g. uniform distributed sampling) to
represent the data.

Distance Triggered Finite Length Series: A third data type is the collec-
tion of a finite length time series at distance triggered intervals (trace) e.g.
as the GPR array sensor system (Fig.6.2b). GPR traces can be analyzed
in one dimension through change detection from one trace to the next
or by quickly inverting them for the underlying model (e.g., thickness d;
and electromagnetic properties of the roadway layers: conductivity o and
dielectric constant € ). A collection of GPR traces can also be simulated*-4
and processed in two dimensions, looking for patterns in the x-f images
with a variety of pattern recognition methods including artificial neural
networks,47-3043-46

2D Data: Video or image data (2D arrays) capturing a defined field of
view is the fourth data type (Fig. 6.2¢). Here, image processing algorithms
can be applied to detect cracks.*

The diverse set of data types influence the system design in many aspects:
synchronization across sensors, spatial relationship, sensor fusion process-
ing/feature extraction, as well as in the form of centralized displaying the
results.

6.4.3 Bulk data requirements

While a VOO is roaming through the traffic collecting data, the raw col-
lected data need to be stored on the vehicle. Once returned to the vehicle
base, the raw data will be uploaded to a central location for further pro-
cessing. Preserving raw data streams enables repeatedly post-processing the
valuable survey data for fusion/feature extraction algorithm development.
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6.2 (a) Schematic of VOTERS roaming sensor system (van) equipped
with an access point and multi-modal sensor systems. They collect data
streams sensing roadways for surface and subsurface defects, layer
thickness, and properties. Four different types of data are collected: (b)
GPR traces (c) acoustic waves (d) millimeter-wave radar, and (e) video
images.
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At the same time, this increases the storage and data handling demands for
the overall system. This section overviews data rates for each sensor and the
complete system.

A VOO will collect sensor data from five different domains. Table 6.1
shows the data rates for these sensors. The most data intense sensors are
the GPR array, with more than 300 GB/h, and the video camera, with
more than 450 GB/h. Both sensors will be distance triggered to capture
the same area regardless of the speed at which the VOO travels. The trig-
ger distances are set based on coverage of the individual sensor allowing
for 15% overlap between measurements. The highest rates are produced
when the VOO travels at maximum speed of 100 km/h. Conversely, acous-
tic microphones, DTPS, and the millimeter-wave radar are time triggered.
They collect at a sampling rate of 25 us providing sufficient resolution
even at maximum speed. Their collection speed is not reduced at lower
velocities, since these sensors still lead to much smaller data rates. In
addition to the sensors, the vehicle’s position, inertia, and tilt information
is recorded. The amount of data collected for position-related informa-
tion, however, is negligible compared to the main sensor systems. In total,
a single VOO produces 781 gigabytes per hour when driving at 100 km/h
(highway speed).

The above calculations show the data volumes for a single VOO. To com-
pute the demands for a complete fleet of five vehicles that concurrently roam
an area of interest, we assume that each vehicle travels at 50 km/h on an
average. We further assume that each vehicle collects 4 h of new data every
day, as vehicles may not be utilized the whole time and may re-traverse suf-
ficiently surveyed areas. With these assumptions, a VOTERS fleet produces
about 8 TBytes/day. This demands significant efforts for storage and backup
of the centralized survey data.

Table 6.1 Worst-case scenario of data rates per hour for VOTERS sensing system,
assuming a maximum velocity of 100 km/h for the distance triggered systems

Sensor Max Min trigger  Points/ Size/ Data
sensor interval sensor/ point/ rate
trigger (byte) (GB/h)

GPR array 16 0.01 m 1024 2 305.2
Acoustic microphones 4 25 us 1 4 2.1
Dynamic tire pressure 2 25 ps 1 4 1.1
Millimeter-wave radar 10 25 pys 1 4 5.4
Video images 1 Tm 5018400 1 4674
Positioning data 1 0.2s 4 4 0.0003

Total 781.1
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6.5 Hierarchical multi-tiered architecture

The previous section has introduced the VOTERS system as an overview
with its heterogeneous sensors, the types of sensor data, and has described
the large data demands. This section discusses how to address the challenges
of complexity. It describes the hierarchical organization, the communication
infrastructure, and introduces how to deal with large data streams.

6.5.1 Multi-tiered architecture

VOTERS employs a multi-tiered communications architecture to split
the system complexity and responsibilities into separate hierarchy levels.
Figure 6.3 shows a three-tiered communication architecture suitable for a
fleet of vehicle-based sensor systems.

The topmost level in the VOTERS system, the first tier, deals with the
whole fleet, at once offering a centralized control. The tasks at this tier are
further split across two entities: MAP-GIS and Fleet Manager. Mapping
and prognosis (MAP)-GIS is the interface to the collected data, offering
off-line processing and data visualization. Conversely, the Fleet Manager
performs the daily operative management of coordination of vehicles, sta-
tus monitoring, and commanding of vehicles. Each vehicle in turn is con-
trolled by a VOO Manager, which coordinates individual subsystems at
the third tier in the system architecture. Each subsystem controls one or
more sensors. High-data rate sensors (video and GPR) are managed by
an exclusive subsystem, while low data rate sensors share a subsystem.
The hierarchical structure allows a specialization for each tier in terms of
communication structure, hardware, and processing. It further eases scal-
ability in extending additional sensors or vehicles. With integrating mul-
tiple systems developed by different project partners, heterogeneous OS
requirements come into place. As shown in Fig. 6.3, the VOO Manager
runs under QNX OS, while other subsystems may run any combination
of QNX, Linux, or Windows. QNX is selected for components with hard
real-time requirements, whereas Windows is adapted for better graphic
computation and driver support, and Linux is used as the generic low-cost
OS for deployment.

The MAP-GIS on top of Fig. 6.3 is the portal for the VOTERS system,
enabling end-users to access and review roadway condition information. It
is designed to allow users to visualize their datasets and results in an intu-
itive, web-enabled, geo-referenced interface that supports their ability to
make well-informed decisions. The communications between the clients and
server are handled by the ArcGIS server software,’! and clients connect to
it via customized web applications, e.g. Silverlight.
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6.3 Multi-tiered communication architecture.

One of the advantages of a multi-tiered architecture is the distribution
of responsibilities across levels. For example, the Fleet Manager commu-
nicates only with the VOO Manager on the vehicle, which in turn auton-
omously manages the communication with the subsystems (through the
VOO internal network — a local area network (LAN)) and represents them
unified to the outside. The VOO Manager is responsible for controlling
the operations inside VOO as a self-operating unit. For example, the VOO
Manager coordinates VOO-wide state transitions, e.g. as triggered by geo-
fencing information. In result,a VOO can operate, after receiving the initial
instructions, independently of an active Internet connection. This increases
the robustness and reliability when there is no, or poor, outside network
connection.

To further understand communication requirements, Fig. 6.4 shows the
fundamental message types in the system. Three types of messages are
designed to carry the overall communication between Fleet Manager and
VOO Manager:
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6.4 Communication message types.

1. Control messages are initiated by the Fleet Manager establishing two-
way communication with the VOO for purpose of controlling, acknowl-
edgement, and configuration. Examples of control messages include the
configuration target surveys, geo-fencing information defining areas that
require surveying, the request of snapshot data (currently measured
data), and configuration changes to sensor systems inside the VOO.

2. Autonomous messages are sent by the VOO Manager to the Fleet
Manager without a specific request. These messages include periodic sta-
tus updates (e.g. location beacon), system warnings and errors, or warn-
ings based on on-board data analysis (e.g. when black ice is detected).

3. Bulk data deals with uploading the survey data from the VOO to a cen-
tralized storage center after the VOO has returned to the central loca-
tion. It is desirable that the bulk data are automatically uploaded when
the vehicle has returned and is connected to a high speed communica-
tion link.

The demands on the communication framework differ by message type.
Control and autonomous messages are typically small in volume. However,
they have a large diversity, since they represent a wide set of features (will
require data structures of many types to be transferred). Conversely, bulk
data will deal with large data amounts (see Section 6.4.3), but with mostly
identical data types.

6.5.2 Communication framework

The design of the communication framework to support a roaming sensor
system such as VOTERS faces many challenges. On the one hand, diverse
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data types have to be transmitted with a low latency for control and autono-
mous messages whereas, on the other hand, large volumes of bulk data have
to be efficiently transferred where latency is less of a concern. Simultaneously,
the system has to be tolerant to sustain autonomous operations when net-
work connectivity is temporarily unavailable. Additional challenges arise
from the need to support multiple OSs, as subsystem developers may prefer
a particular OS. We generally target Linux; however, we also need to sup-
port Windows 7 due to driver availability, and QNX for systems with inter-
nal hard real-time requirements.

We recognize the differences in the types of messages to be transferred
and thus target two specialized communication schemes. For dealing with
control and autonomous messages, VOTERS utilizes distributed systems
middleware, and for bulk data transfers it uses a dedicated file transfer
protocol (FTP). Both communication schemes are seamlessly integrated
into our overall communication framework. By utilizing object-oriented
design principles and abstraction, VOTERS hides complexity from sensor
developers.

Different options exist for realizing distributed systems middleware.
Options range from manually implemented socket communication on top
of transmission control protocol/Internet protocol (TCP/IP), and remote
procedure calls (RPC) to dedicated object request brokers. For the real-
ization of the VOTERS communication infrastructure, we selected the
common object request broker architecture (CORBA)* implementation
the Ace Orb (TAO).** In CORBA, communication interfaces are strictly
defined in an Interface Definition Language (IDL), simplifying the man-
agement of large varieties of data types (important for control/autono-
mous messages). It combines messaging and thread management, and has
options for real-time messaging and QoS, allowing us to prioritize impor-
tant messages. It has been widely accepted in the telecommunications
industry.

Figure 6.5 shows the software application stack for the VOTERS system.
At its bottom (0), the OS (QNX, Linux, Windows) provides basic access to
the network interfaces with user datagram protocol (UDP)/TCP and FTP
protocols. On top of that, adaptive communication environment (ACE)>
provides multi-tasking and timing primitives in an OS abstracted fashion. At
the heart of the VOTERS system is the CORBA> implementation, TAO.>
It provides object-oriented remote communication, allowing for easy con-
struction of distributed systems. A local call (to a client) on one machine
will be translated in one or more network messages which, transferred to
a different machine, will invoke a server (who implements a skeleton). On
top of TAO, the VOTERS base classes provide common implementations
across all subsystems, such as status management, provisioning, and debug.
Finally, the application on top only implements the system specific aspects,
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6.5 VOTERS software stack.

such as configuration or management of individual sensors. Utilizing a com-
mon software stack across all nodes in the distributed system makes the
VOTERS system easier scalable and maintainable.

6.5.3 Communication media for control/autonomous
messages and bulk data

For the selection of the communication media, we assume that the VOOs
will be parked at a centralized base. They start operating from there to
gather surveys. With this, two separate operation modes have to be con-
sidered: at-base when the vehicle is parked at its base station, and roaming
when the vehicle is traveling either gathering a survey or traveling to/from
the survey site.

When in roaming mode, it is desirable to control and observe the pro-
gress of vehicles, which demands a wireless connection. Cellular networks
are suitable candidates, such as wideband code division multiple access
(W-CDMA), 4G long-term evolution (LTE) or worldwide interoperabil-
ity for microwave access (WiMAX). Using an existing cellular network
dramatically simplifies deployment and reduces the effort. Hot-spot-
based networks such as Wi-Fi are less suitable as their range is shorter
and offers limited availability. In our roaming sensor system scenario, the
bandwidth produced by all sensors is too high, with over 750 GBytes/h
to be transmitted on any cellular network. Furthermore, the application
does not demand full coverage real-time information as the observed
processes (structural state of the infrastructure) change very slowly. We
therefore opt to transmit only control and autonomous messages on a
regular basis through the cellular connection, and keep the option of
transmitting spot data on demand. This significantly reduces the network
bandwidth requirements.
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During at-base operation, the bandwidth requirements are immense.
When a vehicle returns, the collected bulk data have to be uploaded to
a centralized server. This requires high-bandwidth connections, but poses
low requirements on latency. As the vehicle is stationary at this point, both
wired connections and hot-spot-based Wi-Fi communication are suit-
able. Gigabit Ethernet is very suitable, as it provides sufficient bandwidth,
around 100 Mbytes/s, at a very low cost. Further increasing the bandwidth
for bulk data transmission is not meaningful, as it matches the bandwidth
of affordable high-volume storage systems — especially considering if
two to five vehicles upload simultaneously. Using a wired connection has
benefits of simple scalability, low cost, and high bandwidth. However, it
requires the vehicle operator to plug in the cable when returning to the
base. A more seamless solution can utilize Wi-Fi technology (with 802.11n
reaching 600 Mbit/s, or the planned 802.11ac being planned for >1 GBit/s).
Even though the theoretical maximum network speeds are comparable to
Gigabit Ethernet, actual data rates will be much lower, due to range and
interference.

In our system, heterogeneous communication architecture is conceived
and implemented by combining wired and wireless network media. During
roaming operation a wireless connection (3G cellular) is used for con-
trol messages in a real-time fashion. Similar to other designs,*>* we only
transmit essential and concise messages over the cellular network. In the
next release, a 4G LTE module or a WiIMAX component can be quickly
integrated, as the underlying communication link is independent of the
VOTERS software system. A wired Gigabit Ethernet connection is used
during at-base operation, primarily for large volume bulk data transfer. In
the future, we will look into Wi-Fi 802.11n to further reduce the effort of the
driver for operating a VOO.

6.6 Bulk data handling

This section discusses how VOTERS organizes the bulk data being collected
during the surveys. It first discusses processing levels, then overviews our
hierarchical structuring of bulk data, and closes with a definition of plug-ins
for processing the collecting data.

6.6.1 Processing levels

The large amount of data collected by each VOO, combined with the lim-
ited bandwidth cellular networks, prohibits uploading raw data to the Fleet
Manager while a VOO is collecting survey data. As an initial stage we fol-
low a store, upload, and post-process paradigm. The collected bulk data
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Table 6.2 Processing levels

Level Description Real-time Scope/fusion
capability

1 Sensor subsystem Possible Single domain, single
processing sensor

2 On-board processing on Time delayed Multiple domains,
VOO controller multiple sensor,

local geometry
3 MAP processing, off-board  Post-processing  Multiple domains,

multiple sensor,
local and global
geometry, and
multiple times
(repeats)

are locally stored on the vehicle and uploaded to the Fleet Manager, once
the VOO is parked, via a wireless or wired Ethernet connection. Then the
MAP-GIS can post-process the data. There are multiple levels of processing
possible (Table 6.2), which the MAP can perform. However, Level 1 and 2
processing can ultimately be performed on the VOO, as explained below.

The first level performs processing of raw data from a single sensor stream
of a single domain. Such processing is usually very domain specific and does
include only the knowledge of time relationship between data points. One
can assume that no geometry information is available at this level, not even
the relative offsets between sensors of the same domain.

The second level adds knowledge of the geometry, allowing for algorithms
with spatial dependencies to operate on multiple channels (same domain)
of a single sensor system, e.g. all channels of the GPR array. At this second
level it is even possible to fuse data streams from multiple domains and
extract knowledge analyzing them jointly.

The third level can be performed only at the MAP, as it requires that data
from multiple domains are available, properly geo-registered for joint pro-
cessing or comparison. In addition, the MAP will have access to data from
multiple VOOs and data collected at the same location at different dates.
This allows for the detection of changes to the roadway and bridge deck
conditions over time using all available data.

The processing solution has to be built up over time; algorithms to ana-
lyze such data sets do not exist yet, because such data sets had not been
acquired before the VOTERS project had completed its prototype. Once
reliable processing algorithms have been developed, additional processing
options to the off-board post-processing on the MAP will become available.
Level 1 processing, as described above, can then be implemented in hard-
ware or software on the sensor subsystem for immediate processing as the
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data stream comes in. This has the potential of reducing the amount of data
that needs to be uploaded to the MAP at the end of a day dramatically. In
a similar way, Level 2 processing can be moved to the BOSS, as this VOO
controller has access to the data from all sensor subsystems and the posi-
tioning system.

6.6.2 Bulk data hierarchy

Each subsystem within VOTERS contains one or more sensors. The raw
data of the sensor, as well as processed data from one or more sensors, may
be recorded as bulk data. To distinguish between different formats and
semantic meanings of different bulk data, we define streams. A stream is a
set of data in the same format and same semantic meaning. Note that one
sensor can produce multiple streams. One stream can be the raw unpro-
cessed stream, such as video images of the road surface. Another stream
may be processed from the raw stream and show an image of detected
cracks. Again, although both stem from the same sensor, they are consid-
ered separate streams.

In order to identify streams, stream types need to be defined. Each stream
instance can then be associated with a stream type. This enables the MAP/
GIS to identify how to handle or display the bulk data.

The stream type defines only the type of data. More information is needed
to identify how the stream is captured. A stream can consist of one or more
files. An example of a stream file is a single image of a video stream. Each
image of a video can be stored separately (e.g. as a JPEG image). Multiple
image files make up a stream. Proper definition of the streams needs to be
complemented by definitions of the storage locations and automatically
generated directory names, so that the upload of the bulk data can be trig-
gered from the MAP and completed automatically. This requires several

Survey

Session Session Session

Stream Stream|| ... ||Stream

File || ... || File

6.6 Bulk data hierarchy.
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6.7 Plug-in processing streams.

additional definitions (Fig. 6.6) and the fully automated transfer of meta-
data alongside the bulk data.

A survey defines a data collection run of the vehicle, from the time it
leaves the parking location to its return. A survey may consist of one or
more sessions. A session defines the contiguous recording in the same con-
figuration. Therefore, a survey may consist of one or more sessions. A new
session is started each time the system configuration changes, or after a
brief stop of the recording (e.g. when passing over an area of non-interest or
parking temporarily). Each subsystem is responsible for recording its own
data. The base directory of data storage is defined throughout the VOTERS
system, and each subsystem has to conform to these standard configurations
to achieve maximum automation. The stream files will be located in a direc-
tory that follows the naming convention: /var/voters/<VooNr>/<Survey>/<
SessionNr>/<SubSystem>/<Sensor>/<Stream><StreamQual>.

Following a common guideline of storage location not only allows auto-
mation of bulk data upload, it also simplifies debugging in field analysis as
all systems will store data in the same manner.

6.6.3 Plug-ins for data processing

For displaying of streams, for processing of the raw data inside the streams,
and for processing of processed streams, plug-ins need to be defined. Plug-
ins will be designed to process from one stream type (e.g. unprocessed data)
to another stream type (e.g. feature extracted data) while being executable
at all processing levels as long as the input stream matches. The generic pro-
cessing of streams through plug-ins is depicted in Fig. 6.7

It is desirable to have the plug-ins developed in a way that they are able
to run on-board, off-board and through the web-based interface to the MAP.
This leads to the concept of a flexible plug-in, which operates on a well-defined
data stream and outputs another well-defined processed data stream. This
allows developing plug-in algorithms using recorded data at Level 3 executing
on the MAP (FleetManager). With the maturing of the algorithm, and given
the requirement, the plug-in can be moved to Level 2 or 1 for processing on the
VOO or even the sensor subsystems. Implementations can be in software or
hardware such as FPGAs or GPUs. To allow sensor fusion, a plug-in can natu-
rally operate on multiple data streams. An example is illustrated in Fig. 6.8.
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Video crack detection plug-in

Out

6.8 Example crack detection plug-in operating on black and white
video image input stream and creating binary image data stream of
detected cracks and a text file containing statistics on the detected crack
classes, e.g. 326673 total pixels, 1171 pixels or 0.36% transverse cracks,
76 pixels or 0.02% longitudinal cracks, 1201 pixels or 0.37% transverse
cracks, and 2448 pixels or 0.75% diagonal cracks.*?

6.7 Enabling sensor fusion

The sensor systems are spatially distributed on the VOO and may have all
very different triggering requirements or varying sampling intervals. Each
sensor subsystem may be operated from a separate single board computer.
The challenge is to design a system that allows for each data point to be geo-
referenced as accurate as possible to allow for spatial and temporal compar-
ison of different data sets (domains) from one VOO.

It is of critical importance to assign an accurate position to each data
point. To achieve this, we rely on two facts: (a) the position of sensors rela-
tive to the VOO is known and (b) a tight time synchronization is in place.
Then, we time stamp every data point collected at each sensor, as well as the
positioning data stream recording the location of the vehicle. Then, the cor-
relation between the sensor streams can be computed time delayed.
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The synchronization of the sensor data streams with the positioning data
requires the following features:

e FEach VOO must have an accurate on-board positioning system. In our
case we fuse a decimeter accuracy GPS, a distance measurement instru-
ment (DMI) and an IMU to achieve this requirement.

e Each VOO must have an accurate world time. In our case this is accom-
plished with a GPS timing board. Other options are available.

e All computers on a VOO need to be time synchronized within a certain
tolerance.

e All VOOs need to be time synchronized to the MAP within a certain
tolerance.

e The location of each sensor on a VOO must be known with respect to
the local positioning system.

6.7.1 Timing synchronization

In order to coordinate distributed subsystems to agree upon a unified notion
of system time so that events and tasks can be recorded and executed in an
ordered fashion, a synchronization scheme of the timing on each system in
a VOO has to be created to propagate reference clock time within a certain
range.

Options for time synchronization differ in cost and accuracy. Broadly,
one can categorize synchronization approaches into hardware implemen-
tations, software implementations, and software implementations with
hardware assistance. In Reference [55], hardware timing synchronization
with a GPS timing board as a reference is introduced. Global time synchro-
nization is achieved through GPS, and the reference time is distributed via
a dedicated connection (single wire). Each subsystem requires a dedicated
receiver. Local time synchronization achieves accuracies <1 ns. However,
the cost with dedicated hardware is high; it also implies efforts for driver
development. Pure software driven methods are widely used and are of
research interest. Network Timing Protocol (NTP)* has been designed
to compensate for clock drift and jitter on the Internet infrastructure. It
allows synchronization across many subnets and routers. NTP achieves
time synchronization with a few milliseconds accuracy. Precise Timing
Protocol (PTP): IEEE 15887 has been developed to significantly improve
the accuracy. Implementations of IEEE 1588 over Ethernet within a sub-
net have shown accuracies to the microsecond level.*% PTP has been
further developed to improve stability in network switching and routing,
and PTP v2 was released in 2008.%! Further accuracy improvements can be
achieved by using hardware assistance, which involve network interface
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cards (NIC) with hardware time stamping. They avoid jitter induced by
software time stamping due to varying software loads. In result, accuracy
in sub-microsecond level can be achieved using the hardware time stamp-
ing in NIC drivers®” and Reference [63]. More and more NICs integrate
hardware time stamping. With this, the additional cost of hardware sup-
port becomes negligible. This makes PTP with hardware assist a very inter-
esting candidate for synchronization within a vehicle.

To understand the requirements to the timing synchronization, we now
look at the demands for sensor fusion in the VOTERS application case.
VOOs are designed to collect data at speeds up to V,,,, = 100 km/h. At the
same time, the desired spatial correlation between two sensors in post-pro-
cessing is 1 cm. This means that two sensors observing the same physical
object should not be more than 1 cm apart. This 1 cm correlation require-
ment was derived internally from desired sensor resolutions.

With the maximum vehicle speed given, and the special correlation
requirement between two sensors, the timing synchronization requirement
can be computed (as we will use time stamps to subsequently correlate
location):

SCorrDelta
tStampDeltaMax = CV — [61]
.01
__00lm (62]
100 km/h
=359 us [6.3]

Considering the desired spatial correlation between streams of
Scompea = 1 cm and the maximum vehicle speed during recording V,,,, = 100,
the jitter in time stamping data must not be larger than #g,,, peiaua = 359 Us

Multiple errors may be introduced into the fg,,,, peiama €-8- the error in tim-
ing synchronization between systems in a VOO, and the timeliness of time
stamping the data after they have been collected. In other words g, perarrax
indicates a maximum budget of jitter in time stamps. Timing synchroniza-
tion between subsystems is only one aspect in the overall budget. In order
to achieve time stamping with a jitter of less than 359 ps, the maximum dif-
ference between two subsystem clocks must be in the lower ps.

With accuracies in lower ps range, PTP becomes our candidate of choice
for time synchronization. Some subsystems may have a lower resolution and
subsequently pose less stringent final spatial correlation requirements. Those
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systems may employ a second timing synchronization scheme (e.g. NTP) if
drivers for PTP are not available. Nonetheless, the overall system require-
ment is constrained by the most critical timing demands.

In VOTERS timing solution, a local synchronization hierarchy with
GPS as stratum N and the VOO Manager as stratum N + 1 is designed and
illustrated in Fig. 6.9. The first step is that the VOO Manager acquires an
accurate world time from the GPS receiver timing board, which becomes
the common VOO time. There are only very loose requirements on the
accuracy of the global synchronization and it is used only to correlate
the date of time of recordings between vehicles. Conversely, strict timing
requirements (low us) exist for distributing the vehicle global time to all
sensor subsystems. In this case, the common VOO time is essential for
correlating sensor data from different subsystems. To accomplish this we
use PTP. For subsystems that use an OS without PTP driver, we fall back
onto NTP. In the current design, the video collection system has a second-
level timing requirement and its OS does not support PTP (Windows 7).
The PTP is used for all other subsystems to achieve required timing
constraints.

Figure 6.10 show initial results of software-based time synchronization. A
GPS timing board is used as the timing reference between the master node
and the slave node. The result is obtained between the VOO Manager and a
subsystem with PTP (V2) protocol on a 100 Mbps LAN for 5 h with injected
traffic in Linux 2.6 without priority scheduling. We observed a maximum
jitter of 12 us with a standard deviation of 2.0375 ps. The observed jitter is
small enough to achieve our triggering and time stamping requirements.

Y

VOO Manager I_ GPS
Stratum N PTP master NTP master Stratum N
PTP NTP
PTP slave | | PTP slave | | NTP slave | | NTP slave
Subsystem 1 Subsystem 2 Subsystem 3 Subsystem 4

Stratum N+2

6.9 Software-based timing synchronization.
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6.10 Results of software-based timing synchronization.

6.7.2 Sensor location calibration

All sensors on a single VOO are spatially distributed (Fig. 6.2). Since we
synchronize all sensor data streams including the positioning data stream
by accurate time stamping we need to correct for their actual locations in
relationship to the positioning system, more specifically to the location of
the GPS antenna.

This is accomplished by first defining the GPS antenna location on a VOO
as the local coordinate system origin. Then we record the relative (x,y,z) loca-
tion of each sensor in a geometry file during the physical installation of the
sensors on the VOO. Now the geospatial location of each sensor can be calcu-
lated by first pulling the global position of the GPS antenna through the time
synchronization of both sensor subsystems and then applying the local offset.

6.8 Conclusion

This chapter has introduced the challenges of a roaming multi-modal multi-
sensor system that deals with the heterogeneity of sensors, sensor fusion,
large amounts of bulk data, and high processing demands for data process-
ing. The chapter introduced the case study of VOTERS - a sensing system
to monitor the structural heath of roads and bridge decks. Based on the case
study, the chapter introduced a hierarchical system architecture that splits
responsibilities across three communication tiers, creating a flexible and
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scalable system architecture. The chapter discussed strategies for handling of
bulk data, organizing it hierarchically into surveys, sessions, streams, and files.
It offered insight into the VOTERS approach to enabling sensor fusion with
strict in vehicle time synchronization and known displacement of sensors.

The chapter has introduced the VOTERS project, which aims to assist in
assessing the health status of the US road infrastructure. Through utilizing
advanced sensor techniques, deployed onto VOOs, which are roaming traf-
fic-embedded, a continuous network-wide road surface monitoring becomes
feasible. It has outlined the basic framework and introduced major integra-
tion challenges and approaches. Initial demonstrations using a single VOO
have been extremely promising showing the tremendous value of the data
collected. We have demonstrated the value of our control and communica-
tion framework, which enables automatic collection and upload of bulk data,
keeping the interaction with the vehicle operator to an absolute minimum.

With the outlined scalable architecture, we are looking forward to a rapid
extension of our road surface database. We will build up our repository of
data with the collected data runs. We are looking forward to more research-
ers who will assist in the evaluation of the recorded data and develop new
data processing plug-ins.

6.9 Acknowledgements

The authors thank the whole VOTERS team for their enthusiasm and valu-
able contributions. The VOTERS project is a joint venture of Northeastern
University, The University of Vermont, The University of Massachusetts in
Lowell, Earth Science Systems LLC, and Trilion Quality Systems Inc. This
work is performed under the support of the U.S. Department of Commerce,
National Institute of Standards and Technology, Technology Innovation
Program, Cooperative Agreement Number 70NANB9H9012.

6.10 References

1. ‘2009 Report Card for America’s Infrastructure’, ASCE, 2009.

2. ‘2008 Status of the nation’s highways, bridges, and transit: conditions and per-
formance’, FHWA, 2008.

3. D04 Committee (2007), ‘Practice for measuring delaminations in concrete
bridge decks by sounding’, ASTM International, ASTM D4580-03.

4. C09 Committee (2008), ‘Test method for water-soluble chloride in mortar and
concrete’, ASTM International, ASTM C1218/C1218M-99.

5. C.L.Barnes and J.-E.Trottier (2004), ‘Effectiveness of ground penetrating radar
in predicting deck repair quantities’, Journal of Infrastructure Systems, vol. 10,
no. 2, pp. 69-76, June 2004.

6.  N. Gucunski, F. Romero, S. Kruschwitz, R. Feldmann, A. Abu-Hawash and M.
Dunn (2010), ‘Multiple complementary nondestructive evaluation technologies



200

10.

11.

12.

13.

14.

15.

16.

17

18.

19.

Sensor Technologies for Civil Infrastructures

for condition assessment of concrete bridge decks’, Transportation Research
Record: Journal of the Transportation Research Board,vol.2201,no. 1, pp.34-44,
December 2010.

F.Jalinoos and R. Arndt (2009), ‘Structural health monitoring by periodic NDT:
NDT for bridge maintenance’, Materials Evaluation, vol. 67, no. 11, pp. 1300-
1307 November.

K. Maser (1991), ‘Bridge deck condition surveys using radar: case studies of 28
New England decks’, Transportation Research Record,no. 1304.

K. Maser, J. Doughty and R. Birken (2011), ‘Characterization and detection
of bridge deck deterioration), in Proceedings of the Engineering Mechanics
Institute, Boston, MA.

N. Gucunski, R. Feldmann, F. Romero, S. Kruschwitz and H. Parvardeh
(2010), ‘Comprehensive condition assessment of bridge decks by multimodal
NDE’, in Nondestructive Characterization for Composite Materials, Aerospace
Engineering, Civil Infrastructure, and Homeland Security 2010, March 8,2010-
March 11, 2010, San Diego, CA, United states, 2010, vol. 7649, p. The Society
of Photo-Optical Instrumentation Engineers (SPIE); American Society of
Mechanical Engineers.

K. Vaghefi, R. C. Oats, D. K. Harris, T. (Tess) M. Ahlborn, C. N. Brooks, K. A.
Endsley, C. Roussi, R. Shuchman, J. W. Burns and R. Dobson (2012), ‘Evaluation
of commercially available remote sensors for highway bridge condition assess-
ment’, Journal of Bridge Engineering, vol. 17, no. 6, pp. 886-895, November 2012.
S. Yehia, O. Abudayyeh, S. Nabulsi and I. Abdelqader (2007), ‘Detection of
common defects in concrete bridge decks using nondestructive evaluation
techniques’, Journal of Bridge Engineering, vol. 12, no. 2, pp. 215-225.

K. R. Maser and A. Rawson (1993), ‘Network bridge deck surveys using high-
speed radar: case studies of 44 decks’, Presented at the Bridge Management
2: Inspection, Maintenance Assessment And Repair. Papers Presented at the
Second International Conference on Bridge Management Held 18-21 April
1993, University of Surrey, Guildford.

J. Eliasson, C. Zhong and J. Delsing (2011), ‘A heterogeneous sensor network
architecture for highly mobile users’, in Wireless Communication and Sensor
Networks (WCSN), 2010 Sixth International Conference on, pp. 1-6.

W. Chen, D. Wei, X. Zhu, M. Uchida, S. Ding and M. Cohen (2005), ‘A mobile
phone-based wearable vital signs monitoring system’ in Computer and
Information Technology, 2005. CIT 2005. The Fifth International Conference
on, pp. 950-955.

V. Casola, A. Gaglione and A. Mazzeo (2009), ‘A Reference Architecture
for Sensor Networks Integration and Management’, GeoSensor Networks
Proceedings Third International Conference, GSN 2009, pp. 158-168.

Y. J. Jung, Y. K. Lee, D. G. Lee, K. H. Ryu and S. Nittel (2008), ‘Air pollu-
tion monitoring system based on geosensor network’ in Geoscience and
Remote Sensing Symposium, 2008. IGARSS 2008.1EEE International, vol. 3,
pp.1370-1373.

W. Elmenreich (2002), Sensor Fusion in Time-Triggered Systems, Dissertation,
University of Vienna, pp. 157.

C.Oden and R. Birken (2012), ‘A GPR array system for traffic embedded mon-
itoring of bridges and roadways’, Symposium on the Application of Geophysics
to Engineering and Environmental Problems, vol.25,no. 1, pp. 123-123, January
2012.



System-level design of a roaming multi-modal multi-sensor system 201

20.

21.

22.

23.

24.

25.

26.

27

28.

29.

30.

31

32.

33.

34.

35.

C. Oden and R. Birken (2011), ‘Array GPR system for continuous monitoring
of bridges and roadways’,in Proceedings of the Engineering Mechanics Institute,
Boston, MA.

R. Birken, M. L.Wang and S. Wadia-Fascetti (2012), ‘Framework for continuous
network-wide health monitoring of roadways and bridge decks’, in Proceedings
of Transportation Systems Workshop, 5-8 March, Austin, TX, CD-ROM.

J. Eriksson, L. Girod, B. Hull, R. Newton, S. Madden and H. Balakrishnan
(2008), “The pothole patrol: using a mobile sensor network for road surface
monitoring’, in ACM MobiSys.

B. Hull, V. Bychkovsky, Y. Zhang, K. Chen, M. Goraczko, A. Miu, E. Shih, H.
Balakrishnan and S. Madden (2006), ‘CarTel: a distributed mobile sensor com-
puting system’, in Proceedings of the 4th international conference on Embedded
networked sensor systems, pp. 125-138.

E. Kanjo, S. Benford, M. Paxton, A. Chamberlain, D. S. Fraser, D. Woodgate, D.
Crellin and A. Woolard (2007), ‘MobGeoSen: facilitating personal geosensor
data collection and visualization using mobile phones’, Personal and Ubiquitous
Computing, vol. 12, no. 8, pp. 599-607, August. 2007.

B. Jiang, A. P. Sample, R. M. Wistort and A. V. Mamishev (2005), ‘Autonomous
robotic monitoring of underground cable systems’, in Advanced Robotics,
2005.1CAR’05. Proceedings. 12th International Conference on, pp. 673—679.

D. L. Hall and J. Llinas (1997), ‘An introduction to multisensor data fusion,
Proceedings of the IEEE, vol. 85, no. 1, pp. 6-23, January. 1997

A. Mughal, M. Kanjee, and H. Liu (2010), ‘Mobile healthcare infrastructure
with QoS and security’, Mobile Wireless Middleware, Operating Systems, and
Applications, pp. 462-473.

R. Chakravorty (2006), ‘A programmable service architecture for mobile
medical care’, in Fourth Annual IEEE International Conference on Pervasive
Computing and Communications Workshops, 2006. PerCom Workshops 20006,
p- 5 pp-—536.

B. Resch, M. Mittlboeck, F. Girardin, R. Britter and C. Ratti (2009), ‘Real-
time geo-awareness—sensor data integration for environmental monitoring in
the city’, in Advanced Geographic Information Systems & Web Services, 2009.
GEOWS’09. International Conference on, 2009, pp. 92-97.

K. Aberer, S. Sathe, D. Chakraborty, A. Martinoli, G. Barrenetxea, B. Faltings
and L. Thiele (2010), ‘Opensense: open community driven sensing of environ-
ment’, in Proceedings of the ACM SIGSPATIAL International Workshop on
GeoStreaming, pp. 39-42.

L. Galehouse, J. S. Moulthrop and R. G. Hicks (2003), ‘Principles of pave-
ment preservation: definitions, benefits, issues, and barriers’, TR News, no. 228,
September 2003.

L. B. Stephens and United States (1985), Office of Highway Planning, Road
Surface Management for Local Governments: Resource Notebook : Final
Report. Washington, D.C.: Federal Highway Administration.

J. Walls and M. Smith (1998), ‘Life-cycle cost analysis in pavement design,
FHWA report FHWA-SA-98-079.

D. M. Frangopol and M. Liu (2007), ‘Maintenance and management of civil
infrastructure based on condition, safety, optimization, and life-cycle cost’,
Structure and Infrastructure Engineering, vol. 3,no. 1, pp. 29-41.

V. V. Saykin (2011), ‘Pavement macrotexture monitoring through sound gener-
ated by the tire-pavement interaction’, Northeastern University.



202

36.

37

38.

39.

40.

41.

42.

43.

44.

45.

46.

47,

47

49.

Sensor Technologies for Civil Infrastructures

Y. Zhang, J. Gregory McDaniel and M. L. Wang (2013), ‘Estimation of pave-
ment micro-texture with acoustic measurement through principal component
analysis’, Journal of Transportation Engineering, 10.1061/(ASCE)TE.1943-
5436.0000617,04013004..

Y. Zhang, X. Ma, J. G. McDaniel and M. L. Wang (2012), ‘Statistical analysis
of acoustic measurements for assessing pavement surface condition’, Presented
at the Society of Photo-Optical Instrumentation Engineers (SPIE) Conference
Series, vol. 8347, p. 36.

Y.Lu,Y.Zhang,Y. Cao,J. G. McDaniel and M. L. Wang (2013),‘A mobile acous-
tic subsurface sensing (MASS) system for rapid roadway assessment’, Sensors,
vol. 13, no. 5, pp. 5881-5896.

Q. Wang, J. G. McDaniel, N. X. Sun and M. L. Wang (2013), ‘Road profile
estimation of city roads using DTPS’ Proc. SPIE 8692, Sensors and Smart
Structures Technologies for Civil, Mechanical, and Aerospace Systems, vol. 8692,
pp. 86923C-1.

Q.Wang,Y.Zhang,N. X.Sun,J. G. McDaniel and M. L.Wang (2012),‘High power
density energy harvester with high permeability magnetic material embedded
in a rotating wheel, Presented at the Society of Photo-Optical Instrumentation
Engineers (SPIE) Conference Series, p. 83470V-83470V-6.

D. Vines-Cavanau, D. Busuioc, R. Birken and M. Wang (2012), ‘Millimeter-
wave nondestructive evaluation of pavement conditions’, Presented at the SPIE
Symposium on Smart Structures and Materials + Nondestructive Evaluation and
Health Monitoring, p. 83472B-83472B-8.

S. Ghanta, R. Birken and J. Dy (2012), ‘Automatic road surface defect detection
from grayscale images’, Proceedings of the SPIE — The International Society for
Optical Engineering,,vol. 8347,12 pp..

K. Belli, C. M. Rappaport, H. Zhan and S. Wadia-Fascetti (2009), ‘Effectiveness
of 2-D and 2.5-D FDTD ground-penetrating radar modeling for bridge-deck
deterioration evaluated by 3-D FDTD’, IEEE Transactions on Geoscience and
Remote Sensing, vol. 47, no. 11, pp. 36563663, November 2009.

B. K, W.-E. §, and R. C, ‘Model based evaluation of bridge decks using ground
penetrating radar’, Computer-Aided Civil and Infrastructure Engineering, vol.
23,no. 1, pp. 3-16.

G. R. Olhoeft and S.S. Smith IIT (2000), ‘Automatic processing and modeling of
GPR data for pavement thickness and properties’, Proceedings of SPIE — The
International Society for Optical Engineering, vol. 4084, pp. 188-193.

M. H. Powers and G. R. Olhoeft (1995), ‘GPRMODV?2; one-dimensional full
waveform forward modeling of dispersive ground penetrating radar data, ver-
sion 2.0’, U.S. Geological Survey, OFR - 95-58.

N. .Attoh-Okine and N. O. Busby (1995), ‘Use of artificial neural networks in
ground penetrating radar applications in pavement evaluation and assessment),
Proceedings International Symposium on Non-Destructive Testing in Civil
Engineering (NDT-CE), pp. 93-100.

R.S.Freeland (2007), Subsurface characterization using textural features extracted
from GPR data’,in Transactions of the ASABE, vol. 50,no 1, pp. 287-293.

M. Heiler, S. McNeil, and J. Garrett Jr. (1995), ‘Ground-penetrating radar for
highway and bridge deck condition assessment and inventory’,in Nondestructive
Evaluation of Aging Bridges and Highways, 6 June 19957 June 1995, Oakland,
CA, USA, 1995, vol. 2456, pp. 195-206.



System-level design of a roaming multi-modal multi-sensor system 203

50.

51

52.

53.

54.

55.

56.

57

8.

59.

60.

61.

62.

63.

S. Moysey, R. J. Knight and H. M. Jol (2006), ‘“Texture-based classification of
ground-penetrating radar images’, Geophysics, vol. 71, p. 111.

‘ArcGIS (2012) — Mapping and Spatial Analysis for Understanding Our World.’
Online]. Available: http://www.esri.com/software/arcgis. (Accessed: 29 August
2012).

Object Management Group (1995), The Common Object Request Broker :
Architecture and Specification. (Framingham, Mass.): Object Management
Group.

‘TAO: The ACE ORB. (2012) [Online]. Available: http://www.cs.wustl.
edu/~schmidt/TAO.html. (Accessed: 30 August2012).

D. C. Schmidt (1993), ‘The ADAPTIVE Communication Environment:
An Object-Oriented Network Programming Toolkit for Developing
Communication Software’, pp. 214-225.

D. A. Grejner-Brzezinska, R. Da, and C. Toth (1998), ‘GPS error modeling
and OTF ambiguity resolution for high-accuracy GPS/INS integrated system,
Journal of Geodesy, vol. 72, no. 11, pp. 626—638.

D. L. Mills (1991), ‘Internet time synchronization: the network time protocol’,
IEEE Transactions on Communications, vol. 39, no. 10, pp. 1482-1493.

‘IEEE Standard for a Precision Clock Synchronization Protocol for Networked
Measurement and Control Systems (2002)’, I[EEE Std 1588-2002, pp.i-144.

J. Eidson, J. Mackay, G. M. Garner and V. Skendzic (2007), ‘Provision of pre-
cise timing via IEEE 1588 application interfaces’ in IEEE International
Symposium on Precision Clock Synchronization for Measurement, Control and
Communication, 2007 ISPCS 2007, pp. 1-6.

T. Neagoe, V. Cristea and L. Banica (2006), ‘NTP versus PTP in computer
networks clock synchronization’, in 2006 IEEE International Symposium on
Industrial Electronics, vol. 1, pp. 317-362.

A. Machizawa, T. Iwawma and H. Toriyama (2008), ‘Software-only imple-
mentations of slave clocks with sub-microsecond accuracy’, in Precision Clock
Synchronization for Measurement, Control and Communication, 2008. ISPCS
2008. IEEE International Symposium on, pp. 17-22.

‘IEEE Standard for a Precision Clock Synchronization Protocol for Networked
Measurement and Control Systems’ (2008), I[EEE Std 1588-2008 (Revision of
IEEFE Std 1588-2002), pp. c1-269.

P. Loschmidt, R. Exel, A. Nagy and G. Gaderer (2008), ‘Limits of synchroni-
zation accuracy using hardware support in IEEE 1588’ in IEEE International
Symposium on Precision Clock Synchronization for Measurement, Control and
Communication, 2008. ISPCS 2008, pp. 12-16.

P. Ohly, D. N. Lombard and K. B. Stanton (2008), ‘Hardware Assisted Precision
Time Protocol. Design and case study’, Proceedings of LCI International
Conference on High-Performance Clustered Computing. Urbana, IL, USA:
Linux Cluster Institute, vol. §, pp. 121-131.



7

Sensing solutions for assessing and
monitoring bridges

J.M. W.BROWNJOHN, K-Y. KOO and N. DE BATTISTA,
University of Exeter, UK

DOI: 10.1533/9781782422433.2.207

Abstract: Bridges are popular candidates for condition assessment and
long-term monitoring because they are critical infrastructure components,
while being accessible, visible and usually publicly owned and operated.
They represent the widest application of sensing technology, from
traditional, mature and reliable to novel, experimental and (perhaps)

less reliable. Being able to trial the novel alongside the mature provides
valuable opportunities to advance the field of sensor technology for

all types of structure so that technologies viewed as experimental 10

or 20 years ago are now reliable and commercially viable. The sensors
described here are used to sense directly or indirectly both environmental
and loading parameters and to measure directly the response through
various measures of deformation at various timescales.

Key words: bridge, wireless, performance monitoring instrumentation.

71 Introduction

Condition assessment and structural performance (or health) monitoring
are two types of investigation used in the lifecycle management and opera-
tion of bridges.

Condition assessment is relatively routine and predominantly involves
visual inspection with desk studies based on guidance documents (The
Highways Agency, 1995), but can also on rare occasions include various
forms of non-destructive evaluation (NDE) technology such as ground pen-
etrating radar (GPR), impact echo (IE) and imaging (Gucunski et al.,2010).
These are intensive short-term campaigns that evaluate the state of a bridge
at an instant in time. A different form of condition assessment involves con-
trolled load testing with heavy vehicles, e.g. for direct evaluation of load
capacity (Bakht and Jaeger, 1990) or dynamic testing to evaluate modal flex-
ibility (Brownjohn et al.,2003; Catbas et al.,2006) leading to model calibra-
tion and indirectly to capacity estimation. Such exercises are usually heavily
manned and subject to severe time constraints.
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On the other hand, monitoring implies continuous automated measure-
ments of time series representing loading and response over periods of time
that can vary from days to a lifetime, the primary aim being to establish
statistical properties and performance bounds of loading and response, and
characterise their relationships. Out-of-bounds performance and variations
in, and deviations from, these relationships can be used to signal and diag-
nose performance problems.

Some of the same sensing technologies used in monitoring are also used
in assessment exercises, for example measurements of strain and deflection
during load testing, and measurements of vibrations during a modal survey.
The most elaborate monitoring systems (e.g. for Stonecutters Bridge, (Wong
and Ni, 2009)) can also perform continuous condition assessment due to
density, comprehensive coverage of the instrumentation and direct links to
‘physics-based’ analytical models.

A good example of bridge assessment where the widest possible
range of NDE, visual inspection and advanced sensing solutions has
been applied together is the International Bridge in Wayne, New Jersey,
tested in 2010 and 2011 by multiple international research agencies
(http://cait.rutgers.edu/ibs-2011-agenda) as part of a study related to the
US Federal Highway Administration Long Term Bridge Performance
Programme. In this study, while time series were collected, all measurement
activities were manned and variation of performance over time was not stud-
ied. In particular the NDE inspection processes are intensively manual and
there is no opportunity for automation.

Apart from NDE and visual assessment, sensing technologies used in
bridge assessment are a subset of those used in long-term monitoring exer-
cises. Hence, this chapter focuses on sensing technologies used in monitor-
ing where both serial and analogue data are collected autonomously at a
range of fixed and variable sample rates.

72 Performance metrics or measurands and their
uses in assessment

The range of parameters measured covers both direct measures of response
(e.g. deflection) and indirect measures of loading (e.g. wind speed). Only
in exceptional cases is it possible to measure directly external loading on a
structure that drives response; even for earthquakes it is problematic to cap-
ture the true ‘free-field’ ground motions.

Deformations in response to loading can be observed directly in the form
of absolute and relative position and derivatives, which are commonly mea-
sured as displacement, velocity, acceleration and inclination. Acceleration
and angle are measured with respect to a global inertial frame of reference,
whereas displacement and velocity are relative to a fixed local reference.
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Global positioning system (GPS) is the only possible exception, but in its
usual ‘differential’ mode (Casciati and Fuggini, 2009; Meng and Huang,
2009) a local reference (base station) with known location is required to
remove errors common to receivers in the area of the structure.

There are myriad forms of accelerometer but all depend on motion or
tendency for motion of a proof mass (tending to remain at rest) relative
to a fixture that is forced to accelerate with the structure. The choice of
instrument depends on budget along with frequency range and resolution,
given that bridge vibration modes of interest can span frequencies from 0.05
to 50 Hz and range from 1 pg to 0.5 g. For civil structures ‘seismic’ grade
piezo-electric accelerometers and force balance servo-accelerometers are
popular (Brownjohn, 2007), although low-cost and low power micro-elec-
tro-mechanical systems (MEMS) devices are increasingly viable for dense
and wireless arrays as performance specifications such as noise and resolu-
tion improve (Jo et al.,2011).

For displacement there is a wide range of different technologies. As well as
GPS, these include mechanical devices, e.g. linear variable differential trans-
former (LVDT) and pull-wire devices requiring direct contact (Brownjohn
et al., 1994; Nassif et al., 2005), a plethora of devices depending on electro-
magnetic radiation such as natural, light emitting diode (LED) and laser
light and radar.

Strain is a common derived response parameter, sensed by a wide range
of technologies including the strain-dependent resistor (which is also
dependent on temperature) and the robust (but slow sampled) vibrating
wire gauge (Barr et al.,2004). Strain gauges using fibre optic technology and
operating at a range of length scales and spatial densities have the advan-
tages of resilience to water and electromagnetic interference (Glisic and
Inaudi, 2008). Direct and mechanical measurement of absolute stress is rel-
atively rare, but devices sensing internal axial forces can be used, such as the
new Austrian tunnelling method (NATM) pressure cells (Brownjohn and
Moyo, 2001). Non-contact devices for sensing cable tensions (Wang et al.,
2006) have recently been used for cable-supported bridges.

Major forms of loading derive from weather conditions, resulting in
pressure loads and internal temperature changes leading to deformations.
Sensors for weather and environment are well developed and borrowed
from meteorology, the most usual form being wind speed and direction sen-
sors (Xu and Xia, 2012), both mechanical (cup and vane or propeller) and
without moving parts (Pitot tube and sonic devices). While direct pressure
measurements are common in wind tunnel testing, they are very rare at full-
scale (Frandsen, 2001; Isyumov et al., 1984).

Temperature is a major environmental factor on performance both glob-
ally and locally, with sensing technology including thermistors, thermocou-
ples, vibrating wire devices and fibre optics.
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Service loading derives from vehicles (cars, trucks, trains), fluids (aque-
ducts and pipelines) and pedestrians (foot bridges). For highway bridges,
weigh-in-motion (WIM) is occasionally used to capture snapshots of vehicle
weights (Cebon, 1991) by measuring individual axle forces when the vehicle
passes over the WIM location, while optical systems can be used for auto-
mated or manual vehicle counting and recognition (Fraser et al., 2011), a
technology that has applications on footbridges.

While WIM, toll and optical information contribute to a full picture of
vehicle loads, direct observation of deformation in long span bridges can be
used to infer actual loads in transit.

73 Instrumentation in notable bridge monitoring
projects

Table 71 presents information on notable major bridge monitoring proj-
ects, dating back to Tacoma Narrows. There many other sources of infor-
mation, such as proceedings of Structural Health Monitoring of Intelligent
Infrastructure (SHMII) conferences, Encyclopedia of Structural Health
Monitoring (SHM), books, e.g. Xu and Xia (2012) and specific papers such
as (Ko and Ni, 2005) and books, e.g. (Andersen and Fustinoni, 2006).

With the implication that monitoring means automated recording of time
series over long periods of time, monitoring effectively began with introduc-
tion of instrumentation for recording (rather than just observing) motion,
such as the seismograph, whose invention is usually credited to John Milne
in 1880, although there were several less successful earlier designs, e.g.
(Mallett, 1846).

The first well-documented monitoring of bridges was a series of one-
day seismograph recording exercises on San Francisco-Oakland Bay and
Golden Gate Bridges from 1934 to 1937 by Dean Carder of the US Coast
and Geodetic Survey (Carder, 1937), and the second was the motion-picture
recording of the original Tacoma Narrows Bridge (University of Washington,
1954) before its collapse in November 1940.

Certainly many bridges have been equipped with permanent seismometer
arrays in seismic regions, particularly in California (Table 71 provides a few
examples) but our focus is on more comprehensive instrumentation arrays
for recording normal operational loading and performance as well as the
extremes. Except for the effects of differential support,in the case of long span
bridges earthquakes are probably less of a threat to bridge superstructures
than strong winds, for which more exotic forms of instrumentation have been
deployed. In particular, long span bridges have usually been instrumented
to study problematic wind-induced vibrations, such as Pasco-Kennewick
(Bampton et al., 1983) and Deer Isle-Sedgwick Bridges (Bampton et al.,
1986) in USA and Great Belt Bridge (Frandsen,2001) in Denmark, for which



Table 7.1 Notable major bridge monitoring projects

Bridge

Span

Built

Instrumented

Strain Displacement

GPS Wind

Acceleration

Other
motion

Temperature Inclination Other

Tacoma Narrows
(University of
Washington, 1954)

Pasco-Kennewick
(Bampton et al.,
1983)

Deer Isle-Sedgewick
(Bampton et al.,
1986)

VincentThomas
Bridge (Yun et al.,
2008)

Golden Gate
Bridge (Pakzad
et al., 2009)

New Cape
Girardeau Bridge
(Celebi, 2006)

New Carquinez
Bridge (Kuruta
et al., 2012)

Confederation
Bridge (Cheung
et al., 1997)

Commodore Barry
(Catbas and
Aktan, 2009)

Tuas Second Link
(Brownjohn and
Moyo, 2001)

853

229

330

457

1280

2003

2003

11 x

250

501

1940

1978

1939

1964

1937

350

728

1997

1974

1997

1940:

4 months

1978: 2 years

1981:3 years

Mid 1980s

2006 only

2005

2010

Construction

Construction

Motion picture

3 x ext

Mechanical 55 x survey
+VWG

54 x ERSG
+ 148 x
VWG

12 x VWG,
12 xVWG
stress

17 x crackmeter

6 x triax prop

6 x triax
prop + 2 x
skyvane

3 X speed,
direction

2 x sonic +
radiation,
rain, RH

15 X servo

12 x servo

26

56-64

84 in structure and

ground
70 CSMIP, 66
wireless
76

16 x capacitive

1 X triaxial

3 xair
temperature,
humidity

50 x
thermocouple

Ice force,
corrosion

36 x VW
tiltmeter

201 x thermistor 2 xWIM

44 x
thermocouples

(Continued)



Table 7.1 Continued

Bridge Span Built Instrumented Strain Displacement GPS Wind Acceleration Other Temperature Inclination Other
motion
Great Belt 1624 1998 1998 (6 1xcup +vane 2 Wind
(Frandsen, 2001) weeks) pressures
Foyle (Sloan et al., 233 1984 1990/191 8 x ER 2 x laser + 2 x ext Anemometer 6 X
1992) thermocouples
Humber 1410 1981 1990/1991 6 x ext and 13 x speed, 12 x servoc, 4 x 2 x thermistor 5
(Brownjohn et al., optical 15 x dirn, 1 piezo
1994) x lift
Second Severn 528 1996 Construction 3 x optical 1 x sonic 8 x servo-acc 5 x thermistor
Crossing
(Macdonald et al.,
1997)
Nahmae (Koh 404 1973 1998 10x ERS, 4 xext 2 x triax prop 2 x triax, 12 x uniax 12 x
et al., 2009) 44 xVWG tiltmeter
Jindo (Koh et al., 344 1984 1998 38 2 5 x cap, 15 x piezo, 4 x
2009) 2 x seis tiltmeter
Sohae (Koh et al., 470 1993 12 x static, 10 x ext, 4 x laser 2 x 10 x accelerometer, 24xacc on 14 6 x
2009) 82 x anemometer 2 x seismometer cable tiltmeter
dynamic
Gwangan (Koh 500 1994 3 xext, 1xlaser 3xprop, 1x 20 x accelerometer, 14 4 x
et al., 2009) sonic 2 x seismometer tiltmeter
Youngjong (Koh 300 2000 2001 122 x static, 4 x ext, 3 x laser 4 x 3 x triax, 14 x biax, 33 10 x
et al., 2009) 175 % anemometer 12 X uniax tiltmeter
dynamic
Second Jindo 344 2006 2010 1 x triaxial triax: 10 x high res, 3 Light
Bridge WSN (Jo sonic 100 x low res sensor
et al., 2011)
Jiangyin (Ko and 1385 1998 1998 Total station 72 14 x EM
Ni, 2005b) cable
stress,
12 load

pins,



Jiangyin (Zhou
et al., 2006)
Binzhou Yellow

River (Li et al.,
2006)
Sutong Yangtze

Runyang Yangtze
South Bridge
Maanshan Yangtze

Tsing Ma (Wong,
2007)

Ting Kau (Wong,
2007)

Kap Shui Mun
(Wong, 2007)

Akashi Kaikyo
(Sumitro, 2001)

TataraBridge
(Sumitro, 2001)

1385

300

1088

1490

2 x
x1080

1377

475

430

1991

890

1998

2003

2008

2005

2010

1997

1998

1997

1998

1999

2005

2003

Construction

Construction

Construction

Construction

Construction

Construction

Multiple
FBG fibre
optic

2n

120

268

110

88

30

72 x FBG

96 x ext

6+9x
‘deflectometer’

10 x level, 2 x ext 14

2 x ext

5 x level, 2 x ext

3 x ext, 6 xTMD

7

6

8

2 X sonic

1 x sonic, 1 x
propellor

4 x ‘aerovane’

’

2 x 'aerovane
2 x'aerovane’

6 x sonic and
prop

7 x sonic and
prop

2 x sonic and
prop

1 X triaxial

36

46

28

100

80

19

45

3

6 x triaxial

seismometer

15 X uniax 1 x triax
seismometer

116 x FBG

169 x structure + 8
12 x air

44 x structure +
6 x air

52 x structure + 2
2 x air

115

83

224

3 x girder 3

Abbreviations: Vibrating wire gauge, VWG; electrical resistance strain gauge, ERSG; fibre Bragg grating, FBG; tuned mass damper, TMD; California Strong Motion Instrumentation

Program accelerometer, CSMIP.
Further examples are given in (Ko and Ni, 2005a) and (Andersen and Fustinoni, 2006).

For some bridges there is no information about sensors instrumentation in public domain.
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remedial measures were introduced as a result of the studies. Concerns about
wind-induced response have remained a strong driver for monitoring that has
included the full range of wind sensors mentioned above.

For wind-sensitive structures that respond dynamically, and this includes
long span bridges having mode frequencies below 1 Hz, the fluctuating com-
ponent of wind (i.e. turbulence) is as relevant as the mean value; hence the
frequency response of wind and pressure sensors is as important as it is for
motion sensors. In this respect, sonic anemometers (which have no moving
parts) are regarded as the best performing devices but are sometimes used
in tandem with mechanically robust cup/vane and combined propeller/vane
devices for long-term monitoring (Wong, 2004).

Concerns about in-wind performance drove the monitoring of the
Humber Bridge in 1990 and 1991. In a collaboration between University of
Bristol and Politecnico di Milano (Brownjohn et al., 1994), the bridge was
used to validate software to simulate dynamic in-wind performance of a
proposed deck section design for the Stretto di Messina Bridge.

In recent years monitoring exercises have also been used to study cable
vibration problems such as at Oresund Bridge (Larsen and Andersen, 2007),
requiring solutions for recording cable vibrations that have included direct
fixing of wired and wireless (Feltrin et al.,2010; Nagayama et al.,2010) accel-
erometers, strain gauges, proximeters (Humber) and non-contacting optical
systems (Caetano et al.,2007; Nassiff et al.,2005).

Earlier systems invariably comprised accelerometers and anemometers,
due to the emphasis on wind-induced response. Modern systems employ a
wide range of sensors operating with both analogue and digital signals and
at a range of sample rates. Also, technologies that emerged in the 1990s, such
as GPS and fibre optics, are now ‘mature’ and systems for measuring config-
uration (effectively via displacement) are increasingly important.

So far wireless sensors sampling at dynamic rates (to record vibrations)
have rarely been used in permanent monitoring installations, but real world
tests of the technology include Golden Gate (Kim et al., 2007) and Jindo
Bridge (Jo et al., 2011). The Jindo Bridge exercise is, to date, the most
remarkable exercise on the deployment of a large-scale network of wireless
sensors capable of recording at high data rates with synchronisation errors
measured in micro-seconds.

74  Case study on condition assessment and
performance monitoring: Tamar Bridge

The Tamar Bridge in the UK provides a good demonstration of many of
today’s relevant technologies for SHM, due to the fusion of four sub-systems
operating at different timescales and with different objectives. Together
these provide a comprehensive overview of the bridge performance that



Sensing solutions for assessing and monitoring bridges 215

supplies not only useful information for bridge operation but also a test for
the sensor, acquisition and data management systems.

Not all types of sensors are represented on the bridge; for example, there
is no strain monitoring using static, dynamic or fibre optic sensors. The sys-
tem focuses on recovering quasi-static variation of bridge configuration and
dynamic responses, along with reliable information on thermal, wind and
traffic loading.

74.1 Tamar Bridge: original design and subsequent
strengthening and widening

The Tamar Bridge forms a vital transport link over the River Tamar carrying
the A38 trunk road from Saltash in Cornwall to the city of Plymouth in Devon.
The original bridge (Fig. 71), opened in 1961, was designed by Mott Hay and
Anderson as a conventional suspension bridge with symmetrical geometry,
having a main span of 335 m and side spans of 114 m and, with anchorage and
approach spans, the overall length is 642 m. The towers were constructed from
reinforced concrete, and have a height of 73 m with the deck suspended at half
this height. The towers sit on caisson foundations founded on rock.

Main suspension cables are 350 mm in diameter. Each consists of 31
locked-coil wire ropes and carries vertical locked-coil hangers at 9.1 m
centres.

7.1 Tamar Bridge before and after strengthening and widening.
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The main cables are splayed at anchorages and anchored some 17 m into
rock. The stiffening truss is 5.5 m deep and composed of welded hollow
boxes. The original three-lane deck, spanning between cross trusses, was of
composite construction with a 150 mm deep reinforced concrete slab on five
universal beams surfaced with hand-laid mastic asphalt 40 mm thick.

When opened in 1961, Tamar was the longest suspension bridge in the UK
and the first to be built since World War II. It was initially carrying approxi-
mately 4000 vehicles a day with a maximum gross weight of 24 tons, but was
upgraded in 2000 and 2001 to carry lorries up to 40 tonnes, incorporating mod-
ifications to major components, i.e. deck, cables and boundary conditions.

Deck

The appointed consultant for the strengthening and widening upgrade
(Acer, now Hyder) proposed replacement of the main deck with a light-
weight orthotropic steel deck, and construction of temporary relief lanes
cantilevered off the bridge truss, to act as a supplementary diversion route
while the main deck was being replaced. These additional lanes became per-
manent, and several other modifications were made.

The truss was strengthened by the installation of supplementary inverted
U-shaped parallel elements fitted below the bottom chord, and by welding
additional steel plates at key locations.

Approximately 2800 tonnes of structural steel was added in the deck
replacement, cantilevers and additional cables, but with removal of the old
composite main deck with heavy concrete slab, the final weight of the sus-
pended structure rose by just 25 to 7925 tonnes. The deck replacement pro-
cess was completed by December 2001, and the bridge now carries about
50 000 vehicles per day.

Additional stay cables

Eighteen new (nominal) 100 mm diameter locked-coil cables were added
primarily to help carry the additional dead load of the new cantilever lanes
and associated temporary works. They also reduced the extent of required
truss strengthening and restored some 400 mm of the original hogged pro-
file of the main deck, which had been lost due to main cable creep over the
previous 40 years.

During and after the upgrade, in specific weather conditions involving
rain, some additional stay cables exhibited oscillations of up to 100 mm
amplitude. Figure 72 shows a schematic of the 18 additional stay cables. P1
north and S2 south exhibited large amplitude vibrations during construc-
tion as tension varied, and after construction the longer cables (3 and 4) on
occasion exhibited vibrations of 40 mm amplitude. ‘Water butt’ dampers
subsequently deployed provided a simple but effective means of controlling
vertical plane vibrations of the hangers.
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72 Schematic of additional stay cable locations and cable damper.

Span continuity, bearings and expansion joints

In the original configuration, bearings at the Saltash tower comprising ver-
tical swing links and lateral thrust bearings allowed for longitudinal move-
ment and rotation about a vertical axis to allow deck sway, together with an
expansion joint in the roadway. At the Plymouth tower the arrangement was
the same but with a link connecting the trusses either side of the tower.

During the upgrade, the link at the Plymouth tower was severed, and the
load path to provide longitudinal restraint on the main span is via the can-
tilever deck sections which are connected to the main truss via shear boxes.
These cantilevers are continuous across the Plymouth tower, and incorpo-
rate movement joints at the Saltash tower.

7.4.2 Evolution of the monitoring system and reasons
for sensor choice

Monitoring systems were originally installed to track bridge configura-
tion during the upgrade, and these original sensors still represent the
majority of data channels in the present day system. Since late 2006
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dynamic data channels have been added, followed by a total station in
2009. In 2010 a relatively simple wireless sensor network was added to
track configuration. All these sub-systems have been modified during the
11 years of operation, and all have had their own performance and reliabil-
ity problems.

Subsystem 1: Fugro SMS

A structural monitoring system (SMS) was installed by Fugro Structural
Monitoring to monitor cable loads, structure and environment temperatures,
and wind speed and profile. The purpose of the SMS was and is to provide
engineering information on the performance and condition of the bridge dur-
ing and after the widening and strengthening. As such, the main use of the SMS
was for tracking cable loads and deck level during the strengthening works.
Data were also available from a WIM system, which is no longer serviceable.

The level sensing system comprises a fluid pressure system with sensing
stations at 1/8 span centres and is based on a similar system installed on
bridges in the Lantau Fixed Crossing. The height measurements were speci-
fied to be accurate to +/5 mm and sampled at 1 Hz.

The sensors used in the SMS include the following (shown in Fig. 73):

¢ Anemometers to measure wind speed and direction.

e Fluid pressure-based level sensing system to measure deck vertical
displacement.

e Temperature sensors for main cable, deck steelwork and air.

e Extensometers and resistance strain gauges to measure loads in addi-
tional cables.

e FElectronic distance measurement between tower tops.

Deck and cable temperature sensors are platinum resistance thermom-
eters (PRT) on stainless steel shim glued in place. Air temperature sensors
consist of a temperature probe with radiation shield.

Additional cable tensions are measured by resistive strain gauges attached
to main tensioning bolts at deck anchor points by epoxy or micro-welding.
Gauges are arranged in pairs 180° apart around the bolt, each pair com-
prising an axial element and an element to measure hoop strain. The four
gauges are connected to a full Wheatstone bridge, with the hoop gauges
providing the temperature compensation.

Wind speed is measured mechanically by cup anemometers at the top of
Saltash Tower (where direction is also measured), the deck level of Saltash
tower and Saltash approach.

Tower separation is measured by an electronic distance measuring device
(EDM) attached to the upper portal of the Plymouth tower.
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(a) (b)

(© (d)

73 Fugro SMS sensors. (a) Cable tension; (b) wind speed and air
temperature; (c) suspension cable temperature; (d) truss girder
temperature.

At present, the main concerns for bridge operation are safety, not just
in the bridge but in the adjoining Saltash tunnel. Closed circuit television
(CCTV) cameras and image tracking software are used to avoid and man-
age dangerous traffic situations, and wind data from the SMS are used to
determine when the bridge should be closed to high-sided vehicles.

The SMS was overhauled in summer 2007 when extra data channels were
added and faulty channels, including the levelling system and some stay
cable tension sensors, were fixed. However, many of these sensors (such as
level sensors, EDMs) are now unserviceable.

Subsystem 2: Vibration Engineering Section (VES)
dynamic monitoring system (DMS)

Vibration Engineering Section began monitoring the dynamic response of
the bridge deck and cables in 2006. This monitoring system includes eight
Honeywell QA650 accelerometers arranged to measure biaxial cable vibra-
tions, and three QA750 accelerometers installed close to the midspan of
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(a) (b)

74 DMS components. (a) Deck force balance accelerometers; (b) stay
cable servo-accelerometers; (c) extensometer atTamar expansion joint;
(d) data acquisition system: dual laptops, SCXI chassis, power supply
and modem.

the bridge deck arranged to measure horizontal motion as well as vertical
motion on each side of the truss (Fig. 74). The QA750/650s are force balance
DC ‘servo-accelerometers’ so that they can measure quasi-static accelera-
tion. They also resolve accelerations in micro-g range.

Three ASM-WS12 ‘potentiometer’ or ‘pull-wire’ extensometers were
installed (lower left view in Fig. 74), two to track relative motion between
the deck truss and tower pylon on each side, and one for motion between
main and side span via the thrust bearing extensions.

All 12 channels were hardwired to a small instrumentation cubicle above
the anchorage chamber at the Plymouth side. Analogue voltage signals have
since 2006 been collected by a National Instruments (NI) SCXI format data
acquisition system (DAQ), which was originally connected to a router in the
bridge control room via fibre optic cable and recycled repeater nodes. The
original fibre optic link has been replaced with a power-line modem.
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(a) (b)

75 Total positioning system components (a) RTS on control room roof;
(b) prism reflector on Saltash tower pylon.

Subsystem 3: robotic total station (RTS)

Examination of accelerometer data and quasi-static deck extension, deck
level and cable tension data in 2008 indicated that deck configuration played
an important role in modifying dynamic response and was itself driven in a
complex way by various forms of loading. With award of a major research
grant from UK’s Engineering and Physical Sciences Research Council to
fund SHM on suspension bridges, the DMS was extended to incorporate
an RTS (Koo et al., 2010). RTS was chosen instead of GPS following dis-
cussion with and advice from researchers at Technische Universitidt Graz.
For a relatively short span the expected quasi-static movements in all three
directions could be challenging to measure by GPS in real-time kinematic
(RTK) mode, which has an accuracy around 15 mm. To measure with sim-
ilar spatial resolution to the level system (which stopped working about a
year after its 2007 repair) would require expensive multiple antennae and
present problems of fixing them securely, in terms of access and theft as
well as in terms of structural rigidity, and multi-path. RTS has better res-
olution in space but poorer resolution in time, limited to about 1 Hz for a
single target, but since fast sampling was not required, the much slower and
irregular sampling of RTS could be tolerated. Hence, a single Leica TCA
1201M was deployed to a fixed location on the control room roof, with 15
reflector targets mounted at critical points on the bridge (Fig. 7.5). Quasi-
static response with periods up to 20 s could be recovered from integration
of accelerometer signals.

The TCA was originally tested on the Plymouth tower upper portal, which
offered the best location for target visibility, but the high frequency dynamic
sway of the tower prevented reliable locking on reference reflectors and
recovery of azimuth angles.
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(a) (b)

7.6 Wireless links for extensometer signals. (a) WSN node at Saltash
tower; (b) router node at Plymouth tower; (c) router antenna.

Subsystem 4: wireless sensor node (WSN)

Due to problems with the wired connections to the extensometers result-
ing in an earth loop that could not be fixed, an NI WSN operating on the
2.4 GHz frequency range using the IEEE 802.15.4 protocol was installed
to transmit the data from the extensometers to the control chamber. The
extensometers were connected to an NI WSN-3202 4-channel, 16-bit ana-
logue input node with the DAQ laptop connected to a to a NI WSN-9791
Ethernet gateway node. The distance between the sensing location (the
Saltash tower expansion joint) and the DAQ laptop was approximately
450 m, greater than the transmission range of the NI WSN nodes; so an
intermediate NI WSN-3202 node was installed and configured to act as a
router in a two-hop network. The router was located on the main span near
the Plymouth tower, where there was a readily-available DC power supply.
This still left a 330 m hop over the main span, longer than the specified
operational range of the NI WSN nodes, requiring 10 dBi high-gain, omni-
directional antenna on each of the three nodes. System components are
shown in Fig. 76.
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77 Finite element model of Tamar Bridge.

Present system

The present system, fusing the four sub-systems, is shown in Plate VII in the
colour section between pages 374 and 375. Not all these channels are opera-
tional, or work intermittently, as will be described later. Images from CCTV
cameras on each of the towers are also collected with the environment and
performance data to help interpret anomalous performance.

7.4.3 Other studies supporting the monitoring

To support the monitoring studies, finite element models of the bridge have
been created. The most effective model of the bridge, shown in Fig. 7.7 has
been developed in ANSYS and used for simulations of effects of thermal
and traffic loading on the bridge (Westgate and Brownjohn, 2010). To cali-
brate any modelling of the bridge, an ambient vibration survey of the bridge
was carried out in April 2006 (Brownjohn et al., 2007). This exercise col-
lected acceleration signals from both sides of the deck in lateral and ver-
tical directions as well as lateral and longitudinal motions in the towers,
followed by operational modal analysis to recover modal properties specific
to the day and time of the measurements. While the modal frequencies and
damping ratios are now known to exhibit considerable variation according
to environment and loading conditions, the mode shapes should be rela-
tively stable and allow for tracking of specific mode type in the subsequent
monitoring.

74.4 Data management

Data management is described elsewhere (Koo et al., 2011); data on local
PCs are replicated in the VES server and loaded in the Sheffield SHM data-
base (SSDB). The SSDB system includes processing algorithms coded in
MATLAB calculating derivatives of raw time series and their combina-
tions, present in columns of database tables that can be interrogated using
MATLAB or a web interface and viewed in near real time.



224 Sensor Technologies for Civil Infrastructures

75 Monitoring results illustrating sensor
characteristics

This section describes performance of sensors and the implications for data
interpretation.

75.1 SMS data

Not all data channels have been operational throughout the monitoring, but
reliable tension data have been available for several of the additional stays.
Level data have been fully functional for a relatively short period from mid
2007 during which it provided insights into the deformation performance
of the bridge.

Figure 78 shows different scales of level data. First the relationship with
structure temperature is clear, as is the daily variation in standard devia-
tion of level hour by hour, showing the relatively quiet weekend periods.
The effects of rush-hour traffic enhancement and temperature are evident
in the 24 h plot, while the zoom on an hour of data hints at heavy vehicle
crossings (the large negative spikes). The 4 s sampling period for the sensor
is too coarse to be confident of such information. The plots do not show that
absolute levels appeared to drift and then shift; the value, but unreliability,
of these data led to installation of the RTS system.

The relationships with structure temperature, stay cable tension and deck
level are illustrated in Plate VIII in the colour section between pages 374
and 375. Other data show that the deck sag/hog is lopsided in elevation and
accompanies a significant longitudinal expansion, while the linearity of cor-
relations with temperature depends on which sensor location is used. The
opposite slopes are due to the opposite directions of the stays in relation to
the longitudinal expansion.

75.2 DMS data

The 11 accelerometers were deployed from the end of 2006 and originally
interpreted by the in situ data processing and modal analysis software. Plate
IX in the colour section between pages 374 and 375 shows deck and cable
signals displayed using that interface. The lateral deck signal is too weak in
the time series but appears in the spectrum for a higher order lateral mode
(red). All eight cable sensors were working at the time, although signal shifts
are evident in some cable accelerometer channels. The build-up and decay
of signals is also clear; these data predate installation of water butt dampers
on all the additional stays.
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78 Level sensing data from SMS at increasing levels of resolution.
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79 RTS solutions for midspan.

75.3 RTS data

A sample of 6 days of RTS data is shown in Fig. 79 for the midspan reflector.
Unlike the level data, these signals comprise three components, when they
are available. There is significant scatter, in vertical/lateral directions, pos-
sibly due to their being a ‘snapshot’ of quasi-static plus dynamic response.
The axial signals, which are barely influenced by dynamics, are much clearer
and more stable. The three components combine EDM and theodolite com-
ponents of the RTS, but for axial data the weight of EDM data is close to
100%. Signal loss is usually due to weather effects and the inability to dis-
criminate closely spaced targets. Nevertheless, the data are more valuable
and reliable than the level data, and more cost effective and accurate than
GPS data would be. Signal precision for the EDM is approximately 2 mm +
2 ppm (i.e. about 2 mm for furthest reflector) and for the theodolite it is 1
arc-s, or 3.3 mm for the furthest reflector.

75.4 \WSN data

Plate X in the colour section between pages 374 and 375 shows the mon-
itoring interface and extensometer data recorded over the first 6 months
of operation. The longitudinal displacement of the bridge deck had a clear
diurnal pattern as well as a seasonal trend, with the deck closer to the tower
during day time and the warmer summer months. Also noticeable are sec-
tions of missing data from both extensometers. These were due to a recurring
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Table 7.2 Tamar sensors and availability

Sensor type Number of units Availability

Cable load cell (pair) 20 12 half-sensors
unserviceable from
varying times in

programme

Level sensor 10 Progressively
unserviceable from
2008

Deck temperature 223 Two unserviceable

Cable temperature 1

Air temperature 11

Wind speed 4

Wind direction 2

EDM 1 Intermittent, not used

Deck accels 3 | failed and replaced

Cable accels 8 Four failed 2008, two
more failed from
2012. Not needed

Extensometers 2

RTS reflectors 16

problem with the power supply to the monitoring systems from the Bridge’s
electrical circuitry. There were also a number of instances where the data
from the south extensometer were clearly erroneous, most likely due to the
extensometer cable getting stuck and not being pulled back by the spring
mechanism. So, while reflecting the actual movement may not be perfect,
due to the nature of the device, resolution is as good as the resolution of the
DAQ.

75.5 Issues with sensors

The data presentation has highlighted some issues with sensors: as the
bridge itself requires maintenance, so does a SHM system. At the time of
setting up the DMS, the level sensors and several of the cable ‘load cells’
(i.e. combinations of strain gauges) were not functioning. These functioned
well for a while after the 2007 repair, but problems recurred and some cable
load data were clearly anomalous (as identified by ad-hoc cable vibration
measurements). Wind and temperature sensors have remained both reliable
and valuable. Table 72 summarises sensor types and availability.

For the DMS, water ingress into the wiring junction boxes has been the
significant problem, and some deck accelerometers have been replaced,
while at the time of writing two cable accelerometer pairs have ceased to
function, probably for the same reason. The earth loop problem with exten-
someters has been avoided via the WSN.
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For the RTS, the principal issue has been the failure to locate distant or
close reflectors, resulting in missed data points, a particular problem in bad
weather. Despite this, the RTS has been a powerful tool for tracking bridge
deformation.

For the WSN there have been few problems, except occasional data loss
due to signal strength.

Reliability of computers has been problematic. While the computers (so
called ‘Toughbooks’) themselves have survived for up to 5 years, software
issues have caused occasional hanging, so that we now use internet-linked
remote reset hardwired to the computer power switch.

75.6 Structural health monitoring (SHM) applications

While the Fugro SMS was installed for tracking structural behaviour during
the strengthening and widening, the present system was developed to sup-
port development of data mining technologies for SHM, which considers
sudden or evolving changes in structural condition. Such changes can be
revealed through changes in time varying response patterns. For quasi-static
response stresses, strains, deformations correlate with wind, traffic or ther-
mal loads so that changes in the correlations or outliers can indicate struc-
tural changes, and such changes can be enhanced by sophisticated analysis
of the time series (Omenzetter et al.,2004). Modal parameters(e.g. natural
frequencies) themselves can be viewed as response parameters which vary
with environmental and loading conditions. Clear and unambiguous identi-
fication of a modal parameter change can be very useful for diagnosing the
underlying change in structural condition.

So far with Tamar, the obvious performance anomalies have been directly
linked to traffic overloads, leaving the more subtle changes to be spotted
among the noise of normal operational environment and load changes.
Hence, recent research on Tamar performance data has focused on filter-
ing out the ‘normal’ variations by creating meta-models fitting the observed
variations of load/environment with response using the technique of
co-integration (Cross et al.,2012).

7.6 Conclusion and future trends

Experience from this bridge (and other structures our group has monitored)
has led to the following observations.

Accelerometers are extremely versatile instruments capable of providing
time series and response statistics in isolation and modal parameters col-
lectively (although less reliable estimation is possible from single devices).
Unless it is necessary, and possible, to observe variations in mode shape,
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a few well-placed accelerometers can be used with reliable modal survey
information (using larger temporary arrays) to provide global response via
modal expansion.

Accelerometers can also provide quasi-static displacement and rotation
information when high quality low noise DC instruments are used. Hence,
for a given budget it would be better to use fewer but better and more costly
accelerometers.

There have been no significant problems with hard wiring accelerometers
but locations have been limited due to cost, primarily of the accelerometers
but to some extent of the cabling. In cases where low frequency sampling
is adequate or where embedded processing of single point measurements
suffices, there are real benefits for wireless devices. A particular example is
measurement of stay cable response.

The wind sensors used have been simple and rugged devices. While
sonic anemometers have no moving parts, our experience in using them
on tall structures (transmission tower, tall building) is that they can per-
form badly in heavy rain and suffer from electrical interference, e.g. during
thunderstorms.

Measurement of displacement or configuration is obviously very impor-
tant for a bridge, particularly a long span bridge, and there is no single per-
fect technology for the purpose (Brownjohn and Meng, 2008). The popular
solution is to use GPS antennae and receivers, as deployed in the majority
of Chinese bridge monitoring exercises (Ko and Ni, 2005). As described in
the decision process for Tamar, GPS sensors are relatively expensive sin-
gle point devices that have the advantage of relatively high speed synchro-
nous sampling. They are subject to unusual and non-Gaussian noise, e.g. due
to cycle slip and multi-path, resulting in very large errors, and even with-
out those, accuracy is around 15 mm without post processing. For Tamar,
RTS was chosen, which has its own problems, but there were no significant
problems with loss of information due to the very slow sample rate: a mea-
surement with the motor-driven unit finding the measuring locations of 15
reflectors takes over 10 min. This leaves a gap between the longest possible
period of displacement data integrated from accelerometer signals (about
20 s) occupied by timescales for crossing of law-abiding heavy vehicles and
rapidly changing weather conditions.

For relative motion, e.g. across expansion joints, there is a range of tech-
nology including mechanical devices and non-contacting devices, usually
some form of laser. The former suffer from abuse (and birds), the latter
from line of sight interruption.

Fibre optic sensing technology, mainly used for strain measurement, has
advanced considerable in the last decade, particularly the spectrum analy-
ser/logging devices. Fibre optic sensors (e.g. fibre Bragg grating and Brillouin
scattering devices) are a natural choice for extended steel structures and
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are sensibly adopted for Chinese long span bridges. However, strain gauges
have hardly been used in this study, which focuses on global issues.

Above all, the greatest need is for development of systems for managing,
interpreting and applying the performance data. This is a major challenge,
which is still hardly addressed by any research group in a systematic and
effective way (Koo et al.,2011).

The trend in long span bridge monitoring is for ever-larger and more com-
plex systems incorporating a wide range of sensors types providing both ana-
logue and (directly) digital data at a range of fixed and variable sample rates.
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Abstract: Several sensing solution systems for assessing and monitoring
seismically-excited buildings are reviewed. Although the importance

of monitoring buildings has been widely recognized following the
devastating earthquake of magnitude 9 in east Japan in 2011, the
installation of a structural health monitoring system in a building is still
expensive, limiting the use of such systems to tall, or otherwise important,
buildings. Using sensors only for earthquakes may not be practicable for
normal buildings. As a potential solution for this difficulty, a system using
sensor agent robots is introduced.

Key words: structural health monitoring (SHM), smart sensor, sensor
agent robot, tall building, earthquake.

8.1 Introduction

For the first time a seismometer recorded the large acceleration time history
of the near field earthquake in 1940 at the El Centro Terminal Substation
Building’s concrete floor in California. Before this event, most building
structures in seismic zones had been designed assuming static horizon-
tal forces applied to building floors, because strong motion data were not
available. Since then, many strong motion records have been obtained. The
California Strong Motion Instrumentation Program (CSMIP, see the URL
listed in reference) is a representative modern program that provides a
funding scheme for installing and maintaining sensors in buildings. The data
obtained at these buildings are accessible by anyone. There are many other
programs that monitor buildings — the USGS has operated the National
Strong-Motion Project (USGS, see the URL listed in reference) for many
years.

In Japan, the Building Research Institute operates the Strong Motion
Observation (BRI, see the URL listed in reference) and provides valuable
data, including those taken during the 2011 east Japan earthquake of mag-
nitude 9.0 that occurred on March 11, 2011. However, most buildings are
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privately owned; hence, recorded data are generally not released to the pub-
lic. The BRI provides an amazing dataset from a 55-story building in Osaka
that was about 760 km away from the epicenter. The maximum displace-
ment amplitude of the 52nd floor was about 1.4 m. This large shaking had
not been expected before the event, as it was far away from the epicenter.
The shaking was revealed by sensors installed in the building.

Extensive strong motion data have also been recorded in seismically iso-
lated buildings. The Japan Society of Seismic Isolation (JSSI) immediately
formed the Response-Controlled Buildings Investigation Committee to
conduct detailed investigation of the performance of seismically isolated
buildings and buildings with dampers to prepare action plans if necessary.
Three working committees under this committee were formed. They are:
the Base-Isolated Building Design Committee, the Response Evaluation
of Base-Isolated Buildings Committee, and the Supplemental-Damped
Building Investigation Committee. The second committee was established to
evaluate the performance of seismically isolated buildings during the earth-
quake, using recorded data. Twenty seismically isolated buildings from the
Sendai to Tokyo area were selected and examined. The number of stories
ranged from 2 to 21. The buildings investigated are listed in Table 8.1, along
with information on their isolators, dampers, and stories as reported by JSSI
(2012). The peak value of the acceleration recorded at the foundation and
the maximum deformation of the isolator are also provided. A summary
of the report is seen in the paper prepared by (Kasai et al., 2013) that was
accepted for publication by Earthquake Spectra.

There was another notable episode during this earthquake. A structural
health monitoring (SHM) system installed in a 40-story building in Tokyo,
the World Trade Center Building, was reported to be of great help in assess-
ing the safety of the building immediately following the earthquake. As a
result, the state of the building was immediately announced to the tenants
and appropriate and immediate decisions were taken, such as resumption
of elevators. In most other tall buildings, visual inspections by experts were
needed to ascertain the safety of the buildings and elevator systems before
resumption of normal services. These visual inspections took hours and days
to complete. The SHM system saved hours of time for the residents and
tenants.

8.2 New roles for sensing and monitoring systems in
buildings

For many years, accelerometers have been used for recording strong motion
data. However, due to recent advances in sensors and networks, the concept
of SHM has become popular in structural engineering. The SHM system
records structural responses during large earthquakes, as well as other harsh
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Table 8.1 List of seismic isolation buildings investigated by JSSI

Number Location Isolator and damper Stories® PFAP Dimax®
(cm/s?) (cm)

1 Sendai, Miyagi  High damping rubber 3/0 301 12
2 Sendai, Miyagi  Natural rubber, steel 9/2 289 17
damper
3 Sendai, Miyagi  High damping rubber 6/2 381 18
4 Sendai, Miyagi High damping rubber 5/0 345 1
5 Mito, Ibaraki Natural rubber, lead 21/0 402 14
damper, steel
damper
6 Tsukuba, Natural rubber, lead 7/0 327 6
Ibaraki rubber, steel damper
7 Funabashi, Natural rubber, 3/0 150 8
Chiba viscoelastic damper
8 Funabashi, High damping rubber, 4/0 170 5
Chiba lead rubber
9 Chiba High damping rubber 8/0 219 5
10 Chiyoda, Tokyo  Natural rubber, viscous 10/0 218 3
wall
1 Chiyoda, Tokyo Natural rubber, lead 11/2 104 5
rubber, oil damper
12 Minato, Tokyo Natural rubber, slider, 13/3 65 14

semi-active and
passive oil damper
13 Koto, Tokyo Natural rubber, oil 12/0 100 7
damper, rotational
friction damper

14 Koto, Tokyo Lead rubber 6/0 137 8
15 Chofu, Tokyo Natural rubber, oil 2/0 143 4
damper, steel damper
16 Yokohama, High damping rubber, 7/0 147 7
Kanagawa oil damper
17 Yokohama, Natural rubber, semi- 7/2 71 12
Kanagawa active and passive oil
damper
18 Yokohama, Synthetic rubber, slider  4/0 97 4
Kanagawa
19 Yokohama, Natural rubber, oil 20/0 69 9
Kanagawa damper, steel damper
20 Kanagawa Natural rubber, slider, oil 14/1 49 10
damper

aNumber of stories. PPeak foundation acceleration. ®Maximum deformation of
isolator.

external loads such as strong winds. The SHM system is different from other
strong motion observation systems. While strong motion observation sys-
tems are mainly intended to record accurate and reliable data for analysis
later, the SHM system data are intended to be used during the event as well
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as after the event. A typical SHM system may provide the following new
functions:

e Real time evacuation information is provided to residents to guide them
to safe places during a harsh earthquake.

e Immediate health assessment is conducted during and after the event
to provide the damage level to the building. The assessment results help
resume normal functions of the building such as elevators, escalators,
and security systems as soon as possible.

e Degradation of the building is assessed and the results are recorded so
that economical and timely renovation of the structural system is possi-
ble for prolonging its service life.

e Time histories of structural performance as well as associated renova-
tion information are recorded in an electrical carte. This information will
be used when the building is sold to another owner. Thus, the value of
the building with this carte will be higher than those without.

8.3  Structural health monitoring (SHM) systems for
buildings

Historically, SHM systems for buildings trace their origins to strong motion
observation systems using high-precision accelerometers. Because the num-
ber of sensor types used in this field is not large and most observation sys-
tems are custom-designed, the cost of a system is rather high. Furthermore,
as there is no common data management system and storage format inter-
nationally, professional, individual care to maintain the systems is required,
which adds to their cost.

In the initial phase of developing SHM systems for buildings, database
systems and internet access have been added to conventional observation
systems. Initially, there were no diagnostics tools installed in the system.
With time, systems gradually evolved to include many diagnostics tools and
other sensor types. A typical concept of the early SHM system is presented
in Fig. 8.1.

A pioneering SHM system was installed in the seven-story base-isolated
building built in 2000 on the Hiyoshi Campus, Keio University. The build-
ing is continuously monitored. The system consists of accelerometers and
displacement sensors to observe the response of rubber isolators and the
superstructure. The system is still being operated, and has gradually evolved
to include many diagnostics tools. It was successful in recording the build-
ing’s response to the 2011 east Japan earthquake. An overview of the system
is depicted in Fig. 8.2. The trajectory of the isolator during the earthquake
obtained from this system is plotted in Fig. 8.3. Details of the evolved version
of the system are explained in the report by Okada (2011).
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8.3 Trajectory of the isolation layer for the 2011 east Japan earthquake.

The 632 m tall Shanghai Tower is currently under construction in China.
An SHM system has been designed and is being constructed by a joint ven-
ture from the Tongji University, Hong Kong Polytechnic University, and
Tongji Architectural Design (Group) Co. Ltd. (the details of this project are
available at Xu, et al. (2012).) The layout of the sensing system is presented
in Fig. 8.4. The SHM system is intended to monitor the performance of the
structure under wind, seismic, and temperature loadings during construction
as well as during service. The system has over 400 transducers of 12 differ-
ent types, including anemometers, wind pressure sensors, accelerometers,
seismographs, strain gauges, thermometers, global positioning system (GPS),
total stations, theodolites, inclinometers, digital video cameras, and crack sen-
sors. This is one of the largest SHM projects for a tall building in the world.

In the next phase of development of SHM systems for buildings, the
importance of common data formats and common analysis tools has
been recognized by the community as critical. In 2008, a consortium of
14 companies, led by Keio University (PI: Akira Mita), has been estab-
lished to develop a common data management platform for SHM. The sys-
tem has a common data model for the SHM data and uses smart sensors.
The smart sensors, shown in Fig. 8.5, are equipped with microprocessor
boards with the Linux operating system installed so that necessary com-
munication between sensors and the data server is immediately started
when the sensors are connected to the network. The prototype system has
recently evolved into a commercial system, with feasibility tests now being
conducted.
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8.4 Instrumentation layout in ShanghaiTower (Xu et al., 2012).

SHM systems using smart sensors are now evolving to include the use of
sensor agent robots, which are small ‘pet’ robots for collecting information
on environments in a building. An outline of an SHM system that employs
sensor agent robots is depicted in Fig. 8.6. The details of this system are
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8.6 Use of sensor agent robots and SHM systems with smart sensors
for active evacuation.

available at Mita and Ise (2012). A prototype sensor agent robot used in this
system is shown in Fig. 8.7 The sensor agent robots are able to measure
the response of the building. Using the data obtained by the robots, active
evacuation guidance is provided considering the level of damage and other
surrounding conditions. The safety level of other buildings will be notified
through communication with the SHM system.

An example of a commercial SHM system developed for emergency con-
trol (VissQ: see the URL listed in reference) is shown in Fig. 8.8. This system
is installed in the World Trade Center Building in Tokyo, where the response
during the 2011 earthquake was monitored. VissQ provides data to meet
emergency control center to quickly understand the structure’s safety. As a
result, the tenants did not need to evacuate. The recovery procedures were
immediately initiated thanks to the information from the system. After this
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8.7 Sensor agent robot ‘e-bio’ with a notebook PC and a laser range
finder.

8.8 Commercial SHM system for emergency control.
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8.9 Smart VA sensor (a) and smart AE sensor (b).

event, the usefulness of SHM system has been recognized. Thanks to this
heightened awareness, many tall buildings are now being equipped with this
type of SHM system.

8.4 Smart sensor devices to detect local damage

We define a smart sensor as a sensor device with processing and commu-
nication capability. Many smart sensor devices have been proposed and
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Table 8.2 Outline of smart VA and AE sensors

Targeted behavior Structure’s dynamic properties Concrete crack

Sensor and monitoring Global monitoring by Smart Local monitoring by

method VA Sensor smart AE Sensor
Estimation Three acceleration indices Numbers of
(the number of zero-crossing threshold excess
points, the maximum for the four
acceleration value and different levels in
the sum of the absolute AE signals
acceleration values)
Location of sensors The top, medium level and/or The foot of the shear
the base of the building walls, the columns

and/or the edge of
the girders where
the concrete crack
may occur

developed. The sensor device depicted in Fig. 8.5 is a typical example. En
et al. (2010) developed two types of smart sensor devices for monitoring
damage in the reinforced concrete buildings. They are the vibration sen-
sor (VA sensor) and the acoustic emission sensor (AE sensor). An outline
of the smart sensors is listed in Table 8.2. The photos are shown in Fig. 8.9.
Those sensor devices minimize the data transmitted to the network by ana-
lyzing those data to identify local damage using the processor on the device.
Thus quick diagnosis is possible.

8.5 Conclusion

Sensing systems for monitoring buildings have entered a new era. In the
past, most monitoring systems were aimed at recording responses to strong
ground motion, to verify the structural design and identify deficiencies of the
structural system. In this new era, the purpose of monitoring has been wid-
ened to using the monitored information to evaluate the structural integrity
for emergency control in real time as well as for maintenance. In this chap-
ter, several activities associated with SHM were introduced. Following the
2011 earthquake, the importance of monitoring buildings has been widely
recognized by engineers and the public.

However, the installation of an SHM system is still expensive, limiting
their use to tall, or otherwise important, buildings. Installing sensors only for
earthquakes may not be practicable for normal buildings. The SHM system
should be integrated into systems for other purposes, such as environmen-
tal control systems. Such integration of sensor and monitoring systems will
spread the use of sensing and monitoring in buildings.
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Abstract: The Canton Tower (CT) is a super-tall structure with a total
height of 610 m. To ensure the safety and serviceability of this landmark
structure during construction and operation, a sophisticated long-term
structural health monitoring (SHM) system consisting of more than

700 sensors of 16 types has been designed and implemented for real-
time monitoring of the structure at both in-construction and in-service
stages. It provides a unique engineering paradigm for monitoring and
assessing mega-structures using sensory technology, and a test-bed for
an SHM benchmark study of super-tall structures with use of real-world
monitoring data. This chapter describes the design, implementation,
operation, and management of this life-cycle SHM system, and the
integration of the SHM system with the vibration control system and the
renewable energy technology deployed on the CT. The monitoring data
from the CT during more than ten typhoons and earthquakes (including
the recent devastating Great East Japan Earthquake) are presented, and
an SHM benchmark problem with the instrumented CT being a host
structure is outlined.

Key words: super-tall structure, structural health monitoring (SHM),
sensory system, seismic and typhoon-induced response, benchmark study.

9.1 Introduction

Recent years have witnessed the growth of super-tall structures, built or
being built in a number of densely urbanized cites worldwide. Examples are
the Burj Khalifa, 828 m high, in Dubai, United Arab Emirates; the Pagcor
Tower, 665 m high, in Manila, Philippines; and the Digital Media City
Landmark Building, 640 m high, in Seoul, Korea; the Russia Tower, 612 m
high, in Moscow, Russia. In China, at least three skyscrapers over 600 m in
height (the Shanghai Tower, 632 m high; the Pingan International Finance
Center, 646 m high; and the Wuhan Greenland Center, 606 m high) are
currently being built. With the increasing complexity of modern skyscraper
structures, civil engineers have faced the challenging task of ensuring not
only the life-cycle safety of these structures but also their robustness in
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resisting natural and/or man-made hazards such as earthquakes, typhoons,
fires, and so forth at both in-construction and in-service stages. Structural
health monitoring (SHM) provides a viable technique to address these
challenges.

The applications of SHM technology to building structures are not as
widespread as its applications to bridge structures. The significance of
implementing SHM systems for large-scale bridges, to secure structural and
operational safety and to issue early warnings on damage or deterioration
prior to costly repair or even catastrophic collapse, has been well recog-
nized by bridge administrative authorities. In Hong Kong, SHM technology
for bridges has evolved for over 15 years since the implementation of the
‘Wind and Structural Health Monitoring System’ on the suspension Tsing
Ma Bridge in 1997 All five long-span cable-supported bridges in Hong Kong
(the Tsing Ma Bridge, the Kap Shui Mun Bridge, the Ting Kau Bridge, the
Western Corridor Bridge, and the Stonecutters Bridge) have been instru-
mented with sophisticated long-term SHM systems (Wong, 2004; Ko and Ni,
2005; Wong, 2007; Wong and Ni, 2009a), and several investigations on using
the monitoring data for bridge health and condition assessment have been
carried out (Ko et al., 2009; Wong and Ni, 2009b; Ni et al., 2010b; Wong and
Ni, 2011; Zhou et al., 2011a; Zhou et al., 2011b; Ni et al., 2012b; Xia et al.,
2012;Ye et al.,2012). The successful implementation and operation of SHM
systems for the bridges and the experience gained from practice and research
over the past 15 years have also promoted extended applications of this tech-
nology from long-span bridges to high-rise structures. The instrumentation
system for the Canton Tower (CT), 610 m high with over 700 permanently
installed sensors, is such an engineering paradigm of the application of SHM
technology to high-rise structures (Ni et al.,2009).

Long-term SHM of high-rise structures, especially for super-tall tow-
ers and out-of-codes buildings, is very helpful in understanding the real
performance of these structures under abnormal loading conditions and
ensuring their safety in the whole life-cycle. It provides the most authentic
information for assessing structural integrity, serviceability, and reliability.
Continuous awareness of the evolution of the structural condition via long-
term monitoring allows for making informed decisions regarding the main-
tenance and management of the instrumented structures. Not only does it
enable the identification of structural deterioration at the earliest possible
stage, but also tells whether evacuation of the occupants of the building is
necessary immediately after a major hazardous event. SHM data are also
significant for verifying the parameters and assumptions adopted in seis-
mic- and wind-resistant design of super-tall and out-of-code structures. For
example, it is expected that the wind characteristics above and below the
maximum gradient wind level (it is at the height of 450 m according to the
Chinese code). However, the field measurement data of wind characteristics
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and wind-induced structural responses at heights above 450 m were scarcely
available. With SHM systems instrumented on super-tall structures, the wind
characteristics (wind speed, wind direction, wind pressure, and their deriva-
tives such as wind spectrum, turbulence intensity, turbulence integral length
scale, gust factor) above the maximum gradient wind level can be monitored
long-term and compared with those below the maximum gradient wind
level. Correlating the measured wind characteristics with the corresponding
structural responses enables the verification of wind-resistant design. The
increasingly available data entail improved wind-resistant design of super-
tall structures in future.

9.2 Structural health monitoring (SHM) system for
the Canton Tower

The CT, formerly named Guangzhou New TV Tower, located in Guangzhou,
China, has an assured place among the super-tall structures worldwide by
virtue of its total height of 610 m. As shown in Fig. 9.1, it consists of a 454 m
high main tower and a 156 m high antenna mast. The main tower is a tube-
in-tube structure, consisting of a steel lattice outer structure and a reinforced
concrete inner structure. The outer structure has a hyperboloid form, which
is generated by the rotation of two ellipses, one at the ground level and the
other at an imaginary horizontal plan 454 m above the ground. The tighten-
ing caused by the rotation between the two ellipses forms the characterizing
‘waist-line’ of the tower. The cross-section of the outer structure is 50 m x 80
m at the ground, 20.65 m x 275 m (minimum) at the waist level (280 m high),
and 41 m x 55 m at the top (454 m high). The outer structure is made up of
24 inclined concrete-filled tube columns, which are transversely intercon-
nected by steel ring beams and bracings. The inner structure is an ellipsoidal
shape with a constant cross-section of 14 m x 17 m throughout its height. The
centroids of the outer structure and the inner structure are different in the
plane. The inner structure and the outer structure are connected at 37 floors.
The antenna mast is a steel structure founded on top of the main tower. The
lower part of the antenna mast is a steel lattice structure with an octagon
cross-section. The diagonal length of the octagon is 14 m at the bottom and
decreases as the height rises. The upper part of the antenna mast is a steel
box structure. The form of the cross-section varies with height, being square,
hexagon and square again. The side length of the square cross-section on the
top of the antenna mast is only 0.75 m. The CT serves various functions —
television and radio transmission, sightseeing, catering, and entertainment
embracing an orbital Ferris wheel, a ceremony hall, observatory decks, 4D
cinemas, revolving restaurants, skywalk, etc. With the completion of struc-
tural construction in May 2009, the CT was open for the 2010 Asia Games.
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9.1 The CantonTower (CT).

To ensure the safety and serviceability of this landmark structure dur-
ing construction and operation, a sophisticated long-term SHM system was
designed and implemented by The Hong Kong Polytechnic University for
real-time monitoring of the CT at both in-construction and in-service stages
(Ni et al., 2009). Figure 9.2 illustrates the integrated in-construction and
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in-service SHM system, which consists of more than 700 sensors including
a weather station (air temperature, humidity, barometric pressure, rainfall),
a total station, a global positioning system (GPS) with two rover receiv-
ers, a seismograph, accelerometers, anemometers, wind pressure sensors,
fiber Bragg grating (FBG) strain and temperature sensors, vibrating wire
strain gages and temperature sensors, electrical resistance temperature
sensors (thermometers), corrosion sensors, digital cameras (a vision-based
displacement measurement system), tiltmeters, and theodolites. Table 9.1
summarizes the sensors deployed on the CT for in-construction and in-
service monitoring. Among them, a total of 200 FBG sensors have been
deployed on the main tower and the antenna mast, as shown in Fig. 9.3, to
provide real-time and long-term monitoring of dynamic strain and tem-
perature. A hybrid tethered and wireless data acquisition network in con-
junction with 13 data acquisition units (DAUs) during in-construction

Table 9.1 Sensors deployed on CT for in-construction and in-service monitoring

No. Type of sensors Monitoring item  Number of Sampling

sensors rate (Hz)
1 Weather station Temperature, 1 1
humidity, rain,
air pressure
2 Anemometer Wind speed, 2 1
wind
direction
3 Wind pressure sensor Wind pressure 4 50
4 Accelerometer Acceleration 22 100
5 Seismograph Earthquake 1 100
ground
motion
6 Vibrating wire gage Strain and 404 1
temperature
7 Thermometer Temperature of 136 1/60
structure
8 Optical fiber strain Dynamic strain 144 50
sensor
9 Optical fiber Temperature of 56 50
temperature sensor structure
10 GPS Displacement 2 10
" Digital camera system Displacement 3 60
12 Laser plummet Inclination 1 50
13 Optical fiber tiltmeter Inclination 2 50
14 Corrosion sensor Corrosion of 2 -
reinforcement
15 Total station Leveling 1 -
16 Theodolite Elevation 2 -
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monitoring and five DAUs during in-service monitoring has been adopted
in the SHM system.

As detailed later, the on-line SHM system has been devised to pos-
sess the following features: (i) modular architecture for easy maintenance
and upgrade; (ii) life-cycle SHM with the integration of in-construction
monitoring and in-service monitoring; (iii) dual function of on-line health
monitoring and real-time feedback control with the integration of SHM
and vibration control; (iv) integration with renewable energy technology
(solar photovoltaic and wind turbine systems) to monitor the power gen-
eration efficiency and operational condition; (v) innovative sensors and
customized design fit for special circumstances; (vi) hybrid tethered and
wireless data transmission networks customized for harsh operational
conditions; (vii) user-friendly graphical user interface for easy opera-
tion; (viii) innovative structural health evaluation methodologies cater-
ing for structural maintenance and management purposes; (ix) all-round
protection customized for severe surrounding environments; (x) remote
expert access through web-based data collection; and (xi) popularization
of scientific knowledge through a virtual reality system integrated with
sightseeing.

9.3 Integrated SHM and vibration control

The SHM system for the CT has been designed to have a special func-
tion of monitoring and verifying the effectiveness of vibration control
devices installed on the structure. It is a unique and interesting use of
SHM. A hybrid control system, consisting of two tuned mass dampers
(TMDs) coupled with two active mass dampers (AMDs), as illustrated in
Fig. 9.4a, was installed at a floor 438 m from the tower base for mitigating
wind-induced vibration of the main tower, while two TMDs, as shown in
Fig. 9.4b, were suspended at the heights of 571 and 575 m respectively for
vibration suppression of the antenna mast. Each of the water-tank TMDs
at 438 m level weighs 600 tons, which is about 0.3% of the total weight
of the structure (the tower weighs about 200 000 tons and its fundamen-
tal frequency is about 0.1 Hz); the allowable stroke is +1.2 m (restrained
at +0.8 m). Each of the AMDs weighs 100 tons and the stroke is +2.0 m.
The AMDs are seated on top of the water-tank TMDs. The two TMDs
inside the antenna mast are suspended at heights of 571 and 575 m,
respectively. Each TMD, weighing 2 tons (the antenna mast weighs approx-
imately 1800 tons), is a lead-filled steel ball with a diameter of 0.65 m. Its
allowable stroke is +40 cm.

To command the AMDs (made from linear motion actuators), it is nec-
essary to establish a structural response feedback system that will provide
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9.4 Vibration control devices for CT: (a) TMDs + AMDs for main tower;
(b) Suspended TMDs for antenna mast.

comprehensive information for real-time vibration control. As illustrated in
Fig. 9.5, the SHM system for the CT has been devised to integrate with the
vibration control system so that reliable and real-time monitoring data can
be obtained for feedback vibration control, thus enhancing the effectiveness
of the control system. With such integration, the signals from the anemome-
ters and the seismograph of the SHM system will be provided on-line to the
vibration control system for making decisions on activating or locking the
control system, which is designed for wind-induced vibration control only.
In addition, the signals from the ad hoc transducers specific for feedback
vibration control will also be transmitted to the SHM center and compared
with the measured structural response signals by the SHM system to detect
possible faults of the control-specific transducers. Table 9.2 lists the total 20
transducers deployed specifically for real-time feedback vibration control.
Twelve accelerometers are installed on the main tower, water tanks, and
antenna mast for measuring acceleration responses: four accelerometers are
deployed respectively at the 1/4, 1/2, and 3/4 heights of the main tower and
at the water-tank level (438 m in height), with one at each level; four accel-
erometers are placed at the centroids of the water tanks with two on each
water tank; and four accelerometers are mounted on the antenna mast at
the levels of 529 and 578 m high with two at each level. Four velocity meters
are used to monitor the velocity of the main tower, with one at each of the
1/4,1/2, 3/4 heights of the main tower and one at the water-tank level (438
m in height). Four displacement transducers are employed for measuring
displacements of the water tanks, with two for each water tank. As shown
in Fig. 9.5, the SHM system is also integrated with the renewable energy
systems deployed on the structure (wind turbines at the height of 168 m and
solar photovoltaic panels at the heights between 438 and 443 m) for signal
acquisition and control.
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Solar photovoltaic panels

Wind turbine

9.5 Integration of SHM with vibration control and renewable energy

technology.

Table 9.2 Sensors deployed for feedback vibration control of CT

No. Type of Number of Sampling Location
sensors sensors rate (Hz)
1 Accelerometer Acceleration 12 100 Ya, V2, %3 height
of main tower,
438 m (water-
tank level),
529 m, 578 m
2 Velocity 4 100 Ya, /2, ¥a height
meter of main
tower, 438 m
(water-tank
level)
3 Displacement Displacement 4 20 438 m (water-
transducer tank level)

9.4 \Verification of long-range wireless sensing

technology

The super-tall CT also provides a unique test-bed for investigating the opti-
mal design of sensor networks and efficient techniques for long-range wire-
less monitoring (Ni ef al.,2011a; Ye and Ni, 2012; Zhang et al.,2012). The
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hybrid tethered and wireless communication network of the SHM system
for the CT enables the verification of wireless monitoring data. Wireless
systems have been implemented in the CT for both static and dynamic
response monitoring. A wireless system is operated for synchronous acqui-
sition of strain and temperature data and real-time data transmission from
the DAUS to the site office as shown in Fig. 9.6. The vibration of the struc-
ture is monitored mainly by using a wired cabling network, while a wire-
less system is also adopted in situ for complementary vibration monitoring
(Ni et al., 2011a). The wireless sensing prototype, based on the Stanford
Module (Wang et al., 2007), adopts an integrated hardware and software
design to implement a simple star topology wireless sensor network. Its
wireless sensing unit consists of three functional modules: sensing interface,
computational core, and wireless communication channel. In the prototype
implementation, the base station of the wireless sensing system is located
at the ground level of the CT to receive the acceleration response data
from the wireless sensing units placed at different heights up to the top of
the main structure. Figure 9.7 shows a comparison of the ambient vibration
responses (acceleration time-histories and power spectral densities) of the
CT at the height of 225 m monitored by the wireless system and the teth-
ered system, respectively.

9.5 Sensor fusion for SHM

Because the CT has been instrumented with sensors in 16 types, this pro-
ject offers a platform to explore sensor and data (information) fusion for
SHM. It is difficult to calibrate/verify the dynamic displacement mea-
surement data acquired by a GPS. Such calibration or verification is usu-
ally carried out in an indirect way by doubly integrating the acceleration
measurement data. However, this approach cannot provide an accurate
reference of dynamic displacement due to unknown initial displacement
and numerical error (Smyth and Wu, 2007). A vision inspection system
(VIS), as shown in Fig. 9.8, has been developed and used together with
the GPS system for dynamic displacement measurement of the CT (Ni
et al.,2010a). It is composed of an industrial digital camera, an extended
zoom lens, a laptop (or desk) computer, a Giga LAN wire, and tailor-made
software. In this system, the Prosilica GigE camera is connected with the
Navitar 24X Zoom Extender lens, and the software adopts the pattern
matching technique. With the help of the digital image processing soft-
ware, the lens can zoom into any target distinct from its surroundings (with
different contrast), and in real time track the coordinates of the target
that are continuously being streamed to the computer. When the targeting
location is accessible, a super-bright (light-emitting diode) LED lamp can
be fixed at the targeting location to enable measurement in night or bad
weather as well.
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9.6 Wireless data acquisition.

Image processing in the software system involves two phases: an off-
line learning phase in which the template is processed, and a match-
ing phase that can be executed in real time. The tailor-made software
includes target calibration, projection of the captured image, and calcu-
lation of the actual displacement using the scaling factor and the number



Sensing solutions for monitoring super-tall towers 259

Wired - Acceleration in Y-direction (225.2 m) Wired - PSD in Y-direction (225.2 m)
__ 0.0005 =70
N(I)
‘e 0.0003 . -80
£ 0.0001 g
2 0 a -9
© —0.0001 7]
< o
g -0.0003 -100
< _0.0005 110
0 1000 2000 3000 3600 0 1 2 3 4
Time (s) Frequency (Hz)
Wireless - Acceleration in Y-direction (225.2 m)  Wireless - PSD in Y-direction (225.2 m)
__0.0005 =70
N(/J
'€ 0.0003 . —80
£ 0.0001 g
2 0 o -9
£ —0.0001 )
K} o
g -0.0003 -100
< _0.0005 110
0 1000 2000 3000 3600 0 1 2 3 4
Time (s) Frequency (Hz)

9.7 Comparison of ambient vibration responses monitored by wireless
and tethered systems.

of pixels moved, and display and storage of the calculated displacement.
The quantity (amount) of information to be processed in real time
depends on the number of pixels per frame and the number of frames
per second. The region of interest (ROI) for target recognition does not
need to cover the whole image frame. It is only necessary to trace the
target, reducing the amount of information to be processed in real time.
The image processing is performed only within the confined region, and
thus the time for image processing is minimized.

The devised VIS is capable of remote long-distance (500-1000 m)
dynamic displacement measurement with a sampling frequency between 5
and 60 Hz. Plate XI in the color section between pages 374 and 375 shows
the horizontal displacement responses of the CT at the top of the main
tower measured by GPS after eliminating spikes and abnormal shifts (gen-
erated due to specific positioning of the satellites and electro-magnetic
interference in the site) and by VIS. It is found that the VIS-measured dis-
placement response time-history coincides well with the GPS-measured
displacement response time-history after corrections, while the former
does not exhibit spikes and abnormal shifts. Therefore, the data measured
by VIS can directly be used to verify and correct the GPS-measured dis-
placement responses.
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The SHM system for the CT is a long-term monitoring system. Some of
the sensors and sensing cables are located on the surface of structural com-
ponents or outside. To ensure long-term stable system operation, all-round
protection is required for all sensors, sensing cables, and data acquisition
and transmission components (Fig. 9.9). To avoid the problems of paint-off
and weak weld strength, all of the pre-embedded pieces were welded on
the steel members prior to installing the sensors and sensing cables on to
the outer structure. Detachable stainless steel cases and wire ducts were
utilized to protect the sensors and sensing cables, while aluminum alloy pro-
tection cases were adopted for the optical fiber sensors. Specific sealant was
used to seal the apertures. These measures made the sensor system not only
presentable in outlook, but also waterproof and dustproof. Pre-protection
measures for the embedded sensors are also necessary prior to sensor instal-
lation to prevent damage to the sensors (e.g., vibration wire strain gages,
which were embedded into the inner structure). Sensing cables to the DAUs
were safeguarded by zinc plating steel tubes. The DAUs were protected by
special industrial mainframe-boxes to ensure lightning protection, electro-
magnetic interference (EMI) prevention, moisture-proofing, temperature
control, etc. Aluminum alloy wire ducts were adopted to protect the sensing
cables between the control center and the sub-stations. To date, the SHM
system has performed well while the CT was struck by lightning several
times in the past 5 years.

The CT, designed with the function of sightseeing and cultural enter-
tainment, is deemed to be an ideal and unique place for tourist sightseeing
and at the same time to offer visitors opportunities to learn science. The
tower allows tourists to understand the SHM’s and vibration control sys-
tems’ operations, and the scientific principles behind them. In addition, visi-
tors can view its real-time data. Display terminals are distributed at various
popular zones, such as at the high-tech exhibition and ceremony halls. The
terminals are connected by local networks and controlled by the SHM sys-
tem at the control center. Both professional and educational versions of the
interactive software demonstrating the SHM system have been developed
and provided at the display terminals.

9.6 Monitoring data during typhoons and
earthquakes

Because the data acquisition system is operated automatically to contin-
uously acquire monitoring data, the SHM system has detected the structural
responses of the CT during a number of typhoon and earthquake events
(including the devastating Tohoku Earthquake in Japan in 2011) in the past
5 years.
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1. Installation of pre-embedded pieces in workshop;

2. Painted pre-embedded pieces;

3. Protection of sensor installed in steel column;

4. In-situ installation of fiber optic sensor;

5. Aluminum alloy protection case for fiber optic sensor;

6. Protection of fiber optic sensor;

7. Protection of vibration wire strain gage;

8. Installation of surface-type vibrating wire strain gage;

9. Protection of embedment-type vibrating wire stain gage;

10. In-situ installation of embedment-type vibrating wire
strain gage;

11. Protection of accelerometer;

12. Zinc plating steel tube for protection of sensing cable in
inner structure;

13. Stainless steel wire duct for protection of sensing cable in
circumferential direction;

14. Stainless steel wire duct for protection of sensing cable in
vertical direction;

15. Aluminum alloy wire duct for protection of sensing cable
in longitudinal direction;

16. Protection of data logger.

9.9 All-round protection for long-term operation of SHM system.
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9.6.1 Responses during typhoons

As the city of Guangzhou is located at the edge of the most active typhoon
generating area in the world, the SHM system has monitored the wind
properties and structural responses of the CT during 12 typhoons since
2008. They are the Neoguri Typhoon (19 April 2008), the Kammuri
Typhoon (6 August 2008), the Nuri Typhoon (22 August 2008), the Hagupit
Typhoon (24 September 2008), the Molave Typhoon (16 July 2009), the
Koppu Typhoon (24 September 2009), the Haima Typhoon (23 June 2011),
the Nockten Typhoon (29 July 2011), the Nanmado Typhoon (31 August
2011), the Nalgae Typhoon (4 October 2011), the Vicente Typhoon (24
July 2012), and the Kaitak Typhoon (17 August 2012). Table 9.3 shows the
information measured by the anemometer installed on top of the main
tower during the 12 typhoons. Figure 9.10 illustrates the wind rose dia-
grams obtained during six typhoons in 2008 and 2009. Figure 9.11 shows
the normalized spectra of the longitudinal wind speed component obtained
using the measurement data from the anemometer located on the top of
the main tower during the Nockten and Haima Typhoons, and the cor-
responding fitted curves by the von Karman Spectrum. Figure 9.12 shows
the dynamic displacement responses (upper: east-west direction; lower:
south—north direction) measured by the GPS at the top of the main tower
during the Nuri Typhoon and the structural acceleration responses (upper:
east-west direction; lower: south-north direction) measured by the accel-
erometers positioned at a height of 386 m from the tower base during the
Hagupit Typhoon.

Table 9.3 Measured information of twelve typhoons buffeting CT

Typhoon Date Duration Wind Maximum
(min) direction 10-min mean
wind speed
(m/s)
Neoguri 19 April 2008 1440 Southeast 18.89
Kammuri 6 August 2008 1080 Southeast 28.60
Nuri 22 August 2008 1440 Northeast 17.93
Hagupit 24 September 2008 1560 Southeast 29.45
Molave 16 July 2009 1560 Southeast 24.67
Koppu 24 September 2009 1680 Southeast 20.17
Haima 23 June 2011 960 Southeast 14.33
Nockten 29 July 201 1440 Southeast 11.65
Nanmado 31 August 2011 1440 Northwest 10.16
Nalgae 4 October 2011 1935 Northeast 11.23
Vicente 24 July 2012 2820 Southeast 31.1

Kaitak 17 August 2012 1200 Northeast 17.65
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9.70 Wind rose diagrams obtained during six typhoons.

9.6.2 Responses during earthquakes

From 2008 to 2012, the SHM system has successfully monitored the seis-
mic responses of the CT during more than ten earthquake events. Table 9.4
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9.11 Normalized spectrum of longitudinal wind speed component: (a)
Nockten Typhoon; (b) HaimaTyphoon.

lists the information of 11 earthquakes, during which structural dynamic
responses have been detected. Figure 9.13 shows the measured dynamic
strain responses in the vertical direction during the Wenchuan Earthquake
(12 May 2008). The seismic wave traveled from the epicenter at Wenchuan
to the site of the CT in about 7 min, and the seismic wave propagation
velocity was estimated to be approximately 3155 m/s. Figures 9.14 and
9.15 show the measured acceleration responses of the CT during the dev-
astating Tohoku Earthquake (11 March 2011) and during the Shan State
Earthquake (24 March 2011), respectively. Since the epicenter of the earth-
quake (Tohoku, Japan) is far from the site of the CT (the distance between
the epicenter and the site is more than 3000 km), the structural response
during the Tohoku Earthquake is quite small. The seismic response of the
CT during the Shan State Earthquake (the distance between the epicenter
and the site is about 1800 km) is much larger than the response during the
Tohoku Earthquake.

By comparing the structural dynamic responses of the CT during the
‘short-distance’ earthquakes (Shenzhen and Heyuan Earthquakes), ‘middle-
distance’ earthquakes (Pingtung, Hualien and Kaohsiung Earthquakes) and
‘long-distance’ earthquakes (Shan State, Tohoku and Sumatra Earthquakes)
in both time and frequency domains, it is found that (Ni et al., 2012a): (i) the
seismic responses of the CT under the ‘long-distance’ earthquakes are domi-
nated by low-frequency (0.08-0.2 Hz) components, while the seismic responses
under the ‘short-distance’ earthquakes are dominated by the higher-frequency
(1.0-2.3 Hz) components and the frequency components are more plentiful.
The seismic responses under the ‘middle-distance’ earthquakes contain the
frequency components between 0.08 and 1.0 Hz; (ii) during the ‘long-distance’
earthquakes, the maximum seismic acceleration responses in general increase
gradually from the bottom to the top (the maximum acceleration response
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Table 9.4 Eleven earthquakes monitored by SHM system on CT

Earthquake Date Magnitude Depth (km) Distance
(Richter to CT (km)
scale)

Wenchuan, China 12 May 2008 8.0 19 1330

Hualien, Taiwan 19 December 6.8 44 870

2009
Kaohsiung, Taiwan 4 March 2010 6.4 6 880
Shenzhen, China 19 November 2.8 23 90
2010

Tohoku, Japan 11 March 2011 9.0 24 3220

Shan State, Burma 24 March 2011 7.2 20 1800

Heyuan, China 16 February 2012 4.8 13 160

Heyuan, China 17 February 2012 3.5 9 160

Pingtung, Taiwan 26 February 2012 6.0 20 765

Sumatra, Indonesia 11 April 2012 8.6 20 3140

Sumatra, Indonesia 11 April 2012 8.2 20 3300
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9.13 Measured strain responses during Wenchuan Earthquake (12 May
2008): (a) vertical strain at 173.2 m high; (b) vertical strain at 303.2 m high.
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9.15 Measured acceleration responses during Shan State Earthquake
(24 March 2011): (a) in east-west direction at 443.6 m high; (b) in south-
north direction at 443.6 m high.

occurs at the top level). During the ‘short-distance’ earthquakes, however, the
distribution of the maximum acceleration responses does not conform to such
a law; instead it exhibits complex and irregular response characteristics (the
maximum acceleration response does not occur at the top level). In the latter
case, the high frequency effect becomes significant.

9.7 Strategy for structural health and condition
assessment

The structural health and condition assessment strategy for the instru-
mented CT has been defined in three levels: (i) on-line structural condi-
tion evaluation; (ii) target-oriented verification and evaluation; and (iii)
off-line structural health and safety assessment. The on-line structural
condition evaluation is mainly intended to compare the static and dynamic
measurement data with pre-determined thresholds and patterns to provide
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a prompt evaluation on the structural condition. The target-oriented veri-
fication and evaluation refers to monitoring-based verification/evaluation
of temperature-induced deformation and thermal stress, fatigue life of
welded steel connections, wind loading and wind effects below and above
the gradient wind level, and human comfort during typhoons, among oth-
ers. The off-line structural health and safety assessment involve a vari-
ety of model-based and data-driven damage diagnostic and prognostic
algorithms including dynamic-based methods, static-based methods, and
hybrid methods. The structural assessment algorithms that have been val-
idated using the field monitoring data from the instrumented bridges in
Hong Kong (Ni,2013) are being implemented with adaptations to achieve
the above targets.

9.8 SHM benchmark study

Varieties of structural health and damage detection methods have been
proposed by different investigators in the past two decades. However,
the feasibility of these methods for real-world applications, especially for
applications to large-scale structures, has rarely been examined (Ko and Ni,
2005; Brownjohn and Owen, 2006; Catbas, 2009). A gap still exists between
research and the practice in this field, which impedes broader applica-
tions of SHM techniques in civil engineering community (Brownjohn,
2007; Farrar and Lieven, 2007; Farrar and Worden, 2010). It is important to
establish an SHM benchmark problem with regard to a full-scale structure
using field measurement data, aiming to provide an international platform
for direct comparison of various algorithms and methods. The participants
thus have opportunities to test their SHM techniques using real-world
data from a full-scale structure and recognize the obstructions in real-life
implementations.

Under the auspices of the Asian-Pacific Network of Centers for Research
in Smart Structures Technology (ANCRIiSST),an SHM benchmark problem
for high-rise structures has been developed by taking the instrumented CT
as a host structure. This SHM benchmark problem aims to provide an open
platform to researchers and practitioners in the field of SHM for examining
the applicability and reliability of their methods to a real high-rise structure
with the use of field monitoring data. To facilitate the benchmark study, a
reduced-order finite element model (FEM) of the CT has been developed
and uploaded in conjunction with typical field measurement data acquired
from the structure to the benchmark website (http://www.cse.polyu.edu.
hk/benchmark/) for the investigation of modal identification, model updat-
ing, loading identification, comfort assessment, SHM-oriented optimal sen-
sor placement, and damage detection. The field monitoring data include
24-h measurement data from 20 accelerometers, one anemometer and one



270 Sensor Technologies for Civil Infrastructures

temperature sensor. The reduced-order FEM shown in Fig. 9.16 is deduced
from a validated full-scale 3D FEM consisting of 122476 elements, 84370
nodes and 505164 degrees of freedom (DOFs). With a total of 185 DOFs,
the reduced-order FEM comprises 37 beam elements and 37 nodes, hav-
ing 5 DOFs each. As evidenced in Table 9.5, a good agreement between
the reduced-order and full-scale FEMs has been achieved in terms of both
modal frequencies and mode shapes for the first 15 modes (comparison
between the mode shapes obtained from the reduced-order and full-scale
FEMs is given in Ni et al.,2012c). The field monitoring data of the CT during
a number of typhoon and earthquake events have also been shared with col-
laborators worldwide for advanced SHM research. To summarize the out-
comes of this collective research, a special session on the SHM benchmark
study was organized during the 8th International Workshop on Structural
Health Monitoring held on 13-15 September 2011, Stanford, California,
USA (Nietal.,2011b), and a special issue on the SHM benchmark study has
been published in the international journal Smart Structures and Systems
(Ni,2012).

9.9 Conclusion

The development and implementation of an SHM system capable of fully
achieving the objective indices about structural health status (integrity,

Reduced FE model

z
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7 o
Description
6 M2 Vx uEstablished in Matiab;
= Established in ANASYS; Mx = Composed of 37 linear elastic
b I ts, 38 nodes;
= Composed of 122476 elements, 5 eam elements, nodes;
84370 nodes, and 505 164 DOFs; N . .
= The vertical displacement is
= Outer structure. 4 disregarded in the reduced model
antenna mast, PIPE16 and and thus each node has 5 DOFs, i.e.,
connection girders BEAM44: 3 two horizontal translational DOFs
and three rotational DOFs. As a
= Shear walls of the ~ Four-node and By result, each element has 10 DOFs
inner structure and  hreenode 2 X and the entire model has 185 DOFs
floor decks .
with six DOFs 1 in total.

9.16 Development of reduced-order FEM.
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Table 9.5 Modal properties of full-scale and reduced-order FEMs

Mode number Natural frequency (Hz) MAC
%
Full-scale Reduced-order Difference )
model model (%)
1 0.110 0.110 0.42 99.98
2 0.159 0.159 0.19 99.97
3 0.347 0.347 0.10 99.53
4 0.368 0.368 0.13 99.52
5 0.400 0.399 0.16 99.55
6 0.461 0.460 0.13 99.86
7 0.485 0.485 0.02 99.39
8 0.738 0.738 0.02 99.29
9 0.902 0.902 0.05 99.36
10 0.997 0.997 0.02 99.43
11 1.038 1.038 0.03 98.99
12 1.122 1.122 0.02 99.41
13 1.244 1.244 0.03 98.31
14 1.503 1.503 0.00 96.76
15 1.726 1.726 0.01 97.50

durability, and reliability) pose technological challenges at different levels,
ranging from producing innovative sensors to developing advanced diag-
nostic and prognostic methodologies. It requires the fusion of technologies
concerning sensing, communication, data acquisition, signal processing, data
mining, information management, computing, decision making, etc. In this
chapter, such a comprehensive long-term SHM system for high-rise struc-
tures has been showcased by taking the instrumentation system for the
CT (610 m high) as an engineering paradigm. After describing the design,
implementation, operation, and management of the life-cycle SHM system
for the CT, the integration of the SHM system with the vibration control
system and the renewable energy technology deployed on the structure has
been outlined.

With the on-line SHM system deployed on the CT, the structural dynamic
responses during over ten near-field and far-field earthquakes and over ten
typhoon attacks have been monitored during 2008 and 2012. The plenti-
ful field monitoring information about the dynamic responses of this super-
tall structure is not only very helpful for understanding and investigating
in-depth the dynamic performance of this structurally complex skyscraper,
but also justifies the usefulness and effectiveness of an on-line SHM system
for monitoring the loading and response parameters of high-rise buildings
under extreme events. Based on the unique field measurement data and
well-established FEMs, an SHM benchmark study has been initiated by
taking the instrumented CT as a host structure. With the shared measure-
ment data and FEMs, participants can pursue the investigation of modal
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identification, model updating, loading identification, comfort assessment,
SHM-oriented optimal sensor placement, and damage detection by apply-
ing their own methods/algorithms.
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Abstract: This study presents the monitoring and assessment technology
of a large arch dam, the Fei-Tsui arch dam in Taiwan, from both seismic
response data and ambient vibration measurement collected from a
wireless sensing system. Subspace identi cation (considering inputs)
and stochastic subspace identi cation (output-only) are both used to
extract the dynamic characteristics of the dam. Variation of the system
natural frequencies of the dam with respect to reservoir water level is
investigated. The system transfer function between the earthquake input
and the response of the dam body is also investigated using the ARX
model. By combining ambient vibration survey, seismic response data,
and static monitoring, the safety assessment of the dam structure can be
made.

Key words: subspace identi cation (SI), stochastic subspace identi cation
(SS1), ARX model, wireless sensing system, arch dam.

10.1 Introduction

Monitoring technology plays an important role in securing the integrity of a
structural system and maintaining its longevity. It consists of three aspects:
(1) instrumentation with sensors; (2) methodologies for obtaining mean-
ingful information concerning the structural health monitoring (SHM); and
(3) early warning from the measured data. SHM refers to the use of in situ
structural response from nondestructive sensing and analyzes the system
characteristics for detecting structural changes that may indicate damage
or degradation. However, detecting structural damage and identifying dam-
aged elements in a large complex structure is a challenging task, since the in
situ measured data of a large civil engineering structure such as a building, a
bridge, and a dam are assumed to be imprecise (because of noise corruption)
and often incomplete (due to economical reasons). Due to the complexity
of the structures and the importance of such uncertainties as environmental
effects and model uncertainties, it is necessary to develop some effective and
ef cient approaches not only to determine damage occurrence and location
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for SHM in practice but also to set an early warning threshold before disas-
ter can occur.

SHM techniques can generally be categorized as techniques that rely
on either parametric or nonparametric system identi cation approaches.
The parametric system identi cation approaches'? are based on the use
of a parametric structural model, which provides the potential to both
detect and localize structural damage. This method initially involves con-
structing a parametric structural model, and then using that model to elu-
cidate the structural behavior and examine the changes in the structural
response. For example, Peeters er al.® used a black-box model to describe
the variation of eigenfrequencies as a function of temperature. Damage
can be detected if the eigenfrequency of the new data exceeds certain con-

dence intervals of the model. SHM techniques that rely on nonparamet-
ric system identi cation approaches, in which a priori information about
the nature of the model is not needed, have a signi cant advantage when
dealing with real-world situations in which the selection of a suitable class
of parametric models to be used for identi cation purposes is dif cult.
For a complex civil infrastructure, SHM using nonparametric system iden-
ti cation techniques is increasingly attractive. For example, the applica-
tion of arti cial neural networks (ANNS) to system identi cation*’ and
health monitoring®-'° has received considerable attention over the last two
decades.

In recent years, system identi cation techniques have been applied, both
to seismic response data of actual structures and to continuous monitoring
data of structures subjected to environmental loadings, for evaluating struc-
tural safety. Useful information has been obtained, particularly through
post-earthquake analyses for damage detection. However, these techniques
have scarcely been used on the actual seismic response of a dam-reservoir
system for the following major reason: there have been very few observa-
tions undertaken, especially intensive strong-motion array instrumentation
on a dam, to collect responses during earthquakes. Also, the high uncertain-
ties in the observations, especially the effect of height on reservoir water,
may in uence the results. When a dam-reservoir system is subjected to an
earthquake, hydrodynamic pressures are set up due to the vibration of the
dam and reservoir. These dynamic water pressures and the deformation of
the dam interact with each other, and therefore any satisfactory analytical
method of analysis should treat the system as a coupled dynamic interaction
problem. It is believed that the post-earthquake evaluation of dam response
based on the instrument records is of importance to dam engineers, even
though this dam-reservoir interaction occurs.

For safety evaluation or damage detection of a structure, both static and
dynamic response data can be used. To collect the dynamic response data of
a large civil infrastructure, such as a dam, some practical limitations may be
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encountered. For example, itis dif cultto excite a large civil structure in such
a manner that will elicit changes in response of suf cient magnitude that the
damage can be identi ed unless the structure is subjected to large earth-
guake excitation. Actually, monitoring the seismic response of a structure is
an event-based technique, whereas most dynamic techniques are based on
measuring ambient vibration of structures, which typically involve collecting
a very low level response (around 1072 ~ 107 g). The ambient vibration sur-
vey of a structure can also provide useful information for structural safety
evaluation. Also, to overcome the limitation of dynamic-based monitoring
techniques, long-term static deformation monitoring can be used.

For SHM of a dam, three different response measurements can be pre-
sented: earthquake response measurement, ambient vibration measure-
ment, and continuous monitoring of static deformation of the dam. To
extract the trend of the static deformation, nonlinear principal component
analysis (NPCA) (the Auto-Associate Neural Network) and NARX-Neural
Networks are presented. By using these methods, the residual deformation
between the estimated and the recorded data is generated, and through sta-
tistical analysis the threshold level of the static deformation of the dam can
be determined based on the normality assumption of the residual defor-
mation.’*** In this chapter, different monitoring systems, such as the static
deformation measurement system, the earthquake monitoring system,
and the ambient vibration measurement system of the Fei-Tsui arch dam
(Taiwan) will be introduced. The wireless sensing system is used to collect
ambient vibration data from the dam for analysis. The multivariate data pro-
cessing technique (using stochastic subspace identi cation (SSI)) is used to
extract the dynamic characteristics of the dam. Comparison of the dynamic
characteristics of the dam from both earthquake response data and the
ambient datasets is made, and the safety assessment of the dam from this
study is discussed.

10.2 Past monitoring effects of dams

Reporting on the actual earthquake motion of an arch dam is very limited.
However, the importance of differential motion at a dam site is well recog-
nized. As early as 1964, the seismic response of the Tonoyama Arch Dam
in Japan was reported in Reference 15. Fourier analysis revealed that the
amplitude of motion at the left abutment was 2 ~ 3 times greater than that
at the left abutment for frequencies over 4.0 Hz. Ampli cation studies of
the Pacoima Dam, from aftershocks of the San Fernando earthquake, were
also studied.'® The aftershock of the 1976 Friuli earthquake in Italy was also
measured at the Ambiesta Arch Dam.Y The average ratios of horizontal
maximum velocity at dam crest level to that at the base of the dam ranged
from 1.88 to 3.11. The Whittier earthquake of California on 1 October 1987
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triggered all 16 accelerometers installed on the Pacoima dam.*® Preliminary
reports indicated that the peak accelerations at the dam base were in the
order of 1.0 gal, while those at about 80% of the dam’s height at the dam-
foundation interaction interface were in the order of 2.0 gal. In Switzerland,
earthquake monitoring of large arch dams has been conducted during the
past 10 years.®* Only a limited amount of dam response data were collected.
All these indicated a very limited instrumentation on the dam structures.
Recently, continuous monitoring of large arch dams has become more and
more important, for example Cabril Dam in Portugal®® and Roode Elsberg
Dam in South Africa.?! The most common sensor for monitoring uses a high
sensitivity accelerometer with 1000 Hz sampling rate and low noise mea-
surement, by which the time-varying system natural frequencies are iden-
ti ed. The results from continuous earthquake response monitoring of the
dam can provide useful information for its safety assessment.

From a review of current dam monitoring instruments, items of monitor-
ing for dam safety have been selected, according to the safety and condition
of each dam. The parameters to be measured, and the appropriate instru-
ments, are as follows:

Leakage or seepage loss: drainage hole,

Deformation (dam body as well as embankment): plumb lines,
Uplift pressure and pore pressure: piezometers,

Earthquake motion: seismographs.

Different types of gages are also used, including strain-gage type, vibration
wire type, etc. Variations in measurement with respect to time are investi-
gated for appropriate safety control.

10.3 Measurement systems of Fei-Tsui arch dam

Built in April 1987 the Fei-Tsui concrete arch dam is 122.5 m high and 510 m
long, and is constructed with a layout of three-centered double curvature
with variable thickness. The dam was constructed such that the dam body
was divided vertically into 29 strips, each about 175 m wide. A water seal
is installed between each pair of adjacent strips. The capacity of this res-
ervoir is about 400 million m.® Since this dam is located in a very active
seismic zone area of Taiwan, both dynamic and static monitoring systems
are deployed. Two different types of instrumentation were deployed. First, a
well-instrumented strong-motion array was established on the dam in 1991,
in order to monitor its seismic behavior. For monitoring the dynamic prop-
erties of the dam during earthquake, 11 tri-axial accelerometers (AC-63
tri-axial accelerometer) were deployed in the Fei-Tsui dam (as shown in
Fig. 10.1). Five of these instruments are installed along the abutment (SD1 ~
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10.1 (a) Photo of Fei-Tsui arch dam (Taiwan) and (b) the distribution of
accelerometer.

SD5), three of them (SD6 ~ SD8) are installed on the 115 m gallery and
the rest (SDA, SDB and SDC) are deployed on the 150 m gallery.?2 All the
records are in digital signal, with a sampling rate of 200 Hz. The location
and orientation of each accelerometer is also shown in Fig. 10.2. About 400
m away (downstream side) there are six accelerometers along the canyon
surface to detect the free eld seismic ground motion. Figure 10.3 plots the
earthquake events that triggered the earthquake mentoring system with
respect to the reservoir level for that event.

Apart from dynamic measurement, there are several static measurement
systems in this Feu-Tsui Dam. One important static measurement system is
for monitoring dam deformation. Consider the base point along the dam-
foundation interface as the reference (or xed point): using a plumb line to
measure the relative deformation of two different height levels of the dam
can provide the deformation measurement of the dam. Figures 10.4a and
10.4b show three vertical pro les (along vertical lines of NPL1, NPL2 and
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10.3 Plot of the earthquake event with respect to water level that
triggered the earthquake monitoring system of the dam.

NPL3) where plumb lines were installed along the dam height. Along each
pro le, for example in pro le NPL2Y, there are ve measurement points
(at levels 172.5, 150, 115, 90 and 575 m) to measure the radial deformation
(Y-direction) of the dam. The daily dam deformation data (1 sample/day)
and the temperature data were obtained.

All these static measurements were collected starting from January 1,1987,
and there was a total of 13 locations, which covered the entire dam face, to
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10.4 (a) Location of three vertical plumb lines to measure the static
deformation. (b) Three vertical plumb lines (NPL1, NPL2, and NPL3)
along the dam height and the measurement location.

measure deformation. Figure 10.5 plots the measured deformation of the
dam along pro les NPL1, NPL2, and NPL3. The abscissa of Fig. 10.5 indi-
cates the number of point not time (from 1 January 1987 to 30 April 2009,
a total of 7719 data points were collected). The daily maximum and mini-
mum temperature at the dam site were also measured, as shown in Fig. 10.6,
and the recorded daily water level of the reservoir is shown in Fig. 10.7 The
relationship among the static deformation, the water level, and the temper-
ature distribution of the dam body is complex and unknown. Cybenko? and
Funahashi? rigorously demonstrated that, by using neural networks, even
with only one hidden layer, it can uniformly approximate any continuous
function. This theoretical basis for modeling the relationship among the static
deformation, the water level, and the temperature distribution of the dam
body by static networks, is therefore sound. Although the static deformation
has almost no change during a very short time, it changes with time over
long-term continuous observation. Therefore, long-term static deformation
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10.6 Recorded lowest and highest temperature at Fei-Tsui arch dam
site. (Source: From 1 Jan 1987 to 30 April 2009.)
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10.7 The recorded daily water level for Fei-Tsui dam.

can be approximated dynamically using dynamic networks. Moreover, static
deformation data are plentiful but information poor. Linear and nonlinear
principal component analyses are particularly well suited to deal with this
kind of problem.

In the study by Loh er al.?® two different approaches were applied to
extract features of the long-term SHM data of the static deformation of
the Fei-Tsui arch dam (Taiwan). These methods include singular spectrum
analysis with AR model (SSA-AR) and the NPCA using auto-associative
neural network (AANN) method. The SSA is a novel nonparametric tech-
nique based on the principles of multi-variance statistics. An AR model is
optimized for each of the principal components obtained from SSA, and



284 Sensor Technologies for Civil Infrastructures

Table 10.1 Comparison of the specification of accelerometer, velocity sensor, and
other static monitoring systems

GeoSIGAC-63 tri-axial accelerometer VSE-15D velocity sensor
Full-scale +2 g (0.5, 1.0, 3.0, Full-scale +0.1 ms
4.0 g optional)
Type Force balanced Type Force balanced
accelerometer accelerometer
Sensitivity 10V/g Sensitivity 10 or 10 p Kine
Dynamic range >120 dB Dynamic Approximately
range 140 dB
Bandwidth DC > 100 Hz (50 or  Bandwidth 0.2~100 Hz
200 Hz)
Damping 70% of critical Damping 100% of critical
Max. output +/-10V
voltage

the multi-step predicted values are recombined to make the time series. The
NPCA-AANN method is also used to extract the underlying static deforma-
tion features of the dam. By using these two different methods, the residual
deformation between the estimated and the recorded data was generated,
through statistical analysis, and the threshold level of the dam static defor-
mation can be determined.

Besides strong-motion instrumentation and the long-term static deforma-
tion measurement, ambient vibration measurement can also be performed
along the dam crest. Velocity sensors (VSE-15D) are used for ambient vibra-
tion measurement. The VSE-15D sensor is a servo velocity meter produced
by Tokyo Sokushin Co., Ltd. Comparison of the sensitivity of VSE-15D (from
ambient vibration measurement) and tri-axial seismograph (AC-63) is shown
in Table 10.1 The static monitoring sensors of the dam are also listed in the
table. The VSE-15D sensor for ambient vibration survey is very sensitive to
detect the low level vibration motion, and the linear range (0.2 ~ 70 Hz) is
suitable for SHM applications. The power requirement of the VSE-15D is
15 mA @ +/-15V at about 450 mW. A total of 5 VSE-15D sensors had been
installed on the crest of the dam for continuous monitoring of the dam vibra-
tion. Discussion of the ambient vibration survey using the wireless sensing
system will be presented in the following section.

10.4 Wireless sensing system for ambient vibration
measurement

To reduce the cabling issue as well as the cost-related problem, integra-
tion of the wireless technology and the embedded computing platform
in the structural monitoring system is discussed. There is no permanent
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monitoring system for dam ambient vibration. The ambient vibration survey
can be done at any time. The concept of using a smart sensing system with
SHM technologies has been elaborated in previous literature.?s This sys-
tem integrated the WiMMS wireless sensing unit?” and SHM technologies
to perform the function of automatic continuous monitoring. To meet the
requirement of continuous monitoring on a structure, the following require-
ments need to be considered. First, the sensing system is required to mea-
sure the ultra-low level analog signal (in voltage) of structural responses
under ambient excitation level. Therefore, the hardware design of analog
signal sampling needs to be fully considered and the noise level in the sens-
ing system must be reduced. Second, to meet the requirement of long-term
data collection, the powering of the sensing platform must be stable and
manageable. Additionally, wireless data communication needs to meet the
complex environmental conditions. A smart sensing system is developed for
this ambient vibration survey.

10.4.1 Wireless sensing system

This smart sensing system includes three major components, namely: sen-
sors, wireless sensing units, and host node (data logger). Ambient velocity
meters (i.e. VSE-15D) sense the structural vibration responses and con-
vert the vibration signals into analog signals (in voltage). These voltage
signals are fed into the wireless sensing unit (NTU-WSU) and sampled as
discrete digitalized data series. The host node can acquire these sampled
data through wireless communication from all distributed wireless sensing
units. After obtaining the required data, the host node will execute the SHM
process and generate a report. The user can access the host node through
File Transfer Protocol (FTP) or Internet Explorer (IE) to obtain the struc-
tural responses and on-line analysis results. The host node is used to coor-
dinate the wireless sensing nodes and communicate with the user end. NI
cRI10-9022 is selected to play this role. NI cR10-9022 is a high performance
real-time controller. This platform includes a Free-scale MPC8347 real-time
processor for deterministic and reliable real-time applications and supports
interfaces with RS232, Ethernet and USB. The RS232 interface is adapted
with a wireless receiver (wireless module) to communicate with wireless
sensing units.

10.4.2 Hardware design

In the design of WiMMS there are three components,® namely: micro-con-
troller unit (MCU), RAM, and analog/digital converter (ADC). The MCU is
an 8 bit ATmegal28 microcontroller @ 8 MHz, the external RAM is 128 kB
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and the ADC is a 16 bits analog-to-digital converter @ 0-5V signal range (TI
ADS8341EB). Since the ambient vibration signal is an ultra-low level vibra-
tion signal, which might be less than 1 mV, to obtain a good sampling a high
performance signal conditioner is considered. According to the speci cations
of VSE-15D, the output signal range is +/-10V and the resolution is 10 p Kine
(107" m/s). This resolution can be realized to a minimum output voltage by mul-
tiplying its sensitivity (1000 VV/m/s), and it is about 0.1 mV. Compared to the
capacity of ADC (ADS8341EB), the resolution is 16 bits and its input range is
0-5 V. The signal conditioner is designed based on these requirements.
The function of the signal conditioner is de ned as follows: rst, ampli-
fying the sensor signal into the desired range with adjustable gain ampli-
er; second, scaling and shifting the ampli ed signal into the range of ADC
(0-5V).PGA204 is used to amplify the sensor signal, and INA159 is used for
scaling and shifting the signal into the range of ADC. PGA204 is a program-
mable gain instrumentation ampli er, offering excellent accuracy. The digi-
tally selected gains of PGA204 are 1, 10, 100, and 1000 VV/V.The NTU-WSU
unit supports two different frequency radio modules; one is 24XStream on
2.4 GHz, and the other is 9XTend on 900 MHz, both of which are produced
by Digi International Inc. The users can select a suitable radio module for
their applications. The speci cations of 24XStream and 9XTend are listed
in Table 10.2. The 9XTend module is good for long distance communication
but is not allowable worldwide. The 24XStream module is good for short
distance applicable for high density sensor layout and is allowable world-
wide. The power design of NTU-WSU unit includes three purposes: rst is
the powering requirement of the sensor (VSE-15D); second is the powering
of the embedded system, which includes MCU, RAM, ADC, etc.; third is the
powering of the wireless module. The power source of the sensing unit is a
rechargeable Li-Battery (3200 mA @ 74 V). There are two regulators and
one switching power module in the power design of the unit.
To prevent radio noise in uencing the embedded system, and to improve
the radio communication range, individual regulators for embedded sys-
tem and radio module are necessary. Two 5V regulators (LP2986 National

Table 10.2 The specification of 24XStream and 9XTend

24XStream 9XTend
RF frequency 2.4000-2.4835 GHz 902-928 MHz
Transmit power output 50 mW Variable 1 mW - 1000 mW
Throughput data rate 19200 bps 115200 bps
RF data rate 20000 bps 125000 bps
Max. indoor range
Max. outdoor range (High-gain antenna) (High-gain antenna)

Receiver sensitivity -102 dBm —100 dBm
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Semiconductor Co.) are used to handle the powering of the embedded sys-
tem and radio module. Figure 10.8 shows the detailed power arrangement
of the NTU-WSU unit. The VSE-15D sensor and the PGA204 are powered
by a switching power module (EC3SA-05D15), and there is a logic switch
to manage the module to save power. A 5V Regulator_B is used to sup-
ply power to the embedded system, which includes MCU, RAM, LATCH,
ADC, and INA159. The wireless radio module is powered by an individ-
ual 5V Regulator_A to improve the performance of radio and to prevent
radio noise affecting the embedded system. The power of the NTU-WSU
unit also supports optional sensors such as linear variable differential trans-
former (LVDT), strain type accelerometer (Setra 141A), and microelectro-
mechanical systems (MEMS) Accelerometer (Crossbow).

The detail design of hardware is presented in Fig. 10.9. The signals of the
VSE-15D sensors are rst ampli ed by the programmable gain ampli er
(PGA204), and the gain value of the PGA204 is controlled by the GP1O
of ATmegal28 (PD.6-7). The ampli ed signal is then scaled and shifted
into the range ADC (0-5V) by a xed gain difference ampli er (INA159).
The ADC (ADS8341EB) digitalizes these voltage signals into discrete dig-
ital data series and transmits them to the MCU (ATmegal28) through the
serial peripheral interface (SPI1) (@ 2 MHZz) interface. The MCU will buffer
these data series on the external RAM through GPIO with external RAM
interface function of ATmegal28 and a D-type LATCH. After the sampling
process is nished, the MCU will turn off the power to the sensor through
GPIO (PB.7) and start to communicate with the host node by radio mod-
ule. The interface between the MCU and radio module is UART; the data
rate of UART depends on the radio module, 19.2 k bps for 24XStream and

| 7.4V Li-Battery (3200 mAh) |

! ! !
| +/—15 V Switching Power | | 5V Regulator_B | | 5V Regulator_A |
Logic switch —|JI
| VSE-15D #1 |—— FGA204 #1 | | INA159#1 |—+—— RAM |
| VSE-15D #2 |—— FGA204 #2 | | INA159 #2 |—— LATCH | Radio
| VSE-15D #3 |—— FGA204 #3 | | INA159#3 |+ Mmcu |
| VSE-15D #4 |—— FGA204 #4 | | INA159 #4 | 4+—| ADC |
Option: Option:
LVDT — MEMS — REF5050 |e
Accelerometer Accelerometer
(Setra 141A) (Crossbow)

10.8 Power design in NTU-WSU.?°
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10.9 Hardware design of wireless sensing unit.?®

Table 10.3 Hardware resources of smart sensing system

Sensing node Host node User end
Name NTU-WSU-V cRIO 9022
System type Embedded system Embedded system  PC or laptop
w/RTOS etc.
Core SbitMCU 32 bit processor Optional
16 MHz ATmegal28 533 MHz powerPC
RAM 128 kB 256MB DDR2 Optional
Flash memory 128 KB 2GB Optional
Extend memory N USB disk Optional
Communication1 9XTend or 9XTend or N
24XStream 24XStream
w\Router fun.
Communication2 N Ethernet (TCP/IP) Ethernet
ADC sampling 16 bits(+/-10V) at N N
200 Hz

115k bps for 9XTend module. Table 10.3 lists the hardware resources of the
sensing node, host nodes, and user nodes; engineers can arrange computa-
tions into different spaces with this table.

10.4.3 Software design

The software design of the smart sensing system includes the embedded
program of NTU-WSU unit, the embedded LabVIEW RT program of
NI cRI10-9022, and the user end computer program. The Sensing Service
Routine is the application software of the NTU-WSU unit embedded pro-
gram. It includes two components, the Data Collecting Service (Client),
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and the Computing Service. The Data Collecting Service (Client) works
with the Data Collecting Service (Host) of the Host Service Routine (run
at Host node), which is used to convert the sensor signal into digital data
series, buffering these data in RAM and feeding back these data series
via wireless communication. The Host Service Routine is also presented in
Fig. 10.7, which is the embedded RT LabVIEW program of the NI cRIO-
9022. The NI cR10-9022 drivers are developed by NI, and users and engi-
neers can use these drivers to implement their application software on
cRI10-9022. A series RT Modules includes the functions and drivers to sup-
port user programming. The user end is a general purpose computer, such
as a PC or a laptop.
Combining the software and hardware design of wireless sensing system,
a wireless sensing network for eld experiment has been developed for the
Fei-Tsui dam. The instrument set-up protocol is shown in Fig. 10.10. The
sensing node collects the vibration data, and from the wireless sensing unit
the digital data are broadcast to the host node. The host node performs sim-
ple analysis of the data (such as Fourier transform). Then, via the wireless
router, data are collected by the user node for more detailed analysis. If the
eld experiment can provide enough power, then the host node can conduct
more sophisticated analysis on data fusion.

10.5 Analysis of ambient vibration data

To extract modal information from the output-only data set, output-only
system identi cation techniques can be applied. In this study, the Stochastic

Sensing node Host node
[Digi’s 9xTend]
i - RF modem
Analog signal Communication
1.ISM 900 MHz

2.40 mile range
3.256-bit AES Encryption

Li battery [VSE-15D] [NTU-WSU-V02a] RS232 (NI 6RI0-0022)
Velocity-meter Wireless sensing unit CRIO-
7.4V 3200mAh ) A ) Real-time controller
1.Micromotion 1.Data buffering
2.Data preprocessing 1.Run Lab VIEW Real-Time
3.Wireless communication 2.Coordinator of sensor network
2.Data logging
3.SHM analysis
User node LAN port [D-Link DIR-455]
3.5 G Wireless router
Connect Connect 1.3.5 G moble network
2.Wireless router
3.Mobile phone
[YUASA NP65-12]
[Management] [Internet] Sealed Lead Acid Battery
1.Data interpretation 12V 65 Ah

2.Decision-making system

10.70 Instrument set-up protocol for ambient vibration survey in the field.
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Subspace Identi cation (SSI) method, as originally presented by van
Overschee and de Moor®®3 is adopted to identify a stochastic state space
model of the dam structural system. The method of analysis of ambient
vibration data will be discussed in this section.

Consider a discrete-time stochastic state space model:

X = AX + Wi [10.1]
yi = CX§ +vi [10.2]

where w{ € R?L vi e R™! are white noise. The superscript ‘s’ means ‘sto-
chastic’ and it implies that the system is excited by the stochastic compo-
nent. This model can be applied to identify the system by using output-only
measurement (e.g. ambient vibration of structures). The purpose of the sto-
chastic identi cation problem is to determine the system parameters A,
and C, from the measurements of the output yi. It should be noted that the
system parameters B, and D, do not appear in Equations [10.1] and [10.2]
because in the stochastic system the input is not actually de ned. Since the
input of the system is unknown, the system parameters B, and D, cannot be
identi ed when using the output-only identi cation algorithms.

In SSI, the Hankel matrix plays an important role. The Hankel matrix
comprises a special data arrangement that can be used to extract the data
connections between different sensing locations and different sampling
times. The output Hankel matrix can be constructed from the output data:

r Yls sz - Y]\
viOY e Yy
Y; _ Yy Yiij4 S/ifrj—l c R2lixi [103]
Y} Yii Y Y
Ki2 }Ilia )/tj-/+l
L st‘l sti+j+1 YZSH/'—l B

where i is the number of block rows, which is a user-de ned index and must
be larger than the order 2n of the system. Since there are only / DOFs mea-
sured, the output Hankel matrix must contain 2/i rows. j is the number of
block columns of the output Hankel matrix. If the sampling length is equal
to r then the number j should be equal to j=r—2i+1 so that all data are
used for analysis. According to the expression of Equation [10.3], the output
Hankel matrix is divided into the past part, Y; € R"</, and the future part,
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Y: € R/, Similarly, the process noise w; and measurement noise Vi can
also be arranged in the Hankel matrices:W;W; € R>**/ and V;, V¢ e R
Moreover, the stochastic state X; can also be divided into past and future
parts:

Xi=[Xi X3y o Xj]eR™ Xi=[Xy, Xi, - Xi]eR™ [104]

After arranging the output y; and state X in the block-Hankel matrix,
Equations [10.1] and [10.2] can be rewritten as the equations of Hankel
matrices:

=T;X; +H;W; +V; [10.5]
= X5 +H:W; +V; [10.6]
Xi=AX; +AW, [10.7]
with
C, 0 0 0 0
CcAd (:c 0 0 0
I=| CA; |[eR™ H;=| CA, C, 0 0| e R/
: M : : :
C.Ci? CA2 CAFE CAH 0
As = [Af{l Az .. A, Iz.,] e R2nx2ni

where T'; e R™2" is the extended observability matrix, I'; e R"™2" is the sto-
chastic lower block triangular Toeplitz matrix, and As e R?>2% s the sto-
chastic reversed extended controllability matrix.

The subspace identi cation (SI) algorithm is developed based on geomet-
ric concepts: a row vector of a block-Hankel matrix is considered as a vector
in the j dimensional ambient space (where] is the number of block columns).
For example, the rows of each matrix A € R/, Be R*/and CeR™ are
de ned as a basis for a linear vector space in this ambient space. Two geo-
metric operations are de ned that can be performed with these row spaces:

AB"(BB') B [10.8]

% B
1]
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i;(?)(? ]c [10.9]
L€ BB

where / denotes the projection operator, ( )T denotes the transpose operator
and ( )"' denotes the pseudo-inverse operator. Equation [10.8] de nes the
orthogonal projection of the row space of the matrix A on the row space of
the matrix B, and Equation [10.9] de nes the oblique projection of the row
space of A along the row space of B on the row space of C.

It is known that the noise effect can be reduced through the computa-
tion of the covariance between the future part and past part of the output
Hankel matrix. In SSI, a similar result can be achieved by using the projec-
tion. The orthogonal projection of the row space of the matrix Y; on the row
space of the matrix Y; can be calculated by the following formula:

Y‘_

YsYcT (YsYsT) ; =08, [10.10]

P

0; e R™J is the orthogonal projection matrix. The main theorem of SSI
implies that the extended observability matrix T can be found from the
result of orthogonal projection:

0; =T, Xi [10.11]

where X; e R2» is the estimated state sequence in the stochastic system,
which is equal to the estimation from the forward non-steady state Kalman

Iter.®! Instead of Equation [10.10], the orthogonal projection can be easily
expressed in terms of the following LQ decomposition:

T

Y;)_li|L 0 || Qf Y? [10.12]
(Ys) [L Lzz}[ ﬂ - Y L Qi
L, Qf =T;Xi [10.13]

where L; are partitions of the lower triangular matrix from LQ decompo-
sition of the output Hankel matrix, and Q; are the partitions of the orthog-
onal matrix. The proof of Equation [10. 12] can be found in Appendix A.2.
Equation [10.13] implies the column space of the extended observability
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matrix T can be obtained from the column space of L,,. It is the essence of
why these algorithms are called ‘subspace’ identi cation algorithms. They
retrieve the system matrix as the subspace of projection matrix:

column space(L,, ) = column space(T, ) [10.14]

Equation [10.24] implies that only L,, is needed when computing the observ-
ability matrix T and Q; can be abandoned after the LQ decomposition. The
LQ decomposition signi cantly reduces the computational complexity and
memory requirements when computing the projection operator. Once L,
are obtained, the system parameters can be determined by the following
procedures:

1. Calculate the singular value decomposition (SVD) of L,, and determine
the ‘temporary’ system order N by observing the quantity of the singular
values in S:

L, = USV' =[U, UZ][SOl SOZ ]Wﬂ ~U,S,V! [10.15]

The extended observability matrix T; can be determined as the rst N col-
umns of U:

I, =U,(if N=2n) [10.16]

In linear algebra, the singular value decomposition is an important factor-
ization of a rectangular real or complex matrix, with several applications in
signal processing and statistics. The matrix U € R contains a set of ortho-
normal ‘output’ basis vector directions for L,,, the matrix V e R contains
a set of orthonormal ‘input’ basis vector directions, and the matrix S e R
contains only the singular values in its diagonal and it can be separated into
two parts, S; e R¥ and S, e R(-¥#-N) The small singular values S, can be
neglected and the ‘temporary’ system order N of the system is determined.
Thus a reduced version of the singular value decomposition is described by
the matrices U, e Rlix N,S, e R¥V¥ and V{ € R¥ There are two purposes
for using the truncated singular value decomposition: (1) to reduce the sys-
tem order, which can save computation time without affecting the accuracy
of analysis results; and (2) to reduce the noise effect, because the contribu-
tion of small singular values S, is considered as noise effect. Order deter-
mination is an important step in Sl algorithms. For now the system order N
should be determined without affecting the accuracy of L,, or the analysis
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results will be inaccurate and some structural modes will be lost. That is why
here we describe N as the ‘temporary’ system order.

2. Calculate the continuous-time state matrix A, and the output matrix C,
from T;:

5, | [

A,=TT, = C°§4d S [10.17]
CAj' | |C.AH

A, =logm(A,)/At [10.18]

where T, e RI{i—1)xn denotes T; without the last / rows, T,eR/D
denotes T'; without the  rst/ rows, and log m () is the logarithm operator of
matrix. The output matrix C. can be determined from the rst/ rows of T;.

3. Calculate the matrix of eigenvalue A and eigenvector ¥ from A.:

eig(A,)=[¥ A] [10.19]

where A=diag(A,, A%, Ao A3, - A;)eC¥2 isthe matrix of eigen-
values, ¥ e C2»2» is the matrix of eigenvectors, A, € C is the eigenvalue of
k-th mode, and * is the complex conjugate operator. It should be noted that

the eigenvalues and eigenvectors occur in complex conjugated pairs and the
eigenvalue is associated with the natural frequency and damping ratio:

M, = —0, & tio, \[1-82 [10.20]

4. Determine the natural frequency o, and damping ratios &« from A, :

o, =/a} +b} (rad/s).&, = “%

Ox [10.21]

with a, = Re{k,)eR,b, =Im(X, ) eR
5. Determine the mode shape @, from C, and ¥:

O=C¥ [10.22]

(4
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where ®@=[¢, ¢ ¢ @& - ¢ |eCr
is the matrix of mode shapes. The elements in the vector &, are always com-
plex numbers in practice. It can be imagined that the absolute value of the
complex number is interpreted as the amplitude and the argument is inter-
preted as the phase of a sine wave of given frequency o, . Steps 2-5 show
how the characteristics of the continuous-time system can be determined
from the parameters of the discrete-time system.

10.6 Results of the ambient vibration survey
of the dam

To conduct the ambient vibration survey of the dam, VSE-15D velocity
sensor was used. Because of the large dimensions of dam body and the lim-
ited number of sensors, as well as the dif culty of wireless communication
in the tunnel of the dam body, the ambient vibration experiment needed
therefore to be divided into several steps. The experiment was carried out
in four different steps. The overall measurement location of the dam and
the corresponding sensor location, are summarized in Fig. 10.11. Details of
the sensor layout for each step are shown in Plate XI1 in the color section
between pages 374 and 375 (Step 1: with four sensors on the right-hand
side of the dam crest; Step 2: with four sensors on the left-hand side of the
dam crest and ve sensors in the rst corridor of the dam body; Step 3:
with ve sensors in the rst corridor and four in the second corridor; Step
4: with four in the second corridor and four in the third corridor). Sensor
data synchronization is required among all test set-up. Vibration data were
collected through a wireless communication module with a sampling rate
of 200 Hz. The SSI technique was used. Figure 10.12 shows the stability dia-
gram of the analysis of the measurement. Table 10.4 shows the identi ed
natural frequencies and damping ratios of the rst eight modes. Plate XII1
in the color section between pages 000 and 000 shows the identi ed three-
mode shape of the dam.

NPL3 NPL2 NPL1

EL: 1 1 1
1725 ATZ @ AT . ATS @ o Al4 3 AT3 @ AT2 @ AT1
1620 | 5| J DI DI ] T SD1
B AT1 R 1 [T RTS8
1470 F— T S i ﬁ = A
130.0 SN ! !
~ ] Q-EE JQ_AT1 §r12
110.0 - (2L s i & 4 424 Dé A
D4 1 1 s
90.0 \T1 O=iALL AT 51-4-A sb2
70.0 - 1 4 'Ié' A\ = Sensor for seismic vibration
1 / =8 f bient vibrati
53.0 1L ~1 AN © = Sensor for ambient vibration

10.11 Distribution of VSE-15D sensor for ambient vibration survey of
the dam.
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10.12 Generated stability diagram from the ambient vibration data
(Step 1 and Step 4)

10.7 Analysis of earthquake response data of Fei-Tsui
arch dam

For system identi cation using input and output measurements, the Sl can be
used. In recent years, various versions of subspace method have been used
to identify the state space model of linear systems. The basic concept of the
Sl algorithm is the exploitation of the state as a nite-dimensional interface
between the past and the future. By using geometric concepts some system
characteristics can be revealed by geometric manipulation of the row spaces of
certain matrices. First, the input and output data are arranged into two distinct
block-Hankel matrices. The projection theorem is then employed to avoid the
in uence of noise and extract the observability matrix from block equations.
Generally, mathematical tools, including pseudo-inverse and singular value
decomposition (SVD), are used to reduce the model and then compute sys-
tem parameters. The well-known algorithms include canonical variable analy-
sis (CVA),*2 N4SID,*®* MOESP, and IV-4SID.** A uni ed treatment of most of
these algorithms has been given by van Overschee and de Moor.**



Table 10.4 Identified system natural frequencies and damping ratios of the dam from each test set-up

Natural frequency (Hz) Damping ratio (%)

Step1 Ave. 2.22 2.38 3.09 4.59 6.65 8.81 11.29 13.78 093 2.05 115 152  1.30 1.04 137 178
Std.  0.002 0.003 0.002 0.024 0.008 0.027 0.048 0.047 0.07 0.15 0.13 0.31 0.14 0.09 0.69 0.51

Step2 Ave. 2.23 2.38 3.08 4.61 6.73 9.00 11.35 13.77 2.04 3.09 1048 0.92 151 124 0.85 142
Std.  0.021 0.009 0.009 0.068 0.050 0.013 0.001 0.053 0.91 0.36 0.34 044 032 0.08 0.12 0.40

Step3 Ave. 2.23 2.34 3.08 4.59 6.63 8.98 11.31 13.65 123 153 145 175 0.97 094 114 123
Std.  0.006 0.014 0.003 0.026 0.019 0.012 0.009 0.018 074 0.33 0.17 0.12 0.21 0.12 0.15 0.09

Step4 Ave. 2.23 2.34 3.09 4.48 6.71 8.95 11.45 13.79 110 2.62 174 226 125 1.20 1.08 107

Std. 0.004 0.025 0.010 0.039 0.003 0.016 0.005 0.009 0.16 0.67 0.18 0.24 0.05 0.09 0.1 0.06
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Consider a discrete-time system:

X1 = AX, + By, +w, [10.23]
Vi =C X +D.ug +v, [10.24]

To identify the parameter matrices A,.B,,C, and D, of the systems, not
only the output data y, but also the input data u, need to be used for system
identi cation.

Similarly to the stochastic system, for deterministic system the input data
u, can also be arranged in the Hankel matrix:

woou, ou woou, o
u, u; o Uy U, u; o Wy
oo - . . e e +
Up = u; Ui, uI+J-1 — W Uy ll|+J = “p e RZmixj
U, Wy Wp o0 Uy, Wi, Uiz oo Uy u;
Uiy Wi o Ujyyg Uiy Wig o Wiy
| Wi Ugien o Uiy | | Uy Ugiyg o0 Ugiyjy |

10.25]

where U, e R™*/ is the past input Hankel matrix and U, e R™>/ is the
future input Hankel matrix. The matrices U* € R"*V/ and U; e R~V
are de ned by shifting the border between U,and U; one block row down.
Moreover, two special Hankel matrices consisting of both input and output
data are de ned as®*:

b= |:IYJP:| c R(m+1)ixi’E; — I:YE :| c R(m+1+2)i><f [1026]

p

[1]

The matrix form of the deterministic model can be expressed as:

Y =TI Xi+HU, [10.27]
Y{ =TI, X¢+HI!U; [10.28]
where
D 0 0 0
C.B, D 0 0
H¢ = C.A,;B, C.B, D 0 |e Rixmi [10.29]
M : : :
CAi’B, C;Ai*B, C.Ai*B, D
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and H¢ is the low block triangular Toeplitz matrix.

When only the modal properties (natural frequency, damping ratio and
mode shape) of the structure are needed, there exists another numerical
implementation for SI. The ‘multivariable output-error state space’ algo-
rithm (MOESP) is employed to extract the column space of the extended
observability matrix T; from the LQ decomposition of the Hankel
matrix34:

mi (m+1)ili |

mi T
U, 1) L, 0 0 Q11 1
Y; a Ly Ly Q;
Y, /y E X.
ey P X, =L,,Q},
U U
f r [10.31]
columnspace(Ls, ) = columnspace(T;) [10.32]

Finally, only the L, factor is needed for identi cation of the system param-
eters A, and C.. Once the L., are obtained from the LQ decomposition of
the Hankel matrix in Equation [10.30], the system parameters can be deter-
mined from the SVD:

T
L, =USV'=[U, Uz][sol S }Wi] U,S, Vi

: [10.33]
I, =U,(if N=2n)

A, and C, can be determined I'; modal properties of the system can nally
be identi ed.

As mentioned before, order determination is an important component of
Sl algorithms. As the true system order is often unknown, a practice in the
modal analysis is to calculate the modal parameters for increasing order N *.
If N is higher than the true system order, the noise mode will be involved,
but the mathematical poles thus obtained are different for different mod-
els if the noise is purely white. Hence, poles of the physical system can be
detected by comparing the modal parameters for different model orders.
To identify a suitable system order and to separate the true modes from the
noise modes, for each speci ed model order N, the SVD needs to be used.
To distinguish the true modes from the noise modes, rst determine the sys-
tem order N based on the SVD, see Equation [10.33] in the SI:%¢
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USVT = [U1 Uz]|:SO1 Sﬁz]l}l’g] [10.34]
with diag(sl):[s1 S, SN]T e RV,
diag (Sz) = [sN+1 Sney o s,,]T e RU-Np,

The system order N can be determined by assigning a fractional number
as a criterion of the SVD C$Y? | such that:

sy 2CVP .5 >5, [10.35]

The SVD decomposes the data matrix into several components and each
singular value represents the importance of the component. This method
removes the small components and reconstructs the data matrix with a
reduced version of the SVD. It should be noticed that there is no direct rela-
tionship between the singular value and the structural mode. As a matter of
fact, the number of the singular values will control the number of available
modes. So it can be said that the criterion in Equation [10.35] reduces the
noise effect by removing the small components from original data but not
directly removing the noise modes.

10.8 Results using subspace identification (Sl) to
seismic response data

For each seismic response datum the SI technique was used to identify the
system dynamic characteristics. A total of 84 event data were used. Two dif-
ferent types of input data were considered in this study. One considers the
multiple input motions along the dam abutment (from station SD1 to station
SD5), the other one considers a single input from one of the stations in the
abutment (i.e. either station SD1 or SD5). To select the suitable number of
block rows for identi cation the stability diagram needs to be constructed in
advance too. Two seismic event data were used to construct the stability dia-
gram: one is the 2002-3-31 event (M = 6.8) and the other is 1999-9-21 event
(M =17.3). Figure 10.13 shows the stability diagram developed from these two
earthquake events. As compared to the Fourier amplitude spectrum of the
dam crest response, multiple inputs can identify higher frequency modes, but
the fundamental mode is not so easily determined. On the contrary, if a sin-
gle input is considered, then the fundamental mode can be clearly identi ed
but higher modes are not. Based on the identi ed system natural frequencies
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10.13 Stability diagram (using different sets of input motions) from two seismic events: 912 earthquake and 331 earthquake.
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10.14 (a) The relationship between the identified system natural
frequencies using multiple inputs (the first three modes) with respect to
water height in the reservoir. (b) The relationship between the identified
system natural frequencies (the first three modes) using single inputs
with respect to water height in the reservoir. (c) The relationship
between the identified system natural frequencies (the first three
modes) using single inputs with respect to water height in the reservoir.

(Continued)

(the rstthree modes) from all 84 events, the relationship between the identi-
ed frequency, f(x), with respect to reservoir water height was generated:*’

f(x)=ax’+c

[10.36]

where x is the reservoir water depth. Figure 10.14a shows the system natural
frequency changes with respect to water depth. The system natural frequen-
cieswere identi ed using multiple inputs. Figures 10.14b and 10.14c show the
results of using a single input. Mean and standard deviation of the regres-
sion curve are also shown in the gure. The results from ambient vibration
and forced vibration are also plotted in the gure for comparison.®
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10.14 Continued

10.9 Results using ARX model to seismic response data

Different from the Sl (using state space model), to identify the dynamic
behavior of the dam during earthquake excitation, the transfer function
between input and output can also be investigated. The multiple input/
multiple output discrete-time ARX(MIMO) model was applied. The ARX-
MIMO model can be expanded and expressed as:

B@) vy —L e [10.37]

YO X" R

where AR refers to the auto-regressive part, A(g™)y(t), and X to the
extra input, B(gY)u(q). Here y(t) and u(t) are (nyx1) and (nuxl) dimen-
sional column vectors which refer to the multiple output/multiple input
case. A(g™) is an (ny x ny) matrix polynomial, and B(g™?) is an (ny x nu)
matrix,*® i.e.
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where the entries a; are polynomials in the delay operator g*
ay(g™) =8, +ahq™ +..+ay g [10.39]
And B(g™?) in Eq. [10.37] is a (1xn,) polynomial matrix with
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B((] ) - [bll(q ) blZ (q )a'“ablnu (q )] [1040]

where the entries b;(q™) are polynomials in the delay operator g™
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and j denotes the j-th component of inputs and »,; denotes its corresponding
order.

Through the recursive least squares method the modal parameters of
ARX model can be identi ed, and the system natural frequency and damp-
ing ratio of each structural mode can be estimated through the relation
between discrete form of equation of motion (modal equation) and ARX
model.

Five earthquake response data were used to estimate the frequency
response function (FRF) between Station SDB and Station SD3 (all in
east-west direction or up—down stream direction) from the selected ve
earthquake events, as shown in Fig. 10.15a. Figure 10.15b also shows the
estimated FRF between Station SDB (east—west direction) and Station SD3
(north-south direction). The change of dominant frequency in FRF indi-
cated the difference of water level in the reservoir. Comparison on the iden-
ti ed system natural frequency using either SI method (mean curves) or
ARX method is shown in Fig. 10.15c.
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10.10 Conclusion

In this study an intensive SHM system on a dam structure is introduced. This
SHM system covers both the static and dynamic measurement of the dam.
Three different monitoring methods, including earthquake response moni-
toring, ambient vibration survey, and long-term static deformation monitor-
ing of an arch dam (Fei-Tsui arch dam, Taiwan), are studied in this report.
For dynamic response measurements (earthquake response and ambi-
ent vibration), the multivariate data processing technique is used with the
response measurements so as to extract the dynamic features of the system.
For ambient vibration measurement, wireless sensing technology is used to
collect ambient vibration data of the dam. This wireless sensing system can
provide the requirements for autonomous SHM, which include (1) reliable
wireless communication data, (2) accurate signal conditioner hardware for
ambient vibration sensors (VSE-15D), and (3) capability for continuous
long-term monitoring. The SSI method is then applied to identify the system
frequencies, damping ratios, and mode shapes. For the identi cation of dam
properties from seismic response data of the dam, considering the non-uni-
form excitation of the seismic input, two different approaches are used, the
Sl and the MIMO discrete-time ARX model with least squares estimation.
Applying the SI technique to data collected from the dam responses for 84
earthquake events, the change of the identi ed system natural frequencies
with respect to water level in the reservoir is investigated. The results from
both the seismic response and the ambient vibration survey can be used for
safety assessment of the dam.
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Abstract: This chapter introduces the most common sensors used for the
monitoring of tunnels. It is divided into sections that cover typical tunnel
monitoring applications: (i) construction in soft ground;

(ii) construction in rock; and (iii) in-service and long-term monitoring.

A case study is used for each application to illustrate the use of both
common and newly developed sensing technologies in tunnel monitoring.
The chapter concludes with a summary of the sensors discussed, future
trends in sensing for tunnels and useful references.

Key words: monitoring, tunnelling, soft ground, rock, sensors,
displacements, strains, pressures, construction, deterioration.

1.1 Introduction

There are two overarching reasons to monitor tunnels: (i) to minimize
the associated risks especially to the public; and (ii) to minimize the cost
of construction/operation/maintenance. Monitoring can also offer other
advantages, such as providing insights into ground response, feedback for
construction control, verification of design assumptions, assurance of tunnel
lining performance, and evidence of any adverse effects on the surrounding
area (ITA,2011). Monitoring has been used extensively in tunnel applica-
tions for decades, ever since the development of the observational method
of tunnelling where feedback from the monitoring system is used to inform
and potentially modify design and construction (Peck, 1969; Nicholson et al.,
1999). However, when choosing an appropriate monitoring system, a myriad
of factors need to be considered, including whether the tunnel is being con-
structed or is already in service, the ground conditions, and the condition of
surrounding infrastructure, among others. A wide variety of sensor technol-
ogies is also available from traditional surveying techniques to newly devel-
oped wireless sensor networks (WSNs) and distributed fibre optic sensor
systems. The choice of monitoring approach is dependent on the situation
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and the information required by engineers to minimize both the risk and
the cost.

This chapter is written for someone who has a tunnel that potentially
requires monitoring. It is subdivided into two main sections: construction
monitoring and in-service monitoring. In both sections, some of the major
issues most often encountered are highlighted, and appropriate monitoring
technologies are discussed. The chapter concludes with a brief discussion
of future trends and other sources of information. Case studies are used
throughout to illustrate potential monitoring solutions. It should be noted
that a wide variety of sensing technologies is available and geotechnical
monitoring has itself been the subject of books (e.g. Dunnicliff, 1993). As
such, the goal of this chapter is not to be exhaustive in its coverage of the
technologies available, but instead to highlight the more commonly used
technologies and some newly developed technologies through case studies.
It is also worth noting that temperature differentials and extremes often
play a significant role in both the behaviour of the infrastructure being mon-
itored (e.g. British Tunnelling Society and Institution of Civil Engineers,
2004) and the monitoring equipment (e.g. Cheung et al.,2010). As such, the
monitoring of temperature, which is not dealt with explicitly in this chapter,
should be considered whenever changes in temperature or extreme tem-
peratures are expected.

11.2 Construction monitoring in soft ground
tunnelling

There are several different approaches to constructing tunnels in soft ground,
as outlined in Table 11.1 but, as noted by Dunnicliff (1993), the primary rea-
son for monitoring tunnels is to ensure tunnel face stability and to prevent
possible ground failure. However, more recently, monitoring of deformation
has become increasingly important due to the need to prevent any excessive
ground movements that may damage nearby structures (both below and
above surface). There are a number of issues related to stability and defor-
mation that potentially need to be monitored, the most significant of which
are: (i) excessive displacements leading to surface settlements, damage to
surrounding infrastructure and excessive deformation of the tunnel itself;
(ii) unexpected loads acting in and on the supports; and (iii) changes in pore
water pressures leading to seepage and hence changes in loading.

11.2.1 Excessive displacements

The need to measure surface displacements, damage to surrounding infra-
structure and tunnel displacements, as with all monitoring applications, is



Table 11.1 Construction methods for soft ground tunnels

Technique

Brief description

Cut and cover

Conventional
tunnelling

Shield
method

Open face

Earth pressure
balance

Slurry shield

In this technique a trench is dug for most or all of the length of the tunnel. It is typically used to create

underground stations. The side walls of the trench are supported and form the walls of the tunnel and a
structural roof is placed over the tunnel. Chief among the monitoring issues with this type of tunnelling are
excessive deformations of the side walls causing damage to the surrounding infrastructure.

Excavation of a tunnel without the aid of a shield (see below). Mechanical excavators are used to remove

material from the tunnel face. The material is then removed from the tunnel (i.e. mucking) and the tunnel is
supported using primary support elements such as steel arch supports, sprayed or cast-in place concrete. It is
also known as NATM, SCL, or SEM.The method is flexible enough to create complex underground structures
such as cross passages. However, larger ground movement is expected and therefore monitoring is essential
when a tunnel is constructed using this method.

This approach reduces the need for access from the ground surface and the tunnel can be dug under existing

infrastructure and/or obstacles. A shield at the tunnel excavation face provides support to the face while
material is excavated and removed out through the already constructed tunnel. Tunnel lining is put in place as
the shield is advanced forward in order to support the already excavated tunnel. Historically, shields protected
workers who were digging at the excavation face, but now they are commonly part of aTBM, which excavates
and removes material while simultaneously placing the tunnel lining. Once again issues of ground settlement
and damage to surrounding infrastructure are important to monitor when using this technique; however,
tunnel stability is also a significant issue to ensure that the tunnel does not collapse.

The open-face approach is a type of shield method construction where the tunnel face does not require short-

term support during excavation. The excavated sections of the tunnelling are lined as with other types of
shield method construction.

Another variation on the shield approach where the tunnel face is not capable of supporting itself even over

short periods. In this approach, the pressure the TBM exerts on the tunnel face is balanced against the earth
pressure by controlling the rate at which the TBM moves forward. The exerted face pressure is controlled by
the pressure of the excavated soil inside the tunnel chamber behind the cutter face. The ground settlement
can be minimized by effective control of the face pressure.

A further variation on the shield approach where not only is the tunnel face not self-supporting but the soil has

high water levels/pressures. It is often used in very soft grounds. The soil is mixed with a bentonite slurry at the
face of the shield machine so that face pressure can be maintained and the soil/slurry mixture can be removed
through pipes that run the length of the shield machine.
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a function of the consequences of excessive deformations. In most urban
applications where the density of infrastructure that can be damaged by
excessive displacements (e.g. roads, buildings, retaining walls) is high, mon-
itoring is generally a primary requirement. The extent and magnitude of
expected deformations is a function of the tunnelling method. For example,
Mair (1996) and Mair and Taylor (1997) suggest that volume losses from
open-face tunnelling can range between 1% and 3%; however, these losses
can be reduced significantly (to less than 1%) if earth pressure balance
tunnelling machines are used (Mair, 2008). Additionally, displacements can
be controlled through the use of compensation grouting or other ground
improvement techniques, in which case the use of monitoring is essential to
determine the amount of grout or hardening agents required. Settlements
due to cut and cover tunnelling are a function of the stiffness of the exca-
vation support as well as the construction processes (Hung et al., 2009).
Damage to surrounding infrastructure can include cracking of masonry
structures and pipelines. When monitoring surrounding infrastructure, it is
critical to establish the condition of the infrastructure before construction
begins, both to accurately determine the effects of the construction and in
case of legal action. This raises the question, discussed in greater detail else-
where (Dunnicliff, 1993), of who should be responsible for installing and
maintaining the monitoring system. Finally, excessive tunnel displacements
can result in the tunnel not being fit for purpose, or being an indication of
potential tunnel collapse.

Monitoring techniques

There are a number of instruments for measuring displacements includ-
ing: (i) surveying equipment; (ii) probe, rod, fixed borehole and multipoint
extensometers; (iii) crack gauges; (iv) liquid level and electro-level gauges;
(v) fibre optics; (vi) inclinometers; (vii) convergence gauges; and (viii) pho-
togrammetry (see Table 11.3 for a list of available sensors). Figure 11.1 illus-
trates a number of the potential issues associated with tunnel construction
and the sensor technologies that can be used to monitor them. It is worth
noting that while monitoring equipment placed on the surface can be used
to obtain pre-construction measurements, equipment used within the tunnel
(except for sliding micrometers — see Section 11.5.5) often does not cap-
ture initial displacements which occur just ahead of and behind the face of
the tunnel excavation. As such, monitoring equipment within the tunnel can
usually provide measurements only after it is installed and is generally used
to monitor long-term behaviour (Kavvadas, 2005).

One of the most common methods for measuring displacements in the
tunnel and of points on the ground is surveying using traditional instru-
ments or more frequently total stations. Total stations can either be manually
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171.1 Construction issues and associated monitoring technologies.

operated by a surveyor taking measurements using targets that are either
temporary or fixed, or set up to operate automatically. One such example
of an automatic system is an automated total station used in the London
Underground, where the instrument takes frequent measurements of a pre-
determined pattern of targets (Wright, 2010). Surveying techniques, with cor-
rectly placed targets, can be used to estimate ground settlements, movement
of surrounding infrastructure and deformations within the tunnel. These sys-
tems can also be used to provide real-time data, which can be crucial when
using compensation grouting as discussed by Mair (2008). As with any mon-
itoring technology, it is important to know both the accuracy and precision
offered by the equipment so that these tolerances are accounted for in the
design. An added complication with measurements taken within the tunnel is
that the fixed point of reference can be very far away (sometimes outside the
tunnel) and the intermediate measurement locations (usually wall mounted
brackets) are themselves subject to long-term displacement.

A second frequently used category of sensors for measuring ground
settlements in the subsurface are extensometers. Broadly speaking, exten-
someters measure changes in the length of an object and so a wide variety
of extensometers is available. Probe extensometers consist of a magnetic
probe, a series of magnets placed at various depths down a borehole and
an instrument for taking readings. The probe is lowered into the borehole
and as it encounters the magnets a reading is taken. The change in distance
between each magnet, and thus the amount or relative ground settlement,
can be determined. Rod extensometers, as seen in Fig. 11.2, allow the dis-
tance between two points (the anchor point and the reference head) to be
measured using either a depth gauge or a displacement transducer. They are
typically used to measure the movement of the tunnel wall relative to a fixed
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11.2 Rod extensometer.

point some distance away to determine the zone of influence of the tunnel,
but they can also be used to measure surface displacements. Fixed bore-
hole extensometers are similar to rod extensometers. Multipoint extensom-
eters can refer to probe, rod and borehole extensometers that have multiple
measurement locations rather than just measuring the distance between
two fixed points. Extensometers can be used to be measure ground settle-
ments, ground movement relative to the tunnel and tunnel convergence (the
change in tunnel diameter).

For the most part, surveying techniques provide the most robust way to
monitor the displacement of surrounding infrastructure. However, the loca-
tions of targets are limited by line of sight to the instrument/total station.
Traditional crack gauges offer an inexpensive but effective way to moni-
tor the effect of tunnel construction on surrounding infrastructure. These
gauges consist of two pieces where each piece is affixed on either side of
a pre-existing crack and the relative movement between these two pieces
can be tracked using a grid system (as illustrated in Fig. 11.3). There are
two main disadvantages of traditional crack gauges: (i) they must be read
manually and so are not suitable for real-time feedback systems, and (ii)
the precision of the measurements is dependent on the person taking the
readings, and so for areas where very small displacements are critical they
may not be appropriate. A second option for measuring the development
of cracks is the use of demountable mechanical (DEMEC) strain gauges.
In this case, fixed points are attached to the structure and the change in dis-
placement between these points is measured using a portable device with a
dial gauge or digital readout. The DEMEC system is capable of measuring
crack widths down to 0.001 mm, although the accuracy and precision are
limited to 0.01 mm (Burland et al.,2001a). Alternative crack sensors that use
displacement transducers and vibrating wire strain gauges (as illustrated in
Fig. 11.3) are available, although with a significant increase in system cost. In
Section 11.72 a wireless crack sensor is introduced, which can provide real-
time results and can be installed faster than conventional wired sensors.

Electronic liquid level (or electro-level) sensors are made up of a series of
pots containing liquid with each connected to a central pot with a constant
height of liquid (Dunniclff, 1993). The liquid level in each pot is measured
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11.3 Crack gauge. (Source: Picture courtesy of itmsaoil.)

by a displacement transducer attached to a float and as the structure settles
the level of liquid in each pot shifts, allowing displacements to be measured.
They are very popular for monitoring differential settlements of struc-
tures. For example, these gauges were used on a masonry railway bridge in
Bologna to determine the amount of compensation grouting required to
ensure that the masonry bridge did not crack (Mair, 2008).

Distributed fibre optic strain sensing systems such as Brillouin optical
time domain reflectometry (BOTDR) and Brillouin optical time domain
analysis (BOTDA) are fibre optic measurement techniques that allow the
strain in a fibre optic cable to be measured along the full length of the cable
(see also Section 11.72). If the fibre optic cable is fixed between two points
and the length between the points is known, the strain can be integrated to
get a displacement. If the fixed points are placed around the circumference
of a tunnel, displacements around the circumference can be measured.
These systems have been used to measure displacements in existing tun-
nels during the construction of new tunnels in both Singapore (Mohamad
et al.,2012) and London (Mohamad et al., 2010). The BOTDR technique
showed good agreement with the expected behaviour (Mohamad et al.,
2010, 2012). One of the appealing aspects of this system is the ease of
installation and the number of data points that can be provided. However,
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as discussed in Section 11.72, system robustness is still an issue that needs
to be addressed.

Inclinometers (otherwise known as tiltmeters or clinometers) measure
changes in inclination. They can be used in a number of tunnel applications,
including measuring rotations due to settlements at the surface as well as in
surrounding infrastructure. Traditional inclinometers use a level bubble to
indicate tilt; however, more modern inclinometers use accelerometers, which
allow the data to be recorded and transmitted. The recent development of
microelectromechanical sensors (MEMS) inclinometers has opened up the
potential for relatively inexpensive wireless inclinometers, as introduced in
the case study in Section 11.72. Inclinometers can also be used to measure
lateral ground movement in the area of tunnel construction. Boreholes are
drilled and a casing is inserted in the hole against which inclination mea-
surements can be taken (Machan and Bennett, 2008). Two types of systems
exist: traversing and in-place/stationary. The traversing system consists of a
single inclinometer on the end of a cable, which is lowered down the bore-
hole and readings are taken at specific heights along the casing. The in-place
stationary system uses a series of inclinometers that are left in the casing at
predetermined heights and measurements are taken over time.

Convergence gauges are used to measure changes in the tunnel’s pro-
file during construction. Traditionally, these measurements have been taken
using tape extensometers and measuring between fixed points on the tunnel
wall. While this approach is still common, the measurement of tunnel wall
movement is now also done using surveying techniques or potentially by
using Lidar as discussed in Section 11.4.1.

Photogrammetry uses photographs to determine initial geometry as well as
changes in geometry. A variation of this technique, known as particle image
velocimetry (PIV), has been used successfully with digital images to mea-
sure displacements in geotechnical applications (White ef al.,2003), includ-
ing field monitoring of a retaining wall on the London Underground during
the construction of the Channel Tunnel Rail Link (Take et al., 2005).

11.2.2 Unexpected loads acting in and on the supports

If the loads in the tunnel lining due to the surrounding earth pressures
exceed the design values, this can result in deformation of the tunnel lining
until a new equilibrium situation is reached, excessive damage to the tunnel
lining occurs or, in the worst case, the tunnel collapses. In cut and cover con-
struction, if the loads in the struts that support the excavation walls exceed
the design values, there is the potential for excessive deflections of the exca-
vation or collapse of the excavation. As a result, there is sometimes a need to
monitor such conditions, especially when new construction techniques are
being used or when there is high variability in the surrounding conditions.
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11.4 Vibrating wire strain gauge. (Source: Picture courtesy itmsoil.)

Monitoring techniques

Two of the most commonly used techniques for measuring the load in the
supports for a tunnel are (i) strain gauges, and (ii) pressure cells.
Traditionally the two types of strain gauges used in geotechnical and struc-
tural monitoring are vibrating wire and resistive strain gauges. However, in
recent years fibre optics has also been used to measure strains. Vibrating
wire strain gauges, as seen in Fig. 11.4, are currently the most widely used
strain measurement technology and are available from most geotechni-
cal monitoring firms. Batten and Powrie (2000) used vibrating wire strain
gauges to measure the prop loads in an excavation in London to determine
the effects of temperature and construction stage on the loading so that they
could create models to predict the response. One of the issues they noted
was the effect of end conditions on the strain measurements and thus the
estimate of load in the prop. The use of fibre optics to measure strains is
dealt with in Section 11.5.4. An important consideration when using strain
gauges to determine the load in a support is how to estimate the stiffness
of the structure in order to estimate the stress. For a steel structure, such as
the struts monitored by Batten and Powrie (2000), this can be straightfor-
ward, but for a concrete or reinforced concrete structure, where creep and
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shrinkage effects need to be accounted for, it can be quite difficult to use
strains to estimate stresses. Acerbis ef al. (2011) present an approach for
estimating concrete stress based on strain measurements, which takes into
account these various time dependent effects. Alternatively, they should be
used to monitor change in strain (or stress) rather than evaluating the actual
strain (or stress).

Pressure cells can be installed in tunnel linings to measure the radial stress
(the pressure exerted on the tunnel by the surrounding ground) or tangential
stress (the hoop stress within the lining). In general, they are more suitable
for evaluating stress changes rather than the actual stress. These cells can
give a realistic indication of the stress changes in segmental linings as well as
a sprayed concrete lining (SCL); however, as noted by Clayton et al. (2002),
careful attention must be paid to the installation of these cells as well as
to the effects of temperature, crimping and concrete shrinkage. Hashimoto
et al. (2009) used pad type earth pressure cells to determine the short- and
long-term pressures acting on a tunnel lining due to the effects of grout-
ing and varying soil type. Their results showed that the bending moment in
some linings may be overestimated using conventional design approaches.
Thus, while a chief concern may be the overloading of the tunnel lining, this
type of monitoring may also allow for a refined design to be used. However,
it should be stressed that careful evaluation of the performance of pressure
cells is needed before making any use of the values obtained.

11.5 Spade pressure cell. (Source: Picture courtesy itmsoil.)
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Low profile push-in pressure cells, or spade cells (Fig. 11.5), can also be
used to measure horizontal soil pressure in normally consolidated and
over-consolidated clays. They are composed of two thin pieces of metal
welded together around the edges that form a long thin cell into which oil is
inserted. The cell, which has a shape similar to a spade, can then be pushed
into the clay. The pressure of the soil is then measured as a change in oil
pressure within the cell using a pneumatic or vibrating wire pressure trans-
ducer (Richards et al., 2007). Because the cell is installed by displacing the
surrounding soil, stress concentrations are created locally around the cell,
which results in overestimates of the soil stress (Ryley and Carder, 1995).
Correction factors for the readings from spade cells based on the level of
over-consolidation and the type of clay have been proposed (e.g. Ryley and
Carder, 1995; Richards et al.,2007).

11.2.3 Pore water pressures

The pore water pressure in the surrounding soil influences both the potential
for seepage into the tunnel as well as the loading on the tunnel lining due
to changes in effective stress (Shin et al., 2005; Wongsaroj et al., 2007). At
the same time, attempts to control leakage can lead to an increase in pore
water pressure acting on the tunnel, which may lead to structural failure
(Parks et al., 1986). Additionally, the effect of pore water pressure on non-
circular tunnel linings can be significant (Shin et al., 2005). The amount of
soil consolidation around the tunnel is governed by the amount of seepage
into the tunnel (i.e. whether the tunnel causes the soil to act as drained or
partially drained) (Wongsaroj, 2006; Laver, 2011; Laver and Soga, 2011). As
such, there may be a need for short- and long-term monitoring of pore water
pressure to determine the effects on the tunnel behaviour as well as the long-
term settlement of the surrounding ground as discussed in Section 11.6.1.

Monitoring techniques

There are a variety of techniques used to monitor water pressure including:
(i) open standpipe piezometers; (ii) vibrating wire piezometers; (iii) pneu-
matic piezometers; and (iv) fibre optic piezometers.

The open standpipe piezometer typically consists of a borehole with a
narrow tube (10-20 mm) inserted in it (although there are push-in versions
that do not require a borehole). At the base of the tube is a filter to let water
in. Once the tube and filter have been installed, the hole is backfilled with
sand around the filter (to allow water to flow freely) and with grout over the
remaining depth of the borehole. A dipmeter (an electric gauge with a circuit
that closes when it comes in contact with water) is then used to determine
the height of the water in the pipe and thus the groundwater pressure at the
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11.6 Vibrating wire piezometer. (Source: Picture courtesy itmsoil.)

location of the filter. A modification to this design has been proposed that
uses a fully grouted tube (Mikkelsen and Green, 2003) and tested with good
success (Contreras et al.,2007). The open standpipe piezometer is especially
useful for obtaining information about pore water pressures before tunnel
construction.

Two limitations of the open standpipe piezometer are that the readings
must be taken from above, and that time is required for the water levels to
equilibrate, meaning that once tunnelling has started these readings could
be inaccurate (British Tunnelling Society and Institution of Civil Engineers,
2004).The remaining three piezometers have all been designed to overcome
these limitations (although with a corresponding increase in sensor cost).
The vibrating wire piezometer, as seen in Fig. 11.6, uses a vibrating wire
strain gauge attached to a diaphragm (which is exposed to the pore water
on the other side) to measure changes in water pressure. As the water pres-
sure changes so too does the curvature of the diaphragm and the tension in
the attached wire. A relationship between wire tension and water pressure
can thus be determined. These sensors can be monitored remotely; however,
this technique cannot measure quickly changing water pressures and may
require an initial settling period (British Tunnelling Society and Institution
of Civil Engineers, 2004). The pneumatic piezometer uses a diaphragm that
has air on one side and is exposed to the groundwater on the other. Once
the air pressure and water pressure are in equilibrium, a measurement of
the air pressure is taken. One of the drawbacks of the system is that it can-
not measure negative water pressures. The fibre optic piezometer also uses
a diaphragm to measure pressure. In this instance, the distance between the
diaphragm and a fixed point is measured using fibre optics. As the water
pressure changes, the distance between the diaphragm and the fixed point
changes, resulting in a corresponding change in fibre optic reading.
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11.3 Case study: Jubilee Line extension, London, UK

In 1993 work began to extend the Jubilee Line of the London Underground
east from Green Park station to Stratford (site of the 2012 summer
Olympics). As part of this construction, an extensive monitoring campaign
was undertaken, as detailed by Burland et al. (2001a, b) to observe the
response of infrastructure to tunnelling. Burland ez al. (2001b) present a
series of 27 case studies, including both the background to the problem and
the results from the monitoring. The monitoring technologies used as part
of the Jubilee Line extension included surveying techniques (both precise
levelling and total stations), extensometers, crack meters, photogramme-
try, and electrolevels. Electrolevels consist of three electrodes submerged
in a fluid. As the level is tilted, the amount of fluid covering each electrode
changes, as do the corresponding voltage measurements, which allows the
tilt of the level to be determined.

One of the instrumented structures in this study was Elizabeth House,
consisting of three reinforced concrete tower blocks as seen in Fig. 11.7 Two
of the three blocks (two ten-storey structures to the south) share a com-
mon raft foundation while a seven-storey structure to the north has a sep-
arate raft foundation, as illustrated in Fig. 11.7 and were monitored using a
variety of techniques from August 1994 until March 2000 (Burland et al.,
2001b). The two running tunnels (5.6 m in diameter) of the Jubilee Line

7 storey building
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10 storey building
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electrolevels _
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Extension joint
to ground level
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11.7 Elizabeth House layout.
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extension as well as a crossover tunnel were constructed underneath the
ten-storey block using the New Austrian Tunnelling Method (NATM) with
sprayed concrete liners. No special protective measures were applied to pro-
tect Elizabeth House, and so the monitoring system was used to assess the
impact of the tunnelling on the structure above. The monitoring technolo-
gies used to track the movement of Elizabeth House above ground included
surveying techniques, crack gauges and photogrammetry. Additionally, six
boreholes were drilled through the foundation slab of the ten-storey block
to measure vertical and horizontal ground movement. One of the boreholes
contained electrolevels, while the other five contained strings of rod exten-
someters (Fig. 11.7). Interestingly, the rod extensometer data from the bore-
hole farthest from the excavation at the deepest point was used to correct
the data from the precise levelling exercise.

The precise levelling and taping were undertaken in the underground
parking garage at a level of 72 m below the surface (Burland et al.,2001b).
Because the entire foundation slab moved during the course of construc-
tion, the surveying measurements were all corrected using data from a rod
extensometer placed away from the tunnels as mentioned above. The sur-
veying reference point on the foundation slab itself had settled by 11 mm by
the end of monitoring in 2000, albeit largely due to underground construc-
tion that was not part of the tunnelling project, suggesting that measure-
ments based on this point without correction would have been erroneous.
The choice of a baseline for monitoring data is an important consideration
and it is not necessarily straightforward as illustrated by this example. A
further complication during the monitoring exercise occurred when squat-
ters took over the parking area of the building (Elizabeth House was vacant
during the construction) and their dogs made it impossible for surveying
data to be acquired for a period until the squatters were evicted. Although
this is a rather unusual occurrence, access to the site and the safety of both
the personnel and the monitoring equipment is an important consideration
when developing a monitoring strategy. Overall, the survey data indicated
that the foundation slabs were quite flexible in the longitudinal direction
(perpendicular to the tunnels) and stiff in the transverse direction (paral-
lel to the tunnels) but that this flexibility did not cause any damage to the
building. The measured settlements were also compared to the predicted
settlements calculated using the model proposed by Potts and Addenbrooke
(1997) and very good agreement was found, suggesting that the model pro-
vides realistic predictions.

To measure potential damage to the facade of Elizabeth House, two
techniques were employed: surveying and photogrammetry (Burland et al.,
2001b). Both of these techniques required targets to be placed on the
facade of the building in order to be able to track the movement of these
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points with time. Photogrammetry required that photos were taken from a
number of different locations in front of the building and then those pho-
tos were used to develop a 3-D model of the building facade. Photos were
taken before construction commenced, after the westbound tunnel was
constructed and then finally after the eastbound tunnel was constructed.
The survey data were used as a reference for the photogrammetry data
since the survey data could be tied to a fixed reference point away from
the construction. Being able to calibrate the photogrammetry results using
the survey data was found to have a significant impact on the accuracy that
could be achieved using photogrammetry (Burland et al., 2001b). Using
the data from the photogrammetry system, it was determined that the hor-
izontal strains that developed in the building facade after construction
were all compressive and not significant enough to cause damage (~250
microstrain).

11.4 Construction monitoring in rock tunnelling

The design of tunnels in rock can be quite different from the design of tun-
nels in soils. For example, as noted by Kavvadas (2005), while soft ground
tunnel designs often aim to minimize surface displacements, rock tunnel
designs in mountainous regions often attempt to maximize these displace-
ments so as to minimize the stresses on support structures within the tunnel.
However, while design concepts may vary, there are many similarities in
terms of the type of monitoring technologies used. As such, this section will
discuss the available monitoring technologies and applications but will also
refer the reader back to the previous section where sensing technologies
overlap. The key areas for monitoring in rock tunnels are: (i) displacements
of the surface, the tunnel and surrounding infrastructure; and (ii) support
loads and stresses. Typical methods for construction in rock are described
in Table 11.2.

11.4.1 Displacements

As stated above, using the conventional tunnelling method (CTM) (also
known as the NATM, SCL, and the sequential excavation method (SEM)),
large displacements are allowed to occur after tunnel excavation so that
the size and strength of the required support can be optimized. In this case,
measurements of displacement both at the surface and within the tunnel
are key to determining whether the tunnel design is successful and whether
modifications to the design are required. However, in urban areas where
the density of infrastructure significantly limits the amount of allowable
displacement, tunnelling techniques must instead focus on controlling this
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Table 11.2 Construction methods for rock tunnels

Technique Brief description

Drilling and blasting The tunnel is advanced by drilling holes into the
tunnel face into which a carefully controlled
amount of explosives are inserted. Once the
explosives are detonated, the rubble is removed
and the new section of the tunnel is stabilized
using one or a combination of support options
(e.g. shotcrete, rock bolts, arches etc.). The tunnel
can either be blasted to the full height or for bigger
tunnels the face may be excavated in stages, a
technique known as heading and benching.

Conventional Mechanical excavators (or drilling and blasting —
tunnelling see above) are used to remove material from
(or NATM) the tunnel face. The material is then removed

from the tunnel (i.e. mucking) and the tunnel
is supported using primary support elements
such as steel arch supports, sprayed or cast-in
place concrete and rock bolts. This approach is
concerned with taking advantage of the stress
in the rock to minimize the requirement for
additional structural support. However, because
of the large variability of rock types and stresses
within the rock mass, this method is heavily
reliant on monitoring to provide the optimum
solution.

TBM This technique is very similar to the use of a
TBM in soft ground where material is removed
using cutting teeth at the face of the tunnel and
transported back through the machine.The type of
TBM to be used depends on the requirement for
rock support once material has been excavated
where someTBMs do not place any supports while
others place a concrete liner.

displacement. This is accomplished by controlling the displacement at the
tunnel face by installing a stiff temporary lining close to the tunnel face and
ensuring that the final lining is placed quickly (Kavvadas, 2005). In either
case displacement monitoring is the key to the success of these projects,
as the extent of displacement often dictates the tunnel support strategy
(Hoek,2001).

Monitoring techniques

Many displacement monitoring techniques used in rock tunnelling are
the same as those used in soft ground tunnelling including: (i) surveying
equipment (ii) extensometers (iii) crack gauges (iv) liquid level gauges (v)
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fibre optics (vi) inclinometers, and (vii) convergence gauges, all of which
are discussed in Section 11.2.1. Two monitoring techniques that are espe-
cially useful for rock tunnelling are sliding micrometers and Lidar. Sliding
micrometers are discussed in the case study in Section 11.5 while Lidar is
discussed below.

A relatively new approach to displacement monitoring is the three
dimensional laser scanning technique, or Lidar, which can be used to
obtain an accurate picture of the tunnel surface. Fekete et al. (2010) used a
phase-based Lidar technique that was capable of acquiring approximately
1 million data points a second over distances of up to 80 m. They detail the
use of a Lidar system in several tunnels in Norway, including a tunnel that
was actively being constructed using the drill and blast construction tech-
nique. They suggest that the Lidar system can be set up and operated by
one person using a tripod and that readings should be taken at an optimum
distance of 0.5-1 tunnel diameter from the face of the excavation. Each
measurement stage (including setup and scanning) took less than 7 min. A
distance measurement accuracy of within 4 mm was achieved at distances
of up to 25 m. The two most significant drawbacks of the one position set
up were occlusion (i.e. what cannot be seen at the laser location cannot be
measured) and scan bias (i.e. discontinuities parallel to the line of sight).
Fekete et al. note that the system can be used to estimate shotcrete liner
thickness (using pre- and post-installation scans), construction efficiency
(amount of material removed for a given process), rock bolt locations,
and areas of potential leakage (by measuring changes in the intensity of
reflected light).

11.4.2 Excessive loads acting in and on the supports

The loads developed in the supports of rock tunnels are a function of the
stresses in the rock prior to excavation, the stiffness of the supports rel-
ative to the rock mass, the deflection of the rock before the supports are
installed, and the condition of the rock mass including the presence and
orientation of any faults. However, to ensure that the support system has
been designed correctly, and especially if the observational approach is
being used, there is a need for monitoring of the loads and stresses in the
support structures.

Monitoring techniques

Loads in rock tunnels can be measured using a variety of techniques includ-
ing (i) vibrating wire strain gauges, (ii) fibre optic sensors, and (iii) instru-
mented rock bolts. Vibrating wire strain gauges and fibre optic sensors were
discussed in Section 11.2.2. It is once again important to note that if strain
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is to be used to estimate stress or load, the modulus and long-term behav-
iour of the rock mass and/or concrete must be characterized accurately.
There are numerous models for the rock mass modulus in the literature as
reviewed by Hoek and Diederichs (2006), who also present an empirical
model of their own.

The instrumented rock bolt consists of a section of threaded rod with a
vibrating wire strain gauge installed in a small hole drilled down the centre
of the bar. This section of threaded rod can then be connected to the rest
of the rock bolt using couplers, and the rock bolt can be installed as usual.
Readings can then be taken of the stress level in the rock bolt.

11.5 Case study: monitoring of the construction of a
new tunnel in rock in Switzerland

The following case study will examine some of the monitoring technolo-
gies used during the recent construction of a rock tunnel through the Swiss
Alps.

11.5.1  Background

The Gotthard Base Tunnel, when in operation in 2015, will be the world’s
longest tunnel. It consists of twin rail tunnels running through the Swiss
Alps. Each tunnel is approximately 57 km and the total network consists of
153 km of tunnels including access shafts and cross-tunnels (Ehrbar, 2008).
Boring operations in the eastern tunnel and the western tunnel were com-
pleted in October 2010 and in March 2011, respectively. The overburden
above the tunnel ranges from 1000 m to more than 2000 m and the rock
type varies along the length of the tunnel. The project is divided into five
sections: (i) Erstfeld; (ii) Amsteg; (iii) Sedrun; (iv) Faido; and (v) Bodio,
as illustrated in Fig. 11.8. There are two ‘multi-function stations’ in the tun-
nel located at Sedrun and Faido where trains can cross over to the other
tunnel and where a cross-cavern and access tunnel allows for evacuation.
Both conventional tunnelling (drill and blast) and tunnel boring machines
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11.8 Tunnel sections of the Gotthard Base Tunnel.
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(TBM) have been used depending on the condition of the rock. Ehrbar
(2008) noted that conventional tunnelling is more appropriate for use in
areas with highly variable rock and, as such, it was used in a 1 km section of
tunnel in the Sedrun section where squeezing rock was present with maxi-
mum deformations of 750 mm. Conventional tunnelling was also used in the
vicinity of the concrete dam at Nalps. Most of the remaining tunnelling was
accomplished with TBMs.

11.5.2 Monitoring systems

Because of the extent of the Gotthard Base Tunnel project, a wide variety
of monitoring systems were required including: (i) surveying techniques; (ii)
fibre optic displacement sensors; (iii) reverse head extensometers; and (iv)
seismic monitoring systems.

11.5.3 Surveying techniques

In the Faido section of the tunnel total stations using the Leica Tunnel
Measurement System (TMS) were used for both laying out and monitoring
of the tunnels (Leica Geosystems AG, 2004). The Faido station section of
the tunnel was constructed using the drill and blast technique with heading
and benching. A total station with over 300 targets was used to monitor tun-
nel displacements twice a week, with maximum displacements of 500 mm
being measured (Leica Geosystems AG, 2004).

Despite the depth of the tunnel in many areas, surface settlements were
expected to be caused by water previously trapped in the rock mass drain-
ing into the new tunnels and causing subsidence of the rock (Studer, 2011).
These surface settlements had the potential to damage three dams (Curnera,
Nalps and Sta. Maria) in the vicinity of the tunnel. As noted by Studer, the
potential for these settlements was recognized before construction and so
measures were taken to minimize them through systematic and rapid sealing
of the tunnel. A three-level monitoring programme was undertaken in the
area around the dams, which included the use of total stations, tachymeters,
multiple extensometers, and GPS measuring stations to monitor terrain in
the area of the dams for movement, as outlined by Studer (2011). The mon-
itoring system was installed to capture the behaviour of the ground surface
both before and during the construction of the tunnels in the vicinity of the
dams, a monitoring period that was expected to last a minimum of 12 years.
The main challenge of installing such a system was to ensure that it was robust
enough to remain operational over the 12-year monitoring period. The mea-
surements from each set of sensors were sent to a central computer station
for processing and checking by engineers. To minimize the effects of temper-
ature, measurements were taken at night and averaged over time. One of the
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challenges with the system was that there were no ‘fixed’ points, as the entire
terrain in the area of the tunnelling moves. Instead, differential movements
between sensors were used and a baseline reading was taken in the first year
when the tunnels were still several kilometres away. Interestingly, the base-
line monitoring showed that the valleys were not static and instead moved
seasonally. Once the tunnels approached the area permanent deformations
of up to 60 mm were observed; however, in the vicinity of the dams the move-
ment was much smaller, resulting in very low associated risk.

11.5.4 Fibre optic sensors

The south portal of the tunnel located at Bordio was, due to physical con-
straints, constructed through a layer of loose rock. In order to monitor
movements in the exterior concrete buttresses and interior tunnel linings,
a fibre optic displacement sensor system was installed (Inaudi and Glisic,
2008). SOFO is a French acronym for ‘Surveillance d’Ouvrages par Fibres
Optiques’, which translates to ‘monitoring of structures with fibre optics’
SOFO systems use two fibre optic cables; one is attached to the structure and
tensioned between two points, while the other is left free for temperature
compensation. Typical gauge lengths for these systems are between 200 mm
and 10 m, with resolutions of 2 um (Inaudi and Glisic, 2008). The system
was configured to automatically measure displacements, which could then
be correlated to the loading in these structures. The system was installed to
monitor conditions during construction; however, the fibre optic cables will
be left in place to enable future monitoring, should the need arise.

11.5.5 Reverse head extensometers

In the Sedrun section of the tunnel there was a need to measure the extrusion
(axial displacement ahead of the tunnel face) of the tunnel due to the large
amount of rock squeezing (Steiner, 2007). As discussed by Hoek (2001),
measurements of the extrusion are often crucial in terms of making deci-
sions about deformations and support requirements (both for the face and
walls). Although the contract initially called for the use of a sliding micro-
meter, the extreme pressure conditions in this area of the tunnel meant that
this equipment broke down quickly. Instead, a reverse head extensometer,
which consists of a data logger and 6-500 mm long displacement transduc-
ers, was used (Steiner, 2007). The unit is installed by drilling a borehole into
the rock face, inserting the data logger and displacement gauges and grout-
ing the borehole. The data logger is inserted at the end of the borehole far-
thest away from the tunnel face so that it is not destroyed by the tunnelling
operation until all of the displacement transducers have been destroyed by
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the advancing tunnelling process. The reverse head extensometer has two
advantages over traditional sliding micrometers in terms of data acquisition
times and data provided. With a traditional sliding micrometer, readings
have to be taken manually at the tunnel face, which disrupts the driving of
the tunnel for approximately one and a half hours while readings are taken
(Steiner, 2007). On the other hand, Steiner indicates that readings from the
reverse head extensometers were taken in approximately 10 min. The slid-
ing micrometer can only provide data at discrete points in time (when con-
struction is stopped), whereas the reverse head extensometer can provide
continuous monitoring at data rates as high as 60 Hz. However, the data can
be accessed only through either a wireless or wired data connection that
requires access to the tunnel face (or more specifically, the data cable of the
reverse head extensometer).

11.5.6 Seismic monitoring systems

The multi-function station at Sedrun was initially assumed to be located in
very good rock, but during construction it was discovered that a major fault
ran through the area (Hagedorn and Stadelmann, 2007). An 8 m high void
was created above the tunnel when loose fine grained quartz broke free from
the fault during tunnelling. Steel support structures that were put in place to
support the surrounding rock deflected by up to 1 m radially, which caused
the frames to yield. The stress redistribution due to tunnelling also gave
rise to micro-tremors and rock bursts, which caused an increase in the num-
ber of events monitored by the pre-existing Swiss Digital Seismic Network
(Hagedorn and Stadelmann, 2007). Because of potential effects that these
rock burst events could have on the tunnel construction, eight surface seismic
monitoring stations and two tunnel stations were added to better localize and
monitor the magnitudes of the seismic events. This system was monitored in
real-time so that the correct authorities could be notified if action was required.
Several events that caused damage to the tunnel (such as invert heave) were
directly connected to significant seismic events. The seismic data were used
to develop 2-D and 3-D dynamic models to determine the effect the seismic
events had on the concrete linings, which had been designed before these
events (Hagedorn and Stadelmann, 2007).

11.6 In-service and long-term monitoring

Monitoring of tunnel construction often focuses on the construction phase,
but there is a need for in-service and long-term monitoring for a variety
of reasons. This section will examine three reasons for ongoing monitor-
ing of tunnels and surrounding areas: (i) changing loads and conditions; (ii)
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deterioration; and (iii) construction of surrounding infrastructure. Although
environmental monitoring is an important aspect of in-service tunnel oper-
ation and maintenance, it will not be discussed here as it goes beyond the
scope of this chapter.

11.6.1 Changing loads and conditions

Over time there is the potential for ground and loading conditions to change,
which in turn impacts settlements and loads within tunnel linings. As dis-
cussed below, changes in pore water pressure in soils and unstable regions in
rock masses can lead to changes in deformations and loading.

Monitoring techniques

When it comes to monitoring settlements and stresses due to changing ground
and loading conditions, the technologies employed are the same as they
would be for initial construction: (i) surveying equipment; (ii) piezometers;
(iii) pressure cells; (iv) fibre optics; and (v) extensometers. These monitoring
techniques have all been presented before; however, it is worth introducing
two applications of long-term monitoring in soft ground and rock below.

Wongsaroj et al. (2007) give an example of a project where monitoring was
performed to determine the long-term effects of tunnelling in soft ground.
The monitoring system (initially installed as part of the London Underground
Jubilee Line extension project discussed in Section 11.3) consisted of shal-
low surface monitoring points, inclinometers, rod extensometers, pneumatic
piezometers and combined pneumatic piezometers and earth pressure cells
(Standing and Burland, 2006). The monitoring data indicated that over time
the area directly above the tunnel swelled, whereas large regions on either
side of the tunnel consolidated while soil towards the surface settled as a
rigid body. These settlements occur because the tunnel acts as a drain for
the surrounding soil, which then changes the pore water pressure. By exten-
sively monitoring the area, the researchers were able to develop a model to
predict the extent of the settlements as well as the drainage mechanism. It is
also clear from this research that long-term settlements are not necessarily
negligible and may need to be monitored in areas where settlement sensi-
tive infrastructure is present. As noted previously, a change in pore water
pressure also has the potential to change the loading on the tunnel lining
(Shin et al.,2005) as well as long-term ground deformation (Wongsaroj,2006;
Wongsaroj et al.,2007; Laver, 2009; Laver and Soga,2011).

Long-term effects are not restricted to tunnels in soils. Kontogiammi et al.
(2008) discuss the case of the Messochora tunnel failure, where 4 weeks
after excavation a delayed failure of the tunnel in rock occurred. Analysis of
the monitoring data (geodetic techniques and rock extensometers) pointed
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to the fact that the support system was at a critical equilibrium, which was
exceeded by minor perturbations caused by work in other areas of the tun-
nels. The monitoring also allowed the researchers to detect a redistribution
of stress to surrounding parts of the tunnel after the failure. Unfortunately,
this failure was determined only later as the monitoring data were not being
actively analysed. Konotogiammi ef al. recommend that ongoing monitoring
be employed in tunnels where weak rocks may continue to displace if trig-
gered by slight changes in stresses.

11.6.2 Deterioration

Deterioration monitoring is a significant issue for most infrastructure assets
that are coming to the end of their design life, and nowhere is this truer than
for tunnels. Assets such as bridges are expensive to replace, and so keeping
them in service for as long as possible is prudent. However, although typi-
cal design lives for tunnels are specified between 60 and 150 years (British
Tunnelling Society and Institution of Civil Engineers. 2004), many tunnels
are almost impossible to replace, due to not only the cost but also the disrup-
tion involved. Thus, methods of detecting deterioration are required so that
action can be taken to keep tunnels in service. Different types of deteriora-
tion can develop within a tunnel, and for each type of deterioration there
are a number of causes. Deterioration mechanisms vary depending on the
material used to support the tunnel (e.g. steel, cast iron, concrete, masonry
or timber). The Federal Highway Association (2005) has produced a guide
for the inspection of tunnels that provides an extensive list of deterioration
mechanisms. The guide lists deterioration mechanisms based on supporting
material (e.g. deterioration mechanisms for concrete include scaling, crack-
ing, spalling and staining) and provides guidance for measuring the extent
and severity of the deterioration. A number of challenges exist when it comes
to monitoring deterioration, not the least of which is determining its cause.
A second challenge is determining whether the deterioration, once spotted,
is the result of a single event (such as a construction defect) or an ongoing
problem. One of the key elements of most infrastructure management strat-
egies is the use of visual inspection. In this case, structures are examined
visually by inspectors periodically to detect signs of deterioration such as
cracking, spalling and discoloration. The use of sensors can help to provide
additional information as discussed below; however, sensors should be used
to supplement visual inspection rather than to replace it.

Monitoring techniques

As noted above, deterioration mechanisms are quite varied and can be dif-
ficult to detect if there are no visual signs of distress. However, a number
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of approaches to deterioration monitoring have been used in the past and
are currently under development including: (i) surveying techniques; (ii) the
use of conventional sensors; (iii) fibre optics; (iv) inspection vehicles; (v)
WSNS; (vi) acoustic emission; and (vii) video and image analysis. The first
three technologies have been discussed in other sections and so this section
will focus on the remaining four techniques.

Inspection vehicles have existed for decades; however, recent advances in
non-destructive testing techniques have meant that these vehicles are now
potentially capable of taking more accurate measurements faster. [doux
(2005) gives details of a vehicle first used to inspect the Paris Metro that
is equipped with a laser scanner, an infrared scanner, a telemeter assembly
and an odometer. The laser scanner enables the location of 0.2 mm wide
cracks from 6 m away while the infrared scanner measures differences in
surface temperature down to 0.02°C allowing subsurface defects to be
detected.

WSNs are composed of nodes and gateways. The nodes are typically
battery powered and have one or more sensors attached to them as well
as a radio transmitter. The gateways are similar to data loggers and com-
municate wirelessly with the nodes to acquire the sensor data. An exam-
ple of the use of a WSN to monitor a tunnel is given in the case study in
Section 11.7.

Acoustic emission monitoring is the use of sensors to measure the audio/
vibration signal given off as a material breaks down. The technique can be
used to identify certain tunnel deterioration mechanisms, such as cracking
of concrete and fracturing of rock. One of the major challenges with this
technique is to develop a relationship between acoustic emission events and
material deterioration, which typically requires calibration. Acoustic emis-
sion (AE) sensors are normally hardwired and powered using a continuous
power source because the sensors often have to be on all the time. However,
one of the recent developments in this area was the creation of WSN-based
acoustic emission systems (Grosse et al., 2008).

Digital image analysis has seen increasing use in deterioration detec-
tion over the last decade. The London Underground, for example, has tri-
alled systems using digital cameras mounted to helium-filled balloons to
inspect shafts (Wright, 2010). Soga et al. (2010) present a method of creat-
ing image ‘mosaics’ of tunnel images that allow curved 3-D surfaces to be
accurately represented in 2-D (without warping effects). This technique
will allow tunnel managers to store digital images from tunnel inspec-
tions in a database that is searchable based on location rather than image
number. Techniques have also been developed by researchers to detect
deterioration in images, and a review of these techniques can be found in
Jahanshahi et al. (2009).
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11.6.3 Construction of surrounding infrastructure

While emphasis earlier in the chapter was placed on the need to monitor sur-
rounding infrastructure at the same time as constructing a tunnel, another
important consideration is the monitoring of tunnels during construction of
other infrastructure, especially in densely populated areas. This can be an
issue in cities such as New York and London, where a dense web of under-
ground infrastructure exists and sections of it are more than a century old.

This is also important for newer infrastructure, as illustrated by the case
of the Taipei Rapid Transit System (Chang et al.,2001). In this case, a transit
tunnel had been completed for less than a year when a deep foundation was
started alongside the twin 5.6 m diameter tunnels. The monitoring scheme
involved the use of inclinometers (installed both within the tunnels as well
as on the diaphragm wall of the adjacent construction), survey points and
crack gauges. The researchers used the monitoring data to determine that
the excavation caused significant damage to the tunnel. Interestingly, they
found that inclinometers were not the right choice for measuring lining
displacement. This is a classic mistake in monitoring, whereby a sensor
is chosen because it is available or commonly used but does not provide
the data required. Fortunately, the researchers had redundant data from
other sensors that allowed them to correctly interpret the data from the
inclinometers.

11.7 Case study: monitoring of an existing tunnel for
deterioration in London, UK

The following case study introduces a number of newer technologies that
can be used for existing tunnels to monitor the impact of deterioration on
tunnel performance and behaviour.

11.7.1 Background

The London Underground network consists of approximately 181 km of
tunnels, some of which date back to the nineteenth century. One of the
major ongoing concerns of London Underground Ltd. (LUL) is to ensure
that the tunnel geometry is not compromised, which could in turn affect the
running of trains. Tunnel geometry could be affected by deterioration of
the tunnel lining or by a change in the loading on the tunnel lining due to
new construction. In either case monitoring is often required to ensure that
potential changes in geometry do not adversely affect the safe operation of
the Underground network.
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11.9 (a) Tunnel geometry and (b) localized deterioration.

The following case study examines a monitoring project undertaken on
the Jubilee Line in a section of expanded concrete tunnel between Baker
Street and Bond Street stations. The tunnel is lined with precast concrete
panels in rings of 20 panels with wedge segments, as seen in Fig. 11.9a. This
section of tunnel has localized sections of concrete spalling and cracking in
the panels, as illustrated in Fig. 11.9b, relating back to issues with its initial
construction in the 1970s (Wright, 2010). When the tunnels were initially
constructed using Greathead shield tunnelling methods, a lack of strength
in the Lambeth Group material in this section led to a loss of material in
the shoulders of the tunnel, which was later grouted (Lyons, 1979). It is this
material loss and subsequent grouting that is believed to have caused the
ovalling of the tunnels (Lyons, 1979) that has since resulted in the observed
spalling and cracking.

To determine whether the observed deterioration is worsening with time,
Tubelines, who manages this section of the Underground for LUL as part of
a public-private partnership, decided to install a monitoring system. Three
different monitoring systems were used within the same section of tunnel,
including a vibrating wire strain gauge system (Wright, 2010; Bennett et al.
2011), a fibre optic strain sensor system (Cheung et al., 2010), and a WSN
(Bennett et al.,2010). The three systems have advantages and disadvantages
in terms of the data they provide as well as their cost, reliability, and instal-
lation time. Each system will be presented briefly and then compared.

11.7.2 Monitoring systems

The vibrating wire strain gauge system was the only commercially installed
one of the three systems. It consisted of a series of vibrating wire strain
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gauges installed across the joints between the panels (Bennett et al., 2010).
Each strain gauge was wired into a data logger installed at the top of a vent
shaft. The data from the vibrating wire strain gauges allowed for a compar-
ison between these conventional sensors and the fibre optic strain sensing
system as well as the WSN.

The fibre optic strain sensing system used the BOTDR technology
(Cheung et al., 2010). BOTDR allows distributed strain measurements
with an accuracy of approximately 50 pe to be taken along the full length
of a fibre optic cable with a gauge length of approximately 1 m. The fibre
optic system was installed over the course of 12 days. The analyser for this
system (a N8510 BOTDR analyser by Advantest Corporation) was placed
at the top of a nearby vent shaft (the same vent shaft that housed the data
logger for the vibrating wire strain gauges). As a result of the distance
between the analyser and the area of the tunnel being monitored, two
types of fibre optic cable were used. In the section between the analyser
and the region of interest, general-purpose loose tube cable was used as
this type of cable is more robust. In the area where measurements were
taken, which is illustrated in Fig. 11.10, 900 pm fibre containing one sin-
gle-mode optical fibre to allow for accurate strain sensing was used. As
indicated in Fig. 11.10, there were two locations in the optical fibre layout
where the optical fibres and the vibrating wire strain gauges overlapped,
which allowed for a direct comparison of the two systems. This system
was monitored between February and June, 2008, over which time nine
datasets were taken.

The WSN consisted of 26 nodes (which used the Crossbow MicaZ plat-
form) installed on five separate precast concrete tunnel rings along the length
of the tunnel as illustrated in Fig. 11.11. There were three different types of
node: (i) inclinometer nodes; (ii) linear potentiometric displacement trans-
ducer (LPDT) nodes; and (iii) relay nodes installed at the locations illustrated
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11.171 WSN layout. (Source: From Bennett et al., 2010.)

in Fig. 11.11. The inclinometer nodes had both MEMS inclinometer sensors
and MEMS-based relative humidity and temperature sensors. The LPDT
nodes were placed over the joints between the precast concrete panels to
measure joint movement (several LPDTs were installed at the same location
as the vibrating wire strain gauges to allow for a direct comparison of the data
from the two sensors). The gateway, part of which was placed on ring num-
ber 1685 as per Fig. 11.11, was a two-part system with the WSN radio on the
gateway in the tunnel connected to a computer at the top of a vent shaft via
Ethernet cable. Having the computer for the gateway at the top of the vent
shaft meant that it could be accessed during the day (whereas the rest of the
network could be accessed only during engineering hours) and that it could
be attached to a wireless modem resulting in real-time access to the data.

11.7.3 Data comparison

The data from the vibrating wire strain gauges are compared to the data from
the BOTDR system in Fig. 11.12. The displacements measured by two vibrat-
ing wire strain gauges attached at the crown of precast concrete panel rings
number 1660 and 1662 are plotted against the displacements calculated from
the strains measured by the BOTDR system at the same location. Four differ-
ent results are given for the BOTDR system designated as w = 0.30 through
0.450. Unfortunately, in order to be able to measure the change in joint open-
ing, the fibre optic cable had to span between two fixed points at a distance of
0.6 m apart, which is less than the measurement length of the BOTDR system
of 1m. This can be corrected mathematically (Klar et al., 2006); however, part
of this correction involves calibration of the parameter, w, which varies with
the level of applied strain. Thus, the measured displacement for a range of
values of w is plotted.

It can be seen that the results from both systems are in generally good
agreement, in that both systems capture the fact that the distance between
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the panels increases over time (20-50 microns in 4 months). However, one
can also see the importance of having an accurate correction factor if gauge
lengths of less than 1 m are to be used with the BOTDR system, as there is
a factor of two differences between the displacement calculated using w =
0.30 versus w =0.450. It should also be noted that temperature compensation
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is also important for the BOTDR system as the measured strain changes
by 23.8 pe/°C (Mohamad, 2008), which is equivalent to 14.3 um/°C for this
system. The results from one of the vibrating wire strain gauges are com-
pared with the results from the LPDT WSN node at the same location in
Fig. 11.13.

One can see that both systems capture the general behaviour of the
joint correctly (50-90 microns of movement in 2 months) although there
is a difference in the magnitude of the measurement. This disparity was
attributed to the difference in sensor locations relative to the movement
of the precast panels. It is believed that the precast panels rotate about
both their cross-sectional and longitudinal axes. Thus, unless multiple sen-
sors were placed on the same panel or the sensors were co-located, there
will be a difference in the measured displacement. This situation points to
a need to develop monitoring systems that are both inexpensive and can
be installed quickly so that complex changes in tunnel geometry can be
captured accurately.

11.74 Overall comparison

Overall, the vibrating wire strain gauges proved to be the most robust mon-
itoring system as it suffered the fewest failures and data outages. This is
perhaps to be expected as it was a commercial installation using a proven
technology as opposed to the other two systems which were research pro-
totypes. The major limitations of the vibrating wire strain gauge system was
the length of time required for installation as well as the limited amount of
data provided by the discrete point sensors. The BOTDR technology can
provide much more data as readings can be taken along the full length of
the fibre optic cable. However, the system suffered from robustness issues
as the cable was broken and had to be repaired on two occasions (Chueng
et al,2010). Additionally, if measurements are required over gauge lengths
shorter than a metre or with resolutions lower than 50 pe, the system may
not be able to meet those requirements. However, fibre optic strain analy-
sers with better accuracy and smaller gauge lengths have become available
in recent years. The WSN offered faster installation times (the network was
installed in 10 days while it was estimated by Bennett et al. (2010) that an
equivalent wired system would have taken 14 days to install. However, the
network also suffered from robustness issues as several of the inclinometer
nodes failed and had to be replaced. Further improvements on innovative
monitoring technologies (such as robust hardware, installation techniques)
are needed to build confidence in using such systems for commercial use.
When choosing a monitoring system it is important to remember the advice
of Dunnicliff (1993) who suggested that the most appropriate monitor-
ing system should be the most robust product available, while at the same
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time balancing this against the need for enough data to validate complex
models.

11.8 Sensing technology summary

Table 11.3 is a summary of the sensing technologies that have been discussed
in this chapter with information about applications, approximate accuracy
and approximate cost. It should be noted that both the accuracy and cost
columns are highly dependent on the choice of sensor and the application.
The accuracy column is intended to give a sense of the best accuracy that
can be achieved with that sensor. The cost column is intended to give the
reader a sense of the relative cost of sensors and is not intended as a defin-
itive guide as sensor costs can vary significantly depending on the quality
of the sensor. It should also be noted that the prices are based on stan-
dard products excluding accessories and associated components and do not
reflect the actual price that may be quoted when ordering. Additionally, the
costs do not include installation, which can have a significant impact espe-
cially for borehole sensors.

11.9 Future trends

As with most infrastructure monitoring applications, the trend with tunnel
monitoring is towards systems that are capable of delivering large quanti-
ties of data in real or near real-time. Systems such as Cyclops for contin-
uous displacement monitoring or distributed fibre optic sensing systems
or Lidar provide the engineer, owner or facility manager with access to
thousands of data points. This provides the opportunity to perform com-
plex analysis and verify it against a rich data set. The result of this could
be more refined designs or better optimized tunnel management than was
previously possible. However, there is also a very real risk of reaching a
point of data saturation, where there is too much information to man-
age or even comprehend, at which point there is a risk of the information
provided by these monitoring systems being ignored. As such, research
and development must not only be focused on developing sensors that
can deliver more data, but also on developing methods of presenting this
data to decision makers in a useful form. One potential way of doing this
is through integration with a geographic information system (GIS). This
approach is especially useful for tunnels, because of the potential size of
the monitored area. However, it is also a challenge to implement with tun-
nels since locating the sensor data in space can be a difficulty. For example,
a WSN may have many inclinometer nodes installed by a technician. If the
technician did not take careful notes during installation, the location of
individual nodes may not be clear, making the data from that node useless.
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Thus physically locating the source of the data from new sensors will be
critical to allow interpretation of results, but recording those location will
also be critical.

A second challenge with the development of new monitoring technolo-
gies for tunnels will be ensuring that they are robust enough to survive in
the field. Dunnicliff (1993) noted the importance of using monitoring tech-
nology that is both robust and the simplest solution to a problem. Although
new technologies often do not meet the requirement for simplicity, they
must meet the robustness requirement. Thus, work needs to be done to
ensure that technologies such as distributed fibre optic sensors and WSNs
are robust enough for field deployment.

11.10 Sources of further information and advice

There are several places that the interested reader can turn for further infor-
mation about geotechnical monitoring or specific products. The classic text
is ‘Geotechnical instrumentation for monitoring field performance’ by John
Dunnicliff (Dunnicliff, 1993). This text not only covers monitoring technol-
ogies but also considerations related to monitoring, such as how to design a
monitoring system and who should be responsible for the system. The text
has not been updated since 1993; however, Dunnicliff has created a news-
letter on monitoring called ‘Geotechnical Instrumentation News’ or GIN
where developments in the industry since 1993 are discussed. GIN can be
accessed online through http://www.bitech.ca/instrumentation_news.php.

There are also guidelines published by professional organizations such
as the British Tunnelling Society and Institution of Civil Engineers (2004),
whose ‘Tunnel lining design guide’ contains a section on monitoring. The
Federal Highway Administration (FHWA) also includes a section on mon-
itoring in their ‘Technical Manual for Design and Construction of Road
Tunnels — Civil Elements’ (Hung et al., 2009). Finally, the International
Tunnelling and Underground Space Association has developed a guidance
document entitled ‘Monitoring and Control in Tunnel Construction’ (ITA,
2011) that covers many of the aspects of designing and interpreting the
results of a tunnel monitoring system.

Additional sources of information include monitoring company and
equipment manufacturer websites. Most of the technologies mentioned in
this chapter have freely available data sheets and example cases that can be
accessed through a web search.
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Table 11.3 Available sensors for tunnel monitoring

Sensor Measurement application Estimated accuracy Approximate cost?
(GBP/USD)
Borehole extensometer Movement of one point in the soil/rock/ ~0.02 mm £1000/$1600
tunnel relative to another point
Convergence gauges Change in dimension (e.g. ovalling of ~0.02 mm £1800/$2600
a tunnel)
Crack gauges Relative movement across a crack Manual: ~0.5 mm £10/$16
Electronic: £250/$400
~0.01 mm
DEMEC gauges Movement across a crack ~0.01 mm £400/$650
Electro-level Differential settlements/inclination ~0.1 mm/m £200/$320
Fibre optic piezometer Water pressure ~1 kPa £600/$1000
Fibre optics Distributed strain and displacement BOTDR: £50k/$80k (analyser)
~50 microstrain Cable cost varies
Fixed extensometer Displacements relative to a fixed point ~0.02 mm £1900/$3000

Image analysis

Inclinometers

Instrumented rock bolts
Liquid level
Multipoint extensometer

Open standpipe piezometer
Pneumatic piezometer

including tunnel walls relative to the
surrounding soil, convergence and
surface points

Non-contact measurement of crack
widths, relative displacements and
strain fields

Change in inclination/rotation of an
object

Strain (and stress) in anchors

Differential settlements/inclination

Probe, rod and borehole extensometers
that have multiple measurement
locations

Water pressure

Water pressure

~ 0.01 pixels (physical
disp. requires a scale
factor)

~10 arc s

~1 microstrain
~0.3 mm/m
Varies

~10 mm
~1 kPa

Varies depending on
system

£4000/$6500

£450/$700
£1100/$1750
£2000/$3200

£50/$80
£100/$160

(Continued)



Table 11.3 Continued

Sensor Measurement application Estimated accuracy Approximate cost?
(GBP/USD)
Pressure cell Soil pressure — horizontal pressure for ~0.1 kPa (depending £400/$650
spade type pressure cell on total range)
Probe extensometer Relative displacement of points in the ~2 mm £350/$550

Reverse head extensometer

Rod extensometer
Sliding micrometer

Total Station and targets

Vibrating wire strain gauge

Vibrating wire piezometer
WSNs

soil

Extrusion of the tunnel face/relative
displacement

Displacements relative to a fixed point

Extrusion of the tunnel face/relative
displacement

Used to measure the displacement and
rotation of tunnel linings and surface
infrastructure.

Strain measurement in structural
members (vibrating wire strain
gauges are used in a variety of
applications)

Water pressure

Various including: strain, displacement,
inclination, temperature

~0.5 mm (depending on
total range)

~0.02 mm

~0.002 mm/m

Distance
Reflectors:

~1 mm
Reflectorless:
~2mm
Angles
~1arcs

~1 microstrain

~0.1 kPa
Varies

Not available from all

sensor suppliers
£1750/$2800
£500/$800

Total station:

£2.5 and up
$4k and up

£80/$130

£350/$550
£500/$800 (per node)

aThe prices are based on standard products excluding accessories and associated components and do not reflect the actual price
that may be quoted when ordering. Additionally the costs do not include installation.
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Abstract: This chapter reviews the remote sensing of buried utilities and
explores its uses in today’s commercial devices and in research systems
that may become commercially available in the next ten years. Our survey
concentrates on techniques that use electromagnetic (EM) waves to probe
a few meters underground. These technologies have advanced dramatically
during the last decade by combining broadband sensors with modern
positioning systems and sophisticated signal processing. Sensors moving
just above the ground, while transmitting and recording induction signals
at kilohertz frequencies or ground-penetrating radar (GPR) at megahertz
to gigahertz frequencies, have so far been easiest to deploy and interpret.

Key words: utility mapping, ground-penetrating radar, induction.

12.1 Introduction

Two events of the late twentieth century highlighted the value of ‘mapping
before digging’ in the planning, construction, and maintenance of modern
civil infrastructure. In 1998, the U.S. Congress enacted The Transportation
Equity Act of the Twenty-first Century, which called for state-by-state imple-
mentation of a new notification system aimed at preventing construction
accidents. The ‘One-Call’ system required utility companies to provide a free
service, accessed by regional telephone numbers, to mark locations of buried
utilities before digging. One year later, a Purdue University research project
sponsored by the Federal Highway Administration (FHWA) reported its
finding that mapping of utility lines before highway construction had gener-
ated substantial savings — about 2% of total construction costs — in 71 pilot
projects totaling over $1 billion in Virginia, North Carolina, Ohio, and Texas
(Lew, 1999). The Purdue study provided both validation and a commercial
boost to the emerging discipline called subsurface utility engineering (SUE).
In its most comprehensive form, SUE aims to create accurate subsurface
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12.1 (a) EM spectrum for remote sensing of infrastructure. (b) Natural
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atmospheric noise (Bianchi and Meloni, 2007).

maps by combining data from existing maps or construction plans with
information from three sources: surface surveys, noninvasive remote sens-
ing methods, and minimally invasive exposure of utilities by hand digging or
vacuum excavation at selected locations (Stevens and Anspach, 1993; Jeong
et al.,2004).In 2002, the American Society of Civil Engineers (ASCE) incor-
porated SUE practices into a National Consensus Standard titled ASCE
C-1 38-02, Standard Guidelines for the Collection and Depiction of Existing
Subsurface Utility Data (American Society of Civil Engineers, 2002).
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This chapter reviews the state of the art of systems for noninvasive
mapping of civil infrastructure. Electromagnetic (EM) sensors are cur-
rently the remote sensing technology of choice for probing the shallow
underground; Fig. 12.1 shows the useful spectrum, which covers a broad
band from quasi-direct current to frequencies near a gigahertz. Sensors
include EM induction (EMI) coils, ground-penetrating radar (GPR)
antennas, and radio-frequency identification (RFID) tags. Most commer-
cial off-the-shelf systems consist of a single sensor pair — a transmitter and
a receiver — geared for handheld surveys in which an individual carries
the unit over the survey area, often making readings over a marked grid.
To speed up this process, sensors can be mounted on pushcarts or small
vehicles and combined with Global Positioning System (GPS) devices to
record data and positions automatically. There are, however, limits to the
accuracy and efficiency of using individual sensors to map large areas.
Some limitations are inherent in the sensors themselves, which are anten-
nas consisting of wire elements designed to broadcast (transmitter) and
detect (receiver) EM waves in a designated frequency range. Mobile sen-
sors must be compact, lightweight, and capable of recording accurately
while on the move. Other limitations are set by interference from natural
and human EM noise in various environments (Fig. 12.1b).

In the last decade, the next generation of technology for mapping infra-
structure has emerged with the development of compact, broadband sen-
sors combined with modern positioning systems in mobile sensor arrays.
These new array systems can move quickly over large areas and could, in
principle, produce 3D digital maps of a regional utility network within a
relatively short period. Figure 12.2 shows a schematic of such a mobile sys-
tem. The main components are (1) an array of sensors capable of recording
data while in motion, (2) a platform and vehicle for transporting the sen-
sors, (3) a positioning system to track the vehicle, and (4) software to merge
and process the sensor and positioning data to create subsurface images or
maps. Widespread commercial deployment of such systems during the next
decade may herald a step change in our ability to intelligently manage civil
infrastructure.

Our review will cover practical aspects of EM remote sensing of buried
utilities and conduits. We start with the basic physics of EM probing of
the underground, including the electrical properties of soils and the tech-
nical requirements for mapping materials of the size and shape found in
civil infrastructure. We cover aspects of the commercial market for utility
mapping in the One-Call System and SUE. We then describe several next-
generation sensor arrays and show examples of recent large-scale surveys.
We conclude with a discussion of future directions in mobile sensor tech-
nologies and barriers to their widespread commercial use.
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12.2 Elements of a mobile sensor system for mapping civil infrastructure.
Photo at right shows a mobile multi-channel GPR array manufactured by
Ingegneiria Dei Sistemi (IDS, www.idscorporation.com).

12.2 Physical concepts of passive and active EM
remote sensing

Figure 12.3 shows a schematic vertical section through a city street overlying
buried utility lines. Telecommunications (phone and cable) are usually clos-
est to the road surface, at depths ranging from about 4 to 12 inches; gas and
electric are next in depth, in the range from 12 to 36 inches; water, steam,
sewer, and storm drain lines, usually in that order, lie at the bottom, gener-
ally at depths between 36 and 72 inches. Electric and telecommunications
utilities are often contained in rectangular duct banks carrying several indi-
vidual lines. The compositions of the lines and conduits vary widely, with
increasing use today of non-metallic materials.

There are two basic ways of mapping buried utility lines with noninvasive
EM sensors (Fig. 12.4). In the first, called ‘passive’ (or ‘quasi-passive’), a sig-
nal from the line itself is detected at the surface. For example, electrical cur-
rent flowing along a buried power line generates a magnetic field that can
be detected at the surface with a magnetometer. The field oscillates at the
frequency of the current, which is 60 Hz for most lines in the US. This varia-
tion enables it to be distinguished from Earth’s natural magnetic field, which
is nearly constant, and from stray fields at other frequencies generated by
electronic equipment, though not of course from other 60 Hz signals. The
field is strongest directly above the line and decreases with distance at a pre-
dictable rate — features that can be used to map the line’s horizontal location
and its approximate depth. This picture becomes more complicated when
there are several power lines in the ground, running in different directions
and carrying different amounts of current; this is often the case in crowded
utility corridors. In addition, power lines often run parallel to other buried
utilities that can channel secondary 60 Hz currents created by the primary
signal through EMI.
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12.3 Schematic cross-section through a typical layout of utilities
beneath a city street. (Source: after Macaulay, 1976.)

To overcome some of these limitations, a simple modification of the pas-
sive method involves using a current generator to inject electrical current at
specific frequencies onto different buried lines or conduits. In this method,
each line must be accessible somewhere at the surface or below ground - for
example, at a valve cover or in a manhole. We call this method ‘quasi-passive’
because it requires a secondary source of current, but the physics of detec-
tion is essentially the same as the passive method. The quasi-passive method
allows more flexibility and precision in locating individual lines by using a
set of widely spaced frequencies, usually in the kHz range; it also lends itself
to rapid mapping of networks of lines by mobile sensors. Leakage of signal
onto neighboring lines, however, remains a problem (see the section on field
examples below).

Active methods use EM sources and receivers making no contact with
buried lines. The most intuitive is GPR, which operates by bouncing radio
waves off buried objects (Fig. 12.4, right). Also called ground-probing radar,
GPR uses a transmitting antenna to broadcast short pulses of EM energy
into the ground and a receiving antenna to detect the echoes returning to
the surface. At microwave frequencies from about 40 MHz to several GHz,
EM signals propagate in soil as true waves, similar to radio waves in air that
travel at essentially the speed of light in vacuum — 299792458 m/s or about
0.3 m (1 foot) per nanosecond (ns). The speed of radio waves in all materi-
als, including soil, is less than in vacuum; the reduction factor is called the
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material’s index of refraction. The index of refraction of air near the ground
is actually about 1.00026 (Budden, 1988). The index of most soils lies in the
range of about 2 to 4, so the speed of radio waves in soil is two to four times
slower than in air. For example, in soil with an index of refraction of 3, radio
waves travel at a speed of about 0.1 m/ns.

As radio waves penetrate soil, buried objects whose electrical properties
differ from those of the soil generate radar echoes. Metal objects generate
the strongest radar echoes, but nearly all other materials, including plastics,
cements, and ceramics, can generate detectable echoes. In addition, a local
region of soil whose properties differ from the average, such as a wet patch
in otherwise dry soil, can also cause echoes. In fact, one of the major difficul-
ties in interpreting GPR is to distinguish radar echoes caused by objects of
interest, such as buried utility lines, from the background clutter of echoes
generated by other subsurface objects or by variations in the road bed and
soil. A technique that helps greatly with GPR interpretation is to scan the
antennas over a dense grid of stations covering the area, so that the echoes
can be processed into images showing the shapes and locations of buried
objects. This process resembles synthetic-aperture radar (SAR) techniques
used to create radar images from satellites; it is the basis of the mobile imag-
ing GPR systems described below.

There are two useful rules of thumb for pulse-echo GPR imaging in the
geometry where transmitter and receiver antennas are nearly coincident.

(a) 18, (b)
|8, Direct wave
z J\/ Echoes
Magnetic induction coil /\/%
Radar
X B SRRt —JIL_ _IL_ antennas
I > . N N
Y A b ,
0 Y' \ ‘ - g Clutter .
'\ Metal utility line/ ; Metal or plastic
.\, Ccarrying currestt [ utility line

< - ’

12.4 Remote sensing of buried utility lines. (a) Passive detection

of a low-frequency magnetic field using EM induction. (b) Active
interrogation of the subsurface with a radio-wave pulse using ground-
penetrating radar.
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The first is that the spatial sampling, the distance between GPR stations,
should be no more than one fourth of the EM wavelength in the soil at the
dominant frequency of the radar pulse (Grasmueck et al.,2005). The second
is that the maximum resolution of SAR imaging (the minimum feature size
resolved in an image) is also about one fourth of the dominant wavelength
in recorded echoes. At 1 GHz, the upper end of the useful GPR spectrum,
the latter rule gives a resolution of about 2.5 cm (1 inch) in soil with an index
of refraction of 3. This degree of resolution is more than sufficient for most
civil engineering applications. Unfortunately, such high frequencies usually
penetrate much less than a meter in moist soil. A more useful dominant fre-
quency for GPR to detect buried utilities is 250 MHz, which can penetrate
2-3 m in many soils and provide a resolution of about 10 cm in soil with an
index of refraction of 3.

Two significant effects limit the range of GPR. The first is an exponen-
tial attenuation of the signal amplitude caused by absorption of EM waves
in soil materials — clay, sand, salty or fresh water, and organic matter.
Mathematically, the intrinsic attenuation rate is proportional to the soil’s
average electrical conductivity and inversely proportional to its index of
refraction. An approximate formula for the attenuation rate in decibels per
meter (dB/m) is

-1640Z (dB/m)
n

where o is the soil conductivity in S/m, 7 is its index of refraction, and the
decibel scale is defined as

A
dB =20log,, (Xf]

1

where Ayand A; are the final and initial amplitudes, respectively, of the radar
pulse. For example, a radio wave in soil with an index of 3 and conductivity
of 0.02 S/m (resistivity p of 50 ohm-m) decays at the rate of about 10 dB/m.
The best modern GPR systems can achieve a dynamic range of about 60
dB, which means that the waves can travel about 6 m in soil before ‘falling
off the radar screen.’ This corresponds to a range of about 3 m for detect-
ing buried objects with GPR - i.e., 3 m down to the object and 3 m back
to the surface. For most soils, the conductivity is determined mostly by the
presence of salt water, either in the pore space or adhering to clay particles.
Radar therefore works best in dry, sandy soils that have electrical resistivity
values well above 50 ohm-m. Resistivity values of common types of sandy-
clay soils found in the United States range from about 20 to 100 ohm-m. Wet
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clay soils can have a resistivity of 10 ohm-m or less. (For comparison, the
resistivity of sea water is about 0.2 ohm-m.) Although frequency does not
appear explicitly in the formula for the attenuation rate of GPR, the con-
ductivity of moist soil does depend on frequency, and may increase by more
than an order of magnitude over the GPR bandwidth (see Section 12.3).

The other effect limiting GPR is diffuse scattering caused by random
variations in soil or roadbed properties. This mechanism is particularly
important in radar propagation through complicated, layered roadbeds, or
through coarse granular soils. Because of its complex physics (Rechtsman
and Torquato, 2008), diffuse scattering is difficult to quantify, but it probably
increases by at least a few percent the intrinsic exponential attenuation rate
of radio waves in the near surface. In practice, the combination of intrinsic
attenuation and scattering limits the effective range of GPR to depths of
about 2 m or less in all but the most dry, uniform soils.

EM signals at lower frequencies — in the kilohertz (kHz) range or lower —
can also be used in active subsurface remote sensing with transmitting and
receiving antennas at the surface. These frequencies penetrate deeper into
conductive soil, with an intrinsic attenuation rate that varies as the square
root of frequency,

~0.02\/o f dB/m

Thus, a 10 kHz EM signal traveling in 50 ohm-m soil attenuates at about 0.3
dB/m, so that a 60 dB induction system could in principle detect objects at a
depth of 100 m. Unlike with radar, however, the physics of EM remote sens-
ing at kHz frequencies is no longer pulse-echo detection. First, EM wave-
lengths are extremely long at kHz frequencies (1000 m in air at 300 kHz);
second, EM propagation in conductive soil at these frequencies is highly
dispersive, rendering the idea of a coherent propagating pulse nearly mean-
ingless. The physics at these frequencies is closer to that of inductive metal
detection: electrical currents are induced on buried conductive objects by
the time-varying magnetic field (the primary field) of the loop of wire that
serves as the transmitting antenna; the induced currents generate a second-
ary magnetic field; and the total field, the sum of the primary and second-
ary fields, is recorded by a second loop of wire that serves as the receiving
antenna. After recording, primary and secondary fields can often be distin-
guished by their spatial patterns and phase shifts relative to the transmitter
current.

Inductive remote sensing is most effective in locating buried metal objects
and much less sensitive than radar to variations in soil conditions. In fact,
the ability of induction to detect buried metal objects can actually improve
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as soil conductivity increases, because any secondary currents flowing in the
soil will tend to flow toward the most conductive objects in the subsurface,
which are usually metallic utility lines or conduits.

The physical concepts described in this section can be made more precise
by looking at simple solutions of Maxwell’s equations in the earth.

12.3 Physics of EM waves in the shallow subsurface

Radar and induction methods for probing objects in earth generate and
detect classical EM fields described by solutions of Maxwell’s equations in
conductive media. This section presents simple models to illustrate the phys-
ics of EM subsurface remote sensing and imaging. Many general texts on
applied electromagnetism cover similar ground in more detail and at a more
relaxed pace. Two excellent introductory texts are Kraus and Fleisch (1999)
and Ulaby et al. (2010); a more advanced text with emphasis on fields in the
earth and other inhomogeneous media is Chew (1990). There is a vast liter-
ature on radar and EMI for remote sensing and non-destructive evaluation.
A standard general reference for radar is Skolnik (2002). Daniels (2004),
Butler (2005), and Jol (2009) offer recent treatments of GPR systems and
technology; Wang and Oristaglio (2000a) and Oristaglio et al. (2001) cover
advanced aspects of GPR imaging. The two-volume monograph edited by
Nabighian (1988) is still the most comprehensive reference on geophysical
applications of EMI methods.

We consider solutions of Maxwell’s equations for fields varying harmoni-
cally (sinusoidally) in time as

A(rt)=R{A(r,0)e "},

where A(r, 7) is a real function giving the amplitude of a field component
at location r and time ¢, A(r, @) is the complex harmonic field amplitude
at angular frequency o = 2xf, where f is frequency in cycles per second
(Hz);i= J-1,and R {} denotes the real part of the quantity in braces. Any
physical field varying in time can be represented as a sum or integral of
harmonic components. We use Cartesian coordinates with position vector
r=xX+ yy+zZ, where {i(, y,i} are unit vectors in the coordinate directions,
and {x,y,z} are the coordinates of r. The radial distance from the origin is
the length of the position vector, r = /x> + y* +z?, while ¥ =r/r is a unit
vector in the radial direction. We use the coordinate z to represent depth in
the Earth.

Maxwell’s equations for the complex electric field E(r, ®) and magnetic
field B(r, o) vectors are



356 Sensor Technologies for Civil Infrastructures

VXE =i0B, [12.1]
VxB/pu={c-iwe)E+J,, [12.2]

where the ultimate sources of the EM fields are impressed currents, repre-
sented by the current density J (r,w). In radar, these sources are short pulses
of current on a transmitting antenna that broadcasts radio waves at megahertz
(MHz) frequencies; in induction, the sources are currents varying at kilohertz
(kHz) frequencies on a loop of wire that creates a primary magnetic field.

The material properties of the subsurface —soil, rock, and buried objects —
are given by the electrical permittivity e, conductivity o, and permeability .
In the most general anisotropic medium, these properties can all be ten-
sor functions of position and frequency. We will assume for simplicity that
electrical anisotropy is negligible, so that the electrical properties are all
scalar quantities, and that y assumes its free-space value t, = 47 x1070ohm-
s/m, which holds for most soils. (Exceptions are certain magnetic soils, usu-
ally derived from weathering of volcanic rocks with high concentrations of
iron-rich minerals that have a large magnetic permeability; see Dabas et al.,
1992.) It is also convenient to write € =¢,¢,, where ¢, = 1/{cjtt,) = 8.85x 10"
s/ohm-m is the permittivity of free space, and ¢, is the medium’s relative per-
mittivity, sometimes called its dielectric value or dielectric function. Here,
Cy = 1/ Jilee, is the speed of light in free space. Another useful quantity is
Mo = /Mo /€, = 377 ohms, called the free-space impedance.

The term (0 —ioe) E in the second of Maxwell’s equations represents elec-
trical current that flows in material media (in response to the electric field)
as a combination of conduction currents (6E) and displacement currents
(-iweE). Conduction current flows in electrically conductive material, such
as metal objects, salt water and clay-rich soil; displacement current exists
wherever a time-varying electric field is present, but is the dominant compo-
nent of the total current mainly in insulating materials, such as plastics, dry
sand, and solid rock, and in fresh water.

12.3.1 Propagation and diffusion

Maxwell’s equations combine to give the vector wave equation
VXVXE-Kk*E =ioul, [12.3]

where k? = w?ue+iouc. In homogeneous, source-free regions, Equation
[12.3] has plane-wave solutions of the form
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E(r,0)=Ej*" [12.4]

where k is a complex propagation vector and E; is a complex amplitude
vector, subject to

k-k=k*>=0’uc+iouc; k-E,=0 [12.5]

Assume that the plane wave travels along the z-axis (depth), and is polar-
ized along the y-direction; then the electric field is given by

E(r,0)=3E, (z,0)=yE,e*, [12.6]

where

k = kg +ik, = e (1+ic/we)"” [12.7]

is the wave’s complex propagation constant, |, is its (real) amplitude at the
surface z = 0,and y is a unit vector in the y-direction. In general, the prop-
agation constant (Equation [12.7]) describes a wave that moves at phase
velocity k,/w and decays at the rate k; in the positive z-direction (when
ky.k;,0>0 and time-dependence e~ is restored).

Radar regime

The expression for the propagation constant simplifies considerably in the
wavelike (radar) and diffusion (induction) regimes, respectively. The radar
regime is defined by the condition o/ e< 1, which gives

k = o\fe (1 + ii) -2ia [12.8]
2me c
where
c=— L _S and [12.9]

a=2 [ _To [12.10]
2 Ve
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where n = e, is the index of refraction of the material. The full form of the
field as a function of depth and time is

E, (z,t)= R{E,ccice } = E e cosw(z/c— 1), [12.11]

which represents a sinusoidal wave that moves with speed ¢ =¢,/n in the
positive z-direction and attenuates exponentially at rate «. If the electrical
properties do not themselves depend explicitly on frequency, then both the
speed and attenuation rate of radio waves are independent of frequency in
this regime. This means that a superposition of harmonic waves, such as a
radar pulse, retains its shape as it propagates through the medium. In prac-
tice, however, moist soils exhibit dispersion in the microwave range. The
index of refraction varies by several percent, and the effective conductivity
varies by more than an order of magnitude within the frequency range of
GPR. This dispersion does not significantly alter radar pulse shapes in soil,
but does increase the attenuation rate of radar pulses as their central fre-
quency rises to GHz frequencies.

Electrical properties of soils at microwave frequencies

When both conductivity and permittivity vary with frequency, it is con-
venient to express the physical mechanisms generating displacement and
conduction currents as a single quantity called the complex permittivity,
defined by

J=(0-iwe)E =—io(c+io/w)E = —iwé(w)E. [12.12]

One reason for this identification is that simple phenomenological models
are available to represent the combined effects of polarization and conduc-
tion in real materials, including soils, in a way consistent with the require-
ment of causality. For example, Debye models represent the causal complex
permittivity € as a sum of rational functions,

gzeﬂ[eerzl ap },i%, [12.13]
P

—107, [0

where €_ is the limit of the relative permittivity at infinite frequency and &,
is the DC electrical conductivity. For use in the equations above, a Debye
model gives the following results for relative permittivity and (effective)
conductivity,
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=R{¢fe}: o=1{wk). [12.14]

Figure 12.5 shows measurements of the permittivity and conductivity of
wet soils at frequencies from 1 MHz to 1 GHz (Hipp, 1974), along with fits
to the measurements with a two-term Debye model (Wang and Oristaglio,
2000b). In this range, the permittivity varies by 10-20%, and the conductiv-
ity increases by more than an order of magnitude.

Induction regime

The induction regime is defined by the condition 6/we > 1; the propagation
constant simplifies to

k =kg +ik, = \iouc =(1+i)a [12.15]

where

o = /% [12.16]

The expression for the propagating harmonic field is then

E (z,t)=E, “*cosw(z/c'~1), [12.17]
where
¢ ()= |22 [12.18]
ou

is the phase velocity of the plane wave, which depends strongly on
frequency.

Attenuation in conductive media is often expressed as the skin depth &,
the distance in which the plane-wave amplitude decays by e™! = 0.37 (-8.7
dB) of its initial value. From Equation [12.17], we have

S=1/o'= /7 503. 3(. [12.19]

\ wuc

A plane wave in the inductive regime travels about 7 skin depths before
falling below a 60 dB threshold for detection. But since skin depth varies
inversely with frequency in this regime, the detection range can in principle
be increased to any desired value by lowering the frequency. In practice,
external human or natural noise eventually sets a detection threshold. The
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tradeoff for increased depth of detection in the induction regime is that the
wavelength,

2=2F op.5=31623 E, [12.20]
k \Vf

R

is a multiple of the skin depth; thus, the resolution of inductive systems
degrades quickly as the depth of penetration increases. A crude rule of thumb
is that the resolution of a fixed-frequency inductive system is about 5% of its
maximum depth of penetration. Systems broadcasting and detecting signals
that penetrate to a depth of 100 m in the ground will be able to resolve an
unknown feature at that depth only to within about +5 m. Inductive systems
can, however, give more precise location estimates than the rule of thumb
by using parametric methods that assume a specific size and shape for the
object (for example, a long, linear wire) and invert measurements to deter-
mine only the object’s horizontal position and depth (Section 12.3.3). Of
course, if the assumptions used in a specific parametric method are not true
for the actual object being located, the location estimates can be far off the
mark.

12.3.2 Sources

The EM field generated by a GPR antenna, or by current flowing along
a short length of wire in an inductive transmitter or along a short section
of buried metal utility line, is modeled well by the field of an ideal electric
dipole. Moreover, the field of an arbitrary distribution of current can always
be represented as a superposition of current dipoles. To study this solution,
let the dipole be at the origin of coordinates and point in the y-direction.
Then the electric field satisfies the vector wave equation

VxVxE-k?(@)E =§ioul (0)(r), [12.21]

where 7 () is the current moment of the dipole in units of amp-m (a cur-
rent dipole is the idealization of current / flowing along a short length of
wire dl).

The electric field of the dipole is most easily expressed in spherical
coordinates (r,6,¢) around the dipole axis (Fig. 12.6, top left). In this
coordinate system, r is the distance from the dipole to the observation
point, 0 is the angle between the dipole axis (y-axis) and the radius vec-
tor, and ¢ is the azimuthal angle. For convenience, the azimuthal angle
is measured counterclockwise between the z-axis and the projection of
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12.5 Electrical properties of moist sandy-loam soils. Dashed curves

are measurements (Hipp, 1974); solid curves are fits to the dispersive
properties with a two-term Debye model.

the radius vector onto the (x,z)-plane. The geometry is easiest to visual-
ize in the (x,z)-plane perpendicular to the dipole axis; there is azimuthal
symmetry in this plane, and the EM field is quasi-2D. The vector fields
are given by
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B(r,0)= B,§, and E(r,0)=E,i+E,0 [12.22]

where (7,6,¢) are unit vectors in the spherical coordinate directions; the
field components are

_ 1 eikr

B, =-ul (o)| —ik +- ino, 1223
=l @) ks 1223

E, =i T(w)(ni— ! )eik' sin 6 [12.24]
o kr ke Jam ‘

- 2i 2 ek

E, =-ioul (o) —- 0 12.25

= ioul ( )(kr k*r? J4ﬂrcos [ |

Note that in the x,z-plane, the unit vector 8 =—y,so that E, is just the elec-
tric field perpendicular to the plane. The terms proportional to ! in each
expression represent the radiation field or far field of the dipole, which
dominates the other terms if kr > 1. The terms with higher (inverse) powers
represent the near field, which has the same form as that of a static electric
dipole. The other panels of Fig. 12.6 are explained in Section 12.3.4 below on
GPR propagation in the ground.

12.3.3 Model for passive utility locating

The most useful model for understanding the passive, or quasi-passive, map-
ping of utilities is the field of an infinite line current. This model is a good
approximation to the field set up when current is injected onto a long metal
pipe in soil; its magnetic field can be obtained by integrating the field of an
electric current dipole (Equation [12.23]),

B, =- f(w) —ik+1 et cos6
o= 7H r j4nr ’

along the infinite length of the line current. In the limit of steady current
o =0, the magnetic field of a current dipole reduces to

uldl
B, = .

sinf, or B:yldlxr

= o (0=0), [12.26]
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which is the classic Biot-Savart law (Kraus and Fleisch, 1999) for the mag-
netic field of a steady current along a short length of wire dl. Integrating this
equation gives the formula for the magnetic field of a steady line current,

ul
B =ML 12.27
2 [ ]
or
B =M = g p--H_X [12.28]

Y 2mxttz? 2r x> +72
The origin is, for convenience, the point where the pipe intersects the mea-
surement plane (the z coordinate of ground level is thus negative). These
equations hold for any finite conductivity of the soil and show that when
measured along a profile along the surface the horizontal field peaks directly
above the line current, while the vertical field goes through zero.

The magnetic field at finite frequency is

B, - “4—"11 H, (kr), [12.29]
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where H, is the first-order Hankel function of the first kind. For large and
small values of kr, the Hankel function has the following forms,

.
H, (kr) = n—k‘r (kr = 0); [12.30]

2 eikr—i;r/4
H, (kr)= —\/; T (kr — o). [12.31]

The small-argument expansion reproduces the static limit as w — 0; the
large-argument expansion determines the decay rate of the magnetic field
at large distances from a linear current in conductive soil. The detection
limit for an individual pipe is reached when its magnetic field falls below
a threshold set either by the sensitivity of the surface magnetometer or
by background noise. The detection limit is therefore determined by the
magnitude of the current and by the product of the frequency of oper-
ation and the soil conductivity. Figure 12.7 shows the amplitude of the
magnetic field directly above a pipe carrying 1 mA of current as the pipe’s
depth increases. Currents impressed onto pipes in the quasi-passive locat-
ing method are generally in the mA range.

The static limit, Equation [12.27], gives a simple method for estimat-
ing the depth of a buried pipe from magnetic field measurements at two
different heights above the ground. Modern inductive pipe locators have
several internal coils for measuring the magnetic field. A typical arrange-
ment has two pairs of coils: each pair measures the vertical component
and one horizontal component of the magnetic field - for example, (B,. B,)
as shown in Fig. 12.7 — at a fixed height above the ground. Some devices
contain a fifth coil that measures the remaining horizontal component (B,
in Fig. 12.7) at a point between the two other coil pairs. If there is only a
single current-carrying line in the subsurface, and the locator is arranged
so that B, = B, =0, then the instrument is directly above the line and the
y-sensor points in the line direction. In this configuration, the depth of the
line is given by

d
D=-%_p, [12.32]

a—1

where a=|BY //BS)‘ is the ratio of the magnetic fields at the two B, sen-
sors, d is their separation, and 4 is the height of the lower sensor above
the ground. The more accurate expression (Equation [12.29]) can be used
to compute the depth, but requires knowledge of the soil conductivity. The
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right panel of Fig. 12.7 shows the error in the estimated depth using the
static limit and Equation [12.32]. The percentage error increases with the
depth of the pipe and with the conductivity-frequency product. (A more
precise analysis would take into account effects at the earth-air interface,
but it can be shown that these effects are negligible when the conductivity-
frequency product is less than 20 000 S/m-s.)

12.3.4 Detection of utility lines with GPR

The electric field given by Equations [12.24] and [12.25] is a good approx-
imation to the field of a GPR antenna lying on the surface of the earth. In
the (x,z)-plane (the plane perpendicular to the axis of the dipole at its mid-
point), the electric field has only a y-component,

— i 1 e
E, (r,0)=ioul (a))(1+ P ) pp [12.33]

where r = yx? +z2. This expression does not include effects at the earth-
air interface, which modifies the amplitude of the field radiated in different
directions into the ground (see Equation [12.38] below). A few wavelengths
from the source, the first term dominates, giving the radiation field,

ikr

E, (r,0) = ioul (o) [12.34]

dzcr’

We can use Equation [12.34] to illustrate the difference between radar prop-
agation in non-conductive and conductive soil by computing the radar wave
radiated from an electric dipole driven by a short pulse of current in the way
most modern GPR systems operate. The time-dependent field is an integral
superposition of harmonic solutions

1 T —iwt
E, ()= R{; ! E, (ro)e dw}. [12.35]

In conductive media, the integral must be evaluated numerically. Figure 12.6
shows the evolution from the near field to the far field for three different
values of the whole-space conductivity: 0, 0.01, and 0.05 S/m (a relatively
conductive medium); in each case, the medium has an index of refraction of
3 (¢, =9). The source current is the first derivative of a Gaussian function,
whose frequency content is centered at 200 MHz.
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Consider first the non-conductive medium (left panel). In the near field,
the propagated waveform is a combination of the source current and its inte-
gral, whereas in the far field the waveform is proportional to the time-deriv-
ative of the current waveform, with the propagation delay, r/c=nr/c,,

E, (r,1) z—%mf'(t—r/c), (r =), [12.36]

where I’ =dI /dt . The far-field approximation is already accurate to a few
percent at a distance from the source of 1.5 m, which equals three wave-
lengths at the central frequency of the waveform.

Distortion of the propagating pulse in a conductive medium is clearly
visible in the waveforms in the far right panel. In particular, at 5 m from the
source, the waveform acquires a long tail of diffusive energy, which arises
because the frequency of 200 MHz is at the transition from diffusive to
wavelike behavior in this medium.

The middle panel shows waveforms in soil of conductivity 0.02 S/m.
Distortion of the waveform is negligible; the main effect in the far field is an
exponential attenuation of the signal,

Ey(f,f)z—‘i;(: I'(t-rlc), (r—w), [12.37]

where o is given by Equation [12.10]. In the middle panel of Fig. 12.6, the
attenuation is compensated in the plotting to allow better comparison of
waveform shapes. Equation [12.37] is perhaps the most important single
equation in GPR and can be used to derive many other results, including
formulas for synthetic-aperture GPR imaging (Oristaglio et al.,2001).

The presence of the earth-air interface modifies the whole-space formu-
las presented above. Fortunately, when GPR antennas are placed close to
the ground (within a quarter wavelength), the main effect of the interface
is to change the radiation and receiving patterns of antennas. For example,
the electric field in the plane perpendicular to the dipole is well approxi-
mated by

.= i 1 ek |
E,=—ioul ((o)(1 T J 2 Sin 0-F(9), [12.38]
where
2ncos¢o
F(¢)= [12.39]

(1-n? sinzq))”2 +ncosg
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and ¢ is the angle between the normal to the earth-air interface and the
radius vector (see Fig. 12.6, top left). A derivation and full treatment of the
3D radiation pattern of an interfacial dipole can be found in Engheta et al.
(1982).

GPR range equation

An approximate range equation for GPR follows from the model in Fig. 12.8,
in which the transmitting and receiving antennas are close together, directly
above a pipe at depth z in the ground. The following expression based on
[12.38] is a good approximation to the amplitude of the returned echo:

A =C, (e )R“ (A,. e J: C.-R,-AS "‘]ZZ/" , [12.40]
z b4 z

where A, is the amplitude of the wave transmitted into the ground, n, = 377
ohm is the free-space impedance; o and n are the conductivity and index
of refraction of the ground; R, is the radar cross-section of the pipe; and
C, is a system gain factor, which may depend on the central frequency of
the system. The radar cross-section R, is a measure of an object’s ability to
generate an echo and has units of m2. The first three terms from right to left
represent: (1) propagation from the transmitter to the pipe; (2) reflection at
the pipe; and (3) propagation back to the antenna. Equation [12.40] is not
accurate when objects are within a few wavelengths of finite-sized antennas
used in actual GPR systems. A simple modification is to add an effective
standoff to the depth, letting z = z+ H,where H is determined empirically to
normalize amplitudes at some fixed distance from the antennas. In tests of
commercial broadband GPR antennas with central frequencies in the range

200-800 MHz, we have found that H =1 m gives reasonable results.
The condition for detecting the echo is that the amplitude ratio A,/A,
should be within the system dynamic range dB, expressed in decibels; that is,

20log,, (A, / A;)=20log,, (R, +C,)—40logz-3272(c /n)z>dBy, [12.41]

where frequency-dependent quantities, such as o(®), n=/e(w), and C,,
can be evaluated at the central frequency of the source without much loss
of accuracy. According to Equation [12.41], the depth of penetration of
radar increases as the soil’s electrical conductivity decreases (its resistivity
increases) and as its index of refraction increases. In moist soils, the natural
increase of conductivity with frequency in the microwave range (Fig. 12.5)
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reduces the depth of penetration of GPR at higher frequencies. In addition,
properties of the radar system itself, such as antenna efficiency and dynamic
range, vary with frequency, causing depth of penetration to vary. For exam-
ple, the efficiency of electronics generally decreases as frequency increases
in the microwave range.

The conductivity of typical sandy-clay soils found in the United States
ranges from about 0.01 to 0.05 S/m, corresponding to resistivities from 100
to 20 ohm-m. The index of refraction of nearly all soils falls in the range
from 1.4 to 6, corresponding to dielectric values from about 2 to 36. These
properties may vary considerably from place to place (Doolittle et al.,2010),
and need to be understood locally for best use of GPR. For example, we
have found through many surveys that soils in the New York metropoli-
tan area generally have conductivity values between 0.02 and 0.04 S/m and
refractive indices between 3 and 4.

The radar cross-section R, depends on the contrast in electrical prop-
erties between the soil and object, the size and shape of the object, and
its internal structure. It is often the most difficult quantity to estimate in
the range equation. The simplest model that can be solved analytically is
an interface between two infinite layers with different electrical properties,
which can be used to model the echo amplitude generated at a horizontal
interface between two different types of soil below the surface. Let a har-
monic vertically traveling plane wave, with its electric field polarized paral-
lel to the interface (as in Equation [12.6]), be incident on the interface. Then
a reflected plane wave (echo) is generated at the interface, and the ratio
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of the amplitudes of the reflected and incident plane waves is given by the
reflection coefficient,

where €1 and € are the values of complex electrical permittivity in the
upper and lower layers, respectively. The complex permittivity depends
on both the dielectric value and the electrical conductivity of a material,
and it depends on frequency. For non-conductive materials, this expression
reduces to the standard reflection coefficient for light at normal incidence
between two media with indices of refraction n, and n,,

R

n,—n
R: 1 2
n+n,

The reflection coefficient at an interface, which is dimensionless, illustrates
how the echo amplitude depends locally on the contrast in properties
between two regions. For finite-sized objects embedded in soil there is no
simple expression for the radar cross-section. The intuitive picture for an
object illuminated in the far field by radar whose wavelength is small com-
pared to the object’s linear dimensions is that the cross-section is the prod-
uct of the reflection coefficient at the object’s surface times the surface area
(m?) illuminated by the radio wave. This simple picture breaks down when
an object is comparable in size to the radar wavelength, as in GPR applica-
tions, and echoes are generated by a combination of scattering from the
object’s surface and from its internal structures (a conduit carrying a utility
line), with interference among echoes generated at different locations.

Some general observations can nevertheless be made. Large objects
embedded in soil usually have larger radar cross-sections than small objects
composed of the same material. Also, metal objects have larger radar cross-
sections than other objects of similar size, because the conductivity of met-
als is many orders of magnitude higher than the conductivity of soils. Plastic,
ceramic, and cement objects have radar cross-sections because their dielec-
tric values differ from those of soils (but are usually within a factor 10 of soil
values). At radar frequencies, water has a dielectric of about 80, one of the
largest values of any material; this makes it a strong radar scatterer (a prop-
erty exploited in weather radar). The best way to determine R, along with
other system parameters, is by calibration in a test pit.

Figure 12.8 illustrates the GPR range equation, calibrated by measure-
ments made in a test with a 200 MHz GPR.The system had a dynamic range
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of about 44 dB (150:1) in the amplitude of echoes that could be registered
above system noise (Birken e al.,2005). The range of the system’s analog-
to-digital converter was actually 60 dB, but the realized dynamic range was
limited by system noise. A controlled test with an 8-in. diameter metal pipe
buried 4 ft (1.2 m) deep in dry sand (o =0, n =4), determined a value for
C, R, of about 1 (m?) for the test configuration. Thus, the curves in Fig. 12.8
follow Equation [12.41], with this normalization.

The solid curves labeled 15, 30, and 60, and 120 ohm-m show echo ampli-
tude versus depth for a pipe buried in soil with an index of refraction of 3
and with the indicated resistivity values. The ideal detection limit occurs at
the point where these curves intersect the —60 dB line; the practical limit
is at the system noise level of —44 dB. These curves show that a pipe with a
radar cross-section of 1 m? could be detected at depths of 0.5, 0.8, 1.2, and
2.5 m in soils with resistivities of 15, 30, and 60, and 120 ohm-m, respectively.
Reducing system noise to make available the full dynamic range of 60 dB
increases these depths of detection to 0.7, 1.3,2.2, and 3.6 m.

The dashed curves show the effect of frequency on the GPR depth of
investigation. These curves, labeled 200, 400, and 800 MHz, correspond to
radar propagation in one type of soil (a sandy-loam with 10% moisture con-
tent) with pulses centered at the indicated frequencies. Because of electrical
dispersion in this frequency range, pulses with different center frequencies
sense different effective dielectric and conductivity values for the same soil.
The specific values used for this figure are shown by the squares in Fig. 12.5.
Because conductivity rises with frequency, the depth of penetration of high-
frequency GPR is significantly reduced.

The presence of the earth-air interface has only a modest effect on these
formulas constructed for propagation in a whole space. The right panel of
Fig. 12.8 shows the amplitude radiation pattern of a dipole antenna at the
interface between air and soil that has an index of refraction of 3 and a
resistivity of 100 ohm-m. The presence of the interface causes the radiation
pattern to vary with angle, visible in this plot as a slight modulation of the
stronger radial decay.

12.4 Commercial services, systems, and sensors

There are over 20 million miles of underground pipelines, utility lines, and
conduits in the United States (Sterling, 2000). Much of this civil infrastruc-
ture has been installed in the last 60 years, with original intended lifetimes
of 50 years or more; for large portions of the network, maps or as-built plans
are either inaccurate or non-existent. In the last decade, two major commer-
cial markets have been built around the need to locate underground utility
lines when planning their maintenance, upgradation, and protection. These
two markets are the One-Call System and SUE.
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12.4.1 The One-Call system for utility locating

Utility locating in the United States is a service consortium of compa-
nies that locate underground utilities before construction or digging. The
consortium is organized under the One-Call, or ‘Call-Before-You-Dig,
system mandated by The Transportation Equity Act for the Twenty-first
Century, enacted by Congress on 9 June 1998 (TEA 21, Title VII, Subtitle C,
Comprehensive One-Call Notification).

‘One-Call’ refers to a single number published in phone books that will
access a free service to locate any buried utility. A call to the system, which
is required by law before any digging, generates a locate ticket that is sent
to a service provider who dispatches a technician to the site to locate buried
lines and place appropriate markings on the ground. The service is free to
the person making the call; its cost is built into utility rates.

One-Call is the largest commercial outlet for underground mapping ser-
vices. The market has grown steadily since the passage of The Transportation
Equity Act and is now estimated at over $1 billion per year, but it is regional
and highly fragmented. Services are provided not only by companies that
specialize in utility locating, but also by public or private utility companies
themselves as well as by companies engaged in construction or excavation
and in geophysical or engineering services. Accurate figures are hard to
assemble, but it appears that no single company at present has more than
10% of the national market. Margins are low, and today there is relatively
little differentiation in technology. Accuracy standards vary by state, but
generally require that locators mark a corridor 45-60 cm wide above a util-
ity line, with the line ideally located beneath the center line of the marked
corridor. Specifying the depth to the line is generally not required, but is
considered a best practice.

Prevention of costly, sometimes deadly, digging accidents was the moti-
vation for creating the One-Call system. Comprehensive statistics on acci-
dents involving all types of utilities are not available, but the American Gas
Association has estimated that damage from reported digging accidents
involving just major gas pipelines averaged about $40M per year from 1994
through 1999 (Kalisch, 2000). Highway construction in particular is a lead-
ing cause of damage to the nation’s underground networks (see the NTSB
Report ‘Protecting Public Safety through Excavation Damage Prevention,’
NTSB/SS-97/01). One-Call has helped to lower accident rates; but, when
costs associated with construction delays caused by mislocated or unlocated
lines are added to actual physical damage caused by accidents, the yearly
tally probably still exceeds a billion dollars.

In addition to preventing accidents, there is now growing evidence that
comprehensive 3D subsurface mapping during the planning phase of con-
struction can significantly reduce construction costs through better design



Mobile electromagnetic geophysical sensor arrays 373

and fewer change orders. Within the next decade, it is possible that a combi-
nation of new legislation setting higher standards for One-Call systems, pres-
sure from insurance companies to better manage risks, and reductions in the
cost of 3D mapping will move the utility locating market in the direction of
the more comprehensive practices embedded in the ASCE SUE guidelines
(ASC C-I 38-02). Such a move would stimulate more comprehensive map-
ping of utility networks with combinations of mobile sensors.
Several factors may drive this trend:

e Crowded Rights of Way — Underground rights of way are becoming
crowded, and competition for limited space is growing. Installation of
the ‘last mile’ of broadband Internet service and maintenance of existing
infrastructure in cities will demand high levels of construction in already
dense utility corridors.

e Non-Conductive Utilities and Uncertainty in Locates — Buried utilities
now include non-conductive materials, such as plastic, glass and clay,
which are nearly invisible to the metal detectors used in One-Call locat-
ing. Even conductive utilities, when densely packed, are vulnerable to
misidentification with existing technology.

e Need for Precision in Directional Drilling — Directional drilling, also
called trenchless technology, is being used more and more to emplace
utilities in crowded corridors. Planning and executing a directional dril-
ling plan requires an accurate 3D map of existing lines and other possi-
ble obstructions.

e Lack of Permanent Records — One-Call locating services provide only
temporary surface markings, which are later washed away or obscured.
To prevent this waste, some municipalities are adopting digital archiving
of utility maps according to SUE standards.

12.4.2 Subsurface utility engineering

SUE is defined by the ASCE as ‘a branch of engineering practice that involves
managing certain risks associated with utility mapping at appropriate quality
levels, utility coordination, utility relocation design and coordination, utility
condition assessment, communication of utility data to concerned parties,
utility relocation cost estimates, implementation of utility accommodation
policies, and utility design’ (American Society of Civil Engineers, 2002).
SUE combines civil engineering, surveying, and geophysical methods to
obtain information about the location of underground utilities with different
levels of reliability and accuracy (Anspach, 1995, 1996; Zembillas, 2003).The
project owner determines the right balance between cost and risk. Knowing
the capabilities and limitations of SUE methods and the associated risk
allows for proper management of a subsurface construction project. Accurate
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3D locations of buried utilities are useful not just to enhance safety, but also
to save costs by expediting design and construction (Jeong et al.,2004).

The technologies of SUE include geophysical remote sensing, surface
surveying and mapping, computer-aided design (CAD) and geographic
information systems (GIS). SUE engineers certify utility information in
accordance with a standard classification scheme that allows a better alloca-
tion of risk between the project owner, project engineer, utility owner and
construction manager. The end product is a complete utility map that can be
integrated into the engineering design of a construction project.

The FHWA has been promoting the use of SUE since 1987 as a means to
save costs on highway construction projects. Some states, such as Virginia,
now require SUE before any highway construction. The original Purdue
study commissioned by FHWA in 1996 examined 71 highway projects in
four states and estimated savings from use of SUE at about $23 million, or
2% on the total value of the construction (about $1 billion). Extrapolating
this figure to the $59 billion estimated for highway construction in 2004 sug-
gests a possible savings of over $1 billion per year from systematic use of
SUE. A later study by Jeong et al. (2004) found savings of about $12 in con-
struction costs for each $1 of SUE expenditure. A more recent study by Jung
(2012) examined 22 SUE projects and eight non-SUE projects from various
districts of the Pennsylvania Department of Transportation and found sim-
ilar results: $11.39 was saved for every $1 spent on SUE in selected road
projects; a ratio of 1.65% was found as the ratio of SUE cost to total project
cost. Construction projects that combine standard SUE practices with 3D
geophysical mapping using a new generation of mobile sensors have found
even more substantial cost reductions and safety enhancements (Goodrum
et al.,2008; Birken, 2009; Zembillas, 2008).

Today, SUE relies mainly on vacuum excavation to expose buried utilities
with small potholes or test pits, at sites selected by studying existing maps or
by locating utilities with handheld sensors. Location, depth, size and type of
utility are also recorded by hand. New maps are then created by extrapolat-
ing information between holes or by filling the gaps with geophysical map-
ping along linear profiles spaced 10-20 feet apart. SUE contracts require
that final results adhere to one of four standard quality levels as defined by
the ASCE (2002):

e Quality level D (QL-D) consists of information derived from existing
records or oral recollection. It is often not adequate to the comprehen-
siveness and accuracy required to eliminate risks and dangers of conflict
with underground infrastructure. This quality level is used in early plan-
ning of route selection and in estimating utility relocation costs.

® Quality level C (QL-C) consists of information obtained by survey-
ing and plotting visible above-ground utility features and by using
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Plate IX (Chapter 7) Deck (a) and cable (b) acceleration signals in time
and frequency domains.
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Plate XVI (Chapter 17) Photo of the MIT-Bluefin hovering autonomous
underwater vehicle. (Source: Englot et al., 2009.)

Plate XVII (Chapter 18) lllustration of riser and anchor chain monitoring
system.®
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professional judgement in correlating this information to QL-D infor-
mation. This level has been traditionally used for design.

e Quality level B (QL-B) consists of information obtained through the
application of appropriate surface geophysical methods to determine
the existence and approximate horizontal position of subsurface
utilities. Quality level B data should be reproducible by surface geo-
physics at any point recorded. This information is surveyed to appli-
cable tolerances defined by the project and incorporated into plan
documents.

e Quality level A (QL-A) provides precise horizontal and vertical loca-
tions of utilities obtained by actual exposure and subsequent measure-
ment of subsurface utilities at specific points, e.g., at the four corners of
an intersection. The specification can also be achieved by verification
of previously exposed and surveyed lines. The 3D data of location and
other attributes of each exposed line (type, material etc.) are shown
on plan documents. Accuracy in vertical location of an exposed utility
is typically required to be £15 mm. Accuracy in horizontal location is
set by the mapping accuracy levels defined or expected by the project
owner.

The SUE standard thus requires a large jump in accuracy from QL-B,
where positions are approximate, to QL-A, where vertical and horizontal
tolerances of 15 mm or better are required. At present, these tolerances
can be achieved only at spot locations after exposure of the utilities by
hand digging or vacuum excavation. Figure 12.9 shows the tradeoff in risk
reduction versus cost for the different SUE quality levels. Noninvasive
geophysical technologies can provide vertical and horizontal accura-
cies ranging from about 5 to 15 cm; this is good enough for a ‘B+’ rating,
but does not reach SUE Quality Level A. Geophysical techniques can,
however, cover large areas more cost effectively than vacuum excava-
tion. With systematic calibration at vacuum excavation sites, the accuracy
of geophysical mapping may eventually approach the QL-A standard
(Birken, 2009).

12.4.3 Utility locating equipment

The most widely used utility or pipe locators are handheld EMI units using
passive (or quasi-passive) detection and pushcart GPR units with a single
transmitter—receiver antenna pair (Fig. 12.10). Induction locators, which
can trace most conductive utility lines and estimate their depth, dominate
One-Call services. During the last 5 years, GPR systems have penetrated the
SUE market, with their ability to locate both conductive and non-conduc-
tive lines and provide more accurate depth estimates.
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