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Aims and Scope

Life Cycle Assessment (LCA) has become the recognized instrument to assess the

ecological burdens and human health impacts connected with the complete life

cycle (creation, use, end-of-life) of products, processes and activities, enabling the

assessor to model the entire system from which products are derived or in which

processes and activities operate. Due to the steady, world-wide growth of the field

of LCA, the wealth of information produced in journals, reports, books and elec-

tronic media has made it difficult for readers to stay abreast of activity and recent

developments in the field. This led to the realization of the need for a comprehen-

sive and authoritative publication.

The LCA Compendium Book Series will discuss the main drivers in LCA (SETAC,

UNEP/SETAC Life Cycle Initiative, etc.), the strengths and limitations of LCA, the

LCA phases as defined by ISO standards, specific applications of LCA, Life Cycle

Management (LCM) and Life Cycle Sustainability Assessment (LCSA). Further

volumes, which are closely related to these themes will cover examples of exem-

plary LCA studies ordered according to the importance of the fields of application.

They will also present new insights and new developments and will keep the whole

work current. The aim of the series is to provide a well-structured treatise of the

field of LCA to give orientation and guidance through detailed descriptions on all

steps necessary to conduct an LCA study according to the state of the art and in full

agreement with the standards.

The LCA Compendium Book Series anticipates publishing volumes on the follow-

ing themes:

• Background and Future Prospects in Life Cycle Assessment (published in

March 2014)

• Goal and Scope Definition in Life Cycle Assessment

• Life Cycle Inventory Analysis (LCI)

• Life Cycle Impact Assessment (LCIA)

• Interpretation, Critical Review and Reporting in Life Cycle Assessment

• Applications of Life Cycle Assessment

• Special Types of Life Cycle Assessment

• Life Cycle Management (LCM)

• Life Cycle Sustainability Assessment (LCSA)

• Life Cycle Assessment Worldwide

More information about this series at http://www.springer.com/series/11776
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Preface

Life Cycle Assessment (LCA) is an instrument to assess the impacts on the

environment and on human health connected with the complete life cycle (creation,

use, end-of-life) of products, processes and activities. It enables the practitioner to

model the entire system from which products are derived or in which processes and

activities operate.

Life cycle impact assessment (LCIA) is used in LCA to establish a linkage

between the inventory of elementary flows for the system of the product or process

and its potential environmental impacts. The aim of this book of the LCA Compen-
dium is to give the reader a thorough insight into LCIA presenting the history, the

state of the art, the existing problems and research needs, and the foreseeable future.

It starts with an introduction of fundamental characteristics and principles of LCIA

(Chap. 1) followed by the selection of impact categories and classification of

inventory flows (Chap. 2). It continues with an in-depth description and discussion

of the following impact categories (Chaps. 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, and 13):

– Abiotic resource use

– Acidification

– Climate change

– Ecotoxicity

– Eutrophication

– Human toxicity

– Land use

– Particulate matter formation

– Photochemical ozone formation

– Stratospheric ozone depletion

– Water use

v
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These chapters on the individual impact categories share a common structure

presenting the characteristics of the impact category in terms of:

– Impact pathways

– Affected areas of protection

– Contributing inventory flows

– Geographical scale

– Spatial and temporal variability

This is followed by a presentation and discussion of different midpoint and

endpoint characterisation methods for the relevant impact category with discus-

sions of metrics, model uncertainties and new developments, and concluded by a

discussion of research needs.

The chapters on characterisation are followed by chapters on the two optional

LCIA steps which are normalisation (Chap. 14) and weighting (Chap. 15).

The 15 chapters have been elaborated by leading experts in the field to provide

the reader a qualified and up-to-date insight into the vast and important field of

LCIA. Each chapter functions as a self-containing unit, simultaneously playing its

individual role in the overall concept of this book. The editors have taken care to

avoid unwanted repetitions, especially regarding the common principles of LCIA

presented in the introductory chapter.

We thank all authors contributing to this volume, bringing their insights to the

benefit of the reader. We would also like to express our sincere gratitude to our

colleagues Mikolaj Owsianiak and Morten Ryberg for their valuable comments and

thorough work in the final editing of this book and to Almut B. Heinrich, managing

editor for the LCA Compendium, for her tremendous help in getting the volume

ready for print.

Lyngby, Denmark Michael Z. Hauschild

Nijmegen, The Netherlands Mark A.J. Huijbregts
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Chapter 1

Introducing Life Cycle Impact Assessment

Michael Z. Hauschild and Mark A.J. Huijbregts

Abstract This chapter serves as an introduction to the presentation of the many

aspects of life cycle impact assessment (LCIA) in this volume of the book series

‘LCA Compendium’. It starts with a brief historical overview of the development of

life cycle impact assessment driven by numerous national LCIA methodology

projects and presents the international scientific discussions and methodological

consensus attempts in consecutive working groups under the auspices of the Society

of Environmental Toxicology and Chemistry (SETAC) as well as the UNEP/

SETAC Life Cycle Initiative, and the (almost) parallel standardisation activities

under the International Organisation for Standardisation (ISO). A brief introduction

is given on the purpose and structure of LCIA. As a common background for the

11 chapters dealing with the characterisation modelling of the most common impact

categories, the chapter concludes with an introduction of the general principles and

features of characterisation.

Keywords Decision support • ISO standards • LCA • Life cycle assessment •

LCIA • Life cycle impact assessment • LCIA history • Spatial differentiation

1 Introduction

The inventory for a product system provides quantification of exchanges between

the processes of the product system and the environment. Such an inventory can

contain a very large number of substance emissions (>1,000) as well as input of

resources (>100). The environmental relevance can differ dramatically between the

different emissions and resource extractions. Since the main goal of a life cycle
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assessment (LCA) study is often to decide which of the compared alternative

products is preferable from an environmental perspective or where in the life

cycle of a product we find the largest environmental impacts, such a comprehensive

inventory provides limited decision support. It is the purpose of the life cycle

impact assessment (LCIA) to aid the interpretation by translating the inventory of

elementary flows into a profile with a limited but covering number of environmental

impact scores, representing the product system’s impact on, e.g., global warming or

acidification, which can help provide answers to the questions posed in the goal

definition of the study and support decision making.

1.1 Historical Overview

LCA has its early roots in the late 1960s and 1970s where the results of a study were

reported as resource and emission profiles (e.g. Hunt et al. 1974), and no quantita-

tive assessment of the associated impacts on environment or resources was

performed (Huppes and Curran 2012). The 1980s saw an increase in the use of

LCA in particular for packaging studies (e.g. BUS 1984; Franke 1984; Lundholm

and Sundström 1985), and several LCA-related scientific working groups were

formed under the auspices of the Society of Environmental Toxicology and Chem-

istry (SETAC) in the early 1990s (Klöpffer 2006). To increase the interpretability

of LCA results, the need for an assessment of environmental impacts of the

inventory results became apparent. The first methods for assessment of environ-

mental impacts in LCA were published in the early 1990s with prominent examples

as the Swiss Ecoscarcity (or Ecopoints) methodology (Ahbe et al. 1990) and the

CML 1992 methodology (Heijungs et al. 1992).

In 1993 a standardisation process was launched for LCA under the International

Organisation for Standardisation, ISO, resulting in a common framework and

fundamental principles, including a specific standard addressing LCIA (ISO

14040 1997). Together with the standards describing life cycle inventory modelling

(ISO 14041 1998) and interpretation (ISO 14043 2000). In 2006, a standard for the

LCIA phase (ISO 14042 2000) was merged into the ISO 14044 standard (ISO

14044 2006) which, together with an updated version of the basic LCA standard

(ISO 14040 2006), constitutes the present standards for LCA.

In parallel to the development of the ISO-standard, a large number of national

projects, most notably in Canada, Denmark, Japan, The Netherlands, Sweden,

Switzerland and the United States, specifically focused on the further development

of LCIA methodologies [e.g. EDIP (Wenzel et al. 1997), CML 2002 (Guinée

et al. 2002), Ecoindicator 99 (Goedkoop and Spriensma 2000), EDIP2003

(Hauschild and Potting 2005), EPS (Steen 1999a, b), IMPACT2002+ (Jolliet

et al. 2003), TRACI (Bare et al. 2003), LIME (e.g. Itsubo et al. 2004), LUCAS

(Toffoletto et al. 2007) and ReCiPe (Goedkoop et al. 2009)]. Most of the early

methodologies built on midpoint methods meaning that the indicator for an impact

category was chosen at some intermediary point in the underlying impact pathway

2 M.Z. Hauschild and M.A.J. Huijbregts



(e.g. CML 2002, EDIP, TRACI). The number of impact categories included in these

methodologies varied, but was typically higher than 10 and included impacts like

global warming, stratospheric ozone depletion, human toxicity and acidification.

In parallel, the work on developing endpoint methods evolved (Eco-indicator

99, EPS) directing the impact assessment against indicators located at the very end

of the impact pathway, such as human health, ecosystem quality and resource

scarcity. Endpoint modelling was also inspired by parallel work on monetisation

of the environmental impacts of energy technologies (e.g. Spadaro and Rabl 2002).

The main advantage of the midpoint indicators is considered their relatively

strong scientific robustness, while endpoint indicators are considered to be easier to

interpret (Bare et al. 2000). More recently, the midpoint and endpoint approaches

have been combined into one LCIA methodology to enhance consistency in the

impact pathway modelling (LIME, ReCiPe, IMPACT2002+).

The ISO 14044 standard brought standardisation of basic principles, but the

standard did not specify which LCIA methods to apply in practice but gave the

practitioner the advice to apply methods of general and international scientific

acceptance. None of the methods mentioned above can be said to enjoy such a

general acceptance, and the LCA practitioner was thus left with limited guidance on

the choice between a large number of different LCIA methods which can give very

different results and conclusions from the LCA study (Dreyer et al. 2003; Pant

et al. 2004).

Since the early 90s and in parallel with the development of the ISO standards

several attempts have been made to harmonise the LCIA field to avoid the confu-

sion that arises when several different methods can be applied. This work has, in

particular, been undertaken by consecutive SETAC working groups both in Europe

and North America, later followed by task forces under the UNEP/SETAC Life

Cycle Initiative that in 2002 started to work on identification of a recommended

best practice (see Klöpffer 2006). While these activities have resulted in some

consensus on the principles for best approaches (see, e.g., Udo de Haes et al. 2002),

they have not resulted in a uniform globally accepted set of characterisation

methods, except for a few impact categories. Promising results of this process

have been:

– Consensus on the need to merge midpoint and endpoint models in a consistent

framework to combine the advantages of both concepts (Bare et al. 2000).

– Development of a generic set of quality criteria for assessing characterisation

methods, and application of these criteria on the most widely used impact

assessment methods (Margni et al. 2007; Udo de Haes et al. 2002).

– For the toxicity-related impact categories, a consensus among model developers

on what can be characterised as best practice, including the development of a

scientific consensus model for characterisation of toxic impacts on human health

and ecosystems (Hauschild et al. 2008; Rosenbaum et al. 2008, www.usetox.org).

As a recent development, the European Commission created recommendations

of best practice for LCA and LCIA under the International Life Cycle Data system

(ILCD) to support its Environmental Footprint guidelines. For the

1 Introducing Life Cycle Impact Assessment 3
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recommendations on LCIA practices, a systematic procedure was followed starting

with the development of consistent criteria for good characterisation modelling

practice. The criteria were then applied to existing LCIA methods to arrive at

recommendations of the best among existing methods for a wide range of impact

categories at both midpoint and endpoint. The resulting recommendations were

vetted in extensive expert and stakeholder hearings, and the outcome of this process

now specifies the LCIA methods to be applied in the European Environmental

Footprinting work (Hauschild et al. 2013). More recently, the UNEP/SETAC Life

Cycle Initiative launched a flagship project to develop global recommendations of

best practice for a number of impact categories, following a scientific consensus-

oriented approach (Jolliet et al. 2014).

While significant scientific progress has been made over the years and interna-

tional standardisation and scientific consensus building have been going on for

decades, the science of LCIA modelling is still under development. The focus areas

include improvement of the endpoint modelling for all the impacts that are covered

by LCIA, and development of common metrics for particularly the natural ecosys-

tem endpoint to allow aggregation of the impact from many midpoint categories

based on modelling of their ecosystem damage. Focus is also on development of

characterisation methods for regional impact categories that can be applied in a

consistent way in regions all over the world, and on accounting for the often very

important differences in sensitivities at local or regional scale that are crucial to

take into account when modelling environmental impacts.

2 Purpose and Structure

Life cycle impact assessment is the third phase of LCA according to the ISO 14040

standard, following the goal and scope definition and the inventory analysis and

preceding the interpretation phase. It has the purpose to translate the elementary

flows from the life cycle inventory into their potential contributions to the environ-

mental impacts that are considered in the LCA and thus to support the interpretation

phase where the questions posed in the goal definition are answered.

According to the ISO 14040 standard, LCIA consists of five steps as illustrated

in Fig. 1.1:

Selection of impact categories, category indicators and characterisation models
(selection)
This is where the impacts to be addressed are selected in accordance with the goal

of the study and a method chosen for each impact category.

Assignment of LCI results to the selected impact categories (classification)
Here, the elementary flows of the inventory, such as resource consumption and

emissions into air or water are assigned to the relevant impact categories among

those selected under step 1, according to their ability to contribute to different

environmental problems.

These two steps are further explained in Chap. 2 of this volume.
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Calculation of category indicator results (characterisation)
For each elementary flow assigned to an impact category, the amount is multiplied

with a so called characterisation factor. The characterisation factor for an elemen-

tary flow gives a quantitative representation of its importance for a specific impact

category. The resulting indicator score is expressed in a metric common to all

contributions within the impact category, for instance in terms of kg CO2-equiva-

lents for the contribution of a methane emission coming from the production of 1 kg

of rice to global warming. The indicator scores for all the elementary flows that

contribute to a specific impact category are summed to arrive at a total impact score

for that impact category.

General principles of characterisation modelling are presented in Sect. 3, while a

detailed description of the state-of-the-art in the modelling is given per impact

category in Chaps. 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 and 13:

– Abiotic resource use

– Acidification

– Climate change

– Ecotoxicity

– Eutrophication

– Human toxicity

– Land use

Elementary flows from Life Cycle Inventory e.g. Cd, SO2, C6H6, CO2, iron ore

e.g. ecotoxicity, climate change

CO2 etc. assigned to climate change

Climate change impact in kg CO2-eq/functional
unit at midpoint or in DALY/functional unit at 
endpoint

Climate change impact in person.yr/functional unit

Weighted impact scores ready for 
comparison or aggregation across impact or 
damage categories

Selection of impact categories, category
indicators and characterization models

Assignment of LCI results to the 
selected impact categories 

(classification)

Calculation of category 
indicator results 
(characterization)

Calculating the magnitude of 
category indicator results relative 

to reference information 
(normalization)

Converting indicator results of different 
impact categories by using numerical 

factors based on value-choices 
(weighting)

Fig. 1.1 The five steps of life cycle impact assessment

1 Introducing Life Cycle Impact Assessment 5

http://dx.doi.org/10.1007/978-94-017-9744-3_3
http://dx.doi.org/10.1007/978-94-017-9744-3_4
http://dx.doi.org/10.1007/978-94-017-9744-3_5
http://dx.doi.org/10.1007/978-94-017-9744-3_6
http://dx.doi.org/10.1007/978-94-017-9744-3_7
http://dx.doi.org/10.1007/978-94-017-9744-3_8
http://dx.doi.org/10.1007/978-94-017-9744-3_9
http://dx.doi.org/10.1007/978-94-017-9744-3_10
http://dx.doi.org/10.1007/978-94-017-9744-3_11
http://dx.doi.org/10.1007/978-94-017-9744-3_12
http://dx.doi.org/10.1007/978-94-017-9744-3_13


– Particulate matter formation

– Photochemical ozone formation

– Stratospheric ozone depletion

– Water use

While the first three steps of the LCIA are mandatory for an LCA to be in

compliance with the requirements of the ISO 14044 standard, the following two

steps are optional:

Calculating the magnitude of category indicator results relative to reference
information (normalisation)
The indicator scores resulting from the characterisation step are reported in metrics

that differ between the impact categories. In order to get a first impression of their

relative magnitudes, they can be expressed against a common set of reference

information that is available for all impact categories. A frequent choice of refer-

ence information is the annual impact from an average person for each of the impact

categories. Normalisation thus brings scores for the different impact categories on a

common scale, in the given case by expressing them in person equivalents or person

years, which may support checking for inconsistent results and aid communication

of the results. In addition, normalisation may be used as preparation for a weighting

of the indicator results. Different normalisation approaches are described in

Chap. 14.

Converting indicator results of different impact categories by using numerical
factors based on value-choices (weighting)
In order to support a final comparison of indicator results across impact categories, a

weighting can be performed, applying weighting factors that are based on value

choices and represent the importance assigned to each of the impact categories.

Weighting may be needed to conclude on studies where trade-offs exist between the

results for the different impact categories, such as the comparison between fossil

fuels with a main contribution to global warming and biofuels with main contribu-

tions to land use andwater use impacts (Herrmann et al. 2013). Followingweighting,

the results can be aggregated across the impact categories to a single score in order to

ease the interpretation. Weighting approaches are described in Chap. 15.

3 Characterisation Principles

As a common background for Chaps. 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 and 13 that deal

with characterisation modelling for individual impact categories, an introduction is

given to general conditions and principles for the characterisation modelling in the

following sections.
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3.1 Characterisation Framework

Characterisation factors are calculated using characterisation models and relate or

translate the elementary flow into its impact on the chosen indicator for the impact

category. Udo de Haes et al. (2002) proposed a framework for calculation of

characterisation factors (CF) according to which the CF is expressed as the product

of a fate factor (FF), an exposure factor (XF) for the exposure of sensitive targets in

the receiving environment and an effect factor (EF) expressing the effects of the

exposure on the targets for the impact category.

CF ¼ FF � XF � EF ð1:1Þ

This generic framework has since been applied with some modifications in most of

the emission-related impact categories, with contents, metrics and meanings of the

three factors that vary according to the impact category.

3.2 Impact Scores

Characterisation factors are expressed per unit of the elementary flow and their

application is relatively straightforward:

ISj, i,k, l ¼ Qi,k, l � CFj, i,k, l ð1:2Þ

Where ISj,i,k,l is the contribution from elementary flow i extracted at location k or
emitted to environmental compartment l at location k to the indicator score for

impact category j
Qi,k,l is the quantity of elementary flow i extracted at location k or emitted to

compartment l at location k (from the inventory)

CFj,i,k,l is the characterisation factor under impact category j for elementary flow

i extracted at location k or emitted to compartment l at location k

Equation 1.2 reveals two fundamental assumptions in characterisation:

– Characterisation factors depend on intrinsic properties of the elementary flow

and for some impact categories also on the location of emission or extraction of

the flow.

– The impact is proportional to the emitted quantity – the modelling of the impact

from the product system is thus linear.

Following characterisation of the individual flows from the inventory, the results

may be summed for each impact category according to:
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ISj ¼ ΣiΣkΣl ISj, i,k, l ð1:3Þ

The degree of site dependency varies among the impact categories from none for

the truly global impact categories like climate change and stratospheric ozone

depletion to a high sensitivity to local or regional conditions for e.g. water use

impacts or acidification. The need for spatial differentiation is discussed for each

impact category in Chaps. 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 and 13.

3.3 Midpoint Versus Endpoint Indicators

Characterisation applies models of the impact pathway leading from the elementary

flows that are reported in the inventory through a sequence of causally related

impacts to the Areas of Protection (AoPs) that are relevant for the impact category

as illustrated in Fig. 1.2 for global warming. Areas of Protection were previously

also referred to as ‘Safeguard Subjects’ (Udo de Haes et al. 2002). They represent

the aspects that we care about and that we want the LCA to reveal the potential of

the studied product system to damage. While different definitions of the areas of

protection exist (ISO 14044 2006; Udo de Haes et al. 1999a, b; Steen 1999a, b), the

focus in this volume is on the following three: Human health, Natural environment

and Natural Resources (Hauschild et al. 2013).

According to ISO 14044, the indicator that is chosen to represent an impact

category can be located anywhere along the impact pathway linking inventory data

through consecutive environmental impacts to the damage that they cause on the

AoPs. Midpoint indicators are located somewhere along the impact pathway,

ideally at the point after which the mechanism is identical for all flows assigned

to that impact category (Goedkoop et al. 2009). With this location of the midpoint

indicator, the flows will have different midpoint characterisation factors, while their

mid-to-endpoint characterisation factor is the same. Characterisation at the

CO2

CH4

N2O

CFCs

Atmospheric
concentration
increase

Radiative
forcing
increase

Atmospheric
temperature
increase

Sea level rise

Extreme
weather
events

Melting of 
land ice Flooding

Droughts

Loss of human life

Ecosystem damage

Inventory flow Areas of Protection

Impact pathway

Midpoints Endpoints

Fig. 1.2 Simplified impact pathway for global warming connecting elementary flows from the

inventory to the areas of protection
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endpoint level requires modelling of the whole impact pathway to the point where

the impacted entities are the areas of protection. Endpoint characterisation model-

ling is sometimes also referred to as ‘damage modelling’. Figure 1.3 illustrates the

framework of midpoint and endpoint categories for the impacts discussed later in

this volume.

Life cycle impact assessment supports a holistic perspective on the environmen-

tal impacts of the product system and in principle attempts to model any impact

from the system which can be expected to damage one or more areas of protection.

This is in accordance with the requirements of the ISO standard that “the selection

of impact categories shall reflect a comprehensive set of environmental issues

related to the product system being studied, taking the goal and scope into consid-

eration” (ISO 14044 2006).

The impact categories discussed in Chaps. 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 and 13 are

defined by their midpoint indicator but for each of them characterisation can

be performed both at midpoint and endpoint level. The two approaches are com-

plementary in that the midpoint characterisation has a stronger relation to the

elementary flows and a lower modelling uncertainty, while the endpoint characteri-

sation has a stronger relation to the areas of protection and hence a better informa-

tion on the environmental relevance of the characterised flows.
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Fig. 1.3 Framework of midpoint impact categories covered in this volume illustrating their

relation to the areas of protection (Adapted from Hauschild et al. 2013)
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3.4 Potential Impacts

The life cycle inventory presents elementary flows which have been attributed to an

arbitrary functional unit, for instance, the consumption of 1 l of milk. The elemen-

tary flows of the inventory are generally aggregated over time (and space). The

impacts expressed by the calculated indicator scores hence represent a sum of

scores from elementary flows which occurred years ago and elementary flows

which are predicted to occur sometime in the future. Furthermore, the impacts

affect different ecosystems in different parts of the world depending on where the

processes are located. Environmental effects arise, however, at a specific point in

time and space. In LCA we have no way of knowing the simultaneous emissions

from other processes, outside the product system, which expose the same ecosys-

tem, and we typically have very limited information about the background concen-

tration of other substances in the ecosystems that are affected by the flows from our

product system. It is thus difficult to interpret the impacts which are modelled in

LCIA in terms of real effects on the environment. They should rather be seen as

relative performance indicators which can be the basis of comparisons and optimi-

sation of the system or product. Product systems are fictitious entities that we

cannot monitor in the real world, and characterisation models applied in LCIA

are therefore difficult to validate. Their validity is typically based on their deriva-

tion from scientifically peer reviewed and accepted environmental models which

are adopted to operate within the restrictions posed by the boundary conditions

of LCA.

3.5 Best Estimates

In order to give a comprehensive view on the environmental impacts associated

with the product system under study, LCIA must cover a widely encompassing suite

of environmental impacts and support comparison between them. In order to ensure

a fair comparison across the impact categories, the characterisation modelling has

to aim for the same degree of realism for every category to avoid a bias and get the

relative proportions of the impact categories right. This is ensured by aiming

for best estimates in the modelling of all impacts, meaning that precautionary

assumptions and conservative estimates are typically avoided (Hauschild and

Pennington 2002).

3.6 Spatial Differentiation

Traditionally characterisation modelling assessed the behaviour of an elementary

flow in a unit world, assuming a global set of standard conditions for the emission or
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resource extraction. However, global standard conditions can hide large and often

unknown variations in the actual exposure that can be expected of sensitive parts of

the environment. These differences in the sensitivity of the receiving environment

can have a very strong influence on the resulting impact that may dwarf the

influence of those intrinsic properties of the substance that are represented in the

site-generic characterisation modelling (Potting and Hauschild 1997; Bare

et al. 2003). A practical reason for disregarding variations in the modelling of the

fate, exposure and effect has been ignorance about the location of processes in the

product system, but it is often possible to differentiate the characterisation model-

ling according to local or regional specificities and derive site-dependent charac-

terisation factors which, for instance, depend on the country of emission or

extraction (Potting and Hauschild 2006).

3.7 Linear, Average or Marginal Modelling

The model approach to derive a characterisation factor can differ. The standard in

LCIA modeling is to assess marginal changes (i.e. the influence of raising the

background concentration/pressure on the impact indicator by a minimal amount).

The advantages of the marginal approach are that it aims to realistically describe the

influence of a change in pollution load for that specific situation and that it promotes

emission changes with the highest reduction efficiency, i.e., where the slope of the

cause-effect curve is steepest (Huijbregts et al. 2011). If the background concen-

tration is not known, a linear approach can be followed as a simplified alternative.

For instance, linearity between the concentration that affects 50 % of the species

and the zero-effect concentration is assumed in this approach. A third approach is

using an average effect factor. In this case the modelling depends on the back-

ground concentration, but rather than taking the derivative of the curve at that point,

the average effect decrease per unit of concentration decrease towards zero-effect is

used. Following this average approach, LCIA would focus on reaching the prefer-

able state of the environment defined by society, and not on marginal changes. The

advantage of the average approach is that it adopts a long-term perspective,

focusing on ultimate environmental aims by society (Huijbregts et al. 2011).

Figure 1.4 visualises the three approaches.

3.8 Uncertainty

Uncertainties are inevitable in LCIA. In general, three types of uncertainties can be

distinguished: parameter uncertainty, model uncertainty and uncertainty from value

choices (Huijbregts 1998).

Parameter uncertainty refers to uncertainty in the data required as input in the

models applied for LCIA. Uncertainty in these data arises from measurement
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errors, analytical imprecision, and limited sample size. Statistical uncertainty in

parameter values can be quantified via probabilistic simulation (Van Zelm and

Huijbregts 2013). To perform a probabilistic simulation, input parameters need to

be specified as uncertainty distributions. The method varies all the parameters at

random, but the variation is restricted by the given uncertainty distribution for each

parameter. Various parameter distributions, such as uniform or log-normal distri-

butions, can be used. Repeated calculations produce a distribution of the predicted

output values, reflecting the influence of the combined parameter uncertainties

(Huijbregts 1998).

Model uncertainty is defined as uncertainty about the relations and mechanisms

being studied (Huijbregts 1998). For instance, in the impact assessment it is

commonly assumed that ecological processes respond in a linear manner to envi-

ronmental interventions, while this may not be the case in reality. Model uncer-

tainty can be made operational with the help of discrete choice analysis. In such an

analysis, the choices that need to be made are identified. Subsequently, the various

options to deal with every choice included are chosen to finally calculate results for

each combination of choices (Van Zelm and Huijbregts 2013). Uncertainties from

value choices are driven by personal beliefs and values that reflect what we care

about, without any science being involved (Hertwich et al. 2000). A typical

example is the equity of different age groups or species. Discrete choice analysis

can also be used to investigate the uncertainties related to choices that reflect

different personal values.
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Fig. 1.4 Derivation of effect factors (EF) following a linear approach, marginal approach and an

average approach, for the impact of total phosphorus concentrations on freshwater macro-

invertebrate diversity with a logistic response curve PDF¼ 1/(1 + 4.07∙Cp�1.11) and working

point of 10 mg/l (Derived from Huijbregts et al. 2011)
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To avoid an unmanageable large number of choice combinations, the Cultural

Theory has been used to cluster model assumptions and value choices in a logic and

internally consistent way within LCIA (e.g., Hofstetter 1998; De Schryver

et al. 2011). The Cultural Theory distinguishes five perspectives from which people

perceive the world and behave in it. Three of these are generally used in LCIA: the

individualist, the hierarchist, and the egalitarian perspective (Hofstetter 1998;

Hofstetter et al. 2000). Each perspective reflects a hypothetical stakeholder or

decision maker with a specific set of preferences and contextual values that explains

his or her view on society and nature (De Schryver et al. 2011). De Schryver

et al. (2013) showed that the value choices mainly responsible for the differences in

results among perspectives are the choice of time horizon and inclusion of highly

uncertain effects in the modelling. They also showed that value choices and

different model assumptions in LCIA can modify the conclusions of an LCA and

thus the practical implication of decisions based on the results of an LCA.

4 Reading Guide to This Volume in the Book Series ‘LCA
Compendium’

This volume of the LCA compendium is structured according to the ISO framework

for LCIA, starting with the Selection of impact categories and classification of

inventory flows in Chap. 2 and continuing with the description of characterisation

modelling in separate chapters for each of the 11 impact categories mentioned in

Chap. 2. The Chaps. 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 and 13 share a common structure

with a presentation of the characteristics of the impact category (impact pathway,

affected AoPs, contributing substances, geographical scale and spatial and temporal

variability) followed by a presentation and discussion of different midpoint and

endpoint characterisation methods for the impact category with discussion of

metrics, uncertainties and new developments, and concluded by a discussion of

research needs. The chapters on characterisation are followed by chapters on the

two optional steps, which are Normalisation in Chap. 14 and Weighting in

Chap. 15.

The chapters have been written to function as self-containing units but at the

same time avoid repetition of the common principles of LCIA that have been

presented in this introductory chapter.
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ökologischer Optimierung, vol 133. Bundesamt für Umwelt, Wald und Landschaft

(BUWAL), Bern

1 Introducing Life Cycle Impact Assessment 13

http://dx.doi.org/10.1007/978-94-017-9744-3_2
http://dx.doi.org/10.1007/978-94-017-9744-3_2
http://dx.doi.org/10.1007/978-94-017-9744-3_3
http://dx.doi.org/10.1007/978-94-017-9744-3_4
http://dx.doi.org/10.1007/978-94-017-9744-3_5
http://dx.doi.org/10.1007/978-94-017-9744-3_6
http://dx.doi.org/10.1007/978-94-017-9744-3_7
http://dx.doi.org/10.1007/978-94-017-9744-3_8
http://dx.doi.org/10.1007/978-94-017-9744-3_9
http://dx.doi.org/10.1007/978-94-017-9744-3_10
http://dx.doi.org/10.1007/978-94-017-9744-3_11
http://dx.doi.org/10.1007/978-94-017-9744-3_12
http://dx.doi.org/10.1007/978-94-017-9744-3_13
http://dx.doi.org/10.1007/978-94-017-9744-3_14
http://dx.doi.org/10.1007/978-94-017-9744-3_15


Bare JC, Hofstetter P, Pennington DW, Udo de Haes HA (2000) Life cycle impact assessment

midpoints vs. endpoints: the sacrifices and the benefits. Int J Life Cycle Assess 5(5):319–326

Bare JC, Norris GA, Pennington DW, McKone TE (2003) The tool for the reduction and

assessment of chemical and other environmental impacts. J Ind Ecol 6(3–4):49–78

Bundesamt für Umweltschutz (BUS) (1984) Ökobilanzen von Packstoffen, Schriftenreihe
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Chapter 2

Selection of Impact Categories
and Classification of LCI Results
to Impact Categories

Jeroen B. Guinée

Abstract This chapter concerns ‘selection of impact categories’ and ‘assignment

of LCI results to selected impact categories (classification)’. These elements are

the first two mandatory elements of Life Cycle Impact Assessment (LCIA). They

have largely been developed during the 1990s. In practice these mandatory steps are

often performed using default lists of impact categories and default lists of inven-

tory items classified to these default impact categories as part of LCA handbooks,

guides and software tools. Despite these default lists, it is still important to pay

sufficient attention to both these steps in any LCA case study. Every practitioner of

LCA will always need to justify the completeness of default lists of impact

categories and default classification lists for their study. In addition, the handling

of missing information needs to be reported explicitly and transparently, and needs

to be taken into consideration when developing conclusions and recommendations

for the study at stake. After the 1990s, the attention to selection of impact categories

and classification in LCA methodology studies and papers has been limited. Still,

there are issues that deserve further attention from LCA method developers such as

the harmonisation of naming impact categories while distinguishing or not between

names for midpoint impact categories and names for endpoint category indicators,

keeping default lists of impact categories manageable, and the classification of

inventory results that relate to more than one impact category.
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1 Introduction

According to ISO 14040 (1997, 2006a), the first two mandatory elements of LCIA

concern:

• selection of impact categories, category indicators and characterisation models;

• assignment of LCI results to the selected impact categories (classification);

The result of these two elements is that LCI results like resource uses and

emissions are assigned to different impact categories such as for example acidifi-

cation; see Fig. 2.1.

From the early 1980s until today, LCIA rapidly evolved from a simple first

impact assessment method, where airborne and waterborne emissions were divided

by semi-politically set limits for those emissions and aggregated into so-called

critical volumes of air and critical volumes of water, to full-fledged fate-exposure-

impact based assessment methods of today. The developments in the field of

selection of impact categories and classification on the other hand were much less

spectacular. In Sect. 2, we will first briefly discuss the history of these two

mandatory elements. Subsequently, we will discuss the purpose of selection and

classification (Sect. 3), the choice of impact categories (Sect. 4), how LCI results

are assigned to impact categories (Sect. 5), and finally we will discuss some

potential research needs and expected future developments (Sect. 6).

Similarities and differences between LCA handbooks, guides and other method

proposals will be discussed within particularly Sects. 3, 4 and 5.

Life cycle inventory results

LCI results assigned  to impact
category

Category indicator

Category endpoint(s)
- forest
- vegetation
- etc.

Characterisation model

Environmental relevance

Impact
category

Proton release
(H+ aq)

Acidifying emissions
(NOx, SO2, etc.
assigned to acidification)

Acidification

Cd, CO2, NOx, SO2, etc.
(kg/functional unit)

Example

Fig. 2.1 The conceptual framework for defining category indicators (Slightly adapted from: ISO

14042 2000)
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2 History of Selection of Impact Categories
and Classification

ISO does not provide explicit definitions for selection of impact categories and

classification. One may say that for this, ISO built on the preparatory work done by

Udo de Haes (1996) who wrote in his report that selection of impact categories

addresses the topic of defining impact categories: “the types of impact of the given

interventions (elementary flows) are identified and a number of relevant impact

categories are defined which cover impacts as much as possible”. According to Udo

de Haes (1996) classification addresses “the assignment of the environmental

interventions (LCI results) to the defined categories” and this is basically also the

definition that ISO 14042 adopted implicitly (ISO 14042 2000).

Although the topics covered were the same, selection of impact categories and

classification used to be referred to as just ‘classification’ in the 1990s. The first

time the term ‘classification’ was introduced with this meaning was as part of the

work on the first Dutch LCA Guide (Heijungs et al. 1992). They defined classifi-

cation as “the third component of a life cycle assessment in which the contribution

made by the environmental interventions to the potential environmental effects is

determined through model-based calculations”. Note that classification at that time

thus included selection of impact categories and classification, but also selection of

category indicators and characterisation models and the characterisation itself,

although the terminology for all of these elements was also different at that time.

One of the first workshops on LCA was held in Leuven (de Smet 1990) in 1990

and shortly after LCA as a topic was embraced by the Society of Environmental

Toxicology and Chemistry (SETAC). SETAC started playing a leading and

coordinating role in bringing LCA practitioners, users and scientists together to

collaborate on the continuous improvement and harmonisation of LCA framework,

terminology and methodology and a first workshop on LCA was held in Leiden,

The Netherlands in 1992 (Anonymous 1992a). The workshop agreed to a three-step

approach to the Classification phase: “(1) a classification based on main processes

of the relevant effect chains, (2) the definition of units to measure these classes of

effects and (3) an aggregation of the effects in terms of these units” (Udo de Haes

1992; Guinée 1992). Also as part of this workshop both Guinée (1992) and

Baumann et al. (1992) proposed a list of environmental problems or environmental

effects (later on referred to as ‘impact categories’), which at the workshop were

merged into a first common list of ‘headings for classification’ (impact categories;

Udo de Haes 1992). This first common list was largely (with minor adaptations)

adopted in the LCA Guide by Heijungs et al. (1992) and a short list was adopted in

the LCA book of the Nordic Council (Anonymous 1992b) later on.

Shortly after the SETAC-Europe Leiden workshop, SETAC-US organised a

similar exercise at the SETAC Sandestin workshop Florida in 1992 (Fava

et al. 1993). The Sandestin workshop participants adopted the three-step approach

to classification as agreed upon in the Leiden workshop, but proposed different

names for these steps (classification, characterisation and valuation) and a new
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name for the Classification phase: Life Cycle Impact Assessment. This workshop

also introduced the term ‘stressor’, i.e. sets of conditions that may lead to human

health, ecological and resource depletion impacts. In addition the workshop

introduced the term ‘impact categories’ but it referred to what was later called

‘areas of protection’: ecological health, human health, resource depletion and

social welfare. Main question then was how this division was related to the common

list of ‘headings for classification’ discussed during the Leiden workshop (Udo de

Haes 1992).

In 1993, the SETAC Code of Practice (CoP, Consoli et al. 1993) combined the

results from the Sandestin and Leiden workshops. One of the main aims of the CoP

was to define a common methodological framework in order to streamline further

methodological discussions and progress. The CoP adopted the Sandestin term

‘Life Cycle Impact Assessment’ (LCIA) for this phase of LCA and the Sandestin

terms for its three steps: classification, characterisation and valuation. The other

problem that had to be solved in the Code of Practice was the apparent contrast

between the protection areas of the Sandestin workshop 1992 (Fava et al. 1993) and

the common list of ‘headings for classification’ discussed during the Leiden work-

shop (Udo de Haes 1992). The CoP concluded that this was indeed an apparent

contrast and not a principal one. Integration of protection areas and ‘headings for
classification’ seemed possible by defining a matrix with one axis representing the

protection areas and the other axis representing the impact categories (see

Table 2.1). Note that in the CoP in this way the definition of impact categories as

adopted by the participants of the Sandestin workshop was changed into ‘general
areas of protection’, and that the Leiden ‘headings of classification’ was changed
into ‘impact categories’. A default list of relevant impact categories for LCA

studies was not drafted in the CoP. Last but not least, the CoP also provided a

Table 2.1 Relationship between general areas of protection and specific impact categories

Specific impact categories (examples)

General areas of protection

Resource Human health Ecological health

Resource depletion

Depletion of abiotic resources +

Depletion of biotic resources +

Pollution

Global warming (+) +

Ozone depletion (+) (+)

Human toxicity +

Ecotoxicity (+) +

Photochemical oxidant formation + +

Acidification (+) +

Eutrophication +

Degradation of ecosystems and landscape

Land use +

From Consoli et al. (1993)
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slightly modified definition for the classification step: “the classification is the step

in which the data from the inventory analysis [. . .] are grouped together into a

number of impact categories”.

Developments, of course, continued after the CoP, but changes to the CoP

remained marginal until 1996. As mentioned above, Udo de Haes (1996) distin-

guished for the first time between selection of impact categories and classification

and this was then adopted by ISO 14040–14044 (2006a, b) series of LCA Stan-

dards. The ISO Standards provided the requirements for these two steps, and these

were copied into most LCA handbooks and guides afterwards without any signif-

icant modifications.

ISO describes procedures rather than specific default lists, methodologies or

models for LCIA, implying that any impact category, methodology or model is

acceptable as long as it satisfies the general ISO criteria. This left sufficient space

for further elaboration of particularly two main topics related to ‘selection of impact

categories’ and ‘classification’:

• The choice of impact categories including

– the way of defining relevant impact categories for an LCA study: should we

do that case by case or should we aim for a default list of impact categories

that is basically valid for all LCA studies?

– the difference between midpoint and endpoint approaches.

• The assignment of LCI results to impact categories including topics as

– what to do with inventory results that cannot be assigned (yet) to impact

categories, and

– how to handle inventory results that relate to more than one impact category.

These topics will be further discussed in Sects. 4 and 5, respectively. First we

will briefly discuss the purpose of selection of impact categories.

3 The Purpose of Selection of Impact Categories
and Classification

In the impact assessment phase the results of the inventory analysis are transposed

into contributions to relevant impact categories. To this end, relevant impact

categories must be identified. This can be done case by case or can be facilitated

by defining a default list of impact categories, with a possible distinction between

‘baseline’ impact categories, ‘study-specific’ impact categories and ‘other’ impact

categories. The purpose of the ISO-element ‘Selection of impact categories’ is to
compel LCA practitioners to explicitly select those categories relevant to the goal

of their particular study. LCA practitioners generally do this, mostly as part of the

Goal and Scope definition.
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In the classification, the inventory results are assigned on a purely qualitative

basis to the various pre-selected impact categories. Again, this can be done on a

case by case basis or can be facilitated by defining a default list of elementary flows,

for which characterisation factors have previously been derived. The classification

step then involves no actual work as these elementary flows have already been

assigned to the various impact categories. In the case of other elementary flows the

practitioner will have to adopt an appropriate procedure of his own. The purpose of

the ISO-element ‘Classification’ is to compel LCA practitioners to explicitly assign

inventory results to impact categories. For some impact categories with a limited

number of contributing flows, such as global warming/climate change, stratospheric

ozone depletion, acidification and eutrophication, assigning inventory results to

impact categories has in practice been solved. For other impact categories with a

huge number of contributing flows, such as the toxicity-related impact categories,

the task remains with the practitioner to assign the relevant flows to these catego-

ries, which in practice is often not explicitly or appropriately done.

Selection of impact categories and classification are mandatory elements of

LCIA, which force the practitioner to make explicit choices on impact categories

considered and not considered and on inventory results assigned and not assigned.

4 Selection of Impact Categories

According to ISO 14044 (2006b), the necessary ‘selection of impact categories’
components for each impact category includes:

• identification of the category endpoint(s),

• identification of appropriate LCI results that can be assigned to the impact

category, taking into account the chosen category indicator and identified cate-

gory endpoint(s)

ISO 14044 (2006b) states that this procedure “facilitates the collection, assign-

ment, and modelling of appropriate LCI results” and “helps to highlight the

scientific and technical validity, assumptions, value-choices and degree of accuracy

in the model”. It further states that “the category indicator can be chosen anywhere

along the environmental mechanism between the LCI results and the category

endpoint(s)”.

With respect to the selection of impact categories, ISO defined the following

requirements:1

• the selection of impact categories [. . .] shall be consistent with the goal and

scope of the LCA study;

• the sources for impact categories [. . .] shall be referenced;

1 Text referring to selection of category indicators and models has been left out of the requirements

(indicated as [. . .]) as this Chapter does not deal with these topics.
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• the selection of impact categories [. . .] shall be justified;
• accurate and descriptive names shall be provided for the impact categories [. . .];
• the selection of impact categories shall reflect a comprehensive set of environ-

mental issues related to the product system being studied taking the goal and

scope into consideration.

In addition a number of recommendations is given for the selection of impact

categories, indicators and models:

• the impact categories [. . .] should be internationally accepted i.e. based on an

international agreement or approved by an international body;

• the impact categories should represent the aggregated emissions or resource use

of the product system on the category endpoint(s) through the indicators;

• value-choices and assumptions made during the selection of impact categories

[. . .] should be minimised;

• the impact categories [. . .] should avoid double counting unless required by the

Goal and scope definition, for example when the study includes both human

health and carcinogenicity.

Based on these ISO requirements and recommendations developers of LCA

handbooks, guides and LCIA methods have come up with proposals for impact

categories and have elaborated default lists of impact categories. There are hardly

any institutes or practitioner(s) that develop impact categories on a case by case

basis. Below, we will first discuss different ways of defining impact categories (e.g.,

midpoint and endpoint approaches) and then discuss different defaults lists pro-

posed for midpoint and for endpoint approaches.

4.1 Different Ways of Defining Impact Categories

Based on ISO, a “category indicator can be chosen anywhere along the environmental

mechanism between the LCI results and the category endpoint(s)”. It is striking that

ISO doesn’t mention that the impact category can also be selected anywhere along the

environmental mechanism between the LCI results and the category endpoint(s), as

long as it is consistently chosen in relation to the corresponding category indicator(s).

This has caused some confusion as from the ISO Standards one could read that names

and definitions of impact categories remain the same, while category indicators can be

different and also defined at different point along the environmental mechanism. A

number of method-developers and practitioners have done otherwise and differenti-

ated between midpoint impact categories (global warming, acidification, eutrophica-

tion, ozone layer depletion, etc.) and endpoint category indicators (for example,

damage to human health, damage to ecosystem quality and loss of resources; endpoint

impact categories are often formulated in terms of ‘damage to’ protection areas with
all possible related confusion (Klöpffer and Grahl 2009, 2014)); the UNEP-SETAC

group on LCIA even provided separate definitions for ‘midpoint impact category’ and
‘damage impact category’ (Jolliet et al. 2003a). Others have held on to the ISO-line of

2 Selection of Impact Categories and Classification of LCI Results to Impact. . . 23



thinking and adopted equal impact category names for both midpoint and endpoint

indicator approaches (e.g., Itsubo and Inaba 2012).

One of the major characteristics of impact assessment methods is thus the point

in the environmental mechanism at which the category indicators defined. As

illustrated by Fig. 2.2, they may be defined close to the elementary flow or

intervention (the midpoint, or problem-oriented approach, e.g. Heijungs

et al. 1992; Udo de Haes 1996; Wenzel et al. 1997; Hauschild and Wenzel 1998;

Udo de Haes et al. 1999; Jolliet et al. 2003b; Guinée et al. 2002; Hauschild and

Potting 2005; Toffoletto et al. 2007; Frischknecht et al. 2009; Bare 2011; EC-JRC

2011; Goedkoop et al. 2012). The guiding principle in defining midpoint impact

categories to that the midpoint should (ideally) be selected at the earliest point in the

impact pathway beyond which the environmental processes are the same for all

substances classified to that impact category (EC-JRC 2011; Goedkoop et al. 2012;

Hauschild et al. 2013). Alternatively, they may be defined at the level of category
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Fig. 2.2 Overview of the causal relationships between elementary flows (environmental inter-

ventions), midpoints and (category) endpoints (Freely adapted from figure presented by Udo de

Haes et al. 1999)
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endpoints (the endpoint, or damage approach, e.g. Steen 1999a, b; Goedkoop and

Spriensma 2000; Itsubo and Inaba 2012). A cluster of category endpoints of

recognisable value to society is referred to as an ‘area of protection’, for example

human health, natural resources, the natural environment and the man-made envi-

ronment. Different definitions of areas of protection exist (cf. Udo de Haes

et al. 1999, Steen 1999a, b).

The result of the distinction between midpoint and damage or endpoint

approaches is that there are default lists of midpoint impact categories and default

lists of damage or endpoint impact categories. These different lists will be discussed

below.

4.2 Default List of Impact Categories

In order to facilitate the LCA practitioner’s work with easy-to-apply LCIA

methods, several authors have developed default lists of impact categories, often

supported by default classification lists (see Sect. 5.1). The definition of impact

categories can – as also illustrated by Fig. 2.2 – be done in several ways either or not

representing a specific midpoint or endpoint modelled. Several authors have devel-

oped different default lists of impact categories, of which a selection is presented in

Table 2.2.

Table 2.2 shows that the diversity and overlap in impact categories among

different methods is huge (Klöpffer and Grahl 2009, 2014). Sometimes it is merely

a matter of semantics and the differences are likely to be minor, although that

cannot be definitely concluded from the name of the impact category alone. For

that, we need a more detailed description of, for example, the inventory items

included and excluded. Sometimes differences are much more fundamental. For

example, the way that EPS2000 (Steen 1999a, b) defines midpoint impact catego-

ries is fundamentally different from the way that Guinée et al. (2002), Hauschild

and Potting (2005) and Bare (2011) have done. EPS2000 basically is an endpoint-

approach and derives midpoint impact categories from endpoints. Guinée

et al. (2002), Hauschild and Potting (2005) and Bare (2011) define midpoint impact

categories basically from problem-oriented cross-media approach adopting envi-

ronmental themes as defined in environmental policy (Anonymous 1992a). Despite

the ISO-recommendation to minimise value-choices and assumptions during the

selection of impact categories, the selection and definition of relevant problem

fields is highly value-laden (Steen 1999a, b) as is also shown by Udo de Haes

(1992): “A related question was which problem fields should be taken into account:

which problems are to be regarded as environmental problems? [. . .] Thus, product
safety was considered to be outside the scope of LCA. The opinions differed about

occupational health [. . .].” Such normative discussion will continue and therefore

‘default lists’may always change again, if it is only for the fact that new insight and

problems may rise. Sometimes the differences are subtle but not futile, like in the

case for resources where some approaches adopt just one category for abiotic
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Table 2.2 Default lists of midpoint impact categories

Midpoint categories 1 2 3 4 5 6 7 8 9 10 11

1. Abiotic resource depletion X

2. Depletion of abiotic resources X X

3. Depletion of biotic resources X

4. Depletion of element reserves

(element)

X

5. Depletion of fossil reserves (coal) X

6. Depletion of fossil reserves (gas) X

7. Depletion of fossil reserves (oil) X

8. Depletion of mineral reserves (ore) X

9. Mineral extraction X

10. Mineral resources consumption X

11. Gravel X

12. Energy resources X

13. Non-renewable energy X

14. Fossil fuel consumption X

15. Fossil fuel depletion X

16. Resource depletion, water X

17. Resources X

18. Fish and meat production capacity X

19. Crop production capacity X

20. Wood production capacity X

21. Forest resources consumption X

22. Freshwater X

23. Land competition X

24. Land occupation X

25. Agricultural land occupation X

26. Natural land transformation X

27. Rural land occupation X

28. Land use X X X X

29. Impacts of land use X

30. Share of species extinction [NEX] X

31. Loss of biodiversity X

32. Loss of life support functions X

33. Global warming/climate change X X X X X X X X X

34. (Stratospheric) ozone (layer)

depletion (destruction)

X X X X X X X X X

35. Photochemical oxidation

(formation)/photochemical ozone

formation/photochemical smog

(formation)

X X X X X X X X

36. Volatile organic compounds

(NMVOCs)

X

37. Acidification X X X X X X X

(continued)
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Table 2.2 (continued)

Midpoint categories 1 2 3 4 5 6 7 8 9 10 11

38. Base cation capacity [H+] X

39. Terrestrial acidification/

nutrification

X X

40. Eutrophication X X X

41. Eutrophication, aquatic X

42. Aquatic eutrophication/freshwater

eutrophication

X X X X

43. Terrestrial eutrophication X X X

44. Marine eutrophication X

45. Nitrogen (nitrate) X

46. Freshwater aquatic ecotoxicity X X

47. Groundwater emissions X

48. Hazardous wastes in underground

landfills

X

49. Heavy metals X

50. Human health cancer X

51. Human health criteria pollutants X

52. Human health non-cancer X

53. Human toxicity X X X X X X

54. Human toxicity cancer X

55. Human toxicity non-cancer X

56. Particulate matter formation X

57. Particulate matter/respiratory

inorganics

X

58. PM10 and diesel soot X

59. Respiratory effects X X

60. Life expectancy X

61. Endocrine disruptors X

62. Soil emissions X

63. Surface water emissions X

64. Urban area air pollution X

65. Indoor air contamination X

66. Impacts of ionising radiation X

67. Ionising radiation, ecosystems X

68. Ionising radiation, human health X

69. Ionizing radiation X X

70. Aquatic ecotoxicity/freshwater

ecotoxicity

X X

71. Ecotoxicity (aquatic and

terrestrial)

X X X X X

72. Freshwater sediment ecotoxicity X

73. Terrestrial ecotoxicity X X X

74. Marine ecotoxicity X X

(continued)
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resources and other define categories for subclasses of abiotic resources including

fossil fuels or different fossil fuels and minerals.

As a sort of reaction to and supplement of default lists of impact categories,

several proposals for new impact categories have been published. These new pro-

posals often address specific sectors of LCA studies. For example, in aquaculture

and fisheries LCA studies, proposals for the following impact categories have been

drafted over the past 10 years: biotic resource use (Papatryphon et al. 2004; Pelletier

et al. 2007); water dependency (Aubin et al. 2009; d’Orbcastel et al. 2009); the area
altered by farm waste, changes in nutrient concentration in the water column, the

percentage of carrying capacity reached, the percentage of total anthropogenic

nutrient release, release of wastes into freshwater, the number of escaped salmon,

the number of reported disease outbreaks, parasite abundance on farms, and the

percentage reduction in wild salmon survival (Ford et al. 2012). These proposals are

often made by sector-experts who have very good and specific knowledge of their

field and aim for better and more site-specific impact assessments requiring addi-

tional site-specific data. As a consequence, the methods proposed are generally not

applicable or feasible for the average LCA case study.

Table 2.2 (continued)

Midpoint categories 1 2 3 4 5 6 7 8 9 10 11

75. Marine sediment ecotoxicity X

76. Malodourous air X

77. Malodourous water X

78. Carbon in bio-reactive landfills X

79. Casualties X

80. Desiccation X

81. Noise X X X X

82. Plant protection products X

83. Production capacity for water

(drinking water)

X

84. Radioactive X

85. Radioactive wastes in final

repositories

X

86. Waste(s) X X

87. Morbidity X

88. Severe morbidity and suffering X

89. Nuisance X

90. Severe nuisance X

91. Waste heat X

1 IMPACT2002+ (Jolliet et al. 2003b), 2 ReCiPe (Goedkoop et al. 2012), 3 EI99 (Goedkoop and

Spriensma 2000), 4 CML 2002 (Guinée et al. 2002), 5 EDIP 2003 (Hauschild and Potting 2005),

6 EPS 2000 (Steen 1999a, b), 7 LIME2 (Itsubo and Inaba 2012), 8 LUCAS (Toffoletto et al. 2007),

9 Swiss Ecoscarcity 2006 (Frischknecht et al. 2009), 10 TRACI 2.0 (Bare 2011), 11 ILCD

(EC-JRC 2011)

28 J.B. Guinée



Different default lists of impact categories have also been developed for damage

or endpoint approaches and these are shown in Table 2.3.

Table 2.3 shows that the diversity in damage or endpoint impact categories

among different methods is significant but not as huge as for midpoint impact

categories. The differences are actually dominated by the approach taken in LIME.

LIME chose to use the same names for midpoint and endpoint impact categories

elaborating different indicators for each of them, which results in two similar lists of

LIME impact categories in Tables 2.2 and 2.3.

Bare and Gloria (2008) observed that there is a need to discuss the range of

impacts which could and should be included. In their paper, they present a meta-

model to facilitate an expanded discussion of the taxonomy of impact, impact

category, midpoint, endpoint, damage, etc. Their taxonomy meta-model includes

the existing impacts found in LCIA literature, and then expands to be more

comprehensive and includes a larger set of impacts than are normally included

within LCIA. The taxonomy meta-model represents a first attempt to facilitate a

standard vocabulary and structure in the field of LCA impact category discussions,

and is to help ensure that the selection of impact categories is truly comprehensive.

Table 2.3 Default lists of damage or endpoint impact categories

Damage or endpoint categories 1 3 6 7

1. (Damage to) human health X X X

2. (Damage to) ecosystem quality X X

3. Climate change (life support systems) X

4. Resources X X X

5. Ecosystem production X

6. Biodiversity X

7. Urban area air pollution X

8. Global warming X

9. Ozone layer destruction X

10. Toxic chemicals (human toxicity) X

11. Biological toxicity (ecotoxicity) X

12. Acidification X

13. Eutrophication X

14. Photochemical oxidant X

15. Land use X

16. Mineral resources consumption X

17. Fossil fuel consumption X

18. Forest resources consumption X

19. Indoor air contamination X

20. Noise X

21. Waste X

1 IMPACT2002+ (Jolliet et al. 2003b), 3 EI99 (Goedkoop and Spriensma 2000), 6 EPS 2000

(Steen 1999a, b), 7 LIME2 (Itsubo and Inaba 2012)
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5 Assignment of LCI Results to Impact Categories
(Classification)

In the classification, the inventory results (elementary flows including resource

uses, land uses, and all kind of chemical emissions) are assigned on a purely

qualitative basis to the various selected impact categories. When working with a

default list of elementary flows, for which characterisation factors have previously

been derived, the actual work to be done by an LCA-practitioner as part of the

classification step is significantly reduced. All inventory results have then – as far as

scientific knowledge and data allows so – been pre-classified to pre-selected impact

categories. Several LCA handbooks, guides and software tools listed above provide

such default lists. For generally acknowledged and well-defined impact categories

with a limited number of contributing flows, such as global warming/climate

change, stratospheric ozone depletion, acidification and eutrophication, the default

classification lists are highly similar between different LCIA methods. This may be

different for other impact categories. Particularly for human and ecotoxicity related

impact categories the coverage of chemicals not only differs significantly between

methods, but is by definition far from complete as there are more than 100,000

different substances known on the so-called EINECS (European INventory of

Existing Commercial chemical Substances) list. Hauschild and Wenzel (1998)

developed a screening tool supporting the classification of substances contributing

to human or ecotoxicity. Based on some key characteristics of a substance, it is

considered potentially toxic or not and is classified as such.

Despite default classification lists, there is always some work left for the LCA

practitioner in the classification step. For example, for inventory results for which

no pre-classification for any of the pre-selected impact categories is available, the

practitioner will have to adopt an appropriate procedure of his own. Either the

practitioner then develops additional characterisation factors for elementary flows

for which characterisation factors are lacking and for which certain impacts are

known, or inputs and outputs with lacking characterisation factors are reported

separately from the characterisation results.

With respect to classification, ISO defined the following recommendations:

• Assignment of LCI results to impact categories should consider the following,

unless otherwise required by the goal and scope:

– assignment of LCI results that are exclusive to one impact category;

– identification of LCI results that relate to more than one impact category,

including

• distinction between parallel mechanisms (e.g. SO2 is apportioned between

the impact categories of human health and acidification), and

• assignment to serial mechanisms (e.g. NOx can be classified to contribute

to both ground-level ozone formation and acidification).
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The second point is about how to handle LCI results that relate to more than one

impact category and this topic will be discussed below separately first (Sect. 5.1).

Subsequently, we will discuss the handling of elementary flows for which impact

categories/characterisation factors are lacking (Sect. 5.2), for which ISO also pro-

vides guidance. Finally we will discuss how to handle missing information.

The ILCD handbook (EC-JRC 2010) adds to this by stating that “the practitioner

is [. . .] responsible to ensure that the inventory elementary flows are correctly

linked with the LCIA factors [. . .] and [. . .] to derive or develop missing impact

factors if potentially relevant for the study”. The ILCD handbook also explicitly

mentions the fact that LCA practitioners are responsible for checking the complete-

ness of default classification lists for their study, particularly for ‘newly created or

imported elementary flows’ (i.e., elementary flows that were not on the default

classification list and newly created by a practitioner or imported from another

database, etc.). The ILCD handbook concludes that “it is one of the most widely

found errors to not classify and characterise newly introduced flows despite of their

environmental relevance”.

5.1 Identification of LCI Results That Relate to More Than
One Impact Category

Guinée (1995), Lindfors et al. (1995), Udo de Haes (1996) and Wenzel et al. (1997)

discuss the topic of inventory results that relate to more than one impact category.

They conclude that this topic mainly relates to multiple impacts of chemical

releases and together they distinguish the following four categories of emissions

(Guinée et al. 2002):

• Emissions with parallel impacts, i.e. emissions of substances that may theoret-

ically contribute to more than one impact category but in practice only to one,

e.g. an emission of SO2 which may have either toxic or acidifying impacts.

• Emissions with serial impacts, i.e. emissions of substances that may in practice

have successive impacts, e.g. emissions of heavy metals which may first have

eco-toxicological impacts and subsequently, via food chains, impacts on human

health.

• Emissions with indirect impacts, i.e. emissions of substances having a primary

impact that in turn leads to one or more secondary impacts, e.g. aluminium

toxicity induced by acidification, or methane contributing to photo-oxidant

formation, with the produced ozone contributing in turn to climate change,

which in turn may contribute to stratospheric ozone depletion.

• Emissions with combined impacts, i.e. emissions of substances having a mutual

influence on each other’s impacts, e.g. synergistic or antagonistic impacts of

toxic substance mixes, or NOx and VOC, both of which are required for photo-

oxidant formation.
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In order to avoid double counting, for emissions having parallel impacts, it is

generally recommended in the literature that the respective contributions of such

emissions to relevant impact categories be specified. However, no guidelines are

available on how this task is to be performed. In general, such specification should

be performed only in those cases where it really matters (where the contribution of

the substance to one impact category substantially lessens its potential contribution

to another, e.g. acidification or eutrophication by NH3. Rough calculations show

that SO2, for example, is less relevant in this respect; see Heijungs et al. 1992). If it

is unclear how such emissions are to be allocated, they are often assigned in their

entirety to all relevant impact categories.

For emissions having serial and indirect impacts the literature generally recom-

mends allocating such emissions in their entirety to all relevant (i.e. serial and

indirect) impact categories unless characterisation factors for this purpose are

lacking, as in the case of missing (indirect) GWP factors.

For emissions having combined impacts the literature generally recommends

introducing assumptions regarding background concentrations of the other relevant

substances. In practice this is currently only feasible for NOx as a precursor in

photo-oxidant formation, but not for synergistic or antagonistic impacts of toxic

substance mixes, as knowledge on these issues is virtually entirely lacking.

Recently Ventura (2011) proposed two new approaches for classification and

handling of inventory results that relate to more than one impact category: equi-

probable classification and zone classification. Equiprobable classification is not

entirely new since Guinée et al. (2002) already proposed it as one way of handling

parallel impacts. Ventura (2011), however, also applies this principle to indirect

impacts. The approach aims at avoiding double counting of impacts by simply

equally dividing inventory results over all impact categories that they could poten-

tially contribute to. Zone classification is a new approach and is based on two steps:

(1) defining an impacted zone around the source, inside which the emitted

chemicals are expected to majorly diffuse or spread, and (2) scoring the chemical

to the occurrence of the chemical target inside the impacted zone (Ventura 2011).

The zone classification approach has been applied to one process, which is not an

LCA, and needs site-specific spatial data that are not available from general LCA

databases. This approach is clearly not applicable for generic LCAs, and its

feasibility in terms of data needs and if it works with functional unit based full

LCAs will need to be tested further.

There has been notably little attention for this topic for the last decade or more

(Reap et al. 2008) except for the proposals by Ventura (2011). This is due to the

complexity of the problems involved including spatial and temporal dimensions of

inventory results that are hard to cover in sufficient detail within LC(I)A.

Depending on what is considered the prime purpose of LCA, this may be or may

not be experienced as a problem. For example, if LCA is considered merely an

encompassing systems analysis of environmental mass loadings (and not concen-

trations) based on the ‘precautionary principle’, the lack of progress – if possible at
all – may not be considered that problematic.

32 J.B. Guinée



5.2 Handling Missing Information

Finally, we discuss the issue of missing data or missing knowledge. In clause

4.4.2.5 ISO states that “After characterisation and before the optional elements

described in 4.4.3, the inputs and outputs of the product system are represented, for

example, by

• a discrete compilation of the LCIA category indicator results for the different

impact categories referred to as an LCIA profile,

• a set of inventory results that are elementary flows but have not been assigned to

impact categories e.g. due to lack of environmental relevance, and

• a set of data that does not represent elementary flows.”

This implies that ISO requires inventory results that cannot be assigned to

impact categories and data that do not represent elementary flows to be reported

separately.

The main problem with missing information in the LCIA phase is that data are

aggregated, reducing the number of data entries, but that data that are left out of this

aggregation because of missing data or knowledge ‘disappear’ or ‘get lost’.
The main problems in terms of missing information for the ‘Selection of impact

categories’ and ‘Classification of LCI results’ steps concern:

• inventory results that cannot be assigned to an impact category;

• flows that are not specified in terms of environmental interventions, like energy,

metals or solid waste.

The basic strategy is ‘reporting’. Inventory results that cannot be assigned to

an impact category but are assumed to be environmentally relevant, should be

reported – in line with ISO clause 4.4.2.5 – separately (e.g. as ‘missing important’;
EC-JRC 2011), in addition to the LCIA category indicator results. Inventory results

anticipated to be environmentally irrelevant may be excluded from the LCIA

category indicator results, but this should be transparently justified in the LCA

study report at stake, e.g. as ‘missing unimportant’ (EC-JRC 2010; Guinée

et al. 2002).

Preferably, every effort should be made to avoid flows that are not specified

in terms of environmental interventions. If that is not feasible, it again comes

down to proper reporting. For example, all flows that cannot be specified in terms

of elementary flows, should then be listed in a separate category including a

qualitative (e.g. ‘hazardous waste’ and ‘non-hazardous waste’) and, wherever

possible, quantitative (e.g. input of 10�12 truck) description (Guinée et al. 2002;

EC-JRC 2011).
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6 Conclusions and Research Recommendations

Selection of impact categories and classification are the first two mandatory steps of

LCIA according to ISO. In practice these mandatory steps are implemented in

default lists of impact categories and default lists of inventory items classified to

the default impact categories, either as part of LCA handbooks, guides or software

tools. These two steps have not always received proper attention in LCA case

studies and also in LCA methodology studies or papers over the last decades.

For LCA case studies it is important to pay sufficient attention to both these

steps. The selection of impact categories is often already made as part of the Goal

and Scope definition. The selection of impact categories should basically be as

comprehensive as needed for the specific goal of the study. As LCA is essentially a

method looking at all possible impacts, LCA studies should preferably cover all

relevant environmental issues related to the analysed (product or service) system,

unless a limitation was set in the goal definition as e.g. in the case of Carbon

footprint studies, where exclusively Climate change relevant interventions are

considered (EC-JRC 2010). One may argue that such limitations violate the ISO

requirement that “the selection of impact categories shall reflect a comprehensive

set of environmental issues related to the product system being studied taking the

goal and scope into consideration”. However, since this ISO requirement exists of

two parts that basically contradict each other, the argument may easily be refuted

again. Most importantly, the initial exclusion of relevant impacts needs to be clearly

documented and considered in the interpretation of the results, potentially limiting

conclusions and recommendations of the study (EC-JRC 2010). Proper attention to

classification in LCA case studies is also essential. LCA practitioners are respon-

sible for checking the completeness of default classification lists for their study, and

particularly the handling of missing information needs to be reported explicitly and

transparently, and needs to be taken into consideration when defining conclusions

and recommendations for the study at stake.

After the 1990s, the attention to selection of impact categories and classification

in LCA methodology studies and papers has focused on several proposals for new

impact categories and one proposal for classification of inventory results that relate

to more than one impact category. Still, there are some issues that deserve attention

from LCA method developers.

The first issue concerns the harmonisation in terms of naming impact categories.

As shown in Table 2.2, there are various different names for seemingly similar

impact categories, which is rather confusing. It could be very helpful to harmonise

naming of impact categories that address the same endpoint(s) and inventory results

(see, for example, the taxonomy proposals by Bare and Gloria (2008)). A minor

issue of attention in this harmonisation process might be the way impact categories

are named in general. Some are named quite ‘negative’ like ozone layer destruction,
loss of biodiversity or respiratory diseases, while others are named more ‘positive’
like damage to human health, particulate matter formation or life expectancy.
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The second issue is that considering the continuous flow of proposals for new

impact categories, default lists of impact categories can potentially explode. As

these new proposals often address specific sectors of LCA studies, it might be

useful to distinguish between different types of default lists. For example, a default

list of baseline midpoint impact categories could include categories as depletion of

fossil resources, depletion of mineral resources, climate change, etc., while on top

of this baseline default list a default list of aquaculture and fisheries midpoint

impact categories could include biotic resource use, water dependency, the area

altered by farm waste, etc., for specific aquaculture and fisheries LCA case studies.

The third issue concerns the classification of inventory results that relate to more

than one impact category. As discussed above, it is arguable whether this is really a

problem or not for LCA. However, if there were one, all-encompassing fate and

exposure model available covering all impact categories, rather than the diversity of

models used for the various impact categories today, parallel impacts would no

longer constitute a problem. Current fate and exposure models specify the com-

partment (or target organism) in which the substance has its principal impact and

which impact categories are thus potentially relevant (e.g. emissions to the air may

end up in soil or water, with consequent terrestrial or aquatic ecotoxic impacts,

respectively). Then, the ‘Classification’ step will be restricted solely to the assign-

ment of elementary flows to defined impact categories (Guinée et al. 2002).

Finally, it could be sensible to create more clarity, for example in the next update

of the ISO 14040 series of standards, on the issue of whether or not to differentiate

between names for midpoint impact categories and damage or endpoint category

indicators, including different names for different midpoint impact categories (there

are many different midpoints possible between inventory results and endpoints) and

possibly also between different damage or endpoint impact categories.
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Chapter 3

Climate Change

Annie Levasseur

Abstract Climate change is defined as the warming of the climate system due to

human activities. Emission of greenhouse gases (GHGs), which cause an increase

in radiative forcing, is the main contributor, and the only climate forcing agent

currently considered in life cycle impact assessment (LCIA) methodologies. The

direct consequence is an increase in the temperature of atmosphere and oceans,

which leads to several types of higher-level impacts such as sea level rise, extreme

meteorological events and perturbations in rainfalls, which in turn cause damages to

human health and ecosystem quality. All the LCIA methodologies use GWPs

(Global Warming Potentials), developed by the Intergovernmental Panel on Cli-

mate Change (IPCC), as midpoint characterisation factors since they are based on

state-of-the art and peer-reviewed publications and have a relatively low associated

uncertainty. Some LCIA methodologies also propose endpoint characterisation

factors. However, these factors are considered highly uncertain because of the

complexity of the impact pathway so that further research is still needed to improve

robustness of the models. Recent new developments are addressing the accounting

of biogenic CO2 emissions, the timing of GHG emissions, and the development of

characterisation factors for terrestrial albedo changes induced by human activities.

Keywords Albedo • Climate change • Global warming • Greenhouse gas • GWP •

LCA • Life cycle assessment • LCIA • Life cycle impact assessment • Radiative

forcing

1 Impact Pathway

The climate change impact category refers to the warming of the climate system

due to human activities, which is also called anthropogenic global warming. The

emission of greenhouse gases (GHG) to the atmosphere is the leading cause of

global warming. However, other climate forcing agents such as changes in
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terrestrial albedo and soot or aerosol emissions also have an impact on climate.

Figure 3.1 illustrates the impact pathway for the climate change impact category

which is further explained below.

IPCC (Intergovernmental Panel on Climate Change) Assessment Reports pro-

vide deeper information on the climate change impact pathway (IPCC 2013, 2014).

GHGs have the property of absorbing radiations at specific infrared wavelengths

emitted by the Earth’s surface and by clouds, resulting in a net warming effect

called the greenhouse effect. Terrestrial albedo is defined as the fraction of solar

radiation that is reflected by the Earth’s surface. Human activities such as defores-

tation may induce changes in terrestrial albedo, resulting in a net warming or

cooling effect. Emissions of soot and aerosols also have an impact on the Earth’s
temperature following different mechanisms such as direct (reflecting solar radia-

tion) or indirect (modifying cloud properties which reflect solar radiation) changes

in terrestrial albedo or by direct absorption of solar radiation.

All these climate forcing agents have an impact on radiative forcing, which is

defined as the perturbation of the Earth’s energy balance. Positive radiative forcing
causes an increase in the atmosphere and ocean average surface temperature, as

well as other associated climate impacts such as changes in rainfalls, extreme

meteorological events, and raising sea level. These climate perturbations cause

secondary effects such as perturbation of agricultural yields, important changes in

GHG emission

Increased atmospheric concentration

Impact on radiative forcing

Impact on climate system
Temperature, rain falls, sea level,
extreme meteorological events...

Higher level impact
Agricultural yields, ecosystem disturbances,

disease spread, flooding...

Impact on areas of protection
Deaths, loss of species

Soot and aerosol emission

Increased or decreased albedo

Change in Earth’s
cover

Fig. 3.1 Impact pathway of climate change (mechanisms outside the dotted lines are not consid-

ered in current LCIA methodologies)
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physical characteristics of Earth (e.g. desertification, reduction in ice cover, pertur-

bation of ocean currents), flooding, etc.

Finally, these secondary effects lead to damages on two areas of protection:

human health and ecosystem quality, increasing the number of deaths and morbid-

ities as well as the number of threatened species. Consequences of climate change

on human health are diverse and may affect people all around the world, both in

developed and developing countries (Patz et al. 2005; McMichael et al. 2006). For

instance, an increased frequency of heat waves may cause higher daily death counts

in cities (Li et al. 2013), prevalence of some vector-borne and infectious diseases

may increase (Baker-Austin et al. 2013), malnutrition due to crop failures may

affect large populations, and floods and extreme meteorological events may cause

deaths as well as several other consequences such as population displacements.

2 Contributing Substances

As shown in Fig. 3.1, GHG emissions are the only elementary flows considered in

current life cycle impact assessment (LCIA) methodologies. The four principal

GHGs resulting from human activities are carbon dioxide (CO2), nitrous oxide

(N2O), methane (CH4) and halocarbons. The main anthropogenic sources of carbon

dioxide are fossil fuel combustion and the effects of land use change on plant and

soil carbon (IPCC 2007). Agricultural activities such as fertilization and land use

change are responsible for most human-induced nitrous oxide emissions (IPCC

2013). Methane is mainly released by agriculture (e.g. ruminant animals, rice

culture biomass burning), with smaller contributions from industrial sources

(e.g. landfill, natural gas processing) (IPCC 2013). Halocarbons are used as refrig-

eration agents and in other industrial processes. However, as they also are ozone

depleting substances, their atmospheric load is decreasing following international

regulations to protect the ozone layer (IPCC 2013). The Intergovernmental Panel on

Climate Change (IPCC) publishes a list of GHGs in each of its assessment reports.

The most recent list has been published in 2013 and can be found in Table 8.A.1 of

the Fifth Assessment Report, Working Group I (IPCC 2013).

3 Scale, Spatial Variability, and Temporal Variability

The lifetime of the vast majority of greenhouse gases is higher than the tropospheric

mixing time, which is considered to be around 1 year. Thus, climate change is

considered a global impact category, and impacts do not depend on where emis-

sions occur. This means that the increase in radiative forcing caused by a given

amount of GHG will be the same wherever it is released. However, impacts on

climate system from an increasing radiative forcing are not the same all around the
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world, and endpoint LCIA methodologies have to consider the spatial variability of

these effects.

Since CO2 has a very long atmospheric residence time compared to other GHGs,

impacts are not assessed over an infinite time frame. Indeed, an infinite time horizon

would lead to an infinite impact for CO2 and a zero impact for other GHGs. The use

of shorter time horizons (e.g. 20, 100 and 500 years) thus better addresses the

urgency issue of avoiding passing a climate tipping point beyond which adverse and

irreversible changes may occur, while neglecting some long-term effects

(Jørgensen and Hauschild 2013). The selection of a time horizon in impact assess-

ment is a value judgement rather than a scientific decision (Fearnside 2002; Shine

2009), and life cycle assessment (LCA) results may be very sensitive to this choice

(e.g. Howarth et al. 2011). It is best practice in LCA to integrate impacts over an

infinite (or very long) time frame in order to include impacts on future generations.

However, a shorter time horizon may also be chosen because future impacts are less

certain and may be avoided by adaptation or remediation (Udo de Haes et al. 1999).

There is an increasing concern for the temporal variability of GHG emissions in

recent literature. It has been shown that the use of a fixed time horizon for

characterisation factors in LCA can lead to an inconsistency in time frames when

comparing the impact of product systems over long time frames (Levasseur

et al. 2010; O’Hare et al. 2009). The solutions proposed to overcome this limitation

take into account the timing of GHG emissions when assessing their impact. Other

time-related aspects of life cycle GHG assessments, such as valuing temporary

carbon storage or amortizing land use change-related emissions, also require

consideration for the timing of emissions (Brandão et al. 2013; Cherubini

et al. 2011; Clift and Brandão 2008; Kendall et al. 2009; Levasseur et al. 2012a, b;

Manomet Center for Conservation Sciences 2010; Pingoud et al. 2011). Temporal

aspects of climate change are still debated and undergoing research. New develop-

ments on this topic are expected in a near future and are discussed further in Sect. 6.

4 Midpoint Methodologies

All LCIA methodologies offer midpoint characterisation factors for the climate

change impact category, using Global Warming Potentials (GWP) developed by the

IPCC. The GWP concept represents the cumulative radiative forcing of a given

GHG over a fixed time horizon, relative to the same value calculated for CO2, the

reference substance. GWP values are calculated for all GHGs and for three time

horizons (i.e. 20, 100 and 500 years). The time-dependent atmospheric mass

loading for CO2 needed to calculate GWPs is given by the Bern carbon cycle

climate model using a constant background atmospheric CO2 concentration (Joos

et al. 2001, 2013). For other GHGs, a first-order atmospheric decay equation is

used. GWPs are updated in every IPCC assessment report, considering the latest

developments in the field. These reports are based on state-of-the art and peer-

reviewed publications and are themselves peer-reviewed by several experts.
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The uncertainty of GWP values is estimated to �35 % for the 5–95 % confidence

range (Forster et al. 2007).

There are two major differences between the LCIA methodologies regarding

midpoint characterisation factors for climate change: (1) the version of the assess-

ment report from which GWPs are taken, and (2) the time horizon chosen for the

calculation (see Table 3.1).

The European Commission’s ILCD Handbook for LCIA recommends that

midpoint characterisation factors be based on the latest IPCC assessment report in

order to use the most up-to-date and scientifically-robust consensus-based model

available, but not all methodologies do (European Commission 2011). Some of the

LCIA methodologies are using a 100-year time horizon for GWP values since this is

the time frame chosen for the application of the Kyoto Protocol. Others are using a

500-year time horizon, which is closest to infinity, in order to include more long-

term effects. Finally, some of the LCIA methodologies are offering characterisation

factors for different time horizons, which allow the user to test the sensitivity of the

results to this subjective decision.

Even though there is a large-scale consensus on the use of GWP as a climate

change metric, some authors have discussed limitations and suggested improve-

ments or opened the door to alternative metrics. Indeed, some researchers have

shown that GWPs could be underestimated for some GHGs since indirect effects

such as gas-aerosol interactions are not modelled (Shindell et al. 2009). They also

remind that the use of an integrated metric for a 100-year time horizon (GWP100)

reduces the impact of short-lived GHGs compared to long-lived ones, and that it

does not allow assessing climate impacts such as rate of change or surface temper-

ature response to regionally distributed forcings. Other researchers have shown that

using the alternative metric GTP (Global Temperature Change Potential) developed

by Shine et al. (2005) could be more appropriate to assess the relative impact of

GHGs in some cases (Fuglestvedt et al. 2010; Peters et al. 2011). Contrary to GWP

which compares GHGs based on the cumulative radiative forcing over a given time

horizon, GTP expresses the potential temperature increase caused by GHGs at a

given time following the emission. The use of an instantaneous metric in LCA

(GTP) compared to a cumulative one (GWP) may lead to different conclusions,

especially if short-lived GHGs are important. GTPs result in increased uncertainties

since temperature is further than radiative forcing in the impact pathway. These

recent publications uncover the need for further discussions in the LCA community

on the choice of metrics and time horizons to assess climate change impacts (Peters

et al. 2011).

5 Endpoint Methodologies

Climate change affects humans and ecosystems in numerous ways. Higher temper-

atures may increase health problems caused by heat waves or favour the prolifer-

ation of infectious diseases. Extreme weather events or floods may cause more
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accidental deaths. Perturbations in rainfalls and warmer oceans may have important

effects on crop yields, water availability and marine productivity, leading to

malnutrition and impoverishment. A warming climate would also have repercus-

sions on all living species, leading to displacements or extinctions.

Because of the broad range of impacts caused by climate change and of uncer-

tain cause-effect pathways, endpoint modelling can be quite complex. Nonetheless,

some LCIA methodologies model climate change impacts to the endpoint level:

Ecoindicator 99, ReCiPe, EPS 2000, LIME, and the coming method IMPACT

World+. The EPS 2000 and ReCiPe methods are further discussed since they are

the most recent endpoint methods with English documentation publicly available.

De Schryver et al. (2009) and Hanafiah et al. (2011) also developed endpoint

characterisation factors for climate change impacts on human health and ecosys-

tems for the first, and on freshwater fish species extinction for the second. The

ReCiPe approach is partly based on the work done by De Schryver et al. (2009).

EPS 2000 (Steen 1999) is the older of these two methodologies. It models the

impacts of a CO2 emission on human mortality (caused by heat stress, starvation,

flooding, and malaria), human morbidity (caused by starvation and malaria), crop

production, wood production, and extinction of species. Studies coming from

different sources are used in combination with several assumptions to estimate

the total impact caused by expected CO2 emissions over the same 100-year

timeframe for each type of modelled effect. In a next step, EPS considers that

1 kg CO2 contributes to 1.26� 10�16 of the total global warming effect occurring

over a 100-year period (from 1990 to 2090) according to the IPCC scenario IS92A;

i.e., the total impact is then multiplied by 1.26� 10�16 to get the impact per kg CO2

emitted. The impact for other GHGs is then calculated by multiplying the obtained

value by the respective GWP from the IPCC First Assessment Report published in

1990 for the 100-year time horizon.

ReCiPe (Goedkoop et al. 2009) models impacts of a CO2 emission on human

health for five different effects (i.e. malnutrition, diarrhoea, cardiovascular dis-

eases, coastal and inland flooding, and malaria), as well as on ecosystem diversity.

The increase in atmospheric temperature caused by a unit mass CO2 emission is first

determined using a study correlating equilibrium temperature changes with avoided

cumulative fossil CO2 emissions over a given period as calculated by different

climate models (Meinshausen 2005). Then, damage factors for human health and

ecosystem diversity are developed per unit temperature increase. For human health,

the relative risk of dying from one of the five studied effects due to a given

temperature increase are calculated from a World Health Organization report

(WHO 2003). The DALYs (Disability-adjusted life year) associated to each type

of health effects are coming from the report ‘The Global Burden of Disease’ for the
1990 period (Murray and Lopez 1996). Damage factors for ecosystem diversity are

developed using a summary of different studies linking the risk of extinction with

an increase in temperature published in Nature (Thomas et al. 2004). The impact of

other GHGs on human health and ecosystem diversity are calculated by multiplying

the impact of CO2 by the respective GWP from the IPCC Fourth Assessment Report

published in 2007.
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Similar to Ecoindicator, ReCiPe proposes characterisation factors for three

cultural perspectives (individualist, hierarchist, and egalitarian) for which some

choices and assumptions differ depending on different subjective views. For

the climate change category, the aspects that vary with cultural perspectives are

the time horizon used for GWPs, the assumed degree of future adaptation which

influences the relative risk value used for the different health effects, and the

assumed possibility for species to migrate when climate conditions are no longer

viable.

Endpoint characterisation factors have a much greater level of uncertainty than

midpoint characterisation factors due to the large number of mechanisms involved,

of which many are not included in the present models, and to the difficulty in

attempting to predict how humans and living species may adapt in the future.

Indeed, socioeconomic conditions significantly affect the capacity of a population

to adapt or prevent reverse effects, such as malnutrition, diseases or floods. Mag-

nitude of impacts also depends on several region-specific natural factors, making

them even more difficult to model.

The EPS 2000 methodology roughly estimates uncertainty ranges for endpoint

characterisation factors, pointing out that the models used are speculative and that it

is very difficult to predict future health care and adaptation. Damages on human

health and ecosystem quality are considered uncertain by a factor of ten, and

damages on wood and crop production are considered uncertain by a factor of

two to three. The ReCiPe methodology handles uncertainty using the cultural

perspectives. Indeed, since the individualist perspective assumes that humans

have a high capacity of adaptation and that short time horizons should be used,

and that the egalitarian perspective assumes the opposite (worst case scenario and

long time-horizons), the hierarchist perspective being in the middle, the character-

isation factors for these three perspectives illustrate the variability of impacts with

some given aspects of uncertainty.

6 New Developments and Research Needs

Further research is needed regarding endpoint characterisation in order to improve

robustness of the models. Indeed, several types of impacts on human health are not

modelled yet such as several infectious diseases (dengue, cholera, tick-borne

diseases, etc.) or increase in air pollution, for instance (Confalonieri et al. 2007),

and the increase of mortality and morbidity due to an increased number of conflicts

in a more unstable future world; due to a changing climate, studies are difficult to

model in a meaningful way. The damage models used for both human health and

ecosystem quality are thus considered highly uncertain. For midpoint characterisa-

tion factors, cumulative radiative forcing calculations have a relatively low uncer-

tainty, and the IPCC is updating GWPs on a regular basis using latest research

developments.
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As mentioned in Sect. 3, several developments are currently occurring regarding

the consideration of the timing of GHG emissions in LCA. The dynamic LCA

approach enables the user to calculate the cumulative radiative forcing of a tem-

porally detailed GHG inventory over a given time horizon using characterisation

factors that depend on the time elapsed between each emission and the selected time

horizon. The general dynamic LCA framework, which can be applied to any

product system to integrate temporal variability in LCA, could also be used to

calculate the time-dependent impact of a temporally detailed inventory for any

other impact category if characterisation factors are developed.

Similar approaches have been proposed by the ILCD Handbook (European

Commission 2010) and the British specification PAS 2050 for carbon footprint

(BSI 2008) for CO2 emissions only and for a fixed 100-year time horizon. These

developments aimed at addressing the issue of inconsistency in time frames when

assessing products or projects over long time periods, while enabling for the

consideration of temporary carbon storage in biomass-based products. However,

no consensus exists yet on the subject, as concluded by a group of experts at a

workshop held at the European Commission’s Joint Research Centre in 2010

(Brandão and Levasseur 2011).

Other specific timing issues related to GHG emissions have also been raised by

researchers in the field of bioenergy and forestry. Indeed, land use change emissions

associated to biofuel production must be amortized over a given number of years

following the land use change process. Different approaches have been proposed to

treat this particular question, all of them being based on the concept of cumulative

radiative forcing (Kendall et al. 2009; Kløverpris and Mueller 2013; O’Hare
et al. 2009). Some concerns have also been raised about the impact of biogenic

CO2 emissions, usually considered neutral. Since a forest takes a long time to grow

up, CO2 released by burning wood will induce some global warming before an

equivalent amount of carbon is sequestered from the atmosphere by growing trees.

The GWP concept was adapted into a GWPbio, calculated for different biomass

species and different time horizons, to better characterise biogenic carbon emis-

sions (Cherubini et al. 2011).

Another new development in climate change impact assessment is on the

consideration of terrestrial albedo. Indeed, human-induced land use changes such

as deforestation, reforestation or urbanisation cause changes in surface albedo that

may have an important impact on global warming. Researchers have shown that in

some locations, the change in albedo caused by deforestation can compensate for

the loss of carbon sequestration (Bernier et al. 2011; Betts 2000; Schwaiger and

Bird 2010). This climate forcing agent is not yet considered by LCIA methodolo-

gies. However, a methodology has recently been proposed for the development of

characterisation factors for albedo changes (Muñoz et al. 2010).

This ongoing research will significantly improve robustness of LCA results in

terms of climate change assessment by including impact pathways and climate

forcing agents that are currently not modelled, reducing uncertainties, and consis-

tently considering short-term as well as long-term effects. As shown by several
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authors, these improvements may affect the conclusions drawn from LCA studies

enabling better decision-making.
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Chapter 4

Stratospheric Ozone Depletion

Joe L. Lane

Abstract The stratospheric ozone layer plays a critical role in regulating condi-

tions on Earth, but has been substantially depleted by CFC (chlorofluorocarbon)

and other halocarbon emissions. This has increased transmission of UVB radiation

to the surface, and been implicated in a range of negative human and ecosystem

health impacts.

Midpoint-level LCA has traditionally utilised the steady-state Ozone Depletion

Potential factors that are prominent in policy making. Current ozone-depletion

endpoint models incorporate skin cancer, cataract damages, and certain changes

in ecosystem productivity caused by excess UVB exposure. Other health, ecosys-

tem and agri-production impacts are still to be incorporated into the LCA

framework.

As the ozone layer recovers following regulated halocarbon emission reductions,

scientific attention turns to the question of longer term ozone layer management.

While growing anthropogenic emissions of N2O (nitrous oxide) might pose a threat

to ozone layer recovery, the mitigating effects of CH4 (methane) and CO2 (carbon

dioxide) emissions will more than compensate for this. Global stratospheric ozone

is expected to exceed pre-industrial levels sometime this century, albeit with a very

different spatial distribution. Predictions are that UVB levels will remain elevated

in the tropics, but become depressed in other regions. That latter situation might

increase the incidence of diseases associated with insufficient UVB exposure.

Whatever the policy response to these new challenges, it seems the interface of

ozone layer science and management will become increasingly complex. It may be

that the metrics used for ozone layer analysis will also need to evolve, if LCA is to

remain relevant to this new management paradigm.
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1 Stratospheric Ozone Chemistry

Ozone (O3) is a natural constituent of the Earth’s atmosphere, most heavily

concentrated in the lower part of the stratosphere (Fig. 4.1). While varying in

thickness and altitude, this band of elevated ozone concentration extends around

the entire globe, and is commonly referred to as the ozone layer.
Ozone is an extremely reactive substance, and its presence in the stratosphere is

the result of a continual cycle of formation and breakdown processes. Ozone

breakdown occurs both chemically and by photo dissociation. This latter pathway

is the only part of the ozone cycle that absorbs wavelengths spanning the UVB

spectrum (Rowland 2006), intercepting the vast majority of the UVB radiation

reaching the outer atmosphere. Since ~90 % of atmospheric ozone resides in the

stratosphere, the amount of UVB radiation reaching the Earth’s surface is very

sensitive to stratospheric ozone concentrations (Fahey and Hegglin 2011).

Net stratospheric ozone concentrations are strongly influenced by a small group

of reaction pathways, predominantly associated with halogen, NOx, and HOx free

radicals. These reactions are catalytic in nature, whereby the reaction step that

destroys the ozone molecule is followed by another that regenerates the original

free radical molecule. The stable nature of the stratosphere provides relatively little

opportunity for these catalytic reaction chains to be interrupted.

The extent of degradation via these catalytic pathways is buffered by the

presence of stratospheric ‘reservoirs’ of compounds that are unreactive with
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Fig. 4.1 Vertical profile of global mean ozone abundance across the troposphere and stratosphere,

taken from Fahey and Hegglin (2011). The troposphere extends from the Earth’s surface to an

altitude of 10–15 km, and contains the turbulent atmospheric activity that defines surface weather

patterns. The stratosphere is a much more stable environment, extending to approximately 50 km

above the Earth’s surface. The majority of atmospheric ozone is concentrated between the altitudes

of 15 and 35 km – this band is known as the ozone layer
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ozone (ClONO2, HCl and HNO3). The reservoir compounds bind up molecules that

would otherwise be present in the form of reactive radicals (Cl�, NOx, HOx),

although they do break down slowly over time. The greater the relative abundance

of the reservoir compounds, the lesser opportunity there is for ozone breakdown to

occur (Rowland 2006).

Another controlling factor for the rate of ozone degradation is stratospheric

temperature, which has a strong influence on the abundance of ozone-destroying

NO radicals; and on the chemical breakdown of ozone molecules to form stable O2.

Outside of the polar regions, the influence of lower temperatures will be a net

increase in ozone abundance (Bekki et al. 2011; Portmann et al. 2012).

Somewhat different processes occur in the polar regions, during the period from

late winter to early spring. Conditions at this time encourage a different set of

catalytic reaction chains, which are far more destructive than occur elsewhere in the

stratosphere. At the same time, low UV levels limit the generation of ozone by

photo dissociation of O2, and local ozone levels become severely depleted. These

transient ‘ozone holes’ have occurred regularly over the Antarctic since the early

1980s (Rowland 2006; Fahey and Hegglin 2011), and more recently over the Arctic

region (Manney et al. 2011).

2 Anthropogenic Emissions

A strong scientific consensus exists that anthropogenic emissions caused substantial

levels of stratospheric ozone depletion over the latter parts of the twentieth century

(WMO 2007; Douglass et al. 2011; Fahey and Hegglin 2011; Montzka et al. 2011)

(see Fig. 4.2).

Fig. 4.2 Global mean ozone estimates from NIWA satellite observations (+) and modelled time

series (—) as presented in Portmann et al. (2012). These are compared against the modelled value

for the year 1900, shown as the horizontal straight line. The modelled results were generated using

the mid-range emissions estimates of the IPCC A1B/WMO A1 scenario (From IPCC 2000; WMO

2007)
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Historically, both the scientific and policy communities have reserved the term

‘ozone depleting substances (ODS)’ exclusively for describing the halocarbon

substances that are controlled under the Montreal Protocol (see below). So as to

avoid confusion with other literature, this chapter uses the more generic term of

‘ozone affecting substances (OAS)’ which encompasses all (halogenated and

non-halogenated) emissions that can cause substantial decreases or increases in

stratospheric ozone abundance. OAS emission types are discussed here in three

groups.

2.1 Halocarbon Emissions

While the different halogenated emission types vary substantially in their charac-

teristics, the general pathways to ozone destruction are the same. Source gases

containing chlorine or bromine are sufficiently stable to reach the stratosphere in

their original form, where they break down when exposed to the high intensity of

UV radiation present in the upper stratosphere. This releases the chlorine and

bromine atoms, providing a source of reactive radicals that can initiate catalytic

ozone destruction pathways. Halogenated substances containing fluorine or iodine

molecules, but no chlorine or bromine, pose little threat to the integrity of the

stratospheric ozone layer (Rowland 2006; Fahey and Hegglin 2011).

By 1987, concerns over risk to the ozone layer led to the initiation of the

Montreal Protocol. This regulated the phase-out of harmful halocarbon emissions

from most anthropogenic sources, notably the use of CFCs, HCFCs and Halons as

refrigerants, solvents and fire extinguisher agents. These international actions

halted the rapid increases in stratospheric chlorine and bromine, and global ozone

levels started to recover again from the early 1990s (Fig. 4.2).

A collection of recent studies demonstrate how important those changes were to

preserving the ozone layer function. Their findings indicate the ozone layer would

have collapsed if the Montreal Protocol had not been implemented (Newman

et al. 2009; Garcia et al. 2012), leading to substantial increases in surface levels

of erythemal-UV radiation (Newman and McKenzie 2011), and substantial

increases in incidence of skin cancer (Newman and McKenzie 2011; van Dijk

et al. 2013).

Even with these successes, there remains a legacy of halocarbon emissions that

will continue for many years (Table 4.1). Large ‘banks’ of CFC and Halon

substances remain in the economy, expected to leak slowly into the atmosphere

over the coming decades. While less potent, the production of HCFCs is still

growing in developing countries, and substantial ‘banks’ are being accumulated.

Carbon Tetrachloride and Methyl Bromide present a somewhat different man-

agement challenge, given concerns that there are substantial sources falling

outside the current regulatory regime (Yvon-Lewis et al. 2009; Xiao et al. 2010;

Montzka et al. 2011).
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2.2 Nitrous Oxide Emissions

Similar to many halocarbon OAS, nitrous oxide (N2O) is a long-lived substance that

is very stable in the troposphere. The vast majority of surface emissions will reach

the stratosphere, where 90 % of that N2O will convert to stable N2. A portion of the

remainder breaks down into NO radicals that can initiate catalytic ozone destruction

cycles (Rowland 2006; Portmann et al. 2012; Revell et al. 2012b).

Table 4.1 Forecast anthropogenic emissions of halocarbons and N2O over the period 2011–2050;

and key atmospheric characteristics of each substance type

Emission

group

Time-integrated, ODP-weighted, emission

forecasts (Mt CFC-11-eq.)a, and the main

anthropogenic emission sources

Atmospheric

lifetime (y)b

Steady-state

ODP

(kg-CFC11e/

kg)b

CFC banks 1.27

Mt

Refrigerants and other compounds

stored in goods that were manufactured

prior to the CFC phase out

45–1,020 0.57–1.0

Halon banks 1.09

Mt

Fire extinguishers manufactured prior

to the Halon phase out.

16–65 3–10

HCFC

production

and use

0.66

Mt

Production and use as industrial

solvents; Production of refrigerants

and other compounds.

1.3–17.2 0.01–0.12

HCFC

banks

Refrigerants and other compounds

stored in goods that weremanufactured

prior to the CFC phase out

Carbon

Tetra-

chloride

(CCl4)

0.54

Mt

Use as industrial solvent and feedstock

for chemicals manufacturec
26 0.82

Methyl

Bromide

(CH3Br)

0.26

Mt

Use for Quarantine and pre-shipment

services (QPS)d
0.8 0.66

Methyl

Chloroform

(CH3CCl3)

0.004

Mt

Production and use as industrial

solvents.

5 0.16

Nitrous

Oxide

(N2O)

6 Mt Agricultural fertiliser use; Biomass

burning; Fuel combustion; Industrial

processes

114 0.017–0.019

aEmission forecasts adapted from Table 5-4 of Daniel et al. (2011)
bLifetime estimates and semi-empirical ODPs for the halogenated compounds were taken from

Table 5-1 of Daniel et al. (2011). For N2O, the atmospheric lifetime value is taken from Table 2-14

of IPCC (2007). Three steady-state ODP values for N2O were found in the literature – all for year

2000 atmospheric conditions, albeit calculated using different atmospheric modelling packages

(Ravishankara et al. 2009; Daniel et al. 2010; Fleming et al. 2011)
cThe CCL4 estimate makes an allowance for unattributed emissions that are not currently being

accounted for using (bottom up) emission inventories consistent with the Montreal Protocol

(Montzka et al. 2011)
dQPS uses are exempt from the Montreal Protocol. Other notable anthropogenic sources of CH3Br

are not included in this estimate – e.g. emissions from the growth of certain crops, and from the

combustion of biofuels and leaded gasoline
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This potential for N2O emissions to damage the ozone layer has been recognised

since the early 1970s (Crutzen 1970; Johnston 1971). Despite that, N2O was never

included in the list of controlled substances under international regulations. How-

ever, now that halocarbon emission controls have been implemented so success-

fully, scientific attention has returned to the role that anthropogenic N2O emissions

might play in determining the future status of the ozone layer (e.g. Ravishankara

et al. 2009). Anthropogenic sources contribute approximately 40 % of the current

global N2O emissions budget (IPCC 2007; Syakila and Kroeze 2011), and there is

considerable uncertainty surrounding expected future growth in emission rates.

Based on mid-range projections, anthropogenic N2O emissions will exert far

greater potential to deplete the ozone layer than will the remaining halocarbon

emission sources (Table 4.1).

In recognition that anthropogenic N2O emissions could impede future ozone

layer recovery, a recent synthesis from the WMO Scientific Assessment Panel for

the first time included substantive coverage of the effect that N2O can have on the

ozone layer (WMO 2011).

2.3 Carbon Dioxide and Methane Emissions

All greenhouse gases absorb and re-emit radiation towards the Earth’s surface,

increasing the heat retained in the lower atmosphere (see Chap. 3). The particular

radiative properties of CO2 and water vapour mean that they will also reduce

temperatures in the stratosphere (Forster et al. 2011). As noted above, reduced

temperatures will slow the rate of ozone breakdown in the stratosphere, leading to

increased overall ozone abundance.

Atmospheric modelling studies consistently indicate that ongoing growth in CO2

emissions will expedite ozone layer recovery; then deliver a ‘super recovery’ (see
Fig. 4.2) whereby global ozone abundance goes over and above pre-industrial levels

(Austin et al. 2010; Eyring et al. 2010; Oman et al. 2010; Plummer et al. 2010;

Fleming et al. 2011). By the year 2100, atmospheric CO2 is expected to be the

strongest anthropogenic influence on ozone layer status (Fleming et al. 2011).

The net effect of future anthropogenic CH4 emissions will also expedite ozone

layer recovery, albeit through a complex mix of counteracting influences (Plummer

et al. 2010; Fleming et al. 2011; Revell et al. 2012b). Some portion of surface CH4

emissions will react to form water vapour, and therefore contribute to lowering

stratospheric temperatures. CH4 emissions will also have direct chemical effects

(both generating and depleting stratospheric ozone by different pathways), and

indirect chemical effects (e.g. impeding ozone destruction by binding reactive

chlorine into HCl reservoirs) (Rowland 2006; Revell et al. 2012b). Over the longer

term, ozone increases induced by anthropogenic CH4 might approximately offset

the depletion induced by anthropogenic N2O (Fleming et al. 2011).
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3 Effects on Human Health and Ecosystems

Depletion of the ozone layer will increase the transmission of UVB to the Earth’s
surface, which can then cause a variety of human health and ecosystem effects

(Fig. 4.3).

Excessive exposure to UVB is strongly linked to risk of skin cancer and certain

types of eye diseases (Norval et al. 2011; UNEP EEAP 2012), accounting for two

thirds of the UV-related health burden quantified in a previous WHO study (Lucas

et al. 2008). Skin cancers are the most common form of cancer in high-risk

countries such as Australia, and the incidence of melanoma and non-melanoma

cancers has grown in many countries over the last four decades (Norval et al. 2011).

A number of other health outcomes are also linked to excess UVB exposure. The

incidence of Merkel Cell Carcinoma, a particularly aggressive form of skin cancer,

is growing rapidly in a number of populations (Agelli et al. 2010; Girschik

et al. 2011; Kuwamoto 2011; UNEP EEAP 2012). At the other extreme, relatively

mild but prevalent sunburn cases could even be considered to have a substantial

overall health burden (Lucas et al. 2008). Excessive UVB exposure likely contrib-

utes to other diseases of the eye, in particular pterygium and (to a lesser extent)

ocular melanoma. A third category of UVB related health effects concerns the

suppression of immune response to viral and bacterial infections. While the mech-

anisms for this effect pathway seem well understood, there is little data available to

quantify the scale of this health burden (Norval et al. 2011).

Insufficient UVB exposure is also considered a public health concern in many

regions of the world, particularly in winter months in the mid-high latitude zones of

the globe. UVB exposure is the main source of vitamin D for many population

groups, hence low exposure to UVB can induce a Vitamin D deficiency. This has

been associated with a range of negative health effects, including multiple sclerosis,

diabetes, and some infectious diseases (Norval et al. 2011; UNEP EEAP 2012).

While quantitative cause-effect relationships have not yet been established across

this spectrum of issues, preliminary analysis illustrates that UVB deficiency could

be as substantial as the human health burden that is currently associated with UVB

excess (Lucas et al. 2008).

Negative implications of exposure to UVB radiation have been established for

many different aquatic species at different trophic levels. However, as for terrestrial

environments, there is little information available on broader ecosystem responses

to UV change (Hader et al. 2011; UNEP EEAP 2012).

There have been strong causalities established between changes in UVB levels

and changes in terrestrial ecosystems. Some field studies show large decreases in

plant productivity, as a result of extreme changes in surface UVB radiation in high

latitude regions. Others suggest that an increase in UVB levels can have positive

productivity effects, by impeding herbivorous insect activity. In terms of more

general ecosystem response, there is insufficient data available to establish the net

scale or direction of ecological impacts associated with changing levels of UVB

radiation (Ballare et al. 2011; UNEP EEAP 2012).
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The effect that changes in UVB radiation will have on agri-production systems is

also somewhat unclear. While there are many studies showing crop yields being

impeded by increased exposure, there are also concerns that this generalised

conclusion has been biased by studies of extreme and unrealistic changes (Kakani

et al. 2003; Wargent and Jordan 2013). Recent analysis suggests a complex mix of

positive and negative effects (Kataria et al. 2013; Martinez-Luscher et al. 2013;

Mazza et al. 2013), with hopes growing that there may be opportunities to use high

UVB radiation levels to enhance agri-production outputs (Wargent and Jordan

2013).

4 Spatial and Temporal Variability

4.1 Spatial Variation

Due to the nature of circulation patterns in the atmosphere, the source location of

most OAS emissions has little influence on the scale or distribution of ozone layer

effects. The exception to this is a group of very-short lived halocarbons, whose

chances of reaching the stratosphere will depend on the emission location and

tropospheric conditions. It is thought that large quantities of brominated very-

short lived substances do reach the stratosphere, although these are predominantly

of natural origin (Montzka et al. 2011).

The extent of ozone layer depletion varies substantially at different latitudes

(Fig. 4.4), being strongly influenced by stratospheric conditions (e.g. solar radiation

levels; temperature) and overall atmospheric circulation patterns. Net ozone gen-

eration rates are highest in the tropics, because of the greater temperatures and

levels of solar radiation that reach the stratosphere. Ozone abundance in tropical

regions has changed little over the past decades. Net depletion rates are most severe

in the low temperature polar regions, particularly associated with the transient

Fig. 4.4 The distribution

(by latitude) of ozone layer

depletion, from Fahey and

Hegglin (2011). These

changes are based on

measured, rather than

modelled, datasets for

annual-averaged, total

column ozone levels
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Antarctic ozone layer ‘hole’ (Fahey and Hegglin 2011). However, it is the smaller

decreases at mid-latitudes that make the greatest contribution to reductions in the

overall global ozone levels (Box 4.1).

A similar response can be seen in historical changes to surface levels of

erythemal-UV irradiance, with the greatest increases occurring in the southern

hemisphere, particularly over the Antarctic (Fig. 4.5).

Demographic factors will also have a strong influence on the extent and distri-

bution of human health effects caused by changes in UVB radiation levels. Skin

colour is a major determinant for skin cancer development, with fair skinned

populations showing the highest incidence rates (Norval et al. 2011). There is,

however, some recent evidence suggesting that non-melanoma cancer types are

more common in dark skinned populations than previously thought (UNEP EEAP

2012). Incidence of skin cancer and UV-related eye disease also increases with

Box 4.1 Commonly Used Metrics for Analysis of Ozone-Affecting

Substances
Ozone Depletion Potentials (ODP) factors are ratios of the ozone change

induced by a unit emission of a particular substance, benchmarked against the

ozone change induced by a unit emission of CFC-11 (Solomon et al. 1992).

ODP values are most commonly generated using steady state calculation

approaches. This accounts for the full extent of ozone destruction caused by

an emission, regardless of how long it might take for that to eventuate, and

regardless of where it happens in the stratosphere. Steady state ODPs can be

calculated from modelled predictions of ozone loss; or on a semi-empirical

basis directly from observed data on the atmospheric behaviour of chlorine

and bromine.

EESC (Equivalent Effective Stratospheric Chlorine) provides a measure of

the stratospheric abundance of reactive halogens at any point in time (New-

man et al. 2007). N2O has also been successfully integrated into EESC

calculations (Daniel et al. 2010). EESC is frequently used in atmospheric

modelling studies for trending the stratospheric response to emission changes,

and integrating these trends over time. EESC results are frequently expressed

as global-mean values, and in this regard, are analogous to steady-state ODP

calculations. For both metrics, global-mean values are weighted by surface

area, and therefore more strongly influenced by changes in mid-latitude (and

tropical) regions than changes in polar regions.

Erythemal-UV is a term commonly used to express the magnitude of

biologically damaging UV radiation. For this, the amount of solar radiation

in different wavelengths is weighted by the potency of the UV in those

wavelengths to cause sunburn (erythema). The overall intensity of

erythemal-UV irradiance is most strongly influenced by radiation levels in

the UVB spectrum.
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population age (Norval et al. 2011), suggesting that the future influence of aging

populations is likely to be non-trivial (van Dijk et al. 2013). Differing cultural

attitudes to sun protection might also be expected to influence the distribution of

human health effects (e.g. Callister et al. 2011; Cancer Council Australia 2007;

Nowson et al. 2012).

4.2 Evolving Conditions Over Time

Most ozone affecting substances have long atmospheric lifetimes, and their effect

on the ozone layer is manifested over many years. Furthermore, the extents to

which halocarbon and non-halocarbon emissions will affect the ozone layer are

strongly interlinked, with these interactions also playing out over long timeframes.1

The future evolution of emission rates will therefore have important implications

for estimating the scale of ozone layer depletion that occurs over time.

The significance of these changes can be seen in the steady-state ODP factors

provided in Table 4.2. As described in previous sections, the changes in background

conditions over this timespan will affect the marginal ozone destructiveness of both

Fig. 4.5 Modelled trends of surface UV for the erythemal spectrum (wavelengths relevant to skin

cancer), excluding the potentially important influence of changes in cloud cover, surface reflec-

tivity or tropospheric aerosols (Adapted from Fig. 4.4 of McKenzie et al. (2011), with the

permission of The Royal Society of Chemistry (RSC) on behalf of the Centre National de la

Recherche Scientifique (CNRS) and the RSC)

1 See Portmann et al. (2012) for a concise summary of some important interdependencies that lead

to non-linear ozone responses in atmospheric modelling.
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CFC-11 and N2O emissions. However, the varying ODP values calculated for N2O

indicate that the two substances respond very differently to the evolving atmo-

spheric conditions.

The changes shown for N2O also illustrate the complex nature of the interde-

pendencies involved. The ODP for N2O calculated with year 2000 conditions is

much lower than for earlier times, largely because the increased year 2000 levels of

atmospheric chlorine, CH4 and CO2 all have the effect of inhibiting NOX-driven

degradation of ozone. However, the situation changes looking forward to the year

2100, as these strong influences largely cancel each other out. On the one hand,

further increases in atmospheric CO2 (via stratospheric cooling) and CH4 (via

chemical effects and stratospheric cooling) will dampen the ozone potency of

N2O. On the other hand, lesser atmospheric chlorine means an increase in N2O

potency, as less reactive NOx gets bound into ClONO2 reservoirs (see Ravishankara

et al. 2009; Plummer et al. 2010; Fleming et al. 2011; Portmann et al. 2012; Revell

et al. 2012a).

This evolving chemistry is also expected to change the spatial distribution of

ozone abundance in the stratosphere. Each of the non-halocarbon species (N2O,

CH4, CO2) influence the ozone layer via different pathways, and each has differing

spatial implications for ozone status. Also important is the effect that anthropogenic

climate change will have on atmospheric circulation patterns, increasing the rate of

bulk air and ozone transfer from the tropics (where ozone generation rates are

highest) towards the mid-latitudes and poles (see Portmann and Solomon 2007;

Plummer et al. 2010; Bekki et al. 2011; Fleming et al. 2011; Revell et al. 2012b;

Garny et al. 2013).

This complex mix of influences will change the spatial distribution of global

stratospheric ozone in two important ways. Firstly, tropical ozone levels are

expected to decrease below those of pre-industrial times, despite overall global

ozone levels recovering strongly. Secondly, ozone layer recovery will be much

more rapid in the mid-latitudes than in polar regions; and occur sooner in the

northern hemisphere than in the south (Austin et al. 2010; Oman et al. 2010;

Plummer et al. 2010; Fleming et al. 2011; Garny et al. 2013).

Trends in surface UVB levels are expected to follow a similar (but inverse)

pattern (Fig. 4.5), with future UVB levels being higher in regions where they are

already high (i.e. the tropics), and lower in the higher latitude regions where winter

Table 4.2 Steady state ODP

factors (kg-CFC11e/kg)

compiled from Tables 1

and 2 of Fleming et al. (2011)

Year 1850 1950 2000 2100

CFC11 1 1 1 1

N2O 0.025 0.024 0.019 0.018

These factors are calculated from Ozone changes were modelled

for an emission pulse in the year shown, assuming the back-

ground conditions for that year remain constant. Each ODP factor

was calculated relative to the modelled ozone change induced

by an emission of CFC-11 in that same year. The year 2100

atmospheric conditions are based on the WMO-A1 (WMO

2007) and IPCC-A1B (IPCC 2000) scenarios
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UVB levels are already low (Bais et al. 2011; McKenzie et al. 2011). This suggests

the future might involve a more complex mix of human health risks related to ozone

layer status, which are increased problems associated with UVB excess in the

tropics, along with increased problems caused by UVB deficiency in other regions.

5 Midpoint Assessment Methodologies for LCA

Ozone Depletion Potential (ODP) factors (see Box 4.1) for halocarbon emissions

have been a cornerstone of midpoint-level impact assessment since the early days of

the LCA methodology. The majority of LCIA methods have favoured the use of

steady state Ozone Depletion Potential (ODP) values, adopting the halocarbon

factors that are updated periodically by the WMO.

It has been rare for non-steady state ODP values to be actively promoted for

consideration in midpoint analysis, although the EDIP97 method (Hauschild and

Wenzel 1998) and the CML-IA method (Guinée et al. 2002) do include a set of

timeframe-specific factors published in the early 1990s (Solomon and Albritton

1992). Unfortunately, there has been little further development of non-steady state

approaches in the published literature since that time. As a consequence, LCA

practitioners do not have ready access to timeframe-dependent ODPs that also

incorporate the latest knowledge on atmospheric behaviour of the different

ozone-affecting substances.

There is a generally high degree of confidence ascribed to the ozone layer

predictions that are synthesised through the WMO Scientific Assessment Panel

review process (Daniel et al. 2011), even though certain fundamental uncertainties

in the available atmospheric models are acknowledged (e.g. Bekki et al. 2011;

Thompson et al. 2012). Much of these uncertainties are thought to affect the

modelling of different halocarbons in a similar manner, and therefore cancel out

when the ODP factors are calculated relative to a reference halocarbon substance.

The use of steady-state ODP factors for midpoint LCAmodelling continues to be

a highly policy-relevant approach. ODP values are formally adopted under the

Montreal Protocol, and regularly used for national and international reporting on

aspects to do with ozone layer management. In a recent review from the WMO

Scientific Assessment Panel, the value of the ODP metric was again promoted

because of its simplicity and transparency (Daniel et al. 2011). That report contains

an updated set of steady state ODP factors for halocarbon emissions, reflecting

developments in atmospheric modelling capability.

However, it remains to be seen whether the conventional ODP metric will retain

its relevance into the future. The focus on halocarbon emissions in the WMO

assessment reports is in part a legacy of the Montreal Protocol mandate, and does

not necessarily imply that halocarbon emissions should still be the highest priority

concern. Attention in the science community is now shifting more towards the

longer term management of ozone layer recovery, and it is less clear how useful the

ODP metric will be in this context.
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6 Endpoint Assessment Methodologies for LCA

Early attempts by the LCA research community to model the damages related to

stratospheric ozone depletion (e.g. Steen 1999; Goedkoop and Spriensma 2000)

were hampered by a lack of quantitative science in formats that could readily

support the development of LCA impact models.

More recently, two new approaches to LCA damage assessment have incorpo-

rated substantial improvements in basic understanding of the process and effects of

ozone layer depletion.

The first of these was the LIME method (Hayashi et al. 2006), which provides

characterisation factors for halocarbon compounds. The LIME model uses regres-

sions to link emissions to changes in global ozone, then to changes in surface levels

of UVB radiation. Human health damages (in DALYs) are calculated by combining

distributions for this change in UVB radiation, with global distributions of skin

colour (for skin cancer) and age (for cataracts), with literature based dose–response

functions.

A strength of the LIME method is that it provides great breadth in the range of

effects that are covered. Characterisation factors are also included for the impacts of

UVB changes on net primary productivity for terrestrial (lowland conifer forest)

and high-latitude aquatic (phytoplankton) ecosystems. The LIME method also

characterises impacts on ‘social assets’, providing results for UVB-induced changes
to yields of global food crops and managed timber production.

The second endpoint model of note is from Struijs et al. (2010).2 That study also

focused exclusively on halocarbon substances, but differs from the LIMEmethod in

that it provides characterisation factors only for the human health effects of skin

cancer and cataracts.

The Struijs et al. (2010) modelling of skin cancer and cataract effects is based on

a much higher spatial resolution for estimating the degree of human exposure to

increased UVB radiation, and a more sophisticated treatment of demographics.

They also make use of global scale models (van Dijk et al. 2008) to predict the

evolution of surface erythemal-UV distributions, accounting for the latest available

empirical data as well as climate-sensitive predictions of future cloud cover.

The Struijs et al. (2010) model also has the advantage of being well-aligned with

best practice approaches to estimating changes in ozone abundance. Fate factors are

calculated from time-integrated estimates of change in global-mean EESC (see

Box 4.1). This allows a more robust consideration of the ozone response for longer

lived substances, whose destructiveness might change over time as background

stratospheric conditions change. The EESC modelling approach adopted standard

conventions to minimise uncertainty, although there have been changes to the

2 The Struijs et al. (2010) model evolved from the version provided with the ReCiPe method

(Struijs et al. 2009). Only the more recent version is discussed here, as it contains a number of

notable improvements, and the two models are otherwise structurally very similar.
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recommended best-practice modelling parameterisation (see Daniel et al. 2011)

since those EESC simulations were undertaken.

More fundamental challenges are introduced by the need to calculate absolute,

rather than relative, measures of ozone change. In this regard, the strong influence

of stratospheric temperature and atmospheric circulation patterns represent notable

sources of uncertainty. The available atmospheric models do provide fairly consis-

tent conclusions in regard to both these issues. However, calibration of the models

against empirical temperature and circulation rate data has been problematic, and

this remains a substantial concern (Bekki et al. 2011; Thompson et al. 2012).

Uncertainties are also introduced when translating ozone change into quantita-

tive predictions for disease-relevant levels of UVB radiation. This step is made

difficult by limitations in the ability to model the influence of other confounding

factors (e.g. cloud cover), and uncertainty over the spectrum of wavelengths most

relevant to each of the different endpoint effects (McKenzie et al. 2011). Additional

complications exist for estimating exposure to the eyes, where quantified surface

levels of UVB radiation are not necessarily a good proxy for exposure (McKenzie

et al. 2011; Norval et al. 2011). Furthermore, the influence of changing social

behavioural patterns is likely to be strong (Norval et al. 2011).

For the damage pathways that are included in the two ‘best-practice’ endpoint
LCA models (skin cancer; cataracts; terrestrial productivity response; aquatic

productivity response), there has been a considerable increase in the body of

published data since they were developed. Notwithstanding that, many important

data gaps remain. Even for skin cancer, the most well studied of this group, the lack

of data from developing countries and dark-skinned populations is seen as a

concern (Lucas et al. 2006; Wright et al. 2012).

Other uncertainties in the Struijs et al. (2010) calculation of ozone, and changes

in UVB exposure, are introduced with choices made in their modelling design.

These are discussed further in Sect. 7.

7 New Developments and Research Needs

7.1 Including Non-halocarbons in LCA Analysis
of Stratospheric Ozone Depletion

Conventional LCA already has a strong focus on emissions of N2O, CH4 and CO2,

due to their links to climate change. Also including these substances in life-cycle

ozone depletion assessment could potentially change the conclusions that might be

drawn in certain studies (e.g. Lane and Lant 2012). Doing so would be methodo-

logically consistent with the marginal-assessment approach favoured in Life-cycle

Impact Assessment (see Huijbregts et al. 2011), given these substances will be the

key drivers of ozone layer status into the future.
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While there is not yet any policy imperative for such a change, it remains to be

seen how the international community will respond to the growing scientific focus

on the importance of non-halocarbon emissions. For N2O, there have already been

calls for the Montreal Protocol to be used to regulate anthropogenic emissions

(Kanter et al. 2013).

If N2O, CH4 and CO2 are to be included in conventional LCIA of ozone layer

effects, then further critical review is required into the appropriate means for doing

so. The atmospheric modelling community has been cautious in their recommen-

dation of the available ODP factors for non-halocarbons, because the ozone-layer

effects of N2O, CH4 and CO2 are manifested in very different ways to those of

halocarbons. This disparity increases the chance that substance comparisons could

be unevenly affected by inherent bias in the underpinning atmospheric models

(Daniel et al. 2011; Fleming et al. 2011).

Additional complications exist when considering CO2 and CH4 emissions.

Negative ODP factors have been calculated for these two substances, reflecting

their contribution to increasing overall global ozone levels (Fleming et al. 2011).

While not a common practice, it is perfectly feasible for negative characterisation

factors to be used in LCA (e.g. De Schryver et al. 2009).

Conventionally calculated ODP values might, however, have limited relevance

as a proxy for the effects of CO2 and CH4emissions. These substances will be the

primary driver of any future ozone layer ‘super-recovery’, which in turn will have

very different human health implications (diseases associated with insufficient

exposure to UVB radiation) than those associated with no-recovery (diseases

associated with excessive exposure to UVB radiation). Combining both these

impact pathways might require a holistic reconsideration of the design of LCA

metrics (midpoint and endpoint) for assessing ozone-affecting substances.

7.2 Sensitivity to Changing Atmospheric Conditions

Forecast atmospheric changes over the course of the twenty-first century will

substantially change the conditions that regulate the stratospheric ozone cycle.

For all halocarbon and non-halocarbon OAS, this will mean changes in the extent

to which current and future anthropogenic emissions impact on the ozone layer.

Furthermore, the different substances will respond differently to these changing

stratospheric conditions. Because the substance interdependencies are so strong,

predicting the ozone depletion caused by a marginal OAS emission will also be

very dependent on the assumptions made about future emission trends for halocar-

bons, N2O, CH4 and CO2. These emission forecasts are themselves a source of great

uncertainty.

Steady state ODP factors are calculated on the basis that atmospheric conditions

remain constant over time, and are therefore unable to capture such complexity.

LCA practitioners may therefore benefit from having access to a number of possible

characterisation factor sets, each reflecting a different set of underpinning atmo-

spheric conditions.
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This would not, however, address the fundamental discrepancy between the

steady-state calculation approach and the fate factors used in the Struijs

et al. (2010) endpoint model. The latter were modelled for an evolving set of

atmospheric conditions in response to a temporally varying profile of halocarbon

and other greenhouse gas emissions. These midpoint and endpoint approaches

could potentially reach very different conclusions when comparing substances

that respond differently to changing background conditions, whether that is because

of different atmospheric lifespans (e.g. CFC-12 vs. HCFC-123), or because they are

affected by different chemical pathways (e.g. CFC-12 vs. N2O).

7.3 Including ‘Post-recovery’ Effects

Another source of inconsistency between midpoint and endpoint metrics, once

again related to differing approaches to time-integration, would be the choice to

truncate the life cycle impact assessment at some pre-conceived point of ozone

layer ‘recovery’.
The defining feature of steady-state ODP factors is that they account for the full

amount of ozone destruction caused by an emission, regardless of whether that is

expressed over 1 year (e.g. HCFC-123) or over 100 years (e.g. CFC-12). In contrast,

the Struijs et al. (2010) endpoint model truncates damage assessment at the year

2049, on the premise that health effects beyond that date would be at ‘normal’
background levels. Using that approach, endpoint analysis would only account for

some portion of the ozone depletion impacts caused by longer lived emissions, but

all of those caused by shorter-lived emissions. Once again, it seems likely that these

midpoint and endpoint approaches could reach different conclusions when applied

in certain contexts.

A further complication with the truncation approach is that the choice of

‘recovery’ benchmark is not straight forward. Three issues warrant consideration

in this regard. Firstly, the policy convention of benchmarking recovery against

conditions in the year 1980 (as followed by Struijs et al. 2010) represents a

somewhat arbitrary choice for LCA. Many recent studies indicate that ozone levels

in 1980 were already impacted by anthropogenic activity (Austin et al. 2010;

Eyring et al. 2010; Oman et al. 2010; Plummer et al. 2010; Fleming et al. 2011;

Portmann et al. 2012). Secondly, the timing for a return to pre-industrial levels of

global ozone will be strongly influenced by the choice of greenhouse gas emission

scenarios (Eyring et al. 2010). Thirdly, this benchmarking of global ozone abun-

dance disguises the expectation that ‘recovery’ dates will vary substantially at

different latitudes. Recovery over the northern hemisphere mid-latitudes, where

much of the world’s fair skinned population resides, will happen much sooner than

elsewhere on the globe. At the other extreme, ozone abundance over the tropics

might still be lower than pre-industrial levels, well into the twenty-second century.

This complexity suggests that LCA practice would benefit from having a choice

of characterisation factors, reflecting (a) different time frames of concern, and
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(b) different forecasts for the evolution of greenhouse gas emission rates. It also

raises the question of what to do about the likelihood of ‘post-recovery’ health
effects associated with low (insufficient) exposure to UVB radiation.

7.4 Using Time-Integrated Midpoint Characterisation
Factors

As an alternative to using steady-state calculations, midpoint level characterisation

factors could instead be generated with time-integrated modelling applied over

defined time frames. The latter approach is already the norm for midpoint-level

analysis of climate change impacts. Time frame-dependent ODP calculations are

methodologically possible (see Solomon and Albritton 1992), and could potentially

provide some flexibility in how the issues of evolving background atmospheric

conditions (Sect. 7.2) and recovery date truncation (Sect. 7.3) are considered.

Given the likely sensitivity of this approach to the choice of greenhouse gas

emission scenarios, consideration should be given to maintaining consistency with

any assumptions used for developing climate change characterisation factors.

7.5 Spatially Resolved Modelling of Changes in UVB Levels

The two most current endpoint-level LCA models both estimate the change in

harmful UV levels based on historical relationships between global ozone abun-

dance (or its proxies), and the spatial distribution of UVB radiation levels at the

surface. Both assume that the spatial distribution of marginal changes in these UVB

radiation levels will be the same for all emission types.

This approach does not reflect the expectation that future surface UVB distribu-

tions will evolve in a very different manner to the way they changed in the past.

Furthermore, the assumption that all substances have a similar spatial influence may

be less valid if non-halocarbons are to be considered in the analysis of ozone

depletion effects.

Further investigation would be required to identify whether or not these differ-

ences would have a material effect on calculated endpoint characterisation factors;

and how sensitive this might be to changing greenhouse gas emission scenarios.

7.6 Estimating the Damages

Opportunities exist to improve on the dose–response information used to convert

exposure rates into estimates of health damage, and to extend the range of disease
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types that are considered in LCA. Recent years have delivered substantial new

insight into trends of melanoma and non-melanoma skin cancer incidence, and also

for the growing occurrence of Merkel Cell Carcinoma. Previous quantitative studies

(e.g. Lucas et al. 2008) might provide a template for LCA endpoint analysis to

include less severe effects such as sunburn, pterygium, and recurring viral

infections.

Endpoint damage modelling will also need to adequately consider the substantial

uncertainty involved in predicting future behavioural patterns. Behavioural change

could potentially have a very significant influence on the human health burdens

associated with UVB exposure.

For the consideration of ecosystem and agri-system effects, existing endpoint

LCA models should be updated to better reflect contemporary thinking. Many new

studies exist to inform the quantification of plant response to changes in UVB

radiation levels, although the weight of conflicting evidence may make it difficult to

produce generalised dose–response functions.

Finally, for LCA endpoint analysis to embrace a new phase of ozone layer

management, a more fundamental reconsideration of endpoint modelling priorities

might be required. First of all, greater attention to human and ecosystem effects in

tropical zones might be warranted, given the expectation that UVB levels in that

region will remain elevated for the foreseeable future. Secondly, growing concerns

about the health implications of under-exposure to UVB radiation suggest that this

impact pathway should be considered for inclusion in the LCA framework.
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Chapter 5

Human Toxicity

Olivier Jolliet and Peter Fantke

Abstract This chapter reviews the human toxicological impacts of chemicals and

how to assess these impacts in life cycle impact assessment (LCIA), in order to

identify key processes and pollutants. The complete cause-effect pathway – from

emissions of toxic substances up to damages on human health – demonstrates the

importance to account for both outdoor and indoor exposure, including consumer

products. Analysing the variations in intake fraction (the fraction of the emitted or

applied chemical that is taken in by the consumer and the general population),

effect factor and characterisation factor across all chemicals and impact pathways

characterizes the contribution of each factor to the total variation of 10–12 orders of

magnitude in impacts per kg across all chemicals. This large variation between

characterisation factors for different chemicals as well as the 3 orders of magnitude

uncertainty on characterisation factors means that results should by default be

reported and interpreted in log scales when comparing scenarios or substance

contribution! We conclude by outlining future trends in human toxicity modelling

for LCIA, with promising developments for (a) better estimates of degradation half-

lives, (b) the inclusion of ionization of chemicals in human exposure including

bioaccumulation, (c) metal speciation, (d) spatialised models to differentiate the

variability associated with spatialisation from the uncertainty, and (e) the assess-

ment of chemical exposure via consumer products and occupational settings. As a

whole, the assessment of toxicity in LCA has progressed on a very sharp learning

curve during the past 20 years. This rapid progression is expected to continue in the

coming years, focusing more on direct exposure of workers to chemicals during

manufacturing and of consumers during product use.

The first section of this chapter outlines the complete cause-effect pathway, from

emissions of toxic substances to intake by the population up to damages in terms of
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human health effects. Section 2 outlines the framework for assessing human

toxicity in LCIA. Section 3 discusses the contributing substances and their coverage

in LCIA methods. Section 4 provides an overview of the main LCIA methods

available to address human toxicological impacts. Section 5 presents the range of

variation of factor across chemicals, the main sources of uncertainty and good

interpretation practice of results from human toxicity assessments. Section 6 finally

discusses new developments and research needs.

Keywords Cause-effect-pathway • Consumer products • Dose–response

relationship • Endpoint • Environmental fate • Exposure • Health effects • Human

toxicity • Intake fraction • LCA • LCIA • Life cycle assessment • Life cycle impact

assessment • Midpoint • Occupational health • USEtox

1 Introduction

The scope and methodology of a life cycle assessment (LCA) differs from that of

many approaches adopted for toxicological assessments in a regulatory context.

Regulatory assessments of chemical emissions usually have the objective to avoid

unacceptable risks of a toxicological effect to a sensitive subpopulation or an

individual person. Thus, very conservative (worst case) or conservative, but real-

istic (reasonable worst case) assumptions are applied in assessment frameworks and

extrapolation factors to ensure safety (Covello and Merkhoher 1993; IGHRC

Interdepartmental Group on Health Risks from Chemicals 2003; van Leeuwen

and Vermeire 2007). LCA, in contrast, primarily aims at comparing products

(goods and services) and their relative impacts associated with the release of

quantities of chemical into the environment. LCA therefore aims at comparing

best estimates of risks based on the likelihood of a toxicological impact integrated

over time and space (Udo de Haes et al. 1999).

Historically, Life Cycle toxicity assessment has thus borrowed most of its data

and methods from risk assessment practices, adapting them for comparative assess-

ment and contributing to define new population-based concepts better suited for

such comparisons. The learning curve has been very sharp, from very basic

methods in the early nineties based on residence time of substances in the environ-

ment, to the development of multi-media models such as USEtox that are now also

used in risk assessment for chemical screening (Wambaugh et al. 2013).

Traditionally, LCA has mainly focused on environmentally-mediated toxic

emissions and impacts. Recent discoveries show that larger exposures can occur

near-field e.g. during the use stage of consumer products (Wambaugh et al. 2013).

As a product-oriented approach with well-defined usage, LCA is a priori well suited

to assess potential impacts of consumer products, but is paradoxically still under-

developed in this area. It is therefore necessary to extend LCA practices with an

improved focus on product use and to develop appropriate metrics for assessing

these direct impacts during the use stage.
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2 Impact Pathway and Framework

2.1 Impact Pathway

Figure 5.1 presents the environmental mechanism for human toxicity impacts,

where the product life cycle generates releases of chemicals into the environment

and thus an increase in the chemical mass in indoor and outdoor air, in water, soil

and biota. Humans are exposed to these chemical releases directly by inhaling the

air and drinking the water or indirectly by ingesting chemicals that bioaccumulate

in the human food chain (Huijbregts et al. 2005b; Rosenbaum et al. 2011). Con-

sumers and workers may also be exposed by direct dermal contact to chemicals in

products applied to the skin or by contact with chemicals embedded in different

products used in various ways in daily private and professional life (Jolliet

et al. 2012a). Once taken into humans, chemicals distribute inside the body, may

damage target organs, induce the onset of various diseases, causing periods with

disability or loss of life in case of death. This framework is essentially common to

both LCA and RA (Risk Assessment), the difference between these approaches

being primarily related to the kind of default data (best estimate versus conservative

estimates) and assumptions (average consumption versus high end consumption)

that are made to characterise intakes and resulting health responses.

Fig. 5.1 Cause-effect pathway for human toxicity impacts
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Building on European Commission (2010b, 2011), Box 5.1 defines criteria for

sound modelling of the human toxicity cause-effect chain in LCIA that can be used.

2.2 Framework

The links of the cause-effect chain for human toxicity can be modelled according to

the successive steps of environmental fate, exposure, dose–response, and severity

of response. The resulting human health-related impact score IS often expressed in

Box 5.1 Criteria for Evaluation of Characterisation Models

for Human Toxicity
Criteria for sound modelling of human toxicity in LCIA

• Emissions from indoor sources and into urban areas are considered sepa-

rately and advection out of a region or beyond the boundaries of a

continent is not considered a final loss.

• Influential fate processes and characteristics are considered including

typically volatilisation from soil, water, and plant surfaces, deposition

onto soil, water, and plants, degradation in all media, sedimentation,

adsorption to colloid matter, phase partitioning, and the intermittent char-

acter of rain.

• Main exposure pathways are covered, i.e. inhalation of air, ingestion of

drinking water, ingestion of food (crops, meat, dairy products, fish, and

eggs), and dermal uptake, accounting for biomagnification, and ensuring

that carry over rates do comply with mass balance principles even in case

of high bioaccumulation.

• Occupational exposure during manufacturing and consumer exposure

during product use are considered.

• Human data are preferably used and dose–response slopes are derived

from benchmark measures, i.e. an effective dose inducing a 10 % response

over background, ED10 (Crettaz et al. 2002; Pennington et al. 2002), or a

50 % response over background, ED50 (Huijbregts et al. 2005a), in the

exposed population for a lifetime exposure as a point of departure, thereby

avoiding the use of arbitrary safety factors. If for non-cancer effects ED10

or ED50 data are not available, extrapolations are based on the no-observed

adverse effect level (NOAEL) and lowest observed adverse effect level

(LOAEL) (Huijbregts et al. 2005a).

• Chemicals that are negative in all cancer bioassays are accounted for

differently than chemicals with non-available data and exposure route to

route extrapolation is included (Rosenbaum et al. 2011).

• Severity and aggregation are transparent and intermediary results are kept

separate. Severity factors are based on the latest data from the World Health

Organization (WHO) and the Global Burden of Disease (Lim et al. 2012).
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[disease case] or in [disability-adjusted life years, DALY] can be determined from

the chemical massm [kgemitted] emitted to the environment, adapting the framework

proposed by Rosenbaum et al. (2007):

IS ¼ m � FF � XF|fflfflfflffl{zfflfflfflffl}
iF

�DRF � SF|fflfflfflfflffl{zfflfflfflfflffl}
EF

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
CF

¼ m � iF � EF|fflfflffl{zfflfflffl}
CF

¼ m � CF ð5:1Þ

where (left side in Fig. 5.1):

(a) The fate factor FF [day] links the quantity of a chemical released into the

environment to the chemical masses (or concentrations) in a given environ-

mental compartment. The fate factor can be interpreted as the increase of

chemical mass in a certain compartment [kg] due to an emission of the

chemical in the same or another compartment [kgemitted/day]. FF is propor-

tional to the fraction transferred from emitting to receiving compartment

multiplied by the residence time in this receiving compartment.

(b) The exposure factor XF [1/day] relates the amount of a chemical found in a

given environmental compartment to the amount of the chemical taken in by a

human population. It can be distinguished between direct intake

(e.g. breathing air, drinking water), and indirect intake through

bioaccumulation processes in animal tissues (e.g. meat, milk and fish) and

uptake through dermal contact. The exposure factor is the equivalent rate of

ingestion of the environmental medium (air, water) by humans.

(a&b) The human intake fraction iF ¼ FF � XF [kgintake/kgemitted] is the

combination of the fate and exposure factors. The intake fraction can be

interpreted as the fraction of an emitted chemical mass that is taken in by a

human population (Bennett et al. 2002a, b).

(c) The dose–response slope factor DRF [cases/kgintake] relates the quantity of

chemical taken in by a human population to the likelihood (or potential risk) of

developing an adverse effect, often expressed in cases of cancer or non-cancer

per unit mass of the chemical taken in.

(d) The optional severity factor SF [DALY/case] distinguishes between differ-

ences in the severity of disabilities caused by a disease in terms of affected life

years, e.g. discriminating between a lethal cancer and a skin irritation. It is

often expressed as disability adjusted life years (DALY) accounting for both

years of life lost (YLL) and years of life lived (YLD) with a disability-specific

weighting factor. It is also possible to only consider the likelihood of an

adverse effect without any severity weighting by simply omitting the severity

factor for the calculations as e.g. documented in the first version of USEtox

(Rosenbaum et al. 2008), but this implies that all effect types should be kept

separate unless an equal severity weighting is implicitly assumed.

(c&d) The human toxicological effect factor EF ¼ DRF � SF [DALY/

kgintake] is the combination of the dose–response slope factor and the severity

factor. It can be interpreted as the increase in the number of DALY in the

exposed population per unit mass of chemical taken in by that population.
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(a&d) The human toxicological characterisation factor CF ¼ FF � XF
�DRF � SF ¼ iF � EF [DALY/kgemitted] combines all these steps and

expresses the increase in the number of DALY in the exposed population

per unit mass of a chemical emitted into the environment. Excluding

severity leads to a CF at midpoint level for human toxicological impacts,

referred to as human toxicity potential, HTP [comparative toxic units,

CTU/kgemitted], with HTP ¼ FF � XF � DRF ¼ iF � DRF. However, sum-

ming up the effects of different substances may implicitly assume equal

severity within or across the subclasses of cancer and non-cancer effects.

For the specific case of USEtox, the multiplication of the intake fraction by

the dose–response factor yields a result (per kg emitted) expressed in case
of cancer or cases of non-cancer called ‘Comparative Toxic Units for

human (CTUh)’ in USEtox, to emphasise the comparative nature of this

results and its high absolute uncertainty.

Various adaptations of this framework have recently been proposed to account

for more direct worker occupational health exposure and consumer exposure to

chemicals contained in products. In these cases, the exposure is modified, while the

same effect factor can be applied to then determine the cancer and non-cancer cases

and eventually DALY.

• Impacts of releases to indoor air can be accounted for using air renewal rate and

building occupancy to calculate an indoor intake fraction, usually higher than the

intake fraction for outdoor emissions (Hellweg et al. 2009; Wenger et al. 2012).

• For occupational exposure, chemical emissions at the workplace are often

unknown (Hellweg et al. 2005; Kikuchi and Hirao 2008). Chemical intake in

each sector can be assessed by multiplying the number of hours worked by

measured concentrations (Kijko et al. 2013). For accidents at workplace,

Scanlon et al. (2013, 2014) directly relate accident and health statistics in a

sector to corresponding numbers of DALY, yielding DALYs per unit physical

output of each sector.

• Pesticide residues in food crops can be assessed using a dynamic model to

determine the intake fraction, since dynamics of pesticides in the crop-

environment system and resulting residues in harvested crop parts depend on

the time lag between application of the pesticide and harvest of the crop (Fantke

et al. 2011a, b, 2012a). Since dynamic assessment models are difficult to

combine with existing LCIA approaches for assessing human toxicity of chem-

ical emissions, a parameterised version to account for pesticide residues in food

crops was recently proposed (Fantke et al. 2012b, 2013).

• For direct exposure to products (e.g. cosmetics, household products), Jolliet

et al. (2012a) propose, instead of relating intakes to chemical emissions that

are often unknown in terms of time and location (Finnveden et al. 2009), to relate

intakes directly to the chemical mass in products, defining the product intake

fraction PiF [kgintake/kgin product]. The product intake fraction is defined as the

fraction of the chemical in product that is taken in by the consumer and the rest

of the population during the use and disposal stages of the product life cycle

(right side in Fig. 5.1).
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3 Contributing Substances

As discussed by Rosenbaum in the ecotoxicity chapter (Chap. 8, see this volume),

the human toxicity and ecotoxicity categories are “facing the challenge of having to

characterize several tens of thousands of chemicals. The CAS registry currently

contains more than 70 million unique organic and inorganic substances (www.cas.

org/about-cas/cas-fact-sheets) of which roughly 100,000 may play an important

industrial role”.

As described in Table 5.1, current LCIA models provide characterisation factors

for between 180 and 1,250 substances for human toxicity, with the USEtox model

presently offering the largest substance coverage. Calculation methods and model

validity strongly depend on the considered class of substances:

• For organic substances, environmental multi-media models are best designed to

assess a large number of non-polar, non- ionisable compounds, for which fate

and exposure can potentially be extrapolated from basic chemical properties for

several tens of thousands of chemicals using databases such as the EPI Suite

database (United States – Environmental Protection Agency 2012). Further

adaptations are needed for polar and ionisable chemicals or for specific classes

of chemicals such as perfluorinated compounds that show specific environmen-

tal behaviours.

• For inorganics and metals, partition coefficients are based on measured values

rather than predicted from substance properties, but these values may highly

depend on local conditions such as pH, redox potential or dissolved organic

carbon levels. Metal speciation and specific removal processes need to be better

considered and currently limit the validity of most human toxicity characterisa-

tion factors for metals, especially for the potentially high long-term emissions

from landfills to groundwater that are found in some of the mostly used LCA

inventory databases.

• For all substances, dose–response toxicity data are most of the time the main

limiting factor in terms of substance coverage, since (a) chronic data and more

generally animal-based experiment have only been performed for a limited

number of substances and may be very expensive to carry out for additional

substances, and (b) QSAR approaches have so far very limited validity to predict

human toxicity. In the specific case of USEtox cancer effect factors, data are

available for 1,024 substances among which 59 % show a positive response in

rats and mice and 39 % are true zero (i.e. no carcinogenicity). Non-cancer effect

factors via inhalation and/or ingestion are available for 437 chemicals.

Finally, in LCA human toxicity and health effects of fine particulates, photo-

chemical oxidants, or ionising radiations are in most LCIA methods addressed in

specific impact categories that are partly detailed in other chapters of this volume

(particulates – Chap. 6, photochemical oxidants – Chap. 7, ionising radiations – not

included). Impact results for these categories may nevertheless be compared with

cancer and non-cancer scores at endpoint levels for LCIA method that enable

calculation in common damage units such as DALYs.
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4 Midpoint and Endpoint Methodologies

LCIA methods that address human toxicity are based on different underlying

multimedia models and corresponding factors covering fate, exposure, and effects.

Table 5.1 provides an overview of the main LCIA methods in use with their main

underlying models and characteristics.

As stated in European Commission (2011), LCIA characterisation models and

factors for human toxicity, effects must be based on models that account for a

chemical’s fate in the environment, human exposure, and differences in toxicolog-

ical response. Analysing the main human toxicity models against the criteria

described in Box 5.1, Hauschild et al. (2013) evaluated the scientific consensus

model USEtox best as between fully compliant and compliant in all essential

aspects, and USES-LCA implemented in ReCiPe and IMPACT 2002 implemented

in IMACT 2002+ as compliant in all essential aspects. CalTOX scored as compliant

for several aspects, while the older work on USES-LCA implemented in CML 2002

and EDIP 2003 was evaluated as compliant in some aspects only. USEtox was the

preferred choice, since it reflects the latest consensus amongst different modellers

and their associated models, being parsimonious while falling in the range of

previous models (Hauschild et al. 2008). USEtox also offers the largest substance

coverage with more than 1,250 human toxicological characterisation factors

(Rosenbaum et al. 2008), reflects more up to date knowledge and data on cancer

effect factors than other approaches and aims for global representativeness by

parameterising its unit world according to globally representative conditions.

USEtox has now been implemented in TRACI 2.0 – the US-EPA LCIA method,

and also in the ILCD LCIA method. IMPACT World + has implemented the beta

version of USEtox 1.1 (http://usetox.org/1.1_beta) with continent-specific land-

scapes, an indoor air emission compartment, updated data and exposure pathways

for pesticides and refined processes to account for ionisable chemicals. ReCiPe/

USES LCA and IMPACT 2002+ are useful alternative methods and models for

sensitivity analysis to test result robustness.

Since cancer and non-cancer have different severity but are not differentiated in

the USEtox so-called ‘Comparative Toxic Units’, the ILCD and IMPACT World

+methods apply severity factors taken from Huijbregts et al. (2005a) as 11.5

Disability Adjusted Life Years (DALY) per case of cancer and 2.7 DALY per

case of non-cancer.

5 Chemical Spatial and Temporal Variability
and Uncertainty

5.1 Variability Inhuman Intake Fraction (iF)

For inhalation, the population density is the key factor driving the intake, except for

very persistent and mobile chemicals that are taken in by the global population
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independently from their place of emission. For most chemicals in USEtox, inha-

lation, above-ground produce, and fish are the important exposure pathways with

key driving factors being the (a) compartment and place of emission, (b) chemical

partitioning, (c) degradation processes, (d) bioaccumulation and bioconcentration,

and (e) dietary habits of the population (in no particular order and to various degrees

depending on the respective dominating exposure pathway).

Building on Rosenbaum et al. (2011):

• Inhalation – urban vs. rural air: The urban iF from inhalation exposure is

usually at least an order of magnitude higher than the continental rural iF (iFinh
urban

� 10�4 > iFinh
rural � 10�5 to 10�7 for most chemicals). Therefore, it is important

to differentiate between emissions to urban and rural areas. The difference in iF
is due to the higher population density and lower dilution volumes in urban

areas, leading to a higher population intake via inhalation. The inhalation-related

urban iF is relatively constant for all substances, since it mainly depends on the

residence time of air in the urban area.

• Inhalation – continental vs. global scale: Substances with long half-lives and high
air-water partition coefficients Kaw may also achieve high inhalation intake frac-

tions of> 10�4; e.g. chlorodifluoromethane (HCFC-22). This high iF is a result of

long persistence and eventual long range transport to other parts of the globe.

• Indoor air: Inhalation exposure of indoor air releases is a direct function of the

air renewal rate of the building, leading to high intake fractions typically

between 10�3 and 10�2 due to a restricted volume of dilution and higher

population density than outside. Inhalation of compounds with low vapor pres-

sure may be reduced due to removal by absorption and eventual degradation on

the room surfaces, whereas Weschler and Nazaroff (2012) suggest that gaseous

dermal intake may dominate for such compounds and also lead to comparatively

high intake fractions.

• Drinking water ingestion: Drinking water is the dominant exposure pathway for

substances with low octanol-air partition coefficient Koa. However, iF values

associated with this pathway tend to be generally low (10�10 to 10�5).

• Food ingestion – above-ground produce, meat and dairy produce: Intake frac-

tion by ingestion of above-ground produce is the product of bioaccumulation in

this food compartment, the mass in the air compartment, and the population

intake of this food produce. The bioaccumulation factor BAF [L/kg] is deter-

mined by diffusion and deposition from the air to the food crop surface and is

primarily dependent on the plant-air partition coefficient Kpa[L/kg]. Lipophilic

compounds with octanol-water partition coefficient Kow higher than 104 may

also bioaccumulate in the food chain and are mostly found in meat, eggs and

dairy products with intake fractions up to 10�3.

• Food ingestion – fish: In the range of high octanol-water partition coefficients Kow

between 103 and 109, the fish ingestion exposure pathway dominates for emission

to water, e.g. for polychlorinated biphenyls (PCB) or dioxin-like compounds. In

this range, the ingestion iF increases with increasing Kow, peaking at Kow � 107

and decreasing thereafter. iF > 10�2 should be interpreted with care (Bennett

et al. 2002a) and may be linked to overestimated bioaccumulation factors.
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• Dermal uptake: For dermal applications of e.g. cosmetics, the product intake

fraction, PiF, via dermal uptake tends to increase with lipophilic chemicals and

lower molecular weights, yielding PiF values between 10�3 and 1 from the

application of products, such as body lotions that are left during hours on the

body leading to the highest uptakes (Mitragotri et al. 2011).

Figure 5.2 presents the overall variation in intake fractions for various compart-

ments of emission and exposure pathways. As expected, household and industrial

indoor intake fractions are high, with limited variations between chemicals. The

outdoor urban air iF is close to 10�4 for most chemicals, whereas the rural intake

fraction is typically to 2 orders of magnitude lower. For water related pathways,

drinking water iF are below 2 � 10�4 with a median at 4 � 10�5. The median fish

ingestion-related iF is lower than for drinking water at 3 � 10�6, but the highly

bioaccumulating chemicals may lead to intake fractions higher than 10�2. When

combining all pathways for ambient emissions together, variation of iF across

chemicals is restricted to max 3 orders of magnitude, since at least one exposure

pathway maintains a moderate or high intake fraction for most chemicals. For

directly dermally applied chemicals in e.g. cosmetics, the direct dermal uptake by

the consumer is in general orders of magnitude higher than indirect intake by the

overall population via leaching to wastewater (Jolliet and McKone 2012).

5.2 Variability in Dose–Response and Severity

In the case of USEtox, a linear relationship is assumed to calculate the dose–

response as a response level of 0.5 divided by the lifetime ED50

Fig. 5.2 Variations in human intake fractions for different compartments of emission iF [kgintake/

kgemitted] for organic and inorganic substances in the USEtox 1.01 results database. Total exposure

from emissions to air assumes 50 % emissions to rural air and 50 % to urban air. For categories

marked with *, minimum values are low, between 4 � 10�20 and 2 � 10�17
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For cancer, the lifetime ED50 is calculated in priority from human based data,

but this information is only available for few substances. For the majority of the

chemicals, the lifetime ED50 is thus derived from animal cancer tests from the

chronic TD50 (tumorigenicdose-rate in milligrams per kilogram per day for 50 % of

the animals over background in a standard lifetime) in the carcinogenic Potency

database, CPDB (Gold 2011).

For non-cancer, most ED50 values have been estimated from chronic no

observed effect level NOEL by a NOEL-to-ED50 conversion factor of 9 or in

case only LOEL was available, by a LOEL-to-ED50 conversion factor of 2.25

(Huijbregts et al. 2010). In case no data were available for a specific exposure

route, an analysis of route-to-route extrapolation supports the assumption of equal

potency or slope factor between inhalation and ingestion route for most chemicals.

Figure 5.3 presents how the ED50 is calculated from the NOAEL, taking the

phenoxy herbicide 2-methyl-4-chlorophenoxyacetic acid (MCPA, CAS-RN:

94-74-6) as an example. In case no chronic data are available, Rosenbaum

et al. (2011) determined an acute to chronic extrapolation, directly relating the

animal acute LD50 (kg/day) to the human lifetime ED50 [kg/person/lifetime].

For effect factors, variation across chemicals is large with the 95th percentile of

the effect factors spanning 5 orders of magnitude and extreme variations of up to

9 orders of magnitude, the highest impacts being related to dioxins (Fig. 5.4).

Median effect factors for metals tend to be higher than for organics, whereas highest

impacts per kg taken in are found for dioxin-like organics.

5.3 Variability in Human Toxicological Characterisation
Factors

In most methods, the characterisation factor for human toxicity is calculated based

on the lifetime ED50 – the estimated lifetime dose for humans that causes an

increase in disease probability of 50 % (in kilograms per person per lifetime).

Fig. 5.3 Calculation steps for deriving ED50 values for human non-cancer effects from no

observed effect level for the herbicide MCPA
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Keeping inhalation and ingestion route separate and differentiating between the

contributions of cancer and non-cancer impacts, Eq. 5.1 can be rewritten as:

CF ¼ iFinh � 0:5

EDinh
50h cancer|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

DRFinh
cancer

þ iFing � 0:5

EDing
50h cancer|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

DRFing
cancer

2
66664

3
77775 � SFcancer

þ iFinh � 0:5

EDinh
50h non-cancer|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
DRFinh

non-cancer

þ iFing � 0:5

EDing
50h non-cancer|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
DRFing

non-cancer

2
66664

3
77775 � SFnon-cancer ð5:2Þ

Characterisation factors typically vary by 10–12 orders of magnitude depending on

the compartment of emission with the 95th percentile of the value spanning a

6 orders of magnitude interval. As expected impact per kg is the highest for near

field indoor exposure which tends to be 2 to 4 orders of magnitude higher than for

outdoor emissions, followed by emissions to air and freshwater for outdoor

emissions.

5.4 Uncertainty

Three different types of uncertainty are particularly relevant in LCIA modelling of

human toxicological impacts: (1) uncertainty due to lack of knowledge of the ‘true’

Fig. 5.4 Variations in human cancer and non-cancer effect factors inhalation and ingestion

exposure EF [DALY/kgemitted] for organic and inorganic substances in the USEtox 1.01 results

database
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value of a model input parameter, i.e. parameter uncertainty, (2) uncertainty caused

by arbitrary choices in a model, i.e. decision rule uncertainty, and (3) uncertainty

caused by the loss of information resulting from the simplification of reality by the

use of models, i.e. model structure uncertainty (Huijbregts 1998).

Degradation half-lives are in most cases the model input parameters driving

uncertainty for the environmental fate part of the assessment (Fantke et al. 2012a;

Hertwich et al. 1999), on which all existing human toxicity characterisation models

rely. In the subsequent exposure assessment part, the factors for the

bioconcentration BCF, bioaccumulation BAF, and biotransformation BTF account

for the highest uncertainties (Arnot et al. 2010; McKone and Maddalena 2007).

Finally, in the effect assessment part, the low dose extrapolation and dose–response

modelling are responsible for the highest uncertainties (Crettaz et al. 2002;

Pennington et al. 2002).

Spatial variation may be addressed using spatially explicit models at continental

(variations of 2 orders of magnitude, Kounina et al. 2013; Rochat et al. 2006),

regional (Pennington et al. 2005) or even local level (Jolliet et al. 2012b). This is

especially important to capture the influence of population density in large urban

area, for which a high resolution of around 10 km to max 50 km grid is needed. An

efficient alternative is to use an urban archetype as offered by several LCIA models

(Table 5.1) and to define the fraction of emission in densely populated area as

already available e.g. in the Ecoinvent database. When emission locations are

unknown, it is better to use as a proxy a 50 % emission to air in urban areas and

50 % in rural areas (or according to the proportion of population in urban and rural

areas), than assuming the entire emission to rural air.

The time horizon plays an important role for persistent substances such as

metals. Rather than totally discounting impacts after a given cut-off, it is interesting

to present both the impacts occurring within the first 100 years and the long-term

impacts occurring afterwards.

In term of substances, the multimedia models are best adapted for non-polar

non-ionic organic substances. The model validity is limited and further research is

needed to implement metal speciation and specific removal processes such as

precipitation which play an important role for e.g. Aluminium removal in ground-

water. Another limitation in terms of validity in existing LCIA models for human

toxicity is related to ionising substances. An approach based on work by Franco and

Trapp (2008, 2010) has been implemented in USEtox 1.1 beta (http://usetox.org/1.

1_beta) and USES-LCA (van Zelm et al. 2012) to account for ionising chemicals in

the environmental fate assessment. However, in the exposure assessment, ionising

chemicals remain unaddressed in terms of corrected bioconcentration,

bioaccumulation and biotransformation.

For the quantification of the uncertainty of human toxicity characterisation

factors, e.g. Hofstetter (1998) provided expert-based estimates yielding a 95 %

confidence interval limit of a factor 2–80 assuming a log normal distribution. Based

on comparisons among different models, e.g. Rosenbaum et al. (2008) suggested an

additional model uncertainty of a factor 10. This generally results in a factor 100 for

the uncertainty of recommended characterisation factors and a factor 1,000 for
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factors that are characterised as ‘interim’ in the USEtox context, where interim CF
often show large differences when applying different LCIA models and are there-

fore to be used with caution. Huijbregts et al. (2005a) and Fantke et al. (2012a)

provide more detailed uncertainty factors for each factor of Equation 6–1 in order to

enable the user to perform uncertainty analyses. Furthermore, spatial differentiation

may influence results, especially for chemicals with short lifetimes: the population

density around the point of emission in case of inhalation being the dominant route

(taken into account through the introduction of an urban box e.g. in USEtox), the

agriculture production intensity in case of food dominant pathways, the vicinity of

the emission relative to a drinking water source, etc., Jolliet et al. (2012b), have

created a multi-scale multimedia global model (Pangea) – de facto, a spatialised

version of USEtox, that can assess intake fraction on a scale of 10 km up to global

scale, the resolution being adaptive as a function of e.g. population density and

proximity to large emission sources. The influence of spatial variation may be

partially cancelled out by other factors, such as having multiple sources of emis-

sions or may be negligible relative to other sources of uncertainty or variation for

many contaminants.

5.5 Good Interpretation Practices for Human Toxicity

One has to first acknowledge that life cycle toxic emissions reported in many

inventories and processes from a database like ecoinvent are often mostly corre-

lated to energy (Frischknecht et al. 2007; Frischknecht and Rebitzer 2005). This

could be expected for emissions that are related to combustion processes that are

well covered by databases such as ecoinvent. However, for other toxic releases, the

correlation to energy may also be due the poor coverage of non-energy related

emissions and to the limitation and lack of data characterising toxic emissions

during the manufacturing, use and disposal stages. This is therefore crucial, when

making decisions on toxic impacts to first obtain good estimates of the main toxic

emissions in the foreground processes and system.

As with all LCA results, best-estimates and related uncertainty ranges must be

used for decision support, reflecting the current state of scientific knowledge (Udo

de Haes et al. 1999). As shown in Sect. 4, uncertainty of human toxicity character-

isation factors are high, of typically 2–3 orders of magnitude. This is nevertheless

much lower than the roughly 12 orders of magnitude variation between the char-

acterisation factors of different chemicals (Fig. 5.5). As discussed in Rosenbaum

et al. (2008), characterisation factors for human toxicity are preferably used in a

way that reflects this large variation of 12 orders of magnitude between character-

isation factors for different chemicals as well as the 3 orders of magnitude uncer-

tainty on the individual factors. First this means that results should be by default

reported and interpreted in log scales when comparing scenarios or substance

contribution. This also means that two chemicals contributing with 1 and 90 %

(0.01 and 0.9) to the total human toxicity indicator can be considered as having
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similar impacts. The impacts are, however, significantly larger than those of a

chemical contributing to less than 1 per million of the total category indicator

(0.00001 %).

In practice, this means that for the LCA practitioner these human toxicity-related

characterisation factors can be useful to identify the priority contaminants in

product life cycles. The factors for human-toxicological impacts thus enable the

identification of chemicals contributing more than e.g. one 1000th to the total

indicator result. This will allow the practitioner to identify the chemicals that

contribute the most to the indicator and, perhaps more importantly, to disregard

the other substances, whose impact is not significant for the considered application.

This is important in the interpretation phase as well as where refinement of the study

may be needed.

6 New Developments and Research Needs

Several issues are essential in the development of the next generation of life cycle

toxicity methods and are presently the subject of ongoing research:

Better predictors for estimating degradation half-lives are required in priority.

These degradation rates should also include photolysis and hydrolysis, processes

that are not accounted for in most of the presently used databases, such as the

U.S. EPI Suite (United States – Environmental Protection Agency 2012), that are

used as input into current LCIA models. Such predictors will largely be devel-

oped from reviewing existing experimental data, such as for pesticides (Fantke

and Juraske 2013), and analysing chemical as well as microbiological properties

and conditions.

Ionisation of chemicals needs to be fully considered in environmental fate, human

exposure and effect assessment in LCIA models based on work from Franco and

Fig. 5.5 Variations in human toxicity characterisation factors for different compartments of

emission CF [DALY/kgemitted] for organic and inorganic substances in the USEtox 1.01 results

database. For categories marked with *, minimum values are low, between 1 � 10�24 and 1 � 10�16
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Trapp (2008, 2010) and van Zelm et al. (2012) regarding environmental fate

processes, and from Armitage et al. (2013) and Fu et al. (2009) for exposure

assessment-related bioconcentration.

For metals, speciation and specific removal processes need to be better consid-

ered in a way consistent with what has been developed for ecotoxicity (Gandhi

et al. 2010, 2011; Dong et al. 2014), for example the precipitation of aluminium in

groundwater.

Region-specific models can be used to reduce uncertainty associated with

spatialisation. To analyse the spatial variations in toxic impacts, an adaptive

multimedia model named PANGEA is currently being developed, determining

intake fractions at local (10 km grid around the emission source), regional

(200 km grid within the continent of emission), and continental (world divided in

continents) levels (Jolliet et al. 2012b). Special emphasis will be thereby given to

further develop modelling of exposure in the food chain linked to highest intake

fractions and high level of uncertainties.

Typically, additivity is assumed in LCIA with respect to human toxicological

effects of substance mixtures, to which we are naturally exposed. This is facilitated

by assessing substances individually in available LCIA models. However, in some

cases, the assumption of additivity is not fully valid, and synergistic, antagonistic or

even more complex interactions between chemicals may occur. An example is the

interaction between different active ingredients or between the active ingredient

and adjuvants in pesticide formulations (Benachour et al. 2007; Benachour and

Sralini 2009; Sanborn et al. 2004). When such interactions are known, methods

could be developed to adapt characterisation factors as a function of the level of

other substances in the mixture. A more realistically approach in the LCA context is

to provide specific factors for frequently observed mixture, but this is to be kept for

cases where very large differences occur depending on the mixture composition,

e.g. for impacts of PAHs (Li et al. 2014).

An important need is to develop characterisation factors for chemicals used in

consumer products, building on the product intake fraction concept (Jolliet et al.

2012a). Products of special interest are cosmetics, cleaning products, flame retar-

dants, plasticizers, antibacterial agents, that may in particular contain substances

having endocrine disrupting effects. For such indoor emission, the inhalation intake

fraction is well defined and relatively easy to estimate. Additional insights and data

are especially needed to improve estimates of dermal intake from direct contact and

from gaseous phase, that have been suggested to dominate exposure for certain

classes of semi-volatile organic compounds (Weschler and Nazaroff 2012).

Finally, worker exposure to organic chemicals per hour of blue collar work is

now available for hundreds of industrial sectors per hour worked (Hellweg

et al. 2005; Kijko et al. 2013) using measured concentration by worker inspectors.

A similar approach could be built for accident and acute disease upon the statistics

collected by (Scanlon et al. 2013, 2014).

As a whole, the assessment of toxicity in LCA has progressed on a very sharp

learning curve during the past 20 years. This rapid progression is expected to
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continue in the coming years, focusing more on direct exposure of workers to

chemicals during manufacturing and of consumers during product use.
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Chapter 6

Particulate Matter Formation

Sebastien Humbert, Peter Fantke, and Olivier Jolliet

Abstract This chapter deals with the causes and consequences of exposure from

emissions of primary particles and secondary particle precursors on human health

and how to deal with them in life cycle impact assessment (LCIA).

Following a short introduction and literature review, the first part outlines the

complete emission-to-damage pathway, from emissions of primary particles and

secondary particle precursors to damage on human health, so called ‘respiratory
effects from particles’. It describes the assessment framework for quantifying

respiratory effects from particles in the context of LCIA. The second part provides

an overview of methods that have been available in LCA to address impact of

particles on human health. We finally discuss variability and main sources of

uncertainties, as well as future trends in modelling respiratory effects of particles

in LCIA.

Keywords LCA • LCIA • Life cycle assessment • Life cycle impact assessment •

Particulate matter (PM) • PM • Primary PM • Respiratory effects • Secondary PM

1 Impacts on Human Health from Exposure to Particles

Ambient particulate matter (PM) is considered to be one of the most important

environmental stressors in terms of its contribution to the global human disease

burden (Lim et al. 2012; Hänninen et al. 2014), and PM is a significant cause of
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adverse human health effects (Pope et al. 2009). The World Health Organisation

(WHO 2008; Cohen et al. 2005) estimated that about 800,000 premature deaths

worldwide occur each year due to exposure to outdoor particles emission. The

burden of disease 2010 even estimates these effects at 3,200,000 deaths per year

Lim et al. (2012).

Several epidemiological studies show that PM causes serious adverse health

effects, including reduced life expectancy, lung cancer, chronic and acute respira-

tory and cardiovascular morbidity, chronic and acute mortality, diabetes, and

adverse birth outcomes (Kuenzli et al. 2000; Chen et al. 2008; Lippmann and

Chen 2009; Pelucchi et al. 2009; Pope et al. 2009; Brook et al. 2010; Hoek

et al. 2013; Mehta et al. 2013; Straif et al. 2013). Toxicological studies also support

the idea that exposure to PM can exert effects on key biological systems of the

human body (Kelly and Fussell 2012). Ambient PM can be primary (i.e., directly

emitted) or secondary (i.e., formed in the atmosphere from precursors). Precursors

involved in secondary PM formation include sulphur oxides (SOx), nitrogen oxides

(NOx), ammonia (NH3), semivolatile and volatile organic compounds, of which the

latter are most important for secondary organic aerosol formation.

Several life cycle impact assessment (LCIA) models and methods have been

developed to evaluate the human health damage per mass of particles or precursors

emitted (e.g., Hofstetter 1998; Bare et al. 2003; Jolliet et al. 2003; Van Zelm

et al. 2008). Hofstetter (1998) created one of the first LCIA approaches evaluating

damage factors for PM10 (respirable particles with aerodynamic diameter of less

than 10 μm), based on a consistent integration of data from existing models and

epidemiological studies. Since then, researchers have continued to develop fate and

exposure models (e.g., Levy et al. 2002; Marshall et al. 2005; Greco et al. 2007;

Rosenbaum et al. 2008) and revise epidemiological data (Pope et al. 2002; Kuenzli

et al. 2000; Laden et al. 2006; Schwartz et al. 2008). Previous publications suggest

that human health damage needs to be assessed in a regional context to increase the

confidence in, accuracy of, and acceptance of LCIA results (Potting and Hauschild

2006; Sedlbauer et al. 2007; Reap et al. 2008).

Recently, within ongoing efforts of the UNEP-SETAC Life Cycle Initiative and

the research project LC-IMPACT, significant review and consensual work has been

done to evaluate the fate and exposure (Humbert et al. 2011) and effect and severity

associated with particles (Gronlund et al. 2014) along with harmonising the assess-

ment framework from emissions to health impacts (Fantke et al. 2014).

The present chapter lays down the state-of-the-art in assessing impacts on human

health from particle emission in life cycle assessment. Information provided in this

chapter is partly based on Humbert (2009), Humbert et al. (2011), and Fantke et al.

(2014) where the reader may find additional information on the topic.
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2 Emission-to-Damage Framework

In LCIA, impacts on human health from airborne pollutants can be expressed using

different units from (i) ‘non-health’ based indicators such as the equivalent amount

of a reference substance (e.g., kg of 1,4-DCB-eq or kg of PM2.5-eq), to (ii) health-

based indicators such as the number of cases of illness (e.g., expressed in USEtox as

comparative toxic units with respect to human effects, CTUh), the number of

premature deaths, the reduction in life- expectancy expressed as quality-adjusted

life years (QALY) or as disability-adjusted life years (DALYs – Murray and Lopez

1996). One of the advantages of the DALY is that it consistently accounts for

several forms of burden such as mortality and morbidity, using internationally

recognised disability weights. Another advantage of DALYs is to make damage

results comparable across impact categories for all methods that use DALY for

human health related impacts (e.g., Goedkoop et al. 2009; Jolliet et al. 2003; Bulle

et al. 2013). DALY is especially appropriate for impacts of PM since available data

used to determine dose-response is directly expressed in term of health outcomes.

At midpoint, if desired, results can always be expressed in kg PM2.5-equivalents by

dividing the DALY by the amount of DALY per kg of PM2.5, since most of the

health effects are commonly attributed to the particles smaller than 2.5 μm.

Following the general framework for emitted atmospheric pollutants (Jolliet

et al. 2003; Udo de Haes et al. 2002), the characterisation factor (CF, in DALY

per kg emitted) for respiratory effects from particles or their precursors expresses

the additional damage on human health per kg additional particulate matter or

precursor emitted. As also done for the human and ecotoxicity impact categories, it

can be determined as a function of an atmospheric fate factor, an exposure factor, a

dose-response slope factor and a severity factor. The two former factors can be

combined into an intake fraction (iF) and the two latter factors can be combined into

an effect factor (EF):

CF ¼ FF � XF|fflfflfflffl{zfflfflfflffl}
iF

�DRF � SF|fflfflfflfflffl{zfflfflfflfflffl}
EF

ð6:1Þ

Figure 6.1 shows the emission-to-damage framework for impacts on human health

from exposure to particles.

The fate factor (FF, [d]) represents the intermedia transfer and residence time in

each media. It relates the quantity emitted (kgemitted) to the mass in air as the

exposure medium multiplied by its persistence (kgin air∙d). The exposure factor

(XF, d�1) determines the fraction of the air that is inhaled every day by the

population. It relates the mass in the environment to the dose taken in. The dose-

response slope factor (DRF, disease incidence/kginhaled) indicates the change in

morbidity or mortality per kg intake dose. Finally, the severity factor (SF, DALY/

disease incidence) is the human health damage per morbidity or mortality

incidence.
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2.1 Relevant Emissions

The pollutants considered to contribute to PM-related impacts in the different LCIA

methodologies are typically total suspended particle, primary PM10, primary

PM10–2.5, primary PM2.5 and secondary PM formed from SO2, NOx, and NH3.

Direct exposure to SO2, NOx, NH3 and CO is sometimes also considered in the

so-called respiratory inorganic category. In accordance with the title of this chapter,

the focus is exclusively on particulate-mediated effects, and we suggest to have non

PM-related toxic effects of inorganic gases considered in the human toxicity

category along with other organics and inorganics. Because of the lack of data,

secondary PM from volatile organic compounds is often excluded but is

recommended as an area of further research (Muller and Mendelsohn 2007; Ilacqua

et al. 2007; Kanakidou et al. 2005).

2.2 Intake Fraction

The two terms XF and FF are often combined into the human intake fraction (iF,

kginhaled/kgemitted, which is expressed in this chapter in ppm, i.e., part per million or

mginhaled/kgemitted) (Bennett et al. 2002). The intake fraction for primary pollutants

represents the fraction of the emission taken in (inhaled) by the (exposed) popula-

tion. The intake fraction for secondary PM is the mass of PM attributable to a

specific precursor inhaled per mass emission of the precursor. In cases secondary

PM is composed of both nitrogen and sulphur such as in (NH4)2SO4, an issue of

double counting may appear when adding the damage from NH3 emissions and SO2

Fig. 6.1 Cause–effect pathway and impact assessment framework for impacts on human health

from exposure to particles (Fantke et al. 2014)
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emissions. This is a limitation and would require further work to better address this

issue of double counting, looking at the limiting pollutant in a specific area.

The inhalation intake fraction (iF) of a pollutant p is calculated according to

Eq. 6.2 (Marshall et al. 2005; Bennett et al. 2002):

iFp ¼

Z
time

N tð Þ � BR tð Þ � Cp,air tð Þ � dt

Sp
ð6:2Þ

where N (persons) is the number of persons exposed as a function of time t (s), BR

(m3/[person – d]) is the volumetric breathing rate, and Cp,air (kg/m
3) is the incre-

mental exposure concentration attributable to emission Sp (kg).

In Eq. 6.2 the intake fraction of secondary PM is calculated by dividing the mass

of secondary PM inhaled by the mass of precursors emitted. It is assumed that SO2

creates ammonium sulphate ((NH4)2SO4), that NOx creates ammonium nitrate

(NH4NO3) and that NH3 creates both ammonium sulphate ((NH4)2SO4) and ammo-

nium nitrate (NH4NO3). Further research is needed to better capture the composi-

tion and mass of secondary PM attributable to precursors which will also qualify the

treatment of the potential double counting, e.g. in the case of ammonium sulphate

(NH4)2SO4, through better understanding of the influence of precursors already

present in the air on the secondary PM formation of the precursor of interest.

The size distribution and the chemical composition may influence the dose-

response relationship (Humbert 2009). They vary among emission sources and

locations, and are the two main attributes of PM to consider when modelling their

characterisation factors. Franklin et al. (2008) thus show that certain chemical

species – that are, for example, adsorbed at the surface of primary PM at the

point of emission – significantly modify the mortality of PM2.5exposure, suggesting

that mass alone may be an imperfect metric when evaluating the health effects

of PM.

2.3 Effect Factor

The last two terms of Eq. 6.1, SF and DRF, can be combined into the effect factor

(EF, DALY/kginhaled). LCIA studies often assume a linear, no-threshold dose

response curve, an approach that for PM is supported by several studies (WHO

2006; Roman et al. 2008; Schwartz et al. 2008). However, in cases where PM

concentrations are higher or lower than those observed in epidemiological studies

of the U.S. or Europe (typically, around 10–35 μg/m3 for PM2.5), the linearity

assumption may not apply, and non-linear relative risk functions have been pro-

posed (Abrahamowicz et al. 2003; Pope et al. 2009; Burnett et al. 2013). Further

studies are required to consider how these could be taken into account in the LCA
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framework and possibly locally linearised as a function of background PM2.5

concentration.

At the present stage of knowledge, the human health impacts are primarily

attributed to particulates smaller than 2.5 μm. Therefore the effect of PM10 is

assumed by most methods to be equal to the effect of PM2.5 multiplied by the

fraction of PM2.5 in PM10 inhaled.

The inhalation of PM can lead to many different health outcomes, and existing

epidemiological studies show significant variations in the frequency and estimated

damage of each outcome as a function of mass PM inhaled.

The total effect factor for PM exposure accounts for premature mortality and for

some other endpoints such as asthma and restricted activity days. Premature

mortality (‘chronic mortality’) is referring to the mortality associated with chronic

diseases. Premature mortality also includes short-term increases in mortality (‘acute
mortality’) from respiratory effects, as well as long-term mortality from carcino-

genic effects. Acute data are based on time-series studies on daily mortality that

measure the proportional increase in the daily death rate attributable to recent

exposure to air pollution. Chronic data are based on cohort studies. Chronic data

include those who died from chronic disease caused by long-term exposure, but also

those whose death is advanced by recent exposure to air pollution (Kuenzli

et al. 2000; WHO 2006; Van Zelm 2009).

By combining all considered outcomes, it is possible to find a final effect factor

in DALY per kg PM inhaled. The effect factors thus represent endpoints where

there is conclusive evidence of effects, but it should be acknowledged that present

inconclusive epidemiological evidence for certain additional health endpoints

potentially associated with PM exposure does not mean that these endpoints will

not turn out to be relevant at a later stage.

2.4 Characterisation Factors as a Function of Source Type
and Location

As explored by Humbert (2009), an important step towards reducing uncertainty in

assessing the impacts on human health from exposure to particles is the capacity to

account for variability in both source and location of emission. To illustrate the

sensitivity to these parameters, Table 6.1 shows characterisation factors addressing

impacts on human health from exposure to particles and precursors, expressed in a

typical source-location matrix, as a function of the pollutant emitted, type of

emission source (high-stack, low-stack, ground level and an emission-weighted

average) and location of emission (indoor, in urban area with high population

density of about 4,000 person per km2, in rural area or in remote area with about

1 person per km2). Note that the location (urban, rural and remote) influences the

characterisation factor because of the differences in population density and there-

fore in exposure and not in terms of fate.
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3 Overview of Available Methods

Characterisation methods that address respiratory effects from particles all work

with (part of) the above-mentioned framework. However, some LCIA methodolo-

gies consider impacts from particles within the ‘human toxicity’ impact category

(e.g., Guinée et al. 2002), whereas most methods keep human toxicity and impacts

from particles as two separate categories since the latter category is based on

epidemiological data whereas toxicity impacts are mostly based on animal assays.

Table 6.2 provides an overview of the LCIA methodologies addressing respira-

tory effects from particles, with their main characteristics.

4 Variability and Uncertainty

There are many sources of variability and uncertainty along the emission-to-

damage chain. Variability in the calculation of impacts contributes to uncertainty

in the final impact results if it is not accounted for in the calculation of impacts.

Therefore one way to reduce uncertainty is to account for spatial variability.

4.1 The Importance of Spatial Differentiation in Reducing
Uncertainty

When looking at the characterisation factors at the damage level of methods

presented in Table 6.2, one sees that the variation between characterisation methods

is typically less than a factor 3. However, within characterisation methods, the

characterisation factors can vary by more than 3 orders of magnitude for the same

pollutant, depending on where it is emitted.

As evaluated in Humbert (2009), accounting for the emission source-specific

population density reduces the variability (not the uncertainty) of the estimated

intake fraction and the characterisation factor, which in turn reduces the uncertainty

of the life cycle assessment results.

One of the main constraints in life cycle assessment regarding spatial differen-

tiation is that most of the inventories of background processes do not give infor-

mation (the format of the life cycle inventory databases often do not even provide

the option to give information) on the country of emission. Certain specific pro-

cesses may include the country of origin, but this information is often lost when the

life cycle assessment software aggregates inventories before performing the impact

assessment. In addition, for this impact category, variation within a country is often

larger than between countries. Since inventory data can relatively easily be
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distinguished by archetype, even after aggregation, source-location matrices, such

as suggested by Humbert (2009) and Humbert et al. (2011) and presented in

Table 6.1 can be used to address spatial differentiation within current life cycle

assessment constraints (including life cycle assessment software) and therefore,

help reducing this source of uncertainty in the final results.

Variation in intake fraction is primarily caused by differences in population

densities that can be up to two orders of magnitude between emissions in high

population density areas (e.g., truck emissions in a city) and low density population

areas (e.g., emissions from a truck crossing remote areas). Therefore, regionalising

characterisation factors by considering variability in population density patterns is a

high priority for the fate and exposure of primary and secondary PM. The intake

fraction is also strongly influenced by the height of the emission source, with the

highest intake fractions occurring for emissions occurring at ground-level – where

people are breathing. Intake fraction also varies with local meteorological condi-

tions, namely mixing height, wind speed and city width, approximated by the

square root of the city area (Marshall et al. 2005). All other parameters considered

equal, a city situated in a basin with low winds will experience a higher intra-urban

intake fraction compared to a city situated near the coast with stronger winds

towards the ocean. If the specific urban environment of an emission is known,

Apte et al. (2012) provide continental, country and even city specific intra-urban

intake fractions for ground level emissions, accounting for specific meteorological

conditions and population densities of all cities with more than 100,000 inhabitants

worldwide. These intra-urban intake fractions can be summed with the extra-urban

rural iF used to replace the iF factor in Eq. 6.1 in the calculation of a characteri-

sation factor that is representative of emissions into the considered city.

4.2 Other Types of Uncertainties

PM regulations and epidemiology studies typically focus on PM mass with particle

size smaller than 2.5 μm. Present data do not enable to differentiate the impact as a

function of particle size, and work in ultra-fine particles and nanoparticles suggests

that effect on human health could be associated to the particle area rather than to

particle mass. There is therefore a need to study area-based rather than mass-based

dose-response relationships (Humbert 2009).

In addition, the use of epidemiological data means that PM-attributed impacts

can in fact be caused by other pollutants whose concentrations could be correlated

to PM (Reiss et al. 2007). Care must be taken to avoid double-counting the

impacts of PM and the impact of other correlated variables in cases of common

endpoints.
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5 Future Trends

As outlined in Humbert (2009), the main challenges identified in LCIA modelling

of respiratory effects from particles are better understanding of (i) the fate and

exposure of PM as presented in the intake fractions, and of (ii) the effects.

(i) Intake fractions: First, further improvements are needed for the averaging

method of wind speeds and mixing heights, which should be determined to

best estimate intake fractions for rural and remote emissions. The influence of

the season on the fate and exposure of PM should be evaluated, as the season

has a large impact on mixing height, transport, and deposition (Ries

et al. 2009). To account for meteorological specificities in the intra-urban

intake fraction (such as the work of Apte et al. 2012), inventories should

explore the possibilities to either capture the type of meteorological specific-

ities associated with the city where the emission is occurring into archetypes or

specify in which city the emission is occurring. The spatial differentiation of

fate and exposure needs to be improved to also cover emissions in other types

of environments (such as oceans or high altitudes), which would involve the

evaluation of intake fractions and characterisation factors for different geo-

graphical regions in the world. Then, fate, exposure and effects from secondary

PM from volatile organic compounds need to be quantified. Currently these

precursors are not covered by LCIA. To further evaluate the influence of

composition and size distribution, the intake fraction and effect factor should

be differentiated depending on the PM source such as diesel, coal or road dust

(Humbert 2009). Furthermore, the influence of buildings in modelling of the

fate, exposure or effect factors of indoor exposure from outdoor emission

should be considered. Buildings can change the particle size distribution and

exposure to PM from outdoor origin (Riley et al. 2002; Liu and Nazaroff 2003)

as well as the interpretation of epidemiological data. Another option that needs

to be investigated is the possibility to determine industry specific intake

fractions (e.g., for coal power plant in a country or for mining), especially in

case most facilities in an industry sector are associated to an archetype (e.g. if

all coal power plants would be situated in rural area and with high-stack

emission). Finally, as pointed out by Fantke et al. (2014), additional areas

that require further investigation include non-linearities in chemical formation

of secondary PM.

(ii) Effect factors: Since chronic bronchitis in adults accounts for one-third of the

PM effect factor (Humbert 2009), this aspect should be assessed with higher

certainty. The influence of PM inhalation on low birth weight (Bell et al. 2008)

and its expression in terms of DALYs also deserves further attention. Dose-

responses from chronic exposure to precursors, CO, and secondary particulate

matter from NH3 require better understanding. Characterisation factors, both

for PM smaller than 2.5 μm (e.g., PM1 or PM0.1) and for PM between 2.5 and

10 μm, should be studied further. On the dose-response side, there is a need to

study the incorporation of the risk ratios proposed for PM in the 2010 burden of
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disease (Lim et al. 2012; Murray et al. 2013). Furthermore, because of the

uncertain mode of action for PM, modelling of effect factors may consider

surface area and number of particles instead of only mass as a proxy for adverse

health effects (Humbert 2009). Similarly, fate and exposure modelling may

consider the evolution of particle size distribution over time for an emission

(Humbert 2009). Finally, as pointed out by Fantke et al. (2014), additional

areas that require further investigation include non-linearity of the exposure-

response for certain health endpoints, use of cause-specific vs. all-cause mor-

tality data for calculation of effect factors, age- and cause-specific disability

weights, and extension of the epidemiological assessment that are only

mortality-based to also include morbidity.

While intake fractions, effect factors and characterisation factors for particles

are still in need of further work, source-location matrices, as suggested by Humbert

(2009) and Humbert et al. (2011) and presented in Table 6.1 provide a framework

for life cycle assessment practitioners to improve their evaluations of adverse health

effects caused by primary and secondary particulate matter. In many damage-

oriented life cycle assessment studies, PM is responsible for a large or dominant

fraction of the total human health damage. Harmonising the values used in life

cycle assessment studies and making those values consistent with the characterisa-

tion of organics (Rosenbaum et al. 2008; Hauschild et al. 2008) will increase

accuracy, consistency, and comparability among results for human health damage

and strengthen the overall assessment of human health impacts in life cycle

assessment.

To conclude, it is worth to note that in the ILCD recommendations (Hauschild

et al. 2013), the ‘particulate matter/respiratory inorganics’ human health impact

category is the only impact category to get a classification 1 (i.e., classified as

recommended and satisfactory) both at midpoint and endpoint level, so even though

one can point to the need for further improvement, this expert assessment qualified

it as satisfactory.
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Chapter 7

Photochemical Ozone Formation

Philipp Preiss

Abstract Anthropogenic ozone arises as the product of reactions in the atmosphere

between OH-radicals, the anthropogenic air pollutants nitrogen oxides (NOx) and

different non-methane volatile organic compounds (NMVOC).

The photochemical oxidant of main interest within LCA is ground level ozone

(O3) caused by the emission of the air pollutants NOx and NMVOC within life

cycles of products and services. Several different LCIA methods have been devel-

oped in the last 20 years to characterise this impact category. Some provide

midpoint and some endpoint characterisation factors, and there are site generic

and spatially explicit methods. They all struggle with the highly non-linear depen-

dence of ozone creation on background conditions regarding chemical substances

and meteorology and also the fact that many response functions include thresholds

and that resulting impacts depend on the ozone exposure, both for impacts on

human health and on other living beings and even on materials. Hence, the

modelled impacts due to ozone caused by anthropogenic emissions are subject to

large variability and uncertainty.

Keywords Air pollutants • Ground level ozone (O3) • Impacts on human health

and vegetation • Life cycle impact assessment • Nitrogen oxides (NOx) • NOx •

Non-methane volatile organic compounds (NMVOC) • NMVOC • O3 • Ozone

1 Introduction

Photochemical oxidants arise as the product of reactions between OH-radicals,

photochemical oxidants and the air pollutants nitrogen oxides (NOx) and

non-methane volatile organic compounds (NMVOC) in the atmosphere.

The photochemical oxidants are mainly ozone (O3), peroxyacetyl nitrate and

hydrogen peroxide. The main impact from photochemical oxidants on the natural

environment is caused by an elevated O3 concentration. Excessive concentrations

of tropospheric O3 have toxic effects on both plants (Davison and Barnes 1998;
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Ashmore 2002; Singh et al. 2009) and human health (WHO 2003; Bell et al. 2004;

Anenberg et al. 2009, 2010).

Of main interest for the different life cycle impact assessment (LCIA) methods in

this context is the impact assessment of the emissions of NOx and NMVOC regarding

their effects as a precursor of ground level ozone. NMVOC is a generic term for

several substances or a group of substances consisting of alkanes, alkenes, aromatics,

aldehydes and alcohols, etc. Sometimes, VOC is used synonymously with NMVOC,

although NMVOC excludes methane. NOx is the sum of NO and NO2.

Ground level, or tropospheric ozone is especially known in connection with

summer smog. Ozone also occurs in the ozone layer (stratosphere) where it is very

beneficial for all living beings because it filters the harmful medium-frequency

ultraviolet light from the sun.

The research on atmospheric chemistry on the one hand and impact assessment

of ozone towards different receptors on the other hand has several motivations.

Policy on air quality is concerned with absolute levels of ozone concentration and

change of ozone concentration due to non-marginal change of emission of pre-

cursors. Tropospheric ozone also plays a role as a driver for climate change.

This chapter focuses on ground level ozone since it is the main contributor to

photochemical oxidant impact. Therefore, the term ozone is used to refer to ground

level ozone, unless explicitly stated otherwise.

1.1 Tropospheric Ozone

According to Amann and co-workers (2008), tropospheric ozone is a highly oxi-

dative compound formed in the lower atmosphere from gases (originating to a large

extent from anthropogenic sources) by photochemistry driven by solar radiation.

From the perspective of LCIA, the most relevant substances which are contributing

to ozone creation are NOx and the different components of NMVOC.

1.2 Ozone Creation

The atmospheric chemistry of NMVOC and NOx is described in detail e.g., in

(Atkinson 2000). Ozone is formed photochemically from the photolysis of NO2 as

follows:

NO2 þ hγ ! NOþ O ð7:1Þ
Oþ O2 þM ! O3 þM ð7:2Þ

M is a third ‘body’ – it can be actually any ‘body’ with mass, mostly nitrogen or

oxygen molecules, but also particles, etc. It absorbs energy from the reaction as
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heat. Without this absorption, combining of O and O2 into O3 cannot be

accomplished.

O3 rapidly reacts with NO:

NOþ O3 ! NO2 þ O2 ð7:3Þ

These reactions result in a photo equilibrium between NO, NO2 and O3 with no net

formation or loss of O3, as shown in Fig. 7.1a. However, in the presence of VOC

(including methane) the degradation reactions of VOC lead to the formation of

intermediate RO2 and HO2 radicals (hence, R stands for an ‘organic remaining of a

VOC after the corresponding reaction’). These HO2 and RO2 radicals react with

NO, converting NO to NO2

HO2 þ NO ! OH þ NO2 ð7:4Þ
RO2 þ NO ! ROþ NO2 ð7:5Þ

which then forms ozone through photolysis (Fig. 7.1b), hence, yielding a net

formation of ozone.

Hydroxyl (OH) radicals are the key reactive species in the troposphere, because

they are reacting with nearly all organic compounds. VOC are oxidised by a series

of reactions, finally leading to formation of carbon monoxide (CO), carbon dioxide

(CO2) and water (H2O).

The following reactions are involved:

RHþ OH ! H2Oþ R ð7:6Þ
Rþ O2 þM ! RO2OþM ð7:7Þ
RO2 þ NO ! NO2 þ RO ð7:8Þ

Fig. 7.1 Model of the

reactions involved in NO to

NO2 conversion and O3

formation. Left (a)
NO-NO2-O3 systems in the

absence of VOC. Right (b)
NO-NO2-O3 systems in the

presence of VOC (Taken

from Atkinson 2000)
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The organic remaining ‘R’ from the VOC can also be generated by photolysis,

i.e. caused by solar radiation. Usually, VOC with molecules containing the car-

bonyl (C¼O) bond are involved. Most common is formaldehyde (HCHO).

OHþ HCHO ! H2Oþ HCO ð7:9Þ

Hydroperoxyl radical HO# 2ð Þ� �
is then generated by the following reaction

HCOþ O2 ! HO2 þ CO ð7:10Þ

leading to the following reaction:

HO2 þ NO ! NO2 þ OH ð7:11Þ

Hence, the OH is available again and NO2 is generated. Moreover, the carbon

monoxide (CO) can finally create another hydroperoxyl radical.

Another effect of solar radiation can be described as follows

HCHO )þhy2
Hþ HCO ð7:12Þ

The hydrogen atom and formyl radical Hþ HCO produced by this photolytic

reaction yield two hydroperoxyl radicals via reaction with oxygen.

The reactions above comprise the simplest VOC oxidation combination. There

are many other similar reactions taking place, but the shown schemes give an idea

of the underlying mechanisms.

Hence, solar radiation is involved in the creation of ozone, mainly through

regeneration of hydroxyl radicals, and hence, especially in summer on days with

high ozone levels. The distribution of the emissions and background concentrations

differ and change in time and space. However, NOx is mainly emitted by combus-

tion activities, such as thermal energy conversion (electricity and heat) and differ-

ent transport-technologies such as aviation, shipping and vehicles, which use fossil

fuels. NMVOC are mainly emitted by solvent applications but also by the domestic

sectors. Moreover, there are many natural NMVOC emitted, e.g. by forests.

A difficulty in the assessment of NMVOC as one group of substances is that it

can consist of very different substances in different composition, depending on the

source of emission, with rather different potentials to contribute to the creation of

ozone. For example, according to Theloke (2004) NMVOC emissions from solvent

use in 2000 in Germany consisted of alcohols (31 %), alkanes and cycloalkanes

(22 %), aromatics (15 %), esters (11 %), glycol derivatives (6 %) as well as ketones

(5 %), terpenes (4 %), ethers and halogenated hydrocarbons (2 % each) and low

amounts of organic acids, aldehydes, amines and amides. Approximately 2 % of the

emissions could not be assigned to a substance class.

The photochemical ozone creation potential (POCP) indicates the potential

capacity of an organic compound to create ozone in the troposphere. The value

for ethene has been set as a reference. However, different lists and definitions of
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POCP exist. The POCP is based on reaction rates with hydroxyl radical in the

troposphere and hence, the spatial scope should be included, to reflect the local,

regional and global effect on ozone creation (Table 7.1).

The POCP above is calculated for a certain time horizon, weather conditions,

and for a certain area (Northwest Europe). The reactivity varies strongly between

substances, hence, if the composition of the NMVOC is known, or when different

specified solvents have to be compared, their actual ozone creation potential should

be considered.

Sambat and co-workers (2005) explain that depending on the actual substance

the photolysis can change one NMVOC (with high number of C atoms) to another

one which again has certain reactivity. Hence, all NMVOC contribute to ozone

generation depending on the spatial and time scales. Different approaches exist to

the assessment of the reactivity of an NMVOC.

1.3 Photochemical Ozone Creation Potential

The value of the POCP as developed by Derwent and co-workers (1998) strongly

depends on the considered time horizon. For a short integration time of some hours

Table 7.1 POCP-values for some NMVOC (sorted by declining POCP-values (Derwent

et al. 1998))

Substance POCP Substance POCP

1.3.5-Trimethylbenzene 138.1 1.3-Butadiene 85.1

1.2.4-Trimethylbenzene 127.8 2-Methyl-2-Butene 84.2

1.2.3-Trimethylbenzene 126.7 2-Methyl-1-Butene 77.1

cis-2-Butene 114.6 3-Methyl-1-Butene 67.1

trans-2-Butene 113.2 Toluene 63.7

Propene 112.3 Methyl propene 62.7

cis-2-Pentene 112.1 n-Butanol 61.2

trans-2-Pentene 111.7 n-Propanol 54.3

m-Xylene 110.8 2.3-Dimethylbutane 54.1

Isoprene 109.2 n-Heptane 49.4

1-Butene 107.9 n-Octane 45.3

trans-2-Hexene 107.3 n-Nonane 41.4

cis-2-Hexene 106.9 2-Methylhexane 41.1

o-Xylene 105.3 n-Decane 38.4

p-Xylene 101 3-Methylhexane 36.4

Ethene 100 Trichloroethylene 32.9

1-Pentene 97.7 Acetic acid ethyl ester 21.3

1-Hexene 87.4 Isopropanol 14

1.3-Butadiene 85.1 Ethane 12.3

2-Methyl-2-Butene 84.2 Acetone 9.4

1-Hexene 87.4 Perchloroethylene 2.9
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mainly very reactive NMVOC contribute to ozone formation – and therefore, on a

local scale. If the integration time is increased to several days, even less reactive

NMVOC contribute to a significant extent to ozone formation perhaps on a larger

regional scale. In order to capture the full ozone formation burden which is of

importance on the regional and even hemispheric scale, one has to consider a time

horizon of weeks or even months.

1.4 Reactivity by OH

Sambat and co-workers point to the dependence of the ozone concentration on the

atmospheric life time which is largely determined by its reaction with OH radicals.

The lifetime thus depends both on the assumed atmospheric concentrations of OH

radicals and the concentrations of the hydrocarbon (Sambat et al. 2005). Following

this approach they make a distinction between NMVOC which contribute locally,

regionally, supra-regionally or globally to the ozone formation.

1.5 Maximum Incremental Reactivity

With the incremental reactivity (IR) concept from Carter et al. (1995), the ozone

formation potential is treated in terms of its incremental reactivity, i.e. the number

of molecules of ozone formed per NMVOC carbon atom added to a certain

atmospheric reaction mixture of NMVOC and NOx. The peak IR value of an

NMVOC is known as its maximum incremental reactivity (MIR).

In addition to the inherent reactivity of a specific compound, also specific

conditions, emission and concentration of other pollutants and meteorological

conditions are important for the resulting ozone formation. Hence, one of the

main problems for the determination of ozone formation potential is the depen-

dence on many parameters which vary with time, space and system boundaries.

1.6 Impact Pathway and Affected Area of Protection

As depicted in Fig. 7.1, the impact pathway leads from emission of NMVOC, CO

and NOx via creation of ozone to the effects on human health (acute and chronic

effects), and effects on crops and natural vegetation, i.e. forestry and other plants,

and therefore to damages on the ecosystem at large. In the diagram there are

references made to certain LCIA-methods (circles) which address the effects at

the corresponding level of the impact pathway. Therefore, these LCIA-methods

provide characterisation factors for different midpoints or endpoints, and some-

times provide both (Fig. 7.2).
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There are different spatial scales of interest with regard to the environmental

effects of the created ozone. Most popular is the so called summer smog

(corresponding to very high concentration of ozone) which occurs only periodically

and due to certain, relatively rare circumstances (e.g., high ambient temperature and

intense solar radiation and low wind speed). This summer smog has a more local

extent but relatively strong impacts on human health. The ozone formation may

also lead to increasing tropospheric concentrations at the regional scale, and due to

the larger area, the regional scale is more important for impacts on vegetation.

Finally, it has to be mentioned that ozone acts as a direct greenhouse gas and that it

affects the atmospheric lifetime of methane, another important greenhouse gas.

This makes it relevant regarding radiative forcing, and, therefore, ozone is impor-

tant on a global scale with regard to the impacts on global warming. However, this

last issue is not further addressed in this chapter.

Sun light

MEEuP
Airborne emissions
of VOCs and CO

Photochemical
oxidation of
VOCs

TRACI

Airborne emissions
of NOx

CML, EDIP97

LIME midpointReCiPe midpoint
Increase in
tropospheric
ozone
concentration

Increased/critical
exposure of
humans

Increased/critical
exposure of
vegetation

Acute effects
on humans

Damage on human
health

ReCiPe endpoint

EcoSense EPS 2000

LIME endpoint

Damage to
forestry

Acute effects
on Vegetation

Chronic effects on
vegetation

Damage to
crops

Damage to
ecosystems

Chronic effects on
humans(?)

EDIP 2003

Fig. 7.2 Impact pathway for photochemical ozone formation and approach of different LCIA

methods along the cause-effect chain (Taken from JRC-IES 2011)
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The pre-selected characterisation models which were considered for recommen-

dation under the EU Commission’s ILCD system (JRC-IES 2010) are listed and

characterised in Table 7.2. The table shows the different levels of either including a

midpoint and/or an endpoint model. A more detailed summary of the methods

below can be found in JRC-IES (2011).

1.7 Impacts due to Ozone

Ozone is harmful to flora, fauna, human health and materials. However, the

assessment of the corrosion of materials due to ozone has received only little

attention within LCIA. Therefore, impact assessment has focused on impacts on

crops, ecosystems and human health. Ozone can irritate the respiratory system and

lead to different health effects and increased mortality. Due to its effect on

vegetation, it may also affect human welfare due to its effects on crop productivity

and biodiversity and hence, on ecosystem services.

The analysis by Amann and co-workers (2008) indicates that ozone pollution

affects the health of most of the populations of Europe, leading to a wide range of

health problems. The effects are estimated to include ca. 21,000 premature deaths

annually in 25 European Union countries. Anenberg and co-workers (2010) esti-

mate that anthropogenic O3 is associated with an estimated 0.7 (range 0.4–1)

million respiratory mortalities and correspondingly 6.3 (range 6.3–9.3) million

years of life lost annually. However, Lim and co-workers (2012) estimate the

global burden of disease in 2010 from ambient ozone as ca. 152,400 deaths with

a range between 52,300 and 267,000. This corresponds to 2.5 million DALY with a

range from 840,000 to 4.3 million DALY.

Van Dingenen and co-workers (2009) estimate the global impact of ozone on

agricultural crop yields under current and future air quality legislation. Results

indicated that present day global relative yield losses range between 7 and 12 % for

wheat, between 6 and 16 % for soybean, between 3 and 4 % for rice, and between

3 and 5 % for maize.

1.8 Ozone Metrics and Levels

Ozone concentrations behave in a very dynamic way. The precursors NOx and

NMVOC are not emitted continuously, neither by natural nor by anthropogenic

sources, but emissions show variation during the day (day, night, rush hours),

during the week and between the different seasons. In addition, the ozone creation

and resulting concentration are very much influenced by meteorological factors

which are also changing during the day, across seasons, as well as between

locations of emission sources. The meteorological factors are, for example, direct

sunlight (and hence, there is an influence by clouds), temperature and atmospheric
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mixing layer height. Furthermore, ozone itself is a very reactive gas with a

relatively short lifetime in the atmosphere. Since it is very dependent on the

conditions and reaction partners, it is difficult to specify the lifetime. At ground

level the lifetime of ozone ranges from hours to days, whereas in the upper

troposphere the lifetime can be weeks and months.

Hence, the spatial and temporal distribution of ozone concentrations shows large

variations. Therefore, different concentration-response-relationships have been

derived in epidemiological studies. They find relationships between a certain

exposure indicator for humans or vegetation and observed effects in order to

estimate impacts. Some indicators are based on a threshold of ozone exposure.

Implicitly, it is assumed that below this threshold no impact should occur.

Ozone concentration indicators can be average concentrations over time with or

without consideration of a threshold, such as daily maximum 8-h or 6-h or 1-h

ozone averages. Anenberg and co-workers (2010) use seasonal average (6-month)

1-h daily maximum O3 concentrations. Another indicator is named SOMO0 which

is the daily maximum of 8-h running average (without threshold).

However, Sum of Ozone Means Over 35 ppb(SOMO35) (EMEP 2011) is a state-

of-the-art indicator that is widely applied in Europe. It is the indicator for health

impact assessment recommended by the World Health Organisation (WHO). It is

defined as the yearly sum of the daily maximum of 8-h running averages over

35 ppb. For each day the maximum of the running 8-h average for O3 is selected and

the values over 35 ppb are summed over the whole year. If we let Ad
8 denote the

maximum 8-h average ozone on day (d), during a year with Ny days (Ny¼ 365 or

366), then SOMO35 can be defined as:

SOMO35 ¼
Xd¼Ny

d¼1
max Ad

8 � 35ppb, 0:0
� � ð7:13Þ

where the max function ensures that only Ad
8 values exceeding 35 ppb are included.

The corresponding unit is ppb · days (abbreviated also as ppb · d, where 1 ppb O3 is

ca. 2 μg/m3 of O3).

The indicators for impact assessment towards crops and natural vegetation are

AOT40 and AOT40c, respectively. AOT40 stands for ‘Accumulated Ozone con-

centration above a Threshold of 40 ppbV’. It is used to calculate forests using

estimates of O3 concentration at forest-top, assuming a default growing season of

April-September for the northern hemisphere. AOT40c calculated for agricultural

crops uses estimates of O3 at the top of the crop. This AOT40c is using a default

growing season of May-July, and a default crop-height of 1 m for the northern

hemisphere.

2 Impact Assessment

For the impact category ‘photochemical ozone formation’, the relevant life cycle

inventory (LCI) results consist of emissions of NOx and different NMVOC to air.
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Since the group of substances NMVOC is consisting of a large number of

substances, some LCIA methods have developed substance specific characterisa-

tion factors (CF).

CFs can represent the impact on an indicator defined at a midpoint or an endpoint

of the impact category. In the context of ozone, the midpoint indicator is, for

example, the ozone creation or ozone exposure; the endpoint or damage indicators

are human health impacts and impacts on vegetation (natural vegetation and crops).

To model the impact pathway in the calculation of a CF, certain steps have to be

followed. They are described in the following.

2.1 Fate Modelling

According to Hofstetter (1998) there are five types of fate models:

• A model that relates average residence times to average mixing volumes

• A model that relates measured average concentrations to measured emissions

• A model that relates modelled average concentrations to measured emissions

• A multi-media model that models the fate of a unit emission and

• A model that relates modelled reductions in concentrations to assumed reduc-

tions in emissions concentrations to measured emissions.

These approaches differ significantly in their complexity, their computational

demands and hence, in the alleged accuracy. For the latter ones, chemical transport

modelling is necessary.

Chemical transport modelling (CTM): Atmospheric transport models are applied

for calculating the concentrations of air pollutants in certain areas or at certain

points within an underlying receptor area. The models do not only account for

dispersion but also for chemical transformation. For practical reasons a large

receptor area is divided into grid cells and the concentration is calculated as an

average for each of these grid cells. In order to attribute a concentration increment

to an emission from a certain source or source area, first a modelling of the

background concentrations caused by the background emissions is done. This is

then called the reference scenario. Then a second calculation has to be conducted

based on a change of emissions from a certain source (e.g. a coal fired power plant)

or source area (e.g. 15 % of the NOx emissions occurring in Belgium in a certain

reference year). This is the assessment scenario. Assuming linearity within the

range of the marginal (or quasi marginal) emission change, the concentration

change in each grid cell, i.e. the differences between the background concentrations

in the reference scenario and the concentrations in the assessed scenarios are

calculated. These changes can then be attributed to a unit change of emission,

e.g. per mega gram emission from the assessed source or location. Based on this

approach, so called source receptor matrices (or blame matrices) are derived for

different source regions following a spatially differentiated approach.
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2.2 Impact Assessment for Impacts and Damage
to Human Health

As illustrated in Fig. 7.3 and in accordance with the approach taken for other human

health-related impact categories, a CF for human health impacts from photochem-

ical ozone formation can be expressed as the product of three factors:

• the intake fraction (iF)

• the effect factor (EF)

• the damage factor (DF)

The calculation of characterisation factors is summarised in the following

expression:

CFs,a,p, i ¼
X
i

iFi,p, s,a

X
e

EFi,d � DFdð Þ
 !

ð7:14Þ

where,

s is the source region (country of region)

a is a certain archetypical characteristic (e.g. high stack)

Fig. 7.3 Model to derive characterisation factors regarding human health impacts caused by

ozone (Taken from Preiss et al. 2012)
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p is the emitted pollutant (e.g. NOx or NMVOC)

I is the pollutant taken in (in this case ozone)

iF is the intake fraction, i.e. the mass of ozone [g] taken in in relation to the mass

[g] precursor pollutant (NOx and NMVOC) emitted. The iF is dimensionless,

because it represents actually a fraction taken in of a pollutant emitted.

EF is the effect factor due to ozone regarding different disease d, i.e. number of

disease per unit of ozone taken in [g�1] and finally,

DF is a so called damage factor which weights different disease in order to be able

to sum them up, e.g. days lost per incident of illness [d].

The calculation of intake fraction iF, i.e. the amount of the photochemical

oxidant i taken in by the exposed human population in relation to the emitted

pollutant p from a source (or source region) s for certain archetypical characteristics
is calculated as shown in

iFs,a,p, i ¼
Xn
g¼1

dci,g
dEms,a,p

� BR� Ng

� �
ð7:15Þ

where

dci,g is the concentration increment of photochemical oxidant i in grid cell g[g/m3]

dEm is the delta emission (of pollutant p) at the defined conditions [g/day]

BR is the average breathing rate per capita of the exposed population (13 [m3/day])

Ng is the number of people in grid cell g.

The receptor region consists of n grid cells. For example, the EMEP50 grid

(EMEP 2008) for Europe consists of 132 � 111¼ 14,620 grid cells of 0.5� � 0.5�,
i.e. ca. 50 � 50 km2 (at 60� North).

The effect factor EFd,i,g [g�1] is based on concentration-response-functions,

which relates the additional number of a certain disease (morbidity or mortality)

to an ambient concentration increment.

In other words, the effect factor EF is calculated as the change of attributable

burden dAB due to disease d caused by photochemical oxidant i and the total intake

dIi within 1 year, in grid cell g, according to Eq. 7.16.

EFd, i,g ¼ dABd, i,g

dIi
ð7:16Þ

where

dAB is attributable burden (e.g. days lost)

d is a disease or a cause of death

i is the photochemical oxidant causing the disease

dIi is the intake within 1 year [g/year]

g is a certain grid cell.
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The damage factor (DF) for a certain disease is calculated according to

DFd ¼ dDALYd

dABd
ð7:17Þ

CFs for human health damage caused by emitted pollutant p are defined as the

change in the disability adjusted life years (DALY) of the total population in the

concerned receptor area per unit of emission released in a certain source region.

The DALY is the sum of the YLD, i.e. year equivalents lost due to morbidity and

YOLL, i.e. years of lifetime lost due to premature death.

DALYs are calculated according to Eq. 7.18.

DALY ¼ YLDþ YOLL ð7:18Þ

Year equivalents lost due to morbidity (YLD) are calculated according to

YLD ¼
Xn
i¼1

NDd � DWd � Ld ð7:19Þ

Where

NDd¼ is the number of cases of disease d occurring in the time frame of 1 year

DWd¼ is the disability weight of disease d
Ld¼ is the duration of disease d (in years or fraction of a year).

The years of lifetime lost due to premature death (YOLL) are calculated

according to

YOLL ¼
Xn
i¼1

NMd � Td ð7:20Þ

Where

NMd¼ is the number of deaths due to cause of death, i.e. disease d
Td¼ is the average expectancy of life minus the age at the time of death.

2.3 Assessment of Impacts and Damage to Plants

Ozone is an air pollutant affecting vegetation, including crops, trees and grassland

species, i.e. the primary producers of terrestrial ecosystems and hence, the ecosys-

tem at large.

Within EcoSenseWeb (Preiss et al. 2008) for the assessment of ozone impacts, a

linear relation is assumed between yield loss and the AOT40 value for crops

calculated for the growth period of crops (May to June). The relative yield change
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is calculated using linear equations together with sensitivity factors derived, e.g. by

Fuhrer (1996). The damage (yield loss) to rice, tobacco, sugar beet, potato, sun-

flower and wheat can be evaluated. The underlying source receptor matrices are

based on the EMEP chemical transport model (Simpson et al. 2012).

Hauschild and co-workers (2006) applied results of the RAINS model. The

RAINS model is also based on EMEP source receptor matrices. EDIP 2003 uses

a site-dependent regression equation derived for the RAINS model (for NMVOC

and NOx) corrected for substance properties using POCP factors from Derwent and

Jenkins (Hauschild and Potting 2005).

Within the LC-IMPACT project spatially, explicit CFs for tropospheric ozone

damage on natural vegetation have been derived for 65 European source regions.

The CFs were defined as the area-integrated increase in the potentially affected

fraction (PAF) of trees and grassland species due to a change in emission of NOx

and NMVOC. The area-integrated effect factors quantify the relationship between

ozone exposure (AOT40) and the damage to natural vegetation. The relationships

describing the ecological effects of a pollutant were based on a log normal rela-

tionship between the PAF and ground level ozone concentration.

3 LCIA Regarding Ozone: A Short Historical Overview

Comprehensive overviews of different LCIA methods are available, e.g. in

Frischknecht et al. (2007) and Goedkoop et al. (2008), etc. This section describes

some important stages in the development of impact assessment for the precursors

NOx and NMVOC regarding ozone formation in LCA.

The very first approaches used already existing approaches like POCP (CML92,

EDIP97) or MIR as midpoint characterisation models. EDIP97 took it a step further

and developed regression models to estimate substance specific CF for missing

individual VOC based on classification into substance groups (Hauschild and

Wenzel 1998).

Others made use of statistical methods which compared measured concentra-

tions and emissions. By top-down allocation of emission and including factors like

residence-time, volume of dilution, etc., Jolliet and Crettaz (1997) derived fate

factors for air pollutants. Hofstetter (1998) covered ozone regarding fate analysis

relating the primary emission to the concentration and provided 118 fate factors for

precursors of ozone by making use of the ‘umbrella principle’ and applying the

EMEP modelling for Europe which had a resolution of 150 km � 150 km per grid

cell at that time.

3.1 Krewitt and Co-workers

Krewitt and co-workers (2001) derived CFs regarding health and crops yield loss

for 15 European countries and a corresponding average. Estimates were also
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derived for Asia and South America. For Europe, emission scenarios for the years

1990 and 2010 were considered to analyse the influence of changing background

conditions on the resulting impacts. The results showed variations in the impact per

unit emission depending on the source region and emission scenarios. The results

where expressed as exposure of people and finally, as impact in form of YOLL. The

exposure is the so called ‘accumulated exposure’ per unit of emission, i.e. the sum

over all grid cells’ product of concentration and population resulting from the

emission of pollutants (NOx and NMVOC) from the respective source countries.

‘Accumulated exposure’ is expressed as person * μg/m3.

The emission scenario years 1990 and 2010 showed an average range EU-15

from 191 to 198 (53 for Finland to 288 in Belgium in 1990) per million gram of

NMVOC and�157 to�32 for NOx (�429 for The Netherlands and +68 for Finland

in the 1990). The negative CF values for NOx for some countries reflect the complex

chemistry behind the ozone formation, where additional emission of NOx may

decrease the ozone concentration near the source (due to reaction with NO as

illustrated in?) but overall on the continental scale lead to increased ozone formation

when ozone is formed elsewhere through the reduction of NO2 to NO (see?).

Krewitt and co-workers also made a distinction between different source sectors

(e.g. traffic or solvent use). The results regarding NMVOC have a range of 1–1.7

YOLL per kilo tonne of NMVOC due to O3 formation whereas the values for NOx

have a range from �1.5 to 0.1 for the different sectors.

3.2 UNEP/SETAC LCI Task Force IV

In 2002 the UNEP/SETAC Life Cycle Initiative formed the LCIA Task Force IV on

‘Transboundary impacts’. This task force aimed to establish recommended practice

and guidance for use in transboundary categories, such as climate change or acid-

ification, and coordinated with Task Force 3 on toxicity of photo oxidant formation

and respiratory inorganic. The task force addressed midpoint categories and their

relation to damage categories human health and biotic natural environment. The

outcome was a summary list of the LCIA methods (UNEP/SETAC 2004).

In Jolliet et al. (2004) it is stated that two types of models have mostly been used

to analyse midpoint indicators for smog – a Northern European model based on the

calculated photochemical ozone creation potential and a model used in the United

States based on the MIR, measured in units of ozone. The task force stressed that

care should be taken to include the impact of NOx appropriately.

3.3 Hauschild and Co-workers

Hauschild and co-workers (2006) further developed spatial differentiation regard-

ing characterisation of photochemical ozone formation for the EDIP2003
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methodology. According to JRC-IES (2011), EDIP 2003 is based on the RAINS

model and meets the science based criteria. This model respects non-linearity of

photochemical ozone formation and addresses both human health and vegetation

impacts. It provides spatially differentiated CFs as well as overall site-generic

factors for Europe for both human health and vegetation impacts. Adaptation to

other continents is, however, not straightforward due to the reliance on the

European RAINS model. Site-dependent CFs are provided for 41 European source

regions, including Russia and sea regions, and for emission scenarios for the years

1990, 1995 and 2010. Moreover, an assessment of impacts on vegetation has been

included.

3.4 ReCiPe

As described in van Zelm et al. (2008) and Goedkoop et al. (2012), the dynamic

model LOTOS-EUROS (TNO 2005–2013) was applied to calculate human intake

fractions for ozone due to emissions of NOx and NMVOC. The intake fraction is

1.2 · 10�7 for both substances. The impact considered regarding human health is

acute mortality, and the endpoint CF (year · kg�1) is 3.9 � 10�8, also for both

substances.

Regarding midpoint characterisation the ozone formation potential is expressed

as NMVOC-eq./kg. In order to derive CFs for individual NMVOC, the different

reactivity of the substances is taken into account. Following the approach devel-

oped in EDIP2003, the following equation is used to recalculate the CF for a

specific hydrocarbon (x):

CFx ¼ POCPx

POCPNMVOC
� CFNMVOC ð7:21Þ

As described in JRC-IES (2011), ReCiPe and EDIP2003 are the recommended

default method at the midpoint level. Moreover, ReCiPe is also the recommended

default method at endpoint level for human health impacts. For impacts on vege-

tation at endpoint level it is suggested to build on the EDIP2003 midpoint model

(Hauschild et al. 2006), since it already models the time and area-integrated

exposure above a critical level.

3.5 LC-IMPACT

Within the LC-IMPACT project, the assessment of NOx and NMVOC regarding

impacts due to ozone has been improved over several steps (Goethem et al. 2013;

Preiss et al. 2012).
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Firstly, results of the global chemical transport model TM5 (Krol et al. 2005)

have been applied in order to assess the whole world. This has been achieved on a

level of 56 source regions. Secondly, human health and natural vegetation have been

assessed. The human health CFs are on a midpoint and endpoint level with a global

coverage regarding the atmospheric dispersion and chemistry and regarding the

receptor distribution. Analogous to Hauschild et al. (2006) and Goedkoop

et al. (2012), CFs for different NMVOC have been derived according to their POCP.

The methodology for assessing impacts to natural vegetation is described in

Goethem et al. (2013). It was first applied to source receptor matrixes for European

areas. This enabled to derive country specific CFs expressing damage to natural

vegetation by ozone whereas emissions and deposition of NOx and NMVOC in

65 European regions were included. Subsequently the impact factors were also

applied to global source receptor results from TM5. Hence, regionalised factors at a

global level as well as global default value were developed.

4 Discussion on Variability, Uncertainty and Necessary
Improvements and Future Research Needs

The main difficulties and research areas for potential improvement of the method-

ologies for impact assessment of ozone are:

1. To better quantify natural emission of NOx, NMVOC (isoprene and various

terpenes) and natural background concentration of ozone

2. To better quantify anthropogenic emission of NOx, NMVOC and corresponding

change of ozone

3. To better account for the chemistry influenced by meteorology and the amount

of emission, i.e. is the background NOx saturated or not

4. Further research regarding concentration response functions. The ozone concen-

tration is fluctuating and changing during day/night and between the season

because the ozone lifetime is short, hence:

(a) Impacts on human health (probably) depend on level of concentration and

corresponding duration

(b) Impacts on plants (probably) also depend on level of concentration and

corresponding duration and in addition on moisture and timing regarding

growing season because of different stomata

5. Regionalisation – site dependent impact assessment is needed to derive aggre-

gated impact per source region

6. Therefore, the height of release should also be differentiated leading to source

sector differentiation

7. Ozone concentration in urban areas can be lower than outside of urban areas

because of the so called NOx titration – however, the spatial resolution of

dispersion model regarding source regions, source sectors and receptor grid

resolution is mostly too low to adequately reflect this phenomenon.
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Considering the points above, regarding natural vegetation and crops, the expo-

sure of the plant to the ozone based on AOT40 only takes into account the

concentration and the exposure time (above a certain threshold). However, the

effects on the plants depend on how much is taken in through the stomata. The

stomata conductance is affected by several meteorological factors, especially

humidity and soil water deficit and hence, these factors influence the amount of

ozone absorbed. Therefore, this should be taken into account in specific future

LCIA-methods.

Regarding human health, high ozone concentrations occur on relatively few days

and the ozone creation is very much influenced by meteorological conditions.

Moreover, the receptor sensitivity is probably different depending on meteorolog-

ical conditions and depending on other stressors such as heat and air pollutant

concentration (particulate matter, SO2, CO, NOx). Therefore, the annual and inter-

annual variability leads to an uncertainty in the impact assessment.

Since the CTMs mainly have relatively coarse receptor resolution, it is difficult

to cover the ozone concentration and human exposure adequately in urban areas

(because of titration effects of NOx which leads to lower concentration in urban

areas than in the surrounding areas). Since most people live in urban areas, there is a

need for more appropriate models with a higher spatial resolution in order to cover

this issue.

In general, it has to be noted that the ozone creation in the context of NOx and

NMVOC emissions is a highly non-linear function, depending not only on location

and meteorological conditions, but also on the absolute amount of the

corresponding emissions of the pollutants. Therefore, it has to be kept in mind

that the derived characterisation factors are always only an approximation for a

marginal impact per unit of emission of the corresponding pollutants at a certain

time and space.

5 List of Abbreviations and Symbols

Abbreviation Explanation

AOT40 Accumulated exposure over a threshold of 40 ppb

AOT40f Accumulated exposure over a threshold of 40 ppb for forests

AOT40f Accumulated exposure over a threshold of 40 ppb for crops

c Concentration

CF Characterisation factor

CO Carbon monoxide

CO2 Carbon dioxide

CTM Chemical transport model

DALY Disability adjusted life years

(continued)
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Abbreviation Explanation

EF Effect factor

EMEP European monitoring and evaluation programme

FF Fate factor

H2O Water

HCHO Formaldehyde

HOx Hydrogen oxide radicals

iF intake fraction

IR Incremental reactivity

LCA Life cycle assessment

LCIA Life cycle impact assessment

MIR Maximum incremental reactivity

NMVOC Non-methane volatile organic compounds

NO Nitrogen oxide

NO2 Nitrogen dioxides

NOx Nitrogen oxides (refers to NO and NO2)

O3 Ozone

OH Hydroxyl radical

PAF Potentially affected fraction

POCP Photochemical ozone creation potential

R Organic rest ‘R’ from VOC

SOMO0 Sum of maximum 8-h ozone levels without a threshold

SOMO35 Sum of maximum 8-h ozone levels over 35 ppb (70 μg/m3)

VOC Volatile organic compound (NMVOC plus methane)

YLD Years of lifetime lived disabled by a disease

YOLL Years of lifetime lost due to premature death
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ogy, Göteborg

Theloke J (2004) NMVOC-Emissionen aus der Lösemittelanwendung und Möglichkeiten zu ihrer
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Chapter 8

Ecotoxicity

Ralph K. Rosenbaum

Abstract Ecotoxicity impact assessment of chemicals in life cycle assessment

(LCA) adheres to a number of underlying principles and boundary conditions:

(1) a large number of emitted substances to cover (at least 100,000 potentially

relevant elementary flows with current models covering around 2,500), (2) linearity

of characterisation models, (3) conservation of mass and mass balance, (4) infinite

time horizon, (5) additivity of toxicity, (6) assuming average conditions as best

estimates to avoid bias in the comparison (including consideration of generic/

average ecosystems and impacts). The cause-effect mechanism for ecotoxicity

impacts of chemicals can be divided into four parts: (1) chemical fate

(i.e. chemical behaviour/distribution in the environment), (2) exposure

(i.e. bioavailability), (3) effects (i.e. affected species), and (4) severity

(i.e. disappeared species). In terms of species represented, a freshwater ecosystem

is described in this chapter by three trophic levels: (1) primary producers

(e.g. algae), (2) primary consumers (i.e. invertebrates), and (3) secondary con-

sumers (e.g. fish). Model uncertainty was estimated at about three orders of

magnitude on top of important sources of parameter uncertainty such as degrada-

tion rates and effect factors. Current midpoint LCIA methodologies covering

ecotoxicity include TRACI 2.0, and the ILCD recommended methodology, both

employing the USEtox factors. Current LCIA methodologies covering midpoint

and endpoint characterisation are ReCiPe, LIME, IMPACT 2002+, and IMPACT

World+. Important research needs are (1) increasing substance coverage, (2) further

developing marine and terrestrial ecotoxicity modelling for midpoint, (3) improving

endpoint modelling for ecotoxicity towards biodiversity, (4) consideration of long-

term emissions and impacts of metals, (5) importance of spatial and temporal

variability, (6) mixture toxicity, and (7) decreasing model and parameter

uncertainty.
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1 Principles, Fundamentals, and Recommended Practice
of Characterisation Modelling

In the early days of LCA, impact assessment was generally considered as unfeasible

and only with the development of the first LCIA methodologies did this perception

slowly start to change. Ecotoxicity is among those impact categories that, only

within the last decade, started to be considered as becoming mature enough for

application, although with considerable reservations by many practitioners until

today. The origin for today’s approaches in characterising this impact category is

clearly in the field of environmental hazard and risk assessment (Pennington

et al. 2006).

Environmental Risk Assessment (ERA) quantifies risks due to environmental

changes (e.g. a chemical emission into an environmental compartment) affecting

biological systems (e.g. animals, plants, or entire ecosystems). This risk depends on

the toxicity of the substance and the level of exposure of living organisms. The

toxicity is generally estimated based on toxicological tests relating adverse effects

to concentrations of a substance, so called concentration-effect relationships. The

level of exposure can be measured, or it can be estimated by modelling the fate of

the substance from the emission to the relevant environmental media, resulting in

environmental concentrations.

While LCA and ERA both aim at the evaluation of potentially toxic impacts on

the environment, partly using common data and assumptions, there are also impor-

tant differences between them (Pennington et al. 2006; Udo de Haes et al. 2002;

Olsen et al. 2001; Barnthouse et al. 1997; Owens 1997). Some of those are:

1. ERA usually applies conservative estimates of toxicity and several other prop-

erties of a compound (e.g. biodegradability) and realistic conservative (worst-

case) scenarios for the modelled environmental system while LCIA aims at best

estimates for all parameters for a comparative assessment.

2. ERA is generally performed in a regulatory context ensuring that an emission at

a given site poses no risk to the protection targets. LCIA aims to address all

relevant environmental impacts anywhere in the world due to a product or

service while currently not necessarily considering time and localisation of the

emissions (Hauschild and Pennington 2003).

3. ERA only considers the potential impact, in terms of risk, of one compound or

mixture on the environment. LCIA by definition assesses several, sometimes

large sets of chemicals and has to ensure the compatibility of the toxicity impact

indicator for each chemical and with indicators for other impact categories.
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4. LCA considers impacts integrated over time and space at the ecosystem level,

while regulatory ERA typically focuses on peak exposures to individual (most

sensitive) species.

As opposed to ERA where actual risks are calculated, comparative assessments

aim to estimate the impact of a chemical relative to other substances, typically

represented by rankings of chemicals by a certain indicator, e.g. toxicity and/or

persistence in the environment. These rankings are then used as the basis for

decisions, e.g. regarding choices of chemicals as product compounds with the

least environmental impact, or in the context of chemical policy identifying priority

substances for regulation, etc. In ERA acceptable exposure levels in terms of

regulatory thresholds are used to e.g. evaluate an emission or the acceptability of

an industrial installation. It thus estimates the potential impact of a compound on

ecosystem stability for a specific part of the life cycle and at a local scale, yielding

results which are not necessarily comparable across different release sites or

chemicals. Thus, risk assessment addresses different objectives, spatial scales and

process chains.

Several important principles are common practice and required when developing

a method for ecotoxicity impact assessment of chemicals in the framework of LCA:

• Large number of relevant substances emitted: Accounting for the often large

number of potentially toxic elementary flows in a life cycle inventory requires

coverage of a large number of substances in terms of available characterisation

factors. For ecotoxicity this may range to hundreds of thousands potentially

emitted substances.

• Linearity: As life cycle inventory (LCI) data are typically not spatially and/or

temporally differentiated, integration of the impact over time and space is

required. In ecotoxicity modelling in LCIA this leads to the use of characterisa-

tion models assuming steady-state conditions (i.e. no change in the relative

distribution of a chemical between all environmental compartments over

time), which implies a linear relationship between the increase in chemical

emission into the environment and the consequent increase in chemical concen-

tration in each environmental compartment. The effect model itself also assumes

linearity (either for the full range of exposure or via different slopes for different

ranges of exposure when considering marginal changes) between an increase in

chemical exposure of an organism or ecosystem and observed toxic effects.

• Conservation of mass and mass balance: Mass cannot be created or disappear, it

can only be transferred. Following this principle, the transport and transforma-

tion of a substance in the environment is modelled assuming that mass is

conserved at all times.

• Time horizons: As another consequence of the steady-state assumption, most

current ecotoxicity characterisation models essentially account for all potential

ecotoxicity impacts, independently of their time and place of occurrence in the

short or long-term future, which equals integration of the mass-balance differ-

ential equation system over infinity. A few exceptions exist, as some methods

(e.g. ReCiPe and IMPACT World+), allow considering defined time horizons

for metals.
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• Additivity of toxicity: Current ecotoxicity models only characterise single sub-

stances, generally assuming that the toxicity of each substance can be added

together. With three hypotheses possible, the toxicity of substances in mixtures

may be (1) additive (i.e. response additive if independent toxicity mechanism, or

concentration additive for chemicals with the same toxicity mechanism), (2) syn-

ergistic, or (3) antagonistic. Most likely, all three situations may occur to varying

degrees, depending on which substances in which proportions are in the mixture

and virtually endless combinations of substances are possible. Therefore, current

research has no clear answer, and additive toxicity is commonly assumed in

generic situations.

• Best estimates: A fundamental value choice in LCA is not to be conservative or

protective, but to focus on avoiding any bias between compared scenarios by

assuming average conditions, also referred to as best estimates. Products or

services assessed in LCA are typically not representing one specific example

(e.g. with a serial number or from a specific date), but an average, normally

disregarding whether a specific life cycle process took place in summer or

winter, during the day or night, etc. As discussed by Pennington et al. (2004b),

LCA is a comparative assessment methodology. Direct adoption of regulatory

methodology and data is often not appropriate. A conservative estimate of the

ecotoxic effect of a substance is unwanted in a relative comparison. Best-

estimates are desirable in LCA, with the need to account for uncertainties

when making distinction amongst results. Furthermore, LCA is mostly used to

compare competitive products (including services) for the same function.

Avoiding a bias in the comparison, a best estimate of the potential risk of

toxic releases associated with a product is needed, while risk assessment typi-

cally assumes conservative values in order to fulfil protective goals in line with

prudent health or environmental policy thresholds.

• Generic/average ecosystems and impacts: Due to the limited information avail-

able on the sensitivity of species to toxic effects of substances and the local

composition of an ecosystem (i.e. species present), the ecosystems assessed in

LCIA are of a generic nature and currently do not consider variations in the

composition of species present, or variability in their tolerance to toxic stressors.

This may partly change with the introduction of terrestrial ecosystem assessment

in LCA, where highly variable soil parameters can influence the toxicity of some

substances. This level of detail (i.e. precision) may also not be required for each

elementary flow in an LCA, making the generic/average character of models and

data both a current methodological limitation (e.g. for very sensitive and uncer-

tain elementary flows and impact indicators) as well as a principle (e.g. for the

many elementary flows that are not sensitive to results/conclusions of an LCA).

Several working groups and initiatives have established criteria for good char-

acterisation modelling for different impact categories. Of current relevance for

ecotoxicity characterisation are notably the recommendations from the UNEP/

SETAC Life Cycle Initiative and related activities:

1. The Lausanne review workshop in 2003 aimed to establish a framework for Life

Cycle Toxicity Assessment and recommended a number of modelling elements
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and choices based on input from ecotoxicity experts outside the LCA community

(Jolliet et al. 2006).

2. The declaration of Apeldoorn from 2004 on LCIA of Non-Ferrous Metals

(Ligthart et al. 2004) underlined the relevance of a number of aspects for a

correct modelling of the fate and toxicity of essential elements.

3. The Clearwater consensus workshop in 2008 for the estimation of metal hazard

in fresh water (Diamond et al. 2010) addressed ‘inconsistencies in assumptions

and approaches for organic substances and nonferrous metals’.
4. The recommendations from these workshops were implemented as far as possi-

ble in the UNEP/SETAC toxicity consensus model USEtox. Additionally, a

large number of scientifically consensual model elements were identified by

the USEtox team and hence became further recommended elements, also

included in USEtox (Henderson et al. 2011; Rosenbaum et al. 2008).

5. Based on pre-defined criteria and requirements for good characterisation model-

ling practice (EC-JRC 2010) and supported by a team of experts (Hauschild

et al. 2013), the European Commission established recommendations for LCIA

as described in the ILCD Handbook on Recommendations for Life Cycle Impact

Assessment in the European context (EC-JRC 2011).

2 Impact Pathway and Affected Areas of Protection

2.1 Overview

As shown in Fig. 8.1, the mechanism of toxic impacts of chemicals in LCA can be

divided into four parts.

1. Fate modelling estimates the increase in concentration in a given medium due to

an emission quantified in the life cycle inventory.

2. The exposure model quantifies the chemical’s bioavailability in the different

media by quantifying the bioavailable fraction of the total concentration.

3. The effect model relates the amount available to an effect on the ecosystem. This

is typically considered a midpoint indicator in LCA, as no distinction between

the severity of observed effects is made (e.g. a temporary/reversible decrease in

mobility and death are given the same importance).

4. Finally, the severity (or damage) model translates the effects on the ecosystem into

an ecosystem population (i.e. biodiversity) change integrated over time and space.

All four parts of this environmental mechanism are accounted for in the defini-

tion of the substance-specific and emission-compartment-specific characterisation

factor CF:

CF ¼ FF� XF� EF� SF ð8:1Þ
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Where FF is the fate factor, XF the exposure factor, EF the effect factor, and SF the

severity factor. Each of these four elements of the environmental mechanism of

ecotoxicity, and thus its characterisation factor, is described in the following

sections.

2.2 Fate

The fate model predicts the chemical behaviour/distribution in the environment

accounting for multimedia (i.e. between environmental media and compartments)

and spatial (i.e. between different zones but within the same compartment or

medium) transport between environmental compartments (e.g. air, water, soil,

etc.). This is accomplished via mass-balance-based modelling of (thermodynamic)

exchange processes such as partitioning, diffusion, sorption, advection, convection

– represented as arrows in Fig. 8.2 for the USEtox model – as well as biotic and

abiotic degradation (e.g. biodegradation, hydrolysis, or photolysis), or burial in

sediments. These processes are quantified in rate coefficients which are used to

construct a differential equation system for all compartments. This system is solved

assuming steady-state by employing matrix algebra (see (Rosenbaum et al. 2007).

Further details on fate modelling principles in the USEtox model can be found in

Henderson et al. (2011) and Rosenbaum et al. (2008).

Fig. 8.1 General scheme of the environmental impact mechanism for ecotoxicity (EC-JRC 2011)
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2.3 Exposure

Exposure is the contact between a target and a pollutant via an exposure boundary

for a specific duration and frequency (see detailed discussion by Duan et al. (1990)).

The exposure model accounts for the fact that not necessarily the total (‘bulk’)
chemical concentration present in the environment is available for exposure of

organisms. Several factors and processes such as sorption, dissolution, dissociation

and speciation may influence (i.e. reduce) the amount of chemical available for

ecosystem exposure. According to Semple et al. (2004) such phenomena can be

defined as bioavailability (‘freely available to cross an organism’s cellular mem-

brane from the medium the organism inhabits at a given time’), and bioaccessibility
(‘what is actually bioavailable now plus what is potentially bioavailable’). Current
LCIA methods consider exposure by calculating the dissolved concentration (Hen-

derson et al. 2011; Rosenbaum et al. 2008), or the bioavailable fraction (Owsianiak

et al. 2013; Gandhi et al. 2010, 2011a).

2.4 Effects

The effects model characterises the fraction of species within an ecosystem that will

be affected by chemical exposure. Effects are described by lab-test derived

concentration-response curves relating the concentration of a chemical to the

fraction of a test group that is affected (e.g. 50 % of a group of individuals of the

Fig. 8.2 The USEtox fate model (Rosenbaum et al. 2008)
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same species compared to a control situation). Affected can mean various things,

such as mortality, reduced mobility, reduced growth or reproduction rate, muta-

tions, behavioural changes, changes in biomass or photosynthesis, etc. The toxicity

tests are standardised and the results are specific for each substance and species.

Toxic effects are further distinguished into acute, sub-chronic, and chronic toxicity

(including further sub-groups like sub-acute, etc.). Acute toxicity describes an

adverse effect after a short period of exposure, relative to the life-time of the animal

(e.g. <7 days for vertebrates, invertebrates, or plants, and <3 days for algae).

Chronic toxicity is based on exposure over a prolonged period of time covering at

least one life cycle or one sensitive period (e.g. �32 days for vertebrates, �21 days

for invertebrates, �7 days for plants, and �3 days for algae). A simplified

(i.e. illustrative) dose-response curve for a single species is shown in Fig. 8.3

(above). Important toxicity measures typically determined and reported from the

Fig. 8.3 Illustrative

concentration-response

curve for a single species

(above) and multiple

species in a Species

Sensitivity Distribution

(SSD) for an aquatic

ecosystem (below)
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tests are the NOEC – No Observed Effect Concentration (highest tested concentra-

tion without any observable effect), the LOEC – Lowest Observed Effect Concen-

tration (lowest tested concentration at which an effect is observed), and the EC50 –

Effect Concentration affecting 50 % of the individuals above background (if the

observed effect is death, the reported parameter may be the LC50 – Lethal Con-

centration killing 50 % more of the individuals than in the background sample).

Between different species a large variation of sensitivity to a given substance can

usually be observed. This is described by a species-sensitivity-distribution (SSD)

curve, which hence represents the sensitivity of the entire ecosystem to a substance.

The SSD is constructed using the respective geometric mean of all available and

representative EC50 values for each species. This curve represents the range of

sensitivity to exposure to a given substance among the different species from the

most sensitive to the most robust species. As discussed above, LCA requires linear

models, therefore the SSD curve is generally simplified to a linear regression

between the origin (i.e. where x-axis and y-axis cross in their 0 values) along the

concentration-response relationship up to the point where the PAF is 0.5 (Fig. 8.4).

The ecotoxicity effect factor is then calculated using the HC50 – Hazardous

Concentration at which 50 % of the species (in an aquatic ecosystem) are exposed

to a concentration above their EC50. Based on Traas et al. (2002) and Klepper

et al. (1998), the dimension of the effect factor is PAF – Potentially Affected

Fraction of species, while the unit is typically m3/kg. As visible from Fig. 8.3

(below), the HC50 employed in LCA is an average value (best estimate) and

significantly different from the conservative choice of the PNEC – Predicted No

Fig. 8.4 Linearisation of the SSD, a simplification as applied e.g. in USEtox (Huijbregts

et al. 2010)
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Effect Concentration used in Environmental Risk Assessment, which is based on

the most sensitive species and thus on the lower end of the SSD curve. The use of

the geometric mean to represent average toxicity for a population or an ecosystem is

a standard approach in both ERA (Aldenberg et al. 2002; Forbes and Calow 2002;

Versteeg et al. 1999; Newman and Dixon 1996) and LCA (Henderson et al. 2011;

Larsen and Hauschild 2007b; Pennington et al. 2006; Pennington et al. 2004a; Payet

2004; Payet and Jolliet 2004). An important argument for its use in LCA is to avoid

a bias in the comparative assessment of substances. As discussed by Henderson

et al. (2011) as well as Larsen and Hauschild (2007b), the geometric mean is less

sensitive to extremely high toxicity (low EC50) values and thus more representative

for average toxicity to an ecosystem. In LCA this is very important, since a very

well-studied substance, tested on many species, will sooner or later have been tested

on a very sensitive species, whereas a substance that has only been tested on one or

a few species will likely come out less toxic when using the PNEC approach (most

sensitive species), simply because it has not yet been tested on a very sensitive

species (the more sensitive species will differ among substances). Such a bias needs

to be avoided in a comparative assessment.

According to the current scientific consensus, the ecotoxicological effect factor

of a chemical is calculated as (Henderson et al. 2011):

EF ¼ 0:5

HC50
ð8:2Þ

The log HC50 can be calculated as follows using the EC50 per species respectively:

log HC50 ¼ 1

ns
�
X

s

log EC50s ð8:3Þ

where ns is the number of species.

2.5 Severity

A damage model, incorporating the severity of the effect, goes even further along

the cause-effect chain and quantifies how many species are disappearing from a

given ecosystem. Disappearance may be caused by mortality, reduced proliferation,

or migration, for example. Currently, various approaches exist but none is suffi-

ciently accepted by the scientific community to reach the status of recommendation.

Several LCIA methodologies are available expressing the damage on ecosystems in

PDF – Potentially Disappeared Fraction. IMPACT 2002+, for example, assumes a

relation between PAF and PDF as: PDF¼ PAF/2, based on the assumption that

50 % of the affected species will disappear from the ecosystem (Jolliet et al. 2003).

ReCiPe assumes that PAF(EC50)¼ PDF based on limited evidence from Posthuma

and De Zwart(2006) that species loss due to mixture toxicity matches predicted risk
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with a maximum observed PDF equal to the EC50-based ecotoxicity predictor

variable. Larsen and Hauschild (2007a) observed that ‘the recovery time approach

used as media recovery has been used in some attempts to include damage model-

ling in the Eco-indicator 99 method (Goedkoop et al. 1998, 2000), and most

recently in IMPACT 2002+ (AMI) (Jolliet et al. 2003)’. Further details and a

discussion on freshwater ecotoxicity damage modelling can be found in (Larsen

and Hauschild 2007a).

2.6 Affected Areas of Protection

When relating to freshwater ecosystems, the question arises what exactly we mean

by that. In LCIA, a freshwater ecosystem is typically described by at least the first

three of the trophic levels (Henderson et al. 2011; Rosenbaum et al. 2008; Larsen

and Hauschild 2007b; Pennington et al. 2004a, 2006; Payet 2004; Payet and Jolliet

2004):

1. Primary producers, converting sunlight into biomass via photosynthesis

(i.e. phytoplankton, algae),

2. Primary consumers, living off primary producers (i.e. zooplankton, inverte-

brates, planktivorous fish),

3. Secondary consumers at the upper end of the aquatic food chain

(i.e. piscivorous fish).

It should be noted that only impacts on cold-blooded species in freshwater

ecosystems are currently considered. The latest state-of-the-art methods available

in scientific literature, though only partially included in LCIA methodologies, also

explore modelling the toxicity for warm-blooded freshwater predators (Golsteijn

et al. 2012), as well as toxic impacts on terrestrial ecosystems (Owsianiak

et al. 2013; Haye et al. 2007; Huijbregts 1999). However, there is no minimum

requirement established, which trophic levels should be covered by a characterisa-

tion factor for terrestrial and marine ecosystems and available methods usually

extrapolate from freshwater data or use the relatively few data available directly for

these ecosystems.

Quantifying a potential reduction in species present in an ecosystem, ecotoxic

impacts may contribute to damage to the Area of Protection sometimes called

natural environment (e.g. ILCD Handbook (EC-JRC 2011)), and sometimes called

ecosystem quality (e.g. IMPACT 2002+ (Jolliet et al. 2003), or ecosystems

(e.g. ReCiPe (Goedkoop et al. 2012)).
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3 Contributing Substances (Classification)

About 500 years ago Paracelsus stated that ‘All substances are poisons; there is

none which is not a poison. The right dose differentiates a poison and a remedy’.
Today’s toxicology science still agrees and adheres to this principle and in conse-

quence any substance emitted may lead to toxic impacts depending on a number of

driving factors:

1. Emitted quantity (as determined in the LCI)

2. Mobility (as determined by in the fate factor)

3. Persistence (as determined by the fate factor)

4. Exposure patterns and bioavailability (as determined by the exposure factor)

5. Toxicity (as determined by the effect factor)

This shows that toxicity is not the only parameter that determines the potential

ecotoxic impact of a chemical in the environment as it first has to reach a potential

target organism. For example, a substance may be very toxic, but never reach any

organism due to its short lifetime in the environment (e.g. fast degradation) or

because it is not mobile enough to be transported to a target organism and ends up

bound to soil matrix or buried in sediment, in which case it contributes little to

ecotoxic impacts. On the other hand, a substance may not be very toxic, but if it is

emitted in large quantities and over prolonged periods of time or has a strong

environmental persistence, it may still cause an ecotoxic impact.

Ecotoxity is very different from any other (non-toxicity) impact category when it

comes to the number of potentially relevant elementary flows. Whereas no other

(non-toxicity) impact category – with the exception of photochemical ozone for-

mation – exceeds 100 contributing elementary flows (characterisation factors), both

toxicity categories are facing the challenge of having to characterise several tens of

thousands of chemicals. The CAS registry currently contains more than 70 million

unique organic and inorganic substances (www.cas.org/about-cas/cas-fact-sheets)

of which roughly 100,000 may play an important industrial role as reflected by the

more than 90,000 substances registered in the European Classification and Label-

ling Inventory Database which contains REACH (Registration, Evaluation, Autho-

risation and Restriction of Chemical substances) registrations and CLP

(Classification, Labelling and Packaging of substances and mixtures) notifications

so far received by the European Chemicals Agency (ECHA: http://ihcp.jrc.ec.

europa.eu/our_databases/esis). Current LCIA models cover around 2,500 sub-

stances for aquatic ecotoxicity (Rosenbaum et al. 2008).
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4 Scale, Spatial Variability, Temporal Variability

Ecotoxicity is often considered as a local impact category (i.e. potential impacts

will be taking place relatively close – within a few hundred kilometres – to the

source of emissions). However, this is not fully true as this may vary greatly

depending on the local conditions, the persistence, and the physico-chemical

properties of the substance emitted. A very persistent, mobile and bioaccumulating

substance may travel many thousands of kilometres and accumulate in food chains

around the entire globe, thereby being diluted in the transport medium. Spatial

variability is therefore a non-negligible source of uncertainty and requires further

insights. With some exceptions (Owsianiak et al. 2013; Gandhi et al. 2010, 2011b),

literature mostly focuses on spatial variability in chemical fate and human expo-

sure. Temporal variability is a largely unexplored issue, which may have potentially

important influence on the characterisation for some substances and/or ecosystems.

Concerning the time scale, most LCIA methodologies employ an infinite time

horizon, except ReCiPe and IMPACT World+. ReCiPe provides an extra scenario

with characterisation factors for a 100-year time horizon for metals. IMPACT

World + provides characterisation factors for 100 years and >100 years respec-

tively for metals. Both methodologies thus allow considering the influence of the

time scale on the impact score. For metals this is very important because metals do

not degrade and their impacts occur over a very long period of time, which leads to

very high (typically dominating) ecotoxicity impact scores when integrating

impacts over infinity. In such a case the choice of time horizon represents a trade-

off between representing all impacts (when integrating over infinity) on the one

hand, and representing impacts that may be large for current generations (when

integrating over 100 years), but which are ‘diluted’ when integrating over infinity

on the other hand.

Model uncertainty observed in model variability between harmonised versions

of IMPACT 2002, USES-LCA, EDIP, and USEtox was estimated by Rosenbaum

et al. (2008) as about three orders of magnitude. Important sources of parameter

uncertainty are degradation rates for organic substances (Rosenbaum et al. 2008),

neglecting bioavailability due to speciation in metals (Chapman 2008; Chapman

et al. 2003), the effect factors due to the use of chronic and acute data as well as a

linear dose-response curve (Henderson et al. 2011; Rosenbaum et al. 2008), and the

lack of toxicity data for species from various trophic levels (van Zelm et al. 2007).

As discussed in (Rosenbaum et al. 2008), despite their uncertainty, ecotoxicity

impact scores can still be usefully interpreted when seen in the context of 12 (and in

fact up to 17) orders of magnitude difference between the lowest and the highest

possible (known and characterised) chemical impacts per unit emission. This means

that for the LCA practitioner, these CFs can help identify the 10 or 20 most

important chemicals (i.e. dominating the impact by contributing together more

than 99 % of the impact score) for a given application, and, perhaps more impor-

tantly, to disregard hundreds of other substances whose impact is not significant for

the considered application. Tørsløv et al. (2005) discussed that excluding spatial
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variability may be less influential on overall uncertainty than parameter uncertainty.

IMPACT World + (impactworldplus.org) is the first fully spatially resolved LCIA

methodology that provides quantified uncertainty estimates for all CFs together

with separate estimates of spatial variability contributing to overall uncertainty

depending on the level of spatial resolution applied.

5 Midpoint Methodologies

In the 1990s several early models aiming at comparatively assessing toxicity have

been published (Steen 1999; Krewitt et al. 1998; Hauschild and Wenzel 1998;

Jolliet and Crettaz 1997; Walz et al. 1996; Guinée and Heijungs 1993; Braun-

schweig and Müller-Wenk 1993). More details and overview of many of the early

models is given by Udo de Haes et al. (2002). Several early LCIA methodologies,

such as Eco-indicator 99 (Goedkoop et al. 1998) or TRACI 1.0 (Bare et al. 2003)

essentially adopted models and measures coming from the assessment of chemical

risks to a local environment (e.g. EUSES 1.0 (EC 1996) and CalTOX 4.0 (Hertwich

et al. 2001; McKone 2001) respectively), a methodology that was already well

established and applied by then. Over time, however, a growing community of

researchers started to adapt these models and redefine measures more suitable for

comparative assessment of chemical impacts. Both communities are closely linked

and collaborating but have evolved individually in the last decade, resulting in a

number of specialised LCIA methodologies for characterisation of ecotoxicity

impacts that employ well distinguishable approaches relative to regulatory risk

assessment (Pennington et al. 2006).

Characterisation methods like EDIP (Hauschild and Potting 2003; Hauschild

and Wenzel 1998) account for fate and exposure relying on key properties of the

chemical applied to empirical models. For example, the octanol-water partitioning

coefficient is used to determine the accumulation of the compound in the food

chain. Mechanistic models and methodologies have been published accounting for

fate, exposure, and effects providing cardinal impact measures. Among these

methods are IMPACT 2002 (Pennington et al. 2005; Jolliet et al. 2003), USES-

LCA (van Zelm et al. 2009; Huijbregts et al. 2000), Eco-Indicator 99 (Goedkoop

et al. 1998) and ecotoxicity potentials provided by Hertwich et al. (2001) and

McKone (2001) using the CalTOX model (McKone et al. 2001). All these methods

adopt environmental multimedia, multipathway models employing mechanistic

cause-effect chains to account for the environmental fate, exposure, and effects

processes. However, they do not necessarily agree on how these processes are to be

modelled, leading to variations in results of LCA studies related to the choice of

LCIA methodology (Pant et al. 2004; Dreyer et al. 2003). The scientific consensus

model USEtox (UNEP/SETAC toxicity consensus model) was developed with the

intention to solve this situation by representing a scientifically agreed consensus

approach to the characterisation of human and freshwater ecotoxicity (Henderson

et al. 2011; Rosenbaum et al. 2008; Hauschild et al. 2008a). Tables 8.1 and 8.2 give
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an overview of a number of LCIA methodologies and the ecotoxicity characterisa-

tion models they employ.

Among the existing LCIA methodologies on midpoint level, three main groups

can be distinguished: (1) mechanistic, multimedia fate, exposure and effects

models, (2) key property-based partial fate models, and (3) non-fate models

(EC-JRC 2011). According to ISO 14044 (2006) “Characterisation models reflect

the environmental mechanism by describing the relationship between the LCI

results, category indicators and, in some cases, category endpoints. [. . .] The

environmental mechanism is the total of environmental processes related to the

characterisation of the impacts.” Therefore, ecotoxicity characterisation models

falling into categories (2) and (3), do not completely fulfil this criterion. Caution

is advised regarding their use and most importantly the interpretation of their

results, which should not be employed without prior in-depth study of their respec-

tive documentation. Having said that, depending on the goal and scope of the LCA,

they may still be an adequate choice in some applications, and indeed agree quite

well with the more sophisticated multimedia-based models as demonstrated for a

harmonised version of the EDIP model (Rosenbaum et al. 2008). When deciding

which LCIA methodology to use in an LCA, an overview of selected properties of

these methodologies helps to identify suitable options. As a general recommenda-

tion for selecting an LCIA methodology (for ecotoxicity), the priority should be on

the following three criteria: (1) substance coverage, (2) state-of-the-art mechanistic

modelling, and (3) which ecosystems are considered. As science (and tools) is

advancing visibly in this field, it is recommendable to choose a methodology not

older than 5–10 years. Unless a methodology provides spatially variable character-

isation factors, the regional focus is secondary and should not be a priority criterion

for methodology selection. Table 8.1 provides an overview of current midpoint

LCIA methodologies and several of their properties. A good overview and many

further details can be found in the ILCD Handbook on LCIA recommendations

(EC-JRC 2011).

6 Endpoint Methodologies

Ecotoxicity endpoint modelling is still in an early state and much research needs to

be performed before maturity is reached. The authors of the ILCD LCIA handbook

concluded that “For all the three evaluated endpoint methods (EPS2000, ReCiPe,

IMPACT2002+), there is little or no compliance with the scientific and stakeholder

acceptance criteria, as the overall concept of the endpoint effect factors is hardly

validated and the endpoint part of the methods is not endorsed by an authoritative

body. [. . .] No method is recommended for the endpoint assessment of ecotoxicity,

as no method is mature enough” (EC-JRC 2011). Table 8.2 provides an overview of

current endpoint LCIA methodologies and the ecotoxicity models employed,

respectively.
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7 New Developments and Research Needs

The principal objective and motivation behind any further research and develop-

ment is reduction of uncertainty, notably parameter and model uncertainty, and

ecotoxicity characterisation in LCIA is certainly no exception. As can be seen from

the discussion above, substance coverage is an important area of further research

needs (Hauschild et al. 2013; Finnveden et al. 2009; Rosenbaum et al. 2008). With

at least 100,000 substances of potential industrial application and importance and

current models covering some 2,500 substances, much remains to be done to

improve the situation. The currently limiting factor is effect data availability,

mainly driven by funding priorities focusing on substances “of highest political

concern, [. . . while . . .] coverage may not be for the most important chemical

emissions in the life cycle of a specific product” (Finnveden et al. 2009). Even if a

substance is already included in the list of available CFs, it may only be with

significant uncertainties for some substances as reflected by the distinction between

interim (i.e. with higher uncertainty) and recommended (i.e. with acceptable uncer-

tainty) CFs in USEtox (Rosenbaum et al. 2008). Many substances are currently not

characterised or only with insufficient accuracy. Important examples are ionic and

amphiphilic substances, persistent bioaccumulating chemicals, persistent surface

active compounds, pesticides and biocides, substituted musks/fragrances, biochem-

icals (i.e. antibiotics, nucleotides, proteins (including enzymes), peptides,

polyamino acids, buffers, lipids, carbohydrates, antibodies), and metals. The same

can be said for the robustness of the effect factor, which requires a minimum

amount of ecotoxicological data for several species being available. These data

should ideally represent chronic toxicity tests, but in reality most effect factors are

based on acute effect data due to a lack of chronic data (which are significantly

more expensive to obtain). Currently, availability and quality of ecotoxicological

effect data are the most limiting factors for increasing substance coverage, as the

physico-chemical properties required for the fate modelling are already available

for several tens of thousands of substances.

Including marine and terrestrial ecosystems, in a scientifically more adequate

way than currently, is another very important research need as they contain a

significant biodiversity. Although some LCIA methodologies propose CFs for

marine and terrestrial ecotoxicity, their application is not recommended neither at

midpoint nor at endpoint level by EC-JRC (2011) and Hauschild et al. (2013). The

same authors in accord with Rosenbaum et al. (2008) also conclude that for

freshwater ecotoxicity, no viable approach is available to model impacts from

midpoint to endpoint, corresponding to the step from accounting for the number

of species affected by any kind of toxic impact to the number of species potentially

disappearing from the ecosystem.

An important problem for some emissions is the time horizon of their potential

impacts and how to meaningfully consider these in LCA and LCIA (Doka 2009;

Zhao et al. 2009; Reid et al. 2009; Hauschild et al. 2008b; Doka and Hischier 2005;

Hellweg and Frischknecht 2004; Hellweg et al. 2003; Finnveden and Nielsen 1999).
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The most prominent examples are long-term emissions of metals from landfills or

mine tailings. Small amounts of leachate or run-off containing very small concen-

trations of pollutants (especially heavy metals) are emitted from the landfill to the

surrounding soil, aquifer, and eventually the surface water during thousands of

years. In LCIA, impacts are modelled using steady-state conditions, applying

integration over a defined time horizon. Integrating the impacts of long-term

emissions over a relatively short time horizon like 500 years (as done for

e.g. Global Warming Potentials), and thus neglecting impacts occurring later,

leads to a strong underestimation of their impacts. On the other hand, their full

consideration via integration over large or even infinite time horizons would lead to

a strong overestimation, as the (perhaps small) impacts occurring over a long period

of time would be fully attributed to the product as if they were occurring right now

(as one large impact) and without considering the possibility of future technological

solutions to the problem. While the latter approach does not account for the

‘dilution of the impact over time’, the first approach completely neglects these

impacts. These two extremes represent a dilemma for which a meaningful solution

is needed in LCIA.

Further insights into spatial variability – the influence of the place of an emission

on the impact – will help reducing uncertainty due to neglecting locally specific

ecotoxicity problems and thus help increase accuracy for this impact category. The

influence of temporal variability, such as seasonal behaviour of species or weather

patterns, remains to be examined. Mixture toxicity is a research area of high

importance and complexity. One prominent example, potentially relevant for

many LCA studies, concerns effluents from industrial and waste water treatment

processes, which are mixtures of varying composition containing many different

substances. These further research needs are thereby not a matter of increasing the

complexity of characterisation models and their application to an impractical level,

but rather about establishing a parsimonious balance between necessary complexity

and maximised simplicity. In order to simplify, scientists have to first explore

complexity, which will lead to finding a meaningful balance including the consid-

eration of practical needs on the level of application and with full conscience about

the uncertainties introduced.
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Chapter 9

Acidification

Rosalie van Zelm, Pierre-Olivier Roy, Michael Z. Hauschild,

and Mark A.J. Huijbregts

Abstract This chapter outlines the cause-effect pathway of terrestrial and aquatic

acidification from air emissions to ecosystem damage. Carbon dioxide is the main

cause of (coastal) marine acidification, while nitrogen and sulfur inputs are under-

lying the damage due to freshwater and terrestrial acidification. Various life cycle

impact assessment (LCIA) methods address parts of the impact pathway. Terrestrial

acidification, caused by base cation leaching, has been addressed by a number of

midpoint methods and several methods determining impacts to biodiversity. To

decrease uncertainty in the ecological effect predictions, more insight needs to be

gained in the stressor-response curves for many regions of the world. Moreover,

research is needed regarding other indicators related to biodiversity than relative

species richness as such. For freshwater acidification, only one midpoint and one

endpoint method are available, with substantial options for improvement. To

address ocean acidification in LCIA in the future, a carbon cycle model needs to

be used to make the link to ocean acidification and stressor-response curves that

assess impacts on marine biodiversity.

Keywords Aquatic acidification • Cause-effect pathway • Endpoint • LCA •

LCIA • Life cycle assessment • Life cycle impact assessment • Midpoint •

Terrestrial acidification
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1 Introduction

This chapter deals with the causes and consequences of acidification in terrestrial

and aquatic ecosystems and how to deal with them in life cycle impact assessment.

Section 2 will outline the complete cause-effect pathway, from emissions of

acidifying substances to damage to the natural environment. Subsequently,

Sect. 3 will outline the framework for acidification for life cycle impact assessment

(LCIA). Section 4 will then provide an overview of all methods that have been

available in LCA to address (parts of) the cause-effect pathway. Current methods

still include uncertainties in the final characterisation factor outcomes, which will

be discussed. Finally, future trends will be outlined in acidification modelling

for LCIA.

2 Cause-Effect Pathway

Atmospheric deposition of inorganic substances on the Earth’s surface, such as

oxides of sulfur and nitrogen, are the basis of acidification in terrestrial and

freshwater ecosystems, and to a lesser extent in (coastal) marine ecosystems.

Their dissociation products alter alkalinity, pH, and inorganic carbon storage in

oceans. While these acidifying compounds have natural sources in volcanic erup-

tions and emissions from the oceans (e.g. volatile sulfur gases), most derive from

anthropogenic activities, such as the combustion of fossil fuels at power stations

and industrial plants, vehicle exhausts, and agriculture.

Terrestrial acidification is mainly caused by nitrogen and sulfur depositions

(Psenner 1994; Bouwman et al. 2002) resulting from nitrogen oxides (NOx),

ammonia (NH3), and sulfur dioxide (SO2), and to a lesser extent pyrite (FeS2)

and hydrogen sulfide (H2S) or strong inorganic acids like hydrogen fluoride (HF),

hydrogen chloride (HCl), or monocalcium phosphate (Ca(H2PO4)2).

SO2 for example, which is the acidic anhydride of sulfurous acid, H2SO3, can

absorb water from the atmosphere to form sulfurous acid, which can release two

hydrogen ions:

SO2 þ H2O ! H2SO3 $ 2Hþ þ SO3
2� ð9:1Þ

Ammonia, on the other hand, is a substance that releases a hydrogen ion on

mineralisation. In itself, ammonia is a base (absorbing hydrogen ions via the

reaction NH3 þ Hþ ! NHþ
4 ), but it is oxidised on bacterial mineralisation through

nitrite, NO�
2 , to nitrate, NO�

3 :

NH3 þ 2O2 ! Hþ þ NO3
� þ H2O ð9:2Þ
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Ca(H2PO4)2 is often used as a component in fertilizers and will react with water

to form the acidifying phosphoric acid (H3PO4):

Ca H2PO4ð Þ2 þ H2O ! CaHPO4 þ H3PO4 ð9:3Þ

Areas that are most susceptible to terrestrial acidification have an unreactive

geology such as granite and a base-poor soil. After (wet) deposition, biogeochem-

ical processes can delay chemical response to acid deposition in soil and subsequent

runoff to freshwater. The amount and place of deposition depends on atmospheric

climate conditions (i.e. wind, temperature, precipitation, etc.), chemical interac-

tions with the atmosphere and topography. There are landscapes, such as mine spoil

and mangrove reclamation areas, in which sulfur content is naturally high. If pyrite

is present, acidification can form a serious problem, as 2 hydrogen ions are

produced for every sulfide ion oxidised:

2FeS2 þ 6H2Oþ 7O2 ! 4SO4
2� þ 8Hþ þ 2Fe OHð Þ2 ð9:4Þ

Atmospheric input of acidifying substances can be neutralised by a number of

buffer reactions in an ecosystem (Blaser et al. 1999). The buffer systems are

dependent on the chemical status of an aquatic or terrestrial system and vary around

the globe (Clair et al. 2007; Dangles et al. 2004). The concept of critical load was

developed to be able to set standards and targets for emission reduction policy. A

definition was set by Nilsson and Grennfelt (1988) as: “A critical load for acid

deposition is the highest deposition of acidifying compounds that will not cause

chemical changes leading to long term harmful effects on ecosystem structure and

function.” Critical loads are defined for specific combinations of pollutants, effects,

and receptors. There are a number of indicators for ecosystem acidity, e.g. base

saturation, base cations (BC, i.e., Ca2+, K+, Mg2+) to aluminium (Al) ratio (i.e.,

BC/Al), the aluminium to calcium (Ca) ratio (i.e., Al/Ca), soil solution pH,

dissolved Al concentration (Posch et al. 2001).

Delays in responses occur due to biogeochemical processes as well as biological

processes in plants and organisms (Van Zelm et al. 2007). As a result of changes in

nutrient regulation in the soil, terrestrial species may suffer from a decrease in

phosphorus and magnesium content in tissue, an increase in tissue yellowing, a

reduction in biomass, coverage, and root growth, unsuccessful germination and

regeneration, and competitive exclusion by acid-tolerant species (Falkengren-

Grerup 1986; Zvereva et al. 2008; Roem and Berendse 2000). Metabolism of plants

is dependent on optimal pH values as well, and resistance to acidification differs

from one plant species to another (Scholz and Reck 1977). Acidic environments

also enhance aluminium toxicity. Trivalent cationic Al3+ present as Al H2Oð Þ3þ6 in

acid environments is the most relevant toxic form to plants, and research on plant

resistance to aluminium toxicity has been ongoing (Poschenrieder et al. 2008).

In the end, biodiversity will be altered. The acidifying effects that chemicals

cause on the environment can be modelled along the cause-effect pathway up to
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biodiversity damage, which is the endpoint for this impact category. All previous

points on the cause-effect pathway may serve as midpoints for this impact category.

Freshwater acidification is mainly caused by protons resulting from the

mineralisation of nitrogen and sulfur deposition as well. The decrease in the pH

of the Earth’s oceans, on the other hand, is mainly caused by the accelerated

dissolution of carbon dioxide (CO2) from the atmosphere following the increasing

concentrations of CO2 in the atmosphere due to anthropogenic activities (Caldeira

and Wickett 2003). A large share of the carbon dioxide released by humans into the

atmosphere dissolves into the oceans (and some in rivers and lakes), which

increases the hydrogen ion concentration in the ocean, and thus decreases ocean

pH, as follows:

CO2 aqð Þ þ H2O $ H2CO3 $ HCO3
� þ Hþ $ CO3

2� þ 2Hþ ð9:5Þ

On a global scale, the alterations in surface water chemistry from anthropogenic

nitrogen and sulfur deposition are only a few percent of the ocean acidification.

However, their impacts on seawater chemistry can be much more substantial in

coastal waters, i.e. 10–50 % or more of the anthropogenic changes caused by CO2

uptake near the major source regions and in marginal seas (Doney et al. 2007).

Aluminium toxicity also plays a role in freshwater acidification. Furthermore,

aquatic acidification particularly affects sensitive processes like calcification.

Ocean acidification enhances growth of autotrophs and reduces fertility and meta-

bolic rates (Hendriks et al. 2010).

Figure 9.1 shows the cause-effect pathway for acidifying impacts. Initial emis-

sions to air will affect a variety of species in the end.

3 Framework

The cause-effect pathway is translated into a series of numerical indicators resulting

in a characterisation factor (CF). Following the general framework for emitted

atmospheric pollutants (Udo de Haes et al. 2002), a CF for acidification can be

expressed as a function of an atmospheric fate factor (FF), a receiving environment

exposure factor (XF) and an effect factor (EF).

CFi,x ¼
X

j

FFi, j, x � XFj,x � EFj
� � ð9:6Þ

The atmospheric fate factor (FF) describes the source-receptor relationship

i.e. the atmospheric impact pathway from the emission location i of pollutant x to
the corresponding deposition location in the receiving environment j. The receiving
environment exposure factor (XF) evaluates the ability of the receiving environ-

ment to withstand acidic deposition due to buffer reactions. The effect factor

166 R. van Zelm et al.



assesses the effects or damage caused by the acid deposits to species, such as

changes in biodiversity.

As local conditions, e.g. climate, topography, and biogeochemistry, influence

the CFs, spatial differentiation is of importance for acidification. Potting

et al. (1998) were the first to indicate spatial differentiation related to acidification

impacts. Emission location (i) and receiving environment (j) can be a continent,

country, province or grid. They even do not necessarily need to be of the same

spatial differentiation level, i.e. an emission change in Europe can be considered

and deposition modelled on a grid level (Van Zelm et al. 2007).

Midpoint indicators can be set anywhere along the cause-effect chain, linking,

for example, emissions to the deposition of acidifying substances or change in

receiving environment sensitivity. For terrestrial acidification, a midpoint indicator

is, for example, the accumulated exceedance, which integrates both the area

exceeded and amount of exceedance of the critical load (Seppälä et al. 2006).

Midpoint indicators express the acidification impacts of atmospheric pollutants on

a common scale so they can be compared quantitatively. They are referred to as

acidification potentials (AP), and SO2 is generally used as a reference substance and

therefore has an AP of 1. The midpoint characterisation factors can be used in

comparison studies to understand which industrial process(es) contribute most to

acidification to optimise a system.

Endpoint indicators link the emissions to the consequences of acidification on

the ecosystem (e.g. biodiversity or plant productivity loss). Endpoint indicators

have been addressed in terms of relative species richness, i.e. the change in species

Atmospheric fate: dispersion, 
transport and chemical reactions

Effects
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SO2…

Invertebrates
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plants
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marine water

individual
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Fig. 9.1 Cause–effect pathway for acidification (Adapted from EU-JRC (2011))
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composition in a community. For terrestrial acidification vascular plants are gen-

erally included (Goedkoop and Spriensma 1999; Hayashi et al. 2004; Van Zelm

et al. 2007). As such, the endpoint level provides information on the ecosystem

quality which directly matters to society.

In LCIA, interest generally lies in CFs that can be applied to small emission

changes, a so-called marginal approach (Udo de Haes et al. 1999). This approach is

based on the assumption that addition of a certain stressor introduces marginal

changes to a background situation (Huijbregts et al. 2011). The background situa-

tion is defined by ‘current’ emission and deposition levels. The marginal change is

generally set between 1 and 10 % of current emissions (Huijbregts et al. 2000;

Krewitt et al. 2001; Potting et al. 1998; Seppälä et al. 2006; Van Zelm et al. 2007;

Hettelingh et al. 2005).

4 Methods

LCIAmethodologies andmethods that address acidification, namely CML 1992 and

2002 (Heijungs et al. 1992; Guinée et al. 2002), Eco-indicator ’99 (Goedkoop and

Spriensma 1999), MEEuP (Kemna et al. 2005), EDIP97 (Hauschild and Wenzel

1998; Wenzel et al. 1997), EDIP2003 (Potting et al. 1998), TRACI (Norris 2003),

EPS (Steen 1999), Accumulated Exceedance (Seppälä et al. 2006), LIME (Hayashi

et al. 2004), ReCiPe (Van Zelm et al. 2007), LUCAS (Fréchette-Marleau et al. 2008)

and Roy and Azevedo (Azevedo et al. 2013; Roy et al. 2012a, b, 2014a, b)

all work with (part of) the above mentioned framework. Table 9.1 provides an

overview of the methods, with their main characteristics.

LCIA methods for terrestrial acidification are relatively well developed, while

methods for freshwater and marine acidification are lagging.

4.1 Terrestrial Acidification

The first available method, CML 1992 (Heijungs et al. 1992), evaluates the AP in

term of H+ releases. The AP equals the number of H+ ions that can be formed

per molecular weight of a chemical relative to SO2. EDIP97 also determines the

theoretical maximum quantity of hydrogen ions which can be released into

the environment compared to SO2 (Hauschild and Wenzel 1998). Apart from the

environmental oxidation, the chemical fate in air and in soil is neglected in these

approaches. Kemna et al. (2005) adopted the factors in the MEEuP methodology.

Steen (1999), in the EPS methodology, applied the same method, but assuming that

a part of the H+ is not deposited on land.

Potting et al. (1998) were the first to include emission dispersion, subsequent

deposition and sensitivity of the receiving environment with help of the integrated
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assessment model RAINS that describes the pathways of emissions of SO2, NOx,

and NH3. Their method includes 44 emission regions in Europe, and 150� 150 km

receiving grids. Potting et al. (1998) were also the first to use critical loads as a

concept in LCIA. Their CF equals the change in area of unprotected ecosystems

(UA) following a 10 % reduction of the emission of an acidifying chemical. The

UA refers to an area which receives a deposition load that is above its critical load.

Their method was implemented in the EDIP 2003 methodology. Krewitt

et al. (2001) applied the method of Potting and colleagues, applying a similar

atmospheric fate model and assuming a national emission increase of 10 % in

each European country. Huijbregts et al. (2000) slightly changed the method by

Potting et al., applying the same model, but taking into account the acidifying load

above the threshold on top of the area exposed. Their method was implemented in

the CML 2002 methodology. The country-specific CFs for Europe from Seppälä

et al. (2006) evaluate the absolute acidifying load above the threshold, referring to it

as the accumulated exceedance. They applied the Lagrangian model of long-range

transport of air pollution EMEP, which is also used in RAINS to assess the

atmospheric fate of NOx, NH3 and SO2 emissions.

TRACI (Norris 2003) determined spatial specific midpoint characterisation

factors per North-American state, equaling the deposited H+ ions per kg of emitted

substance. They did not go further in the cause-effect chain modelling because of

the lack of the North American receiving environment sensitivity databases at that

time. Hayashi et al. (2004) did the same for Japanese regions. Source-receptor

relationships (SRR) were determined with an empirically calibrated atmospheric

chemistry and transport model for SO2 and NOx, while SRRs for HCl and NH3 were

created from existing data on emission and deposition from different sources.

Hayashi et al. (2004) subsequently determined soil acidity change, assuming the

H+ load completely contributes to pH decrease and the exposure factor equals the

change in aluminium (Al3+) concentration on a grid-specific deposition level. They

determined effect factors based on the net primary productivity of one Japanese

pine tree to finally come up with a Japanese CF.

For the Eco-indicator ’99, Goedkoop and Spriensma (1999) applied a dynamic

soil model to determine soil acidity (pH) based on deposition data for Europe. This

was the first time the biogeochemical processes occurring in the soil were directly

taken into account, assuming all acidification changes can lead to effects. Subse-

quently they based effect factors on target species from a Dutch database on the

occurrence of plant species versus pH. Final CFs, however, combine acidification

and eutrophication effects. Van Zelm et al. (2007) expanded the method by

Goedkoop and Spriensma for the ReCiPe methodology by including a fate model-

ling step assuming a European generic marginal emission increase and grid-specific

deposition increase. An atmospheric fate model, dynamic soil exposure model and

effects on plant species occurrence were coupled to obtain a European CF for

acidification only. The dynamic model allowed determining CFs for 20, 50, 100 and

500 year time horizons.

Latest developments in terrestrial acidification modelling for LCIA build on the

obtained knowledge throughout the years and includes spatially explicit (2� � 2.5�)
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atmospheric fate modelling, soil fate modelling and plant species occurrence on a

worldwide scale. Atmospheric fate, soil exposure, and plant species effect model-

ling were evaluated separately (Roy et al. 2012a, b; Azevedo et al. 2013). The CFs

evaluate the change in relative species richness present following a change in H+

concentration in worldwide receiving environments due to a marginal emission

change (Roy et al. 2014a). The pH was chosen as soil acidity indicator as most data

on species occurrence was available together with soil pH data. From this work,

CFs can be derived on a grid-scale or any scale larger (e.g. ecoregions, biomes,

countries, or continents).

4.2 Freshwater Acidification

Freshwater acidification impacts are typically evaluated with generic characterisa-

tion factors (CFs) also applicable to terrestrial acidification (Heijungs et al. 1992;

Hauschild and Wenzel 1998). Without spatially explicit midpoint or endpoint

CFs, impacts of freshwater acidification are typically disregarded in LCA

(EU-JRC 2011).

Fréchette-Marleau et al. (2008) proposed a method for aquatic acidification in

Canadian provinces for the LUCAS methodology. CFs were based on the critical

load exceedance approach. Atmospheric fate modelling was done with a long-range

air emission model, and the aquatic ecosystem was assumed to be exposed to all the

chemicals reaching the destination environment.

Recently, Roy et al. (2014b) proposed a set of spatially explicit worldwide

endpoint CFs for freshwater lake acidification. These CFs assess the potential

impacts of acidifying emissions to lakes. The spatially explicit (2� � 2.5�) model-

ling includes atmospheric fate, lake exposure (deposition to H+ concentration), and

effects on relative fish species richness on a worldwide scale.

4.3 Marine Acidification

No publications were found in the peer reviewed literature reporting on attempts to

include marine acidification in LCIA, caused by CO2 uptake in the seas and oceans.

5 Uncertainty

Three different types of uncertainty are particularly relevant in LCIA modelling:

(1) uncertainty due to lack of knowledge of the ‘true’ value of a model input

parameter (parameter uncertainty), (2) uncertainty caused by arbitrary choices

into a model (decision rule uncertainty), and (3) uncertainty caused by the loss of
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information resulting from the simplification of reality by the use of models (model

structure uncertainty).

Parameter uncertainties were only quantitatively estimated very recently. Roy

et al. (2014a, b) showed the influence, through Monte Carlo simulation, of the

combination of fate, exposure and effects to the overall uncertainty of endpoint

CFs. In a 95 % confidence interval, they showed that for terrestrial as well as

freshwater acidification the uncertainty in the CF is dominated by uncertainty in the

effect factor. This is due to the low availability of data on species occurrence and

acidity on a worldwide scale. Whereas fate and exposure can quite adequately be

modelled nowadays, effect modelling is still in an early phase of development.

Decision rule uncertainties related to acidification that we identified are the time

horizon and the species protection level, and the adaptation of ecosystems/species

to acidification and the dispersal or migration of species (De Schryver et al. 2009;

Goedkoop et al. 2009). Time horizon is important as the acidification in soil can be

delayed due to biogeochemical processes, which was illustrated by Van Zelm

et al. (2007). Although studies looked at either including effects to all species

(Hayashi et al. 2004; Van Zelm et al. 2007; Azevedo et al. 2013), or target species

only (Goedkoop and Spriensma 1999), no acidification study so far looked at the

difference between the two types of effect estimations. This aspect, as well as

possible adaptation and migration of species still need more investigation.

Regarding model structure uncertainty, it can be seen that throughout the years

efforts have been made to decrease this uncertainty type when new knowledge on

the acidification cause-effect pathway was gained. LCIA acidification methods

have become more sophisticated, related to spatial explicitness and the inclusion

of fate, exposure as well as effect modelling.

6 Future Trends

The main challenges identified in LCIA modelling of acidification are (i) fully

including marine and freshwater acidification, and (ii) reducing uncertainty in

effect factor estimations.

For aquatic acidification, only two methods are available, one on midpoint

addressing freshwater systems and one on endpoint addressing freshwater lakes

only, neglecting the acidification of other freshwater environments. Improvements

needs of the midpoint method relate to the low model resolution and the lack of

temporal differentiation (Fréchette-Marleau et al. 2008). A number of shortcomings

were identified with respect to the derived endpoint CFs for lake freshwaters (Roy

et al. 2014b). The main issues that need to be addressed in the future are (i) the

current assumption of an even mixing within the lake, while lakes pH are known to

be highly heterogeneous, and (ii) effect factor derivation. Currently, species rich-

ness was estimated from fish species only, with region specific regressions that

showed poor correlation (R2 between 0.01 and 0.42) with available data.

9 Acidification 173



To address ocean acidification, a carbon cycle model can be used to calculate

fate factors, such as the model described by Montenegro et al. (2007). Subse-

quently, effect factors can be determined in the same way as for terrestrial acidi-

fication, i.e. based on occurrence of species following an acidification indicator

gradient (e.g. pH).

To decrease uncertainty in effect factor estimation, more insight needs to be

gained in the stressor-response curves for many regions of the world. There is a

large number of parameters that influences species richness such as temperature,

environmental area, compartment depth (soil/lake), altitude, and pH. The influence

of all these factors related to world regions needs further exploration. Moreover,

relative species richness as such is not the only indicator related to biodiversity.

Further research should focus on, e.g., exploring a stressor-response curve for a

specific region for which many data are available on a number of different species,

from genes level to ecosystem level (Curran et al. 2011), and on various effect

types, e.g. growth, reproduction, lethality. This way, a better balanced and focused

upscaling can take place geographically, and at a species level that is relevant for

use in LCIA.
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Chapter 10

Eutrophication

Andrew D. Henderson

Abstract Anthropogenic increases in nitrogen and phosphorus inputs to terrestrial

and aquatic ecosystems have driven increases in eutrophication, the occurrence of

ecosystem changes due to over-supply of nutrients. Eutrophic water bodies exhibit

changes in species composition that often include algal blooms and oxygen deple-

tion, with occasionally arresting images of fish kills or dead zones. Though

dramatic and subtle consequences of eutrophication itself have been described for

over 100 years, understanding of nutrients as the main drivers for this phenomenon

is more recent. Modelling nutrient fate has reached a basic level of operability, with

a general rule that freshwaters are limited in phosphorus (and hence respond to its

addition), and terrestrial and marine systems are nitrogen limited. However, under-

standing of ecosystems responses such as species shifts or changes in primary

productivity is still growing. Future work should incorporate more comprehensive

metrics to quantify impacts of eutrophication on ecosystems – and the human

systems that depend on them.

Keywords Freshwater eutrophication • LCA • LCIA • Life cycle assessment • Life

cycle impact assessment marine eutrophication • Nutrient enrichment • Terrestrial

eutrophication

1 Introduction

1.1 Historical Perspective

Eutrophication is the result of supplying nutrients to ecosystems in excess of natural

rates, which may drive a cascade of changes, including alterations in species

composition, biomass, or productivity. Nutrient cycling varies across ecosystems,

and eutrophication does naturally occur to some degree, but anthropogenic
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emissions of nutrients and organic matter have increased nutrient cycling,

disturbing the natural dynamic (Bouwman et al. 2009). This increased cycling,

and often over-supply, of nutrients can directly affect humans: fish kills or red tides

in aquatic systems may have direct health effects, and changing crop yields in

terrestrial systems affects food production. Algal blooms continue to be of concern

in many areas (e.g., Liu et al. 2013). Comprehensive overviews of nutrient-related

ecosystem alterations are provided by Schindler (2006) and Smith et al. (1999).

The response of terrestrial systems to nutrient supply was documented in the

mid-nineteenth century (von Liebig 1855). Excess nutrients have been a concern for

over a century; a qualitative description of lakes as eutrophied, based on

hypolimnetic oxygen depletion, the changed occurrence of benthic macroinver-

tebrates, and visual appearance of water, was first published in the early 1900s

(Weber 1907). However, attention intensified in the middle of the last century

(NRC 1992; OECD 1982), largely due to increased nitrogenous atmospheric

emissions and synthetic fertilizer use, and the corresponding increase in the visi-

bility of eutrophication and its impacts (MEA 2005; Tilman 1999; Vitousek

et al. 1997). There was uncertainty about the causes of aquatic eutrophication

into the 1960s, with a variety of substances, including phosphorus (P) and nitrogen

(N), carbon, vitamins, amino acids, and trace elements identified as possible causes

(NAS 1969). Even after phosphorus was identified as a critical substance in

eutrophication (Vollenweider 1968), it took time – and demonstration via whole-

lake manipulation – to overcome counter-claims and resistance from the scientific

community and the soap and detergent industries (Schindler 2006).

Initial efforts to incorporate eutrophication into LCIA were largely based on

biomass production (Lindfors et al. 1995); for aquatic eutrophication, this was

connected to nutrient input via the Redfield ratio, the average stoichiometric ratios

of carbon, nitrogen, and phosphorus(C106:N16:P1) found in plankton (Redfield

1934). This ratio indicates that algae and other aquatic organisms require 16 mol

of N for every one mole of P. A lack of one of these nutrients can limit biomass

production; such systems are said to be N- or P-limited. A SETAC working group

on LCIA noted that nearly all LCIA aquatic eutrophication methods based their

characterisation factors on the Redfield ratio, with the corresponding impact indi-

cator being algal growth (Udo de Haes et al. 2002). Alternately, some methods

considered oxygen depletion in water, which has the advantage of providing a

direct way to include organic matter, linking these to oxygen depletion via the

biological or chemical oxygen demand (BOD or COD) (e.g., Guinée et al. 2002).

The oxygen-consuming degradation of organic matter by bacteria forms the basis

for the BOD; COD is a measure of all substances that can be oxidised. Newer LCIA

methods have begun to move beyond the Redfield ratio and algae to consider

changes in species composition, which itself is an interim step in the progression

towards more complete assessments.
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2 Principles of Characterisation Modelling

Modelling eutrophication requires capturing interrelationships between hydrology,

ecosystem biology, microbiology, and chemistry. Modelling choices reflect differ-

ences both in scientific opinion about the cause-effect chain and in societal values

about what merits protection (Hertwich et al. 2000; Udo de Haes et al. 2002; UNEP/

SETAC 2005). Capturing complexity while creating a usable approach is a thread

that runs through eutrophication modelling in LCIA.

One modelling choice regards the use of average or marginal impacts: if an

LCIA is being conducted to assess a change or comparison, then marginal model-

ling is recommended; average impacts are suitable for information-gathering (Udo

de Haes et al. 2002). To date, LCIA models for eutrophication have relied on

marginal changes; e.g., Struijs et al. (2010a) used a 1 % increase above 1995

emission levels. However, this conceptual framework does discount impacts

when the marginal increase occurs in an already-stressed receiving area (Huijbregts

et al. 2011). Another modelling challenge, for both the average and marginal

approaches, is the possibility of non-linear responses to nutrient loading. Loading

may reduce ecosystem resilience; beyond critical levels, ecosystems may undergo

radical shifts to alternate, metastable states (Scheffer et al. 2001).

2.1 Criteria for Good Characterisation Models

The variety of modelling approaches for eutrophication and other categories in

LCIA has led to ongoing efforts to create a framework to objectively compare

models (e.g., Udo de Haes et al. 2002; Margni et al. 2008). The most comprehensive

effort to date has been the International Reference Life Cycle Data System (ILCD)

(EC-JRC 2010a). In the ILCD framework, scientifically sound LCIA eutrophication

models include a complete of scope, environmental relevance, and scientific

robustness. These criteria require accurately capturing the cause-effect chain, to

the extent made possible by current knowledge. For aquatic transport of

eutrophying substances, major transport phenomena include precipitation and sed-

imentation for N and P, as well as oxidation, specifically denitrification, for N. For

atmospheric emissions, these include oxidation and deposition. At the damage

level, sound models should include discrimination between receiving areas based

on sensitivity, possibly including a critical level, and a dose-response relationship

(EC-JRC 2011). The application of these criteria to eutrophication models is

discussed in the following sections.
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3 Impact Pathway and Affected Areas of Protection

Damage categories represent changes to those components of the environment that

are valued by human society (UNEP/SETAC 2005); however, valuing and quanti-

fying ecosystem qualities is challenging, as society may value components ranging

from the subjective (e.g., aesthetic quality) to the concrete (e.g., fish production for

food supply). The Natural Environment Area of Protection, as defined by the

UNEP/SETAC working group, encompasses both ends of this spectrum. The

intrinsic values of the existence and stability of the environment is captured via

biodiversity, which can be measured as a species loss. The functional values of

natural resources are captured via net primary productivity, which can be measured

financially (Margni et al. 2008). Some methods have considered human health,

since direct human impacts are possible: algal blooms may be toxic to humans and

have resulted in beach closures (Anderson 1989; Paerl et al. 2001). However,

human health has rarely been considered directly for eutrophication in LCIA.

Developing a set of metrics to fully capture the myriad aspects of the biotic

environment is ongoing (see Sect. 8).

The addition of nutrients or organic matter to terrestrial or aquatic ecosystems

can affect cell synthesis or energy supply. Organisms that can take advantage of

changing inputs of either nutrients or organic matter will be able to outcompete

other species, resulting in dynamic changes to the steady-state ecosystem compo-

sition, changing biodiversity and productivity. Figure 10.1 provides an overview of

the terrestrial and aquatic eutrophication processes, which are discussed below.

3.1 Terrestrial Eutrophication

To date, LCIA has focused on changes to terrestrial vegetation, as interactions of

other components of the ecosystem with changing nutrient cycling and changing

plant communities are not yet well understood. Plants in terrestrial systems are

usually nitrogen limited; i.e., there is sufficient P for growth, but not adequate N for

the typical cellular nutrient ratio of N and P (see Sect. 1.1) (Grouzet et al. 2000;

Hornung et al. 1994; Nilsson and Grennfelt 1988). The terrestrial N:P nutrient ratio,

as well as the freshwater ratio, are similar to the Redfield ratio, although there are

differences in the ratio of carbon to these nutrients (Elser et al. 2000; McGroddy

et al. 2004). Excess nitrogen can change the structure and function of terrestrial,

N-limited ecosystems by favoring a (typically) limited number of N-adapted

species. This may change tolerance to disease or other stressors (e.g., drought,

frost), resulting in overall biodiversity and productivity changes.
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3.2 Aquatic Eutrophication

Increases of nitrogen and phosphorus, or inputs of respirable organic matter, in

aquatic ecosystems can likewise change the structure and function of communities

of plants and animals through a cause-effect chain that involves organisms in the

benthos and water column. Excess nutrients first stimulate the growth of phyto-

plankton, increasing turbidity. This, in turn, affects plants in the light-dependent

photic zone, as well as limiting predatory success of fish. The fish community shifts

away from piscivorious toward zooplanktivorious species, removing zooplankton

and favoring population increases in their prey, phytoplankton. Microbiological

respiration of dead phytoplankton or other species (increased both due to direct

nutrient input as well as the indirect ecosystem community changes) may lead to

hypoxic conditions (i.e., low levels of dissolved oxygen in the water column),

driving further changes (Kristensen and Hansen 1994). Such changes can also be

caused by direct addition of excess organic matter (BOD or COD). To a certain

degree, dissolved oxygen may be replenished via exchange with atmospheric

oxygen at the lake surface.

However, some lakes undergo a seasonal stratification, limiting oxygen replen-

ishment. The spring and summer warming of the surface layer, the epilimnion,

Fig. 10.1 Flow diagram of eutrophication impact pathway (Adapted from ILCD EC-JRC

(2010b))
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creates a sharp temperature gradient, limiting mixing with the lower layer, the

hypolimnion. In this circumstance, decomposition of organic matter that has settled

to the lake bottom consumes oxygen which is not replenished, potentially creating

hypoxic or anaerobic conditions in the hypolimnion (Boehrer and Schultze 2008).

Low-nutrient water inputs through lakes, estuaries, or coastal zones, can serve to

flush nutrients. Point-source emissions to well-mixed lakes can be modeled, but for

diffuse nutrient sources in a watershed, the relationship between flow, nutrients, and

eutrophication is less clear and can be difficult to model (Schindler 2006). The

assimilation and movement of phosphorus through water bodies varies spatially and

temporally (Withers and Jarvie 2008). Nitrogen, as it exists in multiple redox states,

some of which are volatile, is more complex to model. Among other complicating

factors, previously deposited P and N can be re-introduced to the water column

during periods of anoxia (Levine et al. 1986; Mortimer 1942).

3.3 Freshwater and Marine Systems

It is important to distinguish fresh and marine waters; marine water bodies’ salinity
is not affected by freshwater inputs. Current understanding is that freshwaters are

often—but not always—limited by phosphorus (Carpenter et al. 1998; Schindler

1977). Since the mid-twentieth century investigations that began to identify nutri-

ents as drivers of eutrophication, it has been known that nitrogen may also limit

freshwater productivity (Schindler 2006). Indeed, nitrogen, and even iron, may be

co-limiting over time scales relevant to biological cycles, though it is still likely that

phosphorus is the controlling, i.e. limiting, nutrient over scales of multiple years

(Schindler 2006; Sterner 2008). If nitrogen is also limited in a water body, species

capable of fixing N from the atmosphere (e.g., cyanobacteria) may be favored,

reducing the extent to which N limits productivity (Smith 1983). In addition,

N-limited lakes receiving anthropogenic nitrogen inputs may be eventually

transformed to P-limited (Goldman 1988).

In contrast, productivity and eutrophication of marine waters has a more com-

plex relationship with the two major nutrients than do freshwater systems, as

hydrodynamics and trace elements play a more significant role (Grouzet

et al. 2000). As a general rule, though, marine systems are typically N-limited

(Jørgensen and Richardson 1996), and this provides a useful starting point for

LCIA. While coastal zones and the upper layers of the ocean typically have greater

biodiversity and productivity than other zones, zone-specific modelling of oceans

has proven difficult. However, zones are taken into account in the cross-category

biodiversity comparisons of the ReCiPe method (Goedkoop et al. 2009).

The limiting nutrient concept should be interpreted cautiously; as noted above,

nutrient relationships in a water body can exhibit long-term changes, as well as

change on sub-annual time scales. However, P limitation of freshwater and N

limitation of marine systems provides a convenient foundation upon which to

build LCIA models.
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4 Contributing Substances (Classification)

As shown in Fig. 10.1, the major categories of emissions driving eutrophication are

nutrients (nitrogen and phosphorus) and organic matter emitted to water. For

aquatic effects, LCIA methods can differ in their approaches to capturing these

ecosystem changes, with some endpoints focusing on nutrient enrichment, and

others on oxygen depletion. Table 10.1 presents a summary of LCIA characterisa-

tion methods for eutrophication.

Consistent with the development of ecological understanding of eutrophication

as driven by the supply of limiting nutrients, many LCIA methods primarily

consider emissions of phosphorus and nitrogen compounds. Life cycle inventory

(LCI) data may include a variety of forms of P and N; typical inventory substances

are elemental P and N, phosphate (PO4
3�), NH3 or NH4

+ (ammonia and ammo-

nium), aqueous NO3
� (nitrate), and gaseous nitrogen oxides (NOx, representing the

sum of NO and NO2).

Since the addition of limiting nutrients may lead to oxygen depletion (due to

microbial respiration of excess biomass), some LCIA approaches include sub-

stances that lead directly to oxygen demand, either biological (BOD) or chemical

(COD) (see Fig. 10.1). The respiration of organic matter by bacteria consumes

oxygen and forms the basis for the BOD metric; compounds not easily respired by

microbial communities are captured in the COD.

LCIA methods that assess oxygen depletion, e.g., LIME (Itsubo and Inaba

2003), include organic matter (BOD and COD) as contributing substances.

Although this biological material will contain some P and N, the mechanisms of

action of these organic substances are distinct from those of the limiting nutrients,

so double-counting is not a concern. The methods that do measure oxygen depletion

therefore require an approach to translate P and N emissions to changes in oxygen

levels.

5 Scale and Variability (Spatial and Temporal)

5.1 Scale

Atmospheric emissions of NOx and NH3 can be transported over a continental

scale; e.g., the established RAINS and EMEP models for Europe (Alcamo

et al. 1990; EEA 2009), or ASTRAP for North America (Shannon and Clark

1985; Toffoleto et al. 2007), affecting broad terrestrial regions, as well as being

deposited on aquatic systems, though the latter is a minor source of aquatic nutrient

inputs, given the small fraction of surface area occupied by freshwater relative

to land.

In the case of freshwater emissions, the region of impact is defined by the

downstream path of a receiving water body and the biogeochemical processes

affecting nutrient transport. Some fractions of P emissions may travel ~1,000 km
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(Helmes et al. 2012). For marine emissions, the scale of impact is related to the

extent to which receiving bodies create partially-enclosed systems with limited

mixing with the larger ocean. Scales of impact can be quite large, e.g., zones of

hypoxia up to 80,000 km2 in the Baltic Sea (Diaz 2001; Hansson et al. 2009).

The most important spatial distinction is between P and N-limited water bodies.

Stoichiometric (e.g., NH3 vs. NO3
�) and bioavailability differences between

eutrophying compounds are minor relative to correctly capturing the limiting nutri-

ent or possible spatial transport differences. The exclusion of the latter may diminish

the relevance of an impact assessment (Potting and Blok 1994), and inclusion

of spatial differentiation was identified as a major challenge for LCIA early on

(Potting 2000). Finnveden and Potting (1999) had begun working on spatial eutro-

phication in the early 1990s (UNEP 2003). Some of the first published spatially-

differentiated transport factors for eutrophication were country-specific estimates

of marine deposition of air emissions of NH3 and NOx, and these were included in

a multi-scale (country, Europe, world) assessment that included runoff and leaching

from agricultural lands (Huijbregts et al. 2000; Huijbregts and Seppälä 2001).

Several studies have pointed to the possible variation, by orders of magnitude, in

transport between sources and receptors. Transport differences between European

countries for airborne nitrogen compounds can be up to three orders of magnitude

(Posch et al. 2008; Potting et al. 1998b). At the impact level, also comparing

European countries, the eutrophication potentials of nitrogen air emissions were

found to vary by up to 1.5 orders of magnitude (up to 3.5 orders of magnitude for

acidification) (Huijbregts et al. 2000). Differences in aquatic transport between

European countries and US states, according to previous work, were less than one

order of magnitude (Norris 2003; Potting and Hauschild 2005). However, for P

transport, recent modelling has suggested possible variations of 3 orders of magni-

tude between US states (Helmes et al. 2012).

At small spatial scales, variation in the transport and eventual impacts of P and N

can therefore be significant. On the aquatic side, emissions to rivers and lakes have

different fates and impacts; this is a level of detail not captured in impact models

nor inventory data. UNEP/SETAC working groups formalised the call for arche-

typical situations (Margni et al. 2008), which represent deviations from the default,

generic situation and could be used when spatial differences cause a variation above

some threshold factor (e.g., 2–10, depending on the study). Margni et al. (2008)

recommended continental-level resolution as preliminary step. More nuanced divi-

sions are also possible, provided that inventory data are sufficiently detailed: for

freshwater transport, the presence or absence of large lakes downstream from

emission sources is a possible archetypical division point (Helmes et al. 2012).

Comparing freshwater bodies or terrestrial areas, there can be differences driven

by variation in climate, species composition, underlying geology, or previous

environmental stresses, among others. Many of these factors control existing levels

of nutrients; this may affect the limiting nutrient. However, within one nutrient

limitation regime, the response of a water body to nutrient input may vary

depending on existing levels of that nutrient. As a threshold concept, this presented

challenges to developers of LCIA (e.g., UNEP (2003), for the existence of a cutoff
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value can imply the existence of an infinite sink for a substance in the environment.

Work by Struijs et al. (2010b) assumed a threshold of 0.3 mg/L as indicative of

excess human nutrient inputs. An alternative approach has also differentiated

response levels, but with impacts occurring at all existing P levels – i.e., without

a threshold concentration (Payet 2006).

The time scales over which eutrophying emissions reach and cause impact in a

receiving location vary by compound and the emission compartment. The time frame

over which first-order impacts occur is generally rapid (i.e., proportional to nutrient

uptake during the growing season), but second-order impacts are more complex and

varied (e.g., remobilisation of previously sequestered nutrients). Atmospheric emis-

sions of NOx and NH3 can be transported over a continental scale; however, they have

atmospheric residence times on the order of hours to days (Galloway 2003). Once

deposited to terrestrial systems, reactive nitrogen can persist for time scales ranging up

to centuries in unmanaged forests (Galloway 2003).

For freshwater emissions, the hydrological cycle tends to move nutrients down-

stream relatively efficiently, with natural and man-made reservoirs delaying trans-

port. For phosphorus, impacts happen throughout a river system; time scales can

range up to years for areas that are upstream of large water bodies (Helmes

et al. 2012). For nitrogen, impacts in the coastal zones are delayed while nitrogen

is transported; this transport is largely tied to river transport, though wetlands may

remove nitrogen prior to reaching marine systems (Galloway 2003).

There is often a time lag before substances emitted to groundwater may reach a

down gradient fresh or marine water. In a model of European nutrients, Beusen

et al. (1995) used a typical time scale of 50 years for nitrate emissions to ground-

water. However, the majority of nitrate discharge was in groundwater for less than

5 years. Over longer time scales, one method to account for temporal variability is

to include future emission scenarios (and corresponding environmental concentra-

tions or sensitivities) (EC-JRC 2011).

5.2 Variability

As noted in Sect. 3, there are seasonal changes in eutrophication impacts. It is also

possible for the limiting nutrient in a water body to change, both on sub-annual time

scales or over a longer time frame (for example, if there is an increase in atmo-

spheric N input). However, LCIA models have not accounted for this variability. In

the former case, the added complexity would not necessarily contribute to enhanced

life cycle impact modelling; in the latter, improved ecosystem models and loading

data would be necessary.

At short time scales, eutrophication can exhibit strong variability. Areas at high

latitudes may have substantial seasonal differences in available light, and thus times

of year when microbial activity does and does not drive eutrophication. Many areas

experience seasonal stratification (see Sect. 3.2), which hinders replenishment of

dissolved oxygen in lake hypolimnion. The LCIA perspective does an adequate job
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of capturing overall eutrophication impact trends at longer time scales. However, if

the limiting nutrient changes over time, this would be imperative to capture in a

model. Early LCIA models did not attempt to account for intra-annual variability

(Udo de Haes et al. 2002).

Limnological science is not yet robust enough to understand the recovery of

ecosystems after cessation of inputs (Schindler 2006), so using varying lengths of

impact windows is not currently possible. However, it is clear that there are

seasonal variations in eutrophication, e.g., for freshwater and marine systems

(Conroy et al. 2010; Obenour et al. 2012); these subtleties pull LCIA characterisa-

tion towards models with higher temporal and spatial resolution, but the only

models that capture these trends are highly parameterised, highly tailored models

for specific systems (e.g., Obenour et al. 2012). Global models and the requisite

input data for such models are not yet available.

6 Midpoint Methodologies

Eutrophication is a category with relatively few substances affecting the area of

protection. At the effect level, assuming the critical distinction between P and

N-limited conditions has been made, there are not large differences between such

substances: from a nutrient supply perspective, the distinction between ammonia

and nitrate is largely one of stoichiometry. Therefore, correctly modelling the fate

and transport of eutrophying substances is critical. Those models that account for

BOD and COD are able to tie in P or N inputs via assumptions about nutrients

driving primary production and, hence, oxygen depletion.

Table 10.1 summarises currently available characterisation methods for eutro-

phication impact. The simplest approach, that of the initial LCIA models, is to

assume a standard fate of eutrophying emissions, which can range from an implicit

transport without losses to a fraction of emissions that reach terrestrial, freshwater,

or marine ecosystems. CML 2002 (Guinée et al. 2002) and EDIP97 (Hauschild and

Wenzel 1998; Wenzel et al. 1997) take the former approach for terrestrial eutro-

phication. Using the Redfield ratio (Redfield 1934), which is based on typical

aquatic biomass stoichiometry, N and P substances are converted into phosphate

or nitrate equivalents, representing an overall potential for eutrophication.

To varying degrees, all midpoint models make assumptions about or explicitly

model fate and transport of eutrophying substances. At limited spatial scales, there

may be minimal variation in fate and transport of airborne or aquatic emissions. As

discussed in Sect. 5.1, the importance of spatial considerations has been established

for emissions to air (Potting et al. 1998a) and freshwater. Therefore, refining

transport models will be an active work area in future.

Another midpoint approach, used for terrestrial eutrophication, is to model the

transport of substances, linking their environmental fate to deposition in sensitive

areas. The accumulated exceedance model of Seppälä et al. (2006) uses the EMEP

model for transport and a LRTAP critical load database (Posch et al. 1995) to
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determine the assimilative capacity of the receiving area. EDIP 2003 expresses its

eutrophication midpoint as an increase in unprotected area; this is a binary, on/off

model, which maps airborne deposition predictions of the RAINS model (Alcamo

et al. 1990) to the LRTAP critical load database (Potting and Hauschild 2005).

For aquatic eutrophication, methods may also employ fate models to calculate a

nutrient enrichment. EDIP 2003 couples the RAINS model for deposition with

CARMEN (Beusen et al. 1995; De Haan et al. 1996; Klepper et al. 1995) for aquatic

fate; substances are converted to nitrate equivalents. The EUTREND model (van

Jaarsveld 1995) is used in ReCiPe, which distinguishes freshwater as P-limited and

marine systems as N-limited (Struijs et al. 2009). The method behind the ReCiPe

factors also uses the CARMEN model, which incorporates soil, topography, and

land use data at a grid scale of 1/6� � 1/6�, allowing calculation of factors for gross

application of fertiliser to agricultural lands (Struijs et al. 2010a). The TRACI

method uses a topological hydrological model (Fekete et al. 2002) to consider

fate, at the U.S. state level, for emissions to air and water, converting all substances

to phosphate or nitrogen equivalents, for freshwater and marine eutrophication,

respectively (Norris 2003). TRACI also uses the Redfield ratio to relate N and P on

a molar basis and to quantify a eutrophication midpoint (see Sect. 1).

An alternative approach is offered by the LIME method, which was developed

specifically for marine waters in Japan (Itsubo and Inaba 2003). Nutrient inputs

(N and P) and organic matter inputs, as BOD and COD, are linked to oxygen

depletion in the hypolimnia of coastal bays.

Although there is still discussion regarding the treatment of organic matter, it is

clear that making the distinction between freshwater and marine systems is essen-

tial. In future, as the supporting science grows stronger and models are more

spatially and temporally explicit, there will also be considerations of multi-nutrient

limitation paradigms. At present, however, differences in fate modelling assump-

tions are the main distinction at the midpoint level.

7 Endpoint Methodologies

Ecosystem quality can be expressed in a variety of ways that are currently chal-

lenging to measure (Curran et al. 2011). Energy, matter, and information flows are

quantities for which measurement is, to some extent, possible (Goedkoop

et al. 2009). Ecosystem information can be expressed at the ecosystem, species,

or gene level. In LCIA, most endpoint methodologies use species as indicators of

overall ecosystem quality. Most such approaches consider overall species, based on

the observational record. It is challenging to estimate species distributions prior to

human intervention.

Indeed, even the current distribution of species is complex, and modelling the

extinction of species is challenging and would rarely realistically be attributable to

the emissions associated with a single product or service, as would be modelled in

LCIA. Therefore, it is more common to model the disappearance of species from a
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given area over a given time, assuming that removing the environmental stressor

would allow the species to re-colonise an affected area (Goedkoop et al. 2009). See

Goedkoop et al. (2009) for a discussion of the weighting of species across terres-

trial, freshwater, and marine environments.

Table 10.1 summarises currently available eutrophication impact methods.

Some endpoint methods have adapted information available from regional or

country-specific studies of species occurrence. For example, the Dutch Nature

Planner (Latour et al. 1997) relates acidifying and eutrophying substances to

threatened terrestrial species. This study is used in Eco-Indicator 99 (Goedkoop

and Spriensma 2000) to characterise impacts in terms of a potentially disappeared

fraction over an area and time (PDF·m2·year). A Swedish study on the fraction of

endangered species related to terrestrial and aquatic eutrophication is used in the

EPS2000 method (Steen 1999a, b), which applies a generic fate assumption to N

and P, as well as oxygen-depleting substances. One limitation of such approaches is

the difficulty in extrapolating to other or larger areas, from continents to the globe.

A study of macrofauna in Dutch waters was used to develop an effect factor relating

P concentration to species sensitivity in the ReCiPe method, which is coupled to the

midpoint fate model to calculate impacts as PDF·m3·year (Struijs et al. 2009,

2010a). This model assumes no impact at P concentrations below 100 μg/L. A
study of French freshwater invertebrates (Tachet et al. 2000) was used to create a

model of species effects due to increasing P concentrations (Payet 2006); this was

added to the IMPACT World +method (www.impactworldplus.org).

Considering the flow of resources from ecosystems, the LIME method (Itsubo

and Inaba 2003) translates the oxygen depletion in marine ecosystems to reductions

in biomass in the benthos as well as fishery catch decreases. These impacts are

expressed in monetary units. Having been developed for specific locations, it is

difficult to apply the LIME endpoints to other regions.

As the science to support endpoint modelling is generally not as robust as

midpoint modelling (e.g., endpoint species sensitivity vs. midpoint fate and trans-

port), these endpoint methods all carry higher uncertainty.

8 Recent Developments and Research Needs

The arc of developments for eutrophication continues forward, often following the

themes of improving modelling of transport and effect, with respect to refined

geographic resolution and increased geographic coverage.

Geographic specificity of fate models, such as the CARMEN model used by

Struijs et al. (2010a), allows for more precise conversion of inventory (e.g., nutrient

application to an agricultural field) into emissions to freshwater. Accurately model-

ling the fate of such emissions is an area of continuing work.

On the effect side, existing species sensitivity distribution (SSD) approaches are

likely limited in their taxonomic coverage and geographic transferability. Extrapo-

lating from taxa is difficult, as responses to stressors between taxa is weak (Wolters
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et al. 2006), introducing uncertainty. Whether the underlying data source is Dutch

(Struijs et al. 2010b) or French (Payet 2006), empirical relationships are constrained

in application by the geographical specificity of their input data. SSD are not meant

to be used in specific water bodies, nor can they be applied outside the region on

which they were based without careful thought. These two impact methods are

probably applicable in temperate climates, but use for (sub)tropical climates may

be problematic. New work attempts to mine a richer dataset, adding analysis for

freshwater eutrophication due to P at a global scale, comparing linear, average, and

marginal effects, for autotrophs and heterotrophs (Azevedo et al. 2013b).

As understanding of ecological systems’ responses to nutrient inputs improves,

empirical and theoretical approaches to modelling eutrophication may change.

Marine modelling of eutrophication impacts has yet to be formalised, and has

been identified as a major challenge in this century (Cederwall and Elmgren

1990; Turner and Rabalais 2003).

LCIA has traditionally not dealt with combinatory (synergistic or antagonistic)

effects of compounds (UNEP 2003), although work in ecotoxicity has explored this

concept (van Zelm et al. 2007a). Future models should work to shed light on those

situations where water bodies may not be not limited by single nutrients. Beyond

nitrogen, iron may limit productivity, and silica can also play a role, via blooms of

diatoms, in eutrophication (Schindler 2006; Sterner 2008); this should be addressed

in future research. Such models will require understanding time scales of eutrophi-

cation; if a dynamic model were available, it could be used to create temporally

variable impacts, as has been done for acidification (van Zelm et al. 2007b).

However, there is a need for a re-conceptualisation of underlying assumptions in

current LCIA models for eutrophication. First, the choice of linear, average, or

marginal effect model can significantly influence calculated effect factors (Azevedo

et al. 2013a). Beyond the numerical values of effect factors, though, themeaning and

goals of those factors should be considered: the marginal effect model discounts the

importance of additional stresses to an already-degraded area, thus providing little

impetus for remediation of degraded areas (Huijbregts et al. 2011). In contrast, an

average effect factor based on a target level may serve societal goals for LCA, such

as restoration or minimising further damage to eutrophied areas.

Secondly, the PDF category indicator for intrinsic ecosystem value assumes that

species occurrence adequately represents biodiversity, which in turn is assumed to

adequately represent a suite of ecosystem metrics (Struijs et al. 2009). There is a

need to revisit assumptions of linearity of PDF with scale, and to consider the

different implications of local, regional, and global loss of habitat. However, as

Curran et al. (2011) point out, LCA captures composition of ecosystems, but there

is a need to incorporate other metrics of biodiversity, including function and

structure. For example, considering impacts on native, as opposed to all, species

may be a useful area of investigation. Going beyond loss of habitat (which is

implied with the PDF-area or PDF-volume approaches), LCIA could also consider

a phylogenetic indicator as well as a metric that links species to ecosystems; the

often-used but ill-defined term ‘ecosystem services’ may capture this idea (Curran

et al. 2011).
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Chapter 11

Land Use

Llorenç Mil�a i Canals and Laura de Baan

Abstract Land use impacts are the effects caused by the use of land by humans,

which range from changes in species composition and abundance to the disruption

of ecosystem processes contributing to climate and water regulation. These impacts

end up affecting key areas of protection such as human health, ecosystem quality,

and natural resources. In life cycle assessment (LCA), land use impact assessment

quantifies the difference between the land quality level of the studied system and a

reference level over the duration and the area being used. For land transformations

(change of land use), the time required for land to naturally regenerate is often

considered as the duration when calculating impacts. Indicators to assess land use

impacts on biodiversity in LCA focus on either species richness or on ecosystem

metrics; whereas the indicators for land use impacts on ecosystem services are

classed as pressure (describing land degradation processes) and state (describing

overall quality) indicators. Many approaches to describe such impact indicators are

presented in this chapter. The key areas for further research relate to (1) the

description of the reference used to quantify the impacts; (2) aggregation of impacts

on different ecosystem services; (3) the availability of inventory information to be

able to inform the spatial differentiation level required for a more accurate impact

assessment; (4) leveraging ‘big data’ processes to allow full utilisation of the data

available on ecosystem quality; and (5) promote global consensus on impact

indicators in order to facilitate comparison and stability of LCA results.
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1 Introduction

Land is a key resource for many human activities such as agriculture, forestry,

mining, or housing. Land use refers to the use of land for any of such human

purposes, and generally entails the modification of the conditions of the natural

environment into a set of conditions suitable for its use by humans. Such modifi-

cations are linked to significant effects (usually damages) on the natural environ-

ment, which are often referred to as land use impacts. Land use and particularly

land use change from natural habitats to cropland and other human land uses is one

of the main drivers of biodiversity loss (Sala et al. 2000; Millennium Ecosystem

Assessment 2005; Lenzen et al. 2009), and land competition is very likely to

increase in the future (UNEP 2014).

Land use impacts have long been discussed in life cycle assessment (LCA) (see,

e.g. Audsley et al. 1997; Cowell 1998; Lindeijer et al. 2002; Mil�a i Canals 2003;

Mil�a i Canals et al. 2007a), but operational methods for their practical inclusion

have only begun to be applied since the 2010s. Part of the reason for this slow

uptake is the strong spatial dependency of land use impacts, which is difficult to

capture in traditional LCA.

Within this chapter, the principles and fundamentals of land use impact assess-

ment in LCA (Sect. 1.1) and considerations of temporal and spatial variability

(Sect. 1.2) are introduced. Section 2 then describes the impact pathways affected by

land use, while Sect. 3 provides the life cycle inventory (LCI) interventions linked

to land use. Section 4 describes the methodologies suggested to date for the

assessment of land use impacts on biodiversity (Sect. 4.1), ecosystem services

(Sect. 4.2) and climate change (Sect. 4.3). Finally, Sect. 5 reviews some of the

most recent developments in land use impact assessment in LCA and suggests key

research needs.

1.1 Principles of Land Use Impact Characterisation
Modelling

According to the land use impact assessment framework defined by the SETAC

working group on Impact Assessment (Lindeijer et al. 2002), which was further

refined in the UNEP/SETAC Life Cycle Initiative projects (Mil�a i Canals

et al. 2007a; Koellner et al. 2013a), human land uses generate environmental

impacts through land occupation (also known as land use, LU) and the transforma-

tion of land’s properties to fit a new use (also known as land use change, LUC). As it

can be seen in Fig. 11.1, occupation impacts (areas II; IV; and VI) refer to the

maintenance of a quality difference between current quality and a suitable reference

during the period of the occupation, whereas transformation impacts (areas I; III; V)

arise from a change in quality that could be subsequently reverted during a

regeneration time if land was left to recover after the transformation. In other
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words, transformation impacts relate to the difference in land quality maintained

during the regeneration time, whereas occupation impacts relate to the delay in this

regeneration. The total impact would be calculated by multiplying the quality

difference maintained by the studied land use with the occupation time or the

regeneration time for transformation, and the area affected (which would be

represented by a third axis on Fig. 11.1, not represented here for simplicity (see

Koellner et al. 2013a)).

The key elements identified in this modelling are (1) the measure or indicator of

land quality being used, which varies for each impact pathway affected; (2) the

reference land use; and (3) the regeneration time. In terms of the quality indicators,

or indicators of land use impacts, Sect. 4 reviews the main approaches suggested in

the last 15 years.

As explained above and illustrated in Fig. 11.1, a reference land quality is

required to quantify the impacts from land use. Most references in the literature

(e.g. Mil�a i Canals et al. 2007a; Goedkoop et al. 2008; Koellner et al. 2013a)

Fig. 11.1 Simplified illustration of transformation impact (TI) and occupation impact (OI) for
three land use types with different regeneration rates (tLU1, reg, tLU2, reg and tLU3, reg). For

simplicity, the area A of occupation or transformation, which would embrace the third dimension,

is not shown in the graph, but in the equations (Source: Koellner et al. (2013a))
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recommend to use the Potential Natural Vegetation (PNV) as a reference. This

reference situation is mainly suggested for practicality (availability of data on PNV)

and because its apparent logic makes it easy to communicate. However, as

highlighted by the references above, the choice of reference is subjective and

influences the land use impact indicator results to a large extent. Koellner and

Scholz (2008) suggest using a current mix of land uses, and this option may actually

be more meaningful and yield results closer to the impacts actually caused by

current land occupation and transformation (see also Mil�a i Canals et al. 2013).
The regeneration time is used in the calculation of impacts from land transfor-

mation, or land use change (LUC); this is usually quite uncertain, and strongly

depends on the impact pathway considered (Weidema and Lindeijer 2001). Regen-

eration time depends on the degree of impact on the land, but also on the type of

ecosystem and bio-geographical region. For instance, regeneration tends to be

quicker in warmer and more humid climates, and slower in colder and drier ones.

Some estimates have been put forward and used within the LCA context (Dobben

et al. 1998; Bastian and Schreiber 1999). Curran et al. (2014) performed a meta-

analysis of recovery of biodiversity after land use change and identified relevant

factors that influence the speed of recovery using generalized linear models. These

models have been used by de Baan et al. (2013b) to derive ecosystem specific

recovery times for LCA (accounting for the effects of latitude, altitude, taxonomic

groups, etc.), and quantifying their uncertainties. The assumption that ecosystems

can fully recover after land use is not in all cases realistic, and permanent,

irreversible changes in systems can occur. De Baan et al. (2013b) have provided

a first attempt, to quantify such permanent land use impacts for biodiversity by

quantifying the potential loss of endemic species, which would indicate permanent

biodiversity loss. Alternatively, Koellner et al. (2013a) suggest modelling land use

impacts over a long enough period (500 years) in order to make the ‘permanent’
difference in quality apparent in the final results.

1.2 Scale, Spatial Variability, Temporal Variability

Scale and shape matter in ecosystem analysis and landscape ecology: it is not the

same to transform 1 ha or 1 Mha, nor to transform the edge of a forest or its core:

non-linear ecosystem responses appear as tipping points or thresholds are

trespassed (Chaplin-Kramer et al. in press). However, this is something that needs

to be addressed at the goal and scope level of the LCA study, and whether these

effects are incorporated or not in the LCA will change the outcome of the study. For

macro-scale decision support (e.g. when land use policy is being assessed, or when

the goal is informing public policy related to bio-based strategies such as bio-fuels),

not considering such elements may generate misleading results (see

e.g. Searchinger et al. 2008). On the other hand, the approaches considered in this
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chapter are focused on the traditional LCA premise where effects of scale and shape

are not considered, i.e. the focus is on small (marginal) changes, and how these can

be assessed in a product’s life cycle. Whereas the afore-mentioned considerations

mainly relate to the life cycle inventory phase, the incorporation of scale in the land

use impact assessment for LCA is in its infancy, see some further discussion in the

context of biodiversity in Sect. 4.1.1.

In the case of spatial variability, the impacts caused by land use change vary

enormously depending on the location of the land use; this is a challenge that has

kept land use impact assessment out from LCA up to recently (see e.g. Geyer

et al. 2010; Núñez et al. 2013a; de Baan et al. 2013a, b, among others). Current

Geographic Information Systems (GIS) technology and databases allow for fast

modelling of spatially relevant characterisation factors, which coupled with

expanded information in LCI databases offers a promising prospect for more

accurate impact assessment. This is discussed in further detail in the following

sections.

Temporal dependency, on the other hand, has received much less attention in

land use impact assessment. Considering this would imply differentiating the time

of the year when land is used, and the implications this may have on processes that

vary through the year (e.g. erosion affected by timing of heavy rains, and the

vegetation cover as affected by human activities; impact on migratory species

when land is used during migrations, etc.).

2 Impact Pathway, Affected Areas of Protection

All traditional areas of protection (AoP) are affected by land use activities (see

Fig. 11.2). The nature of land as a resource (competition for land) is already

mentioned in the chapter on abiotic resource use (see Chap. 13 of this volume).

In addition, other aspects linked to this AoP include the aesthetic and cultural value

of land. As shown in Fig. 11.2, land occupation and transformation may take the

form of physical (compaction, erosion. . .); chemical (pH; salts composition;

toxicity. . .); or biological (vegetation cover, species composition. . .) alterations

of land, which are linked to several direct impacts. Such changes and impacts affect

land-based processes (e.g. albedo; water cycle, etc.) which may lead to effects

measured in the midpoint of the cause-effect change (e.g. biotic production), in turn

linked to all areas of protection.

This chapter focuses on land use impacts on Ecosystem Quality (via effects on

biodiversity, see Sect. 4.1, and on ecosystem services, see Sect. 4.2); other impacts

affected by land use, including effects on human health from climate change are

briefly introduced in Sect. 4.3.
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3 Contributing Life Cycle Interventions (Classification)

As explained in Sect. 1.1, the relevant life cycle interventions for land use impact

assessment are of two main types: land occupation (measured in area� time units)

and transformation (measured in area units). As developed in Koellner

et al. (2013b), such interventions must specify the land use type and the region

where the intervention occurs. Koellner et al. (2013b) provide a comprehensive and

systematic classification of interventions at varying levels of detail, including

11 main land use types defined at four levels of detail and spatial differentiation

at five levels of granularity from ‘global’ to the exact geo-referenced location. The

first level of land use types proposed by Koellner et al. (2013b) encompasses:

1. Unspecified

2. Forest

3. Wetlands

4. Shrubland

5. Grassland

6. Agriculture

7. Agriculture, mosaic

8. Artificial areas

9. Bare area

10. Snow and ice

11. Water bodies

The above main types are then subdivided in categories depending on the needs

(e.g. there are no more sub-classifications for shrub land or snow and ice, but

18 sub-types are offered for agriculture, distinguishing between arable and perma-

nent crops at the second level and further specifying with, e.g. type of irrigation or

input regime).

In terms of spatial differentiation, the five levels suggested by Koellner

et al. (2013b) are:

1. Broad type of biome (terrestrial; freshwater; coastal water. . .)
2. Climatic region

3. Classification in 16 terrestrial and freshwater biomes and 3 marine ones

4. Olson terrestrial and freshwater ecoregions (n¼ 867) and Spalding coastal and

shelf ecoregions (n¼ 232)

5. Geo-referenced information

Further work is still required in order to determine the optimum level of spatial

differentiation, which will be a compromise between environmental relevance and

practical feasibility and data availability. Mil�a i Canals et al. (2013) test some of the

methods available mainly at the biome level (3), and suggest that the differentiation

at this level is meaningful; on the other hand, they suggest it would be unlikely to

obtain LCI information at finer levels (4 or 5) for global commodity supply chains.

Characterisation factors are not provided at such levels of resolution for most

impact pathways and indicators.
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4 Methodologies

This section reviews the main approaches suggested to quantify the impacts on

several endpoints (the indicators in the y-axis in Fig. 11.1): ‘impacts on biodiver-

sity’ (Sect. 4.1); ‘impacts on ecosystem services’ (Sect. 4.2); and ‘other impacts’
(Sect. 4.3, which mainly focuses on effects from land use on greenhouse gas (GHG)

emissions). A more simplified approach of simply quantifying the amount of land

occupied or transformed has also been suggested (e.g. Goedkoop et al. 2008 rec-

ommend it as a midpoint approach in ReCiPe). The advantage of focusing the

quantification on the inventory interventions is that it is straightforward, and it is

certainly better to at least quantify how much land is being used or transformed by

the product system than to not consider land at all. In addition, occupation may be a

key driver of impacts from land use (e.g. Mil�a i Canals et al. 2013). However, such
approaches are not further discussed in this chapter because they do not actually

quantify the impacts arising from land use; besides, Mueller et al. (2014) find that a

significant amount of impact is missed when focusing only on occupation pro-

cesses, in contrast to what is reported in Mil�a i Canals et al. (2013). Tables 11.1 and
11.2 provide an overview of the main methods discussed for Biodiversity and

Ecosystem Services, respectively, highlighting their key characteristics. Methods

assessing the land use-derived GHG emissions are discussed in Sect. 4.3, but they

are not further detailed in the tables as they are discussed more in detail under

Climate change in Chap. 3 of this volume.

4.1 Methodologies Addressing Impacts on Biodiversity

Biodiversity is a complex and multi-faceted concept, which usually has a local

value. Thus, it is very difficult to measure using a single metric that allows

aggregation of impacts occurring across the product’s life cycle and around the

world, such as is required in LCA. The ‘less is better’ approach which is generally

accepted for pollution does not always work for biodiversity; in general, less loss of

species is preferred, but not all species are equivalent, and sometimes more species

is not necessarily better (e.g. with invasive species). Several angles compromising

between feasibility and relevance have been suggested in the last two decades to

account for impacts on biodiversity in LCA; these have been grouped in two main

types in the rest of this section: those focused on species richness as an indicator for

biodiversity, and those attempting to capture other aspects of biodiversity such as

ecosystem scarcity and vulnerability. Other approaches to assess biodiversity

include a measure of ‘naturalness’ (Hemeroby, see Brentrup et al. 2002) and

indicators based on exergy (Wagendorp et al. 2006), or emergy (Hau and Bakshi

2004); such approaches have received much less attention in recent years and are

not considered further here.
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4.1.1 Species Richness

Species richness has been often suggested as an operational indicator for biodiver-

sity, given the ease of communication and availability of data. Species richness

depends on the taxonomic groups considered, where insects are one of the most

diverse groups (ca. 60 %), followed by fungi (ca. 10 %), plants (ca. 2 %) and

vertebrates (ca. 0.4 %; including mammals, birds, etc.; Heywood and Watson

1995). To reduce the bias introduced by the choice of taxonomic group used as

indicator for overall biodiversity, the initial concepts in LCA assessed reduction in

species richness in relative instead of absolute terms, based on the unit potentially

disappeared fraction of species (PDF). Due to relatively good data availability and

the important role of plants as primary producers in ecosystems, most studies

focused on the reduction of vascular plant species richness, mostly based on data

from Europe (Müller-Wenk 1998; Koellner 2000; Vogtländer et al. 2004; Koellner

and Scholz 2007, 2008; Schmidt 2008; De Schryver et al. 2010), but also from Asia

(Schmidt 2008; Itsubo and Inaba 2012), or global data (Lindeijer 2000). Geyer

et al. (2010) developed an approach based on habitat suitability models of Califor-

nian vertebrate species. Species richness is strongly scale dependent and increases

in a non-linear way when larger areas are analysed. This is described as species-area

relationship (Arrhenius 1921), expressed in the equation:

S ¼ cAz: ð11:1Þ

where S stands for species richness, A for the area of the ecosystem, c and z are

constants and z is smaller than 1.

Due to the non-linear species-area relationship in Eq. 11.1, the conversion of the

first or the last piece of an ecosystem leads to very different species losses.

Converting the first piece of land of a completely undisturbed ecosystem to an

agricultural field might lead to a local displacement of most species, but it might not

lead to a reduction in regional species richness, because all species still find

sufficient habitat in the remaining ecosystem. However, converting additional

land in an ecosystem that is already heavily impacted by human land use activities

might contribute to a large number of species getting regionally or even globally

extinct, e.g., if the species are endemic to this region. Based on these consider-

ations, suggestions have been made to assess local and regional species loss caused

by land use separately in LCA (e.g., Koellner 2000; De Schryver et al. 2010; de

Baan et al. 2013a, b). However, across impact categories, the same endpoint unit for

biodiversity loss, PDF, has been used to assess relative species loss at different

spatial scales, which can result in a misleading equal weighting of local and global

species loss in LCA applications (Curran et al. 2011). The search for a better

endpoint unit for biodiversity loss than PDF is therefore still ongoing, including

proposals for assessing absolute instead of relative species loss (e.g., de Baan

et al. 2013b). The study of De Baan et al. (2013b) calculated absolute, regional

species loss based on the so-called matrix-calibrated species-area relationship

models developed by Koh and Ghazoul (2010). For nearly all global ecoregions
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and for five taxonomic groups (plants, mammals, birds, amphibians, and reptiles),

de Baan et al. (2013b) modelled regional losses of endemic and non-endemic

species caused by all land use activities within each ecoregion and allocated this

total damage to the different land use types that occur within each region. They

distinguish between potentially reversible regional loss of non-endemic species,

which are used to calculate regional characterisation factors for occupation and

transformation, and irreversible, global loss of endemic species to calculate char-

acterisation factors for permanent impacts. They also quantify the uncertainties of

the characterisation factors using Monte Carlo Simulations.

Most land use Life Cycle Impact Assessment (LCIA) methods were developed

based on regionally available data, and extrapolation of results to other regions is

difficult, because the necessary data are not readily available. Only few globally

applicable methods were developed. Lindeijer (2000) proposed to use global plant

species richness maps as the reference state and combine it with plant species

richness data for different land use types. Quantifying the impacts for specific land

use situations remained a challenge and was illustrated only for specific cases in

Europe and South America (Lindeijer 2000). De Baan et al. (2013a) used empirical

species richness data from both human-modified and undisturbed land in the same

region to calculate relative local species losses per type of land use. The underlying

data were derived from a global literature review of biodiversity surveys

(GLOBIO3, Alkemade et al. 2009) and national biodiversity monitoring data

(BDM 2004) and encompass multiple taxonomic groups and world regions. Local

characterisation factors for occupation for specific land use types in 9 of the world’s
14 biomes were calculated. For a subset of data, characterisation factors were also

calculated using four other biodiversity indicators (including abundance of species

and similarity of species composition between used land and reference situation),

which lead to significantly different results. De Souza et al. (2013) calculated

characterisation factors across several regions in the Americas based on functional

diversity. Functional diversity considers the role of species for ecosystem function-

ing and is highest, when each species present in an ecosystem covers a different

function. De Souza et al. (2013) compared the results of functional diversity with

species richness for multiple taxonomic groups and land use types and found

significant differences in impacts between some, but not all, land use types and taxa.

4.1.2 Other Biodiversity Metrics

Cowell (1998) proposed three indicators for biodiversity in addition to species

diversity: the relative area of a specific ecosystem type, the number of rare species

and the net primary production (NPP) as an indicator for the number of individuals.

Weidema and Lindeijer (2001) suggested evaluating the biodiversity value of land

based on vascular plant species richness of an ecosystem, ecosystem vulnerability,

and ecosystem scarcity. Ecosystem vulnerability should indicate the relative num-

ber of species affected by a change in the ecosystem area, as expressed by the

species-area relationship. Ecosystem scarcity accounts for the natural (global)
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scarcity of an ecosystem type, expressed as the inverse of the total potential

ecosystem area. Weidema and Lindeijer (2001) quantified all three factors per

biome and multiplied the factors after normalisation with the relative reduction in

land quality for different land use types. This relative reduction was quantified

based on rough estimates and not on empirical data. This approach was

implemented in the Canadian impact assessment method LUCAS (Toffoletto

et al. 2007), recalculating the approach on the level of the 15 Canadian ecozones.

Several authors have further developed the approach of Weidema and Lindeijer

(2001). Michelsen (2008) calculated ecosystem vulnerability and scarcity per

ecoregion and combined this with relative biodiversity reduction factors for forestry

in Scandinavia. Instead of using reduction in species richness, Michelsen (2008)

proposed to use ‘Conditions for Maintained Biodiversity, CMB’ as an index for

distinguishing between different forestry management regimes. This index includes

information about relevant factors that help to maintain biodiversity in boreal

forests, such as the amount of decaying wood, areas set aside, and introduction of

alien tree species. A similar approach was applied to Kiwi fruit production in

New Zealand (Coelho and Michelsen 2014), using hemeroby values (Brentrup

et al. 2002) as an indication of biodiversity value of different land use types.

Mueller et al. (2014) calculate three factors for the biodiversity value of land for

all global ecoregions: species richness (based on mammals, birds, amphibians and

reptiles), ecosystem vulnerability (based on the Conservation Risk Index developed

by Hoekstra et al. 2005) and ecosystem irreplaceability (based on the endemism of

mammals, birds, amphibians and reptiles). They multiply these factors with the

relative reduction in vascular plant species richness of different land use types

compared to a natural reference.

The ‘biotope method’ is another ecosystem metric, developed by Kyläkorpi

et al. (2005) for Scandinavia and later also tested for Namibia (Burke

et al. 2008). This method considers the losses and gains in area of different habitat

types, i.e. biotopes, in a particular region for a specific change in land use. The

relative importance of the biotope types for the local context are evaluated based on

indicators such as red-list species and biotopes are categorized as either critical,

rare, general biotopes, or technotopes (i.e. not supporting any biodiversity).

4.2 Methodologies Addressing Impacts on Ecosystem
Services

Ecosystems provide a variety of goods and processes known as ecosystem services.

The Millennium Ecosystem Assessment classifies them as provisioning, regulating,

cultural and supporting services (Millennium Ecosystem Assessment 2005):

• Provisioning services refer to the provision of ecosystem products: food, fibre,

fuel, genetic resources, ornamental resources and fresh water.
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• Regulating services such as air quality regulation, climate regulation, water

regulation, erosion regulation, water purification and waste treatment, disease

regulation, pest regulation, pollination, and natural hazard regulation.

• Cultural services refer to non-material aspects of ecosystems, such as cultural

diversity, spiritual and religious values, knowledge systems, educational values,

inspiration, aesthetic values, social relations, sense of place, cultural heritage

values, and recreation and ecotourism.

• Supporting services include soil formation, photosynthesis, primary production,

nutrient cycling, and water cycling, and as suggested by their name they under-

pin all other services.

It is difficult to integrate the impacts on all these complex service systems in a

simple way within LCA. Cultural services are usually left out of environmental

LCA due to the fact that they concern a social or economic issue. With regards to

the others, in the Milennium Ecosystem Assessment classification, there is an

overlap of some of these services, e.g. primary production is considered a

supporting service, but when biomass is harvested then it is considered a provi-

sioning service. In essence, most of the provisioning, regulating and supporting

services have been often considered together in LCA in what has been called ‘Life
Support Functions’ (Lindeijer 2000; Mil�a i Canals et al. 2007b).

Roughly speaking, LCIA authors have either chosen to model specific impact

pathways (e.g. pressure on specific ecosystem services) or single indicators that

could be considered representative of overall impact on ecosystem services, or the

state of such services. The next two sub-sections provide an overview of what

methods have been put forward to date in these two types of approaches.

4.2.1 Pressure Indicators

Given the diversity of ecosystem services to be protected, many authors have

suggested modelling the land use effects on one or few of them. Cowell (1998)

and Cowell and Clift (2000) offered some early recommendations on the incorpo-

ration of soil quality and quantity in LCA, including the quantification of soil

erosion as an impact on abiotic resources. Núñez et al. (2013a) further develop

the indicator for soil erosion through the RUSLE (Revised Universal Soil Loss

Equation) and linking the lost soil to soil organic carbon as an indicator of soil

quality (see below); the authors also provide the operational methods for LCA

practitioners to calculate characterisation factors in a variety of situations with

global coverage.

Salinisation has also been suggested as a relevant degradation process to be

included in LCA, and a quantification method has been proposed (Feitz and Lundie

2002) based on levels of salinity in irrigation water. This can indeed be the most

limiting process from a soil productivity point of view, although it is quite localised,

and its quantification may be meaningless outside agricultural life cycle stages

where irrigation is used within salinisation-prone areas.
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Land is key in regulating freshwater, and the importance of this ecosystem

service has granted it some attention by LCIA modellers. Heuvelmans

et al. (2005) suggest using changes in the magnitude of infiltration and evapotrans-

piration flows alongside other indicators for land use impacts on water (namely

change in surface runoff and precipitation surplus), in order to quantify the amount

of rainwater available for ecosystems. Mil�a i Canals et al. (2009) go a bit further in
the calculation of the ‘net’ green water, or land use effect on the availability of

rainwater for ecosystems. Maes et al. (2009) suggest a similar yet slightly more

sophisticated approach to assess this impact pathway, although data availability

may hinder its global application. Núñez et al. (2013b) address changes in green

water availability as affected by the studied system by calculating the differences

between the green water consumed in the system and by the reference vegetation

(using PNV as reference).

Some authors have attempted to model the impacts of land use on an array of

ecosystem processes, providing multi-indicator assessment of ecosystem services.

Beck et al. (2010) provide an operationalization of the approaches earlier suggested

by Baitz (2002), and align them to the framework of the UNEP/SETAC Life Cycle

Initiative (Mil�a i Canals et al. 2007a); the result is a set of indicators describing five
ecosystem services: erosion resistance; mechanical filtration; physic-chemical fil-

tration; groundwater replenishment and biotic production. Similarly, Saad

et al. (2011, 2013) focus on three key ecosystem services, namely erosion regula-

tion; freshwater regulation; and water purification, and provide characterisation

factors with global coverage and spatial differentiation at the biome level for seven

differentiated land use types. Achten et al. (2008) proposed the two endpoints

Ecosystem Structural Quality (ESQ) and Ecosystem Functional Quality (EFQ).

For each endpoint, three midpoints and indicators for quantifying them

(in brackets) were defined. For ESQ, these midpoints are soil fertility (cation

exchange capacity, base saturation), biomass production (fNPP, total aboveground

biomass) and species diversity (vascular plant species richness). For EFQ, they

propose soil structure (soil organic matter, soil compaction), vegetation structure

(leaf area index, vertical space distribution) and on-site water balance (evapotrans-

piration, soil cover) as midpoints.

The difficulty with the above mentioned indicators and processes is that the

focus on one specific degradation process or ecosystem service rends them less

appropriate when applied on a life cycle scale, due to the fact that for many land

uses they are not really relevant. For example, salinisation and erosion do not occur

in a sealed surface, and yet the sealing of the surface has impeded or removed many

ecosystem services. Providing more holistic assessments encompassing several

ecosystem services (e.g. as advocated by Beck et al. (2010) or Saad et al. (2013))

partly deals with this problem, although a new challenge arises: that of increasing

the number of indicators to be interpreted by the decision-maker in an already rich

set of LCA results.
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4.2.2 State Indicators

A different approach to representing the impacts on ecosystem services has been the

definition of indicators describing the state of such services as a function of

different types of land use. Brandão (2012) offers a comprehensive review of

indicators for ecosystem services based on soil quality and ecosystem productivity.

Many authors have indeed focused on soil quality/fertility to define such a

comprehensive indicator. Many have recommended soil organic carbon (SOC) as

the best stand-alone indicator for soil quality (see, e.g. Reeves 1997). Within LCA

there have been several suggestions to use SOC (or soil organic matter, SOM) as a

single indicator for soil quality and ultimately as an indicator for ecosystem

services: Cowell (1998), Mattsson et al. (1998), Cowell and Clift (2000), Schenck

(2001), Mil�a i Canals (2003), Mil�a i Canals et al. (2007b), Brandão et al. (2011),

Brandão and Mil�a i Canals (2013). The recent EC recommendation on the use of

common methods to measure and communicate the life cycle environmental per-

formance of products and organisations (EU 2013, following European Commis-

sion 2010) also suggests using SOC deficit as an indicator for land use impacts.

Other authors (Lindeijer 2000; Weidema and Lindeijer 2001) defined impact

indicators related to the amount of biomass supported by the ecosystems, as a

measure of the success of delivery of ecosystem services. Initial indicators looked

at net primary productivity (NPP) and free NPP (fNPP). Haberl et al. (2007)

calculated the Human Appropriation of NPP (HANPP) (roughly equivalent to

fNPP) for global ecosystems, thus facilitating the use of this indicator in LCA

studies. The trouble with productivity based indicators is that they represent the

current growth as affected by climate and land management, but not the longer-term

impact on land (see, e.g., Mil�a i Canals et al. 2007b). Brandão (2012) suggests a

further elaboration of these indicators focusing on biomass or carbon stocks rather

than flows (as with NPP and HANPP), suggesting that the Human Appropriation of

Ecosystem Carbon Stock (HAPECS) provides a better approximation to the

impacts on ecosystem services. After finding a strong correlation between ecosys-

tem carbon stocks and species richness (Strassburg et al. 2010), Brandão (2012,

p. 103) suggests that this indicator could encompass impacts on biodiversity

as well.

In terms of defining endpoint indicators for ecosystem services, surplus energy

to restore the functions of land could be considered as suggested by Stewart and

Weidema (2005), e.g. considering hydroponics as a backup technology to produce

biomass after land degradation. The limitation of such approaches of course is that

land is multi-functional and it would be hard to envisage a backup technology

capable of reproducing all its functions, including the emergent properties related to

life and its diversity. Considering that ecosystem services are an essential support

for Life, then an indicator for the amount of Life could provide a relevant endpoint

indicator. As mentioned above, though, productivity-based indicators like NPP or

HANPP indicate a flow which can vary significantly in the short term, and miss the

system’s resilience or lack of it. On the other hand a measure of stock (capital)
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might help capturing the shorter-term changes induced by land management, but

also the longer-term resilience. It could hence be argued that HAPECS-like indi-

cators might be suggested as endpoint indicators for ecosystem services. This is an

area that requires further research and consensus-building.

4.3 Methodologies Addressing Other Impacts from Land Use

As suggested in Fig. 11.2, land use may also be linked to other endpoints than those

covered by biodiversity and ecosystem services. Among these, climate effects due

to the impacts on climate regulation caused by land use and land use change tend to

be modelled separately from other ecosystem services, even though strictly speak-

ing climate regulation is part of ecosystem services. This is due to the importance of

climate change in many other impact pathways, and the relevance of land use and

land use change in global warming (ca, 18 % of global GHG emissions arise from

land use and land use change according to Bellarby et al. 2008). It is worth noting

the approach to measuring the contribution to changes in atmospheric concentration

of GHG caused by LUC (Müller-Wenk and Brandão 2010) or the support to

estimating the changes in carbon stocks caused by LUC (e.g. Flynn et al. 2012).

Land use also affects land’s contribution to climate change through the albedo

effect; this has been described by Muñoz et al. (2010), and the potential importance

of such effect on an agricultural system’s contribution to global warming raised,

although this potentially significant contribution of land use and land use change to

climate has not been taken up yet by common LCIA methods.

As discussed in Chap. 13 of this volume,1 land use may also lead to its loss as a

resource (when land is degraded e.g. through erosion). When not degraded through

its use, land use may be linked to the impact categories addressed in this chapter,

and also to land competition, which is not essentially an environmental impact but

is of economic nature.

5 New Developments and Research Needs

The evolution of land use impact assessment in LCA has progressed rapidly in the

last decade, usually going hand in hand with development of new databases and

GIS tools supporting landscape ecology. Easy access to global databases for

biodiversity, climate and several soil properties, coupled with increased computing

capacity in GIS software has enabled increased ecological relevance and spatial

resolution of impact characterisation for the pathways considered in this chapter.

However, some of the basic challenges and subjective choices remain in terms of

1Abiotic resource use by Pilar Swart, Rodrigo A. F. Alvarenga, Jo Dewulf.
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the modelling approaches and the practical implementation of land use impact

assessment in LCA. The choice of a reference system based on “quasi-natural”

states (e.g. Potential Natural Vegetation) or current states provides different infor-

mation to decision-makers, assigning high land use impacts to regions with high

past or high future impacts, respectively. In order to use current mixes of land use as

a reference, consensus would be required on a “baseline or reference year”, and data

be provided with global coverage for its practical application. In the field of

biodiversity impact assessment, the choice of absolute vs. relative indicators

implies a value choice that biases the results in favour of either species-rich or

species-poor ecosystems. For absolute impacts, value choices have to be made to

aggregate impacts to different taxonomic groups, i.e., how detrimental we consider

the extinction of an insect species compared to a mammal. The spatial scale of

biodiversity loss modelled also implies a value choice. Do we only consider global

extinction of species, or should we also assign damage to local or regional extinc-

tion? To finally allow integrating impacts on biodiversity from different drivers of

biodiversity loss, such as land and water use, climate change, and pollution,

endpoint units need to be better harmonised, including the spatial scale of biodi-

versity loss, integration of different taxonomic groups, and if impacts are assessed

in relative or absolute terms.

As for the assessment of impacts on ecosystem services by land use the key area

to address is the aggregation among the different impact pathways, possibly

targeting the spatially dependent degradation process which is closest to a tipping

point or threshold (Mil�a i Canals et al. 2006). In ecosystem services modelling there

is also great scope for increasing the relevance of current indicators by leveraging

global databases, and this has been explored e.g. with productivity and biomass-

based maps, as well as global maps and databases for soil properties. There has been

perhaps less attention on the development of an endpoint indicator for ecosystem

services, although biomass stocks as affected by human processes may be a

promising avenue (e.g., Human Appropriation of Ecosystem Carbon Stock,

HAPECS, as suggested by Brandão 2012). There remains the question of whether

impacts on Biodiversity could be quantified with the same indicator as ecosystem

services (an endpoint indicator for ecosystem quality). Developing comparable

endpoint indicators would help in determining the key processes contributing to

impacts on ecosystem quality (hotspots) although such an aggregated indicator

would lose an important amount of information e.g. on the emergent properties that

come with diversity such as resilience.

From an implementation point of view, tracking supply chain information on

sourcing locations remains a challenge for global supply chains sourcing commod-

ities from around the world (Mil�a i Canals et al. 2013). Thus, the implementation of

LCIA models and approaches that allow very fine spatial resolution may be

impeded by access to LCI information with equivalent resolution. As suggested

by Hellweg and Mil�a i Canals (2014) ‘Big Data’ efforts could be leveraged to

combine increased information on ingredients’ sourcing areas with databases and

maps of biodiversity and ecosystem services in order to increase the accuracy of

land use impact assessment in LCA.
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As land use impact assessment in LCA becomes more spatially differentiated by

leveraging GIS, the accuracy and environmental relevance will also increase.

However, as these results become more widely available and spatially-dependent

LCI databases become the norm (at least for land based products), it will become

more apparent that some locations are simply not good to source certain products

(e.g. Núñez et al. 2013b), even under better land management conditions. In this

sense, the LCA results would be providing better information to support decision

making, and it would be up to the user of such information to decide what to do with

it: e.g. work with suppliers in sensitive areas to reduce their impacts (e.g. promoting

compliance with good practice and certification) vs. shifting suppliers.

Disclaimer The views expressed in this article are those of the author and do not necessarily

reflect those of UNEP.
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Burke A, Kyläkorpi L, Rydgren B, Schneeweiss R (2008) Testing a Scandinavian biodiversity

assessment tool in an African desert environment. Environ Manage 42(4):698–706

Chaplin-Kramer B, Sharp R, Mandle L, Sim S, Johnson J, Butnar I, Mil�a i Canals L, Eichelberg B,
Ramler I, Mueller C, McLachlan N, Yousefi A, King H, Kareiva PM (in press) Where matters:

understanding how spatial patterns of agricultural expansion impact biodiversity and carbon

storage at a landscape level. Proc Natl Acad Sci USA

Coelho CRV, Michelsen O (2014) Land use impacts on biodiversity from kiwifruit production in

New Zealand assessed with global and national datasets. Int J Life Cycle Assess 19:285–296

Cowell S (1998) Environmental life cycle assessment of agricultural systems: integration into

decision-making. PhD thesis, University of Surrey, Guildford

Cowell SJ, Clift R (2000) A methodology for assessing soil quantity and quality in life cycle

assessment. J Clean Prod 8(4):321–331

Curran M, de Baan L, De Schryver A, van Zelm R, Hellweg S, Koellner T, Sonnemann G,

Huijbregts MAJ (2011) Toward meaningful end points of biodiversity in life cycle assessment.

Environ Sci Technol 45(1):70–79

Curran M, Hellweg S, Beck J (2014) Is there any empirical support for biodiversity offset policy?

Ecol Appl 24(4):617–632

de Baan L, Alkemade R, Koellner T (2013a) Land use impacts on biodiversity in LCA: a global

approach. Int J Life Cycle Assess 18(6):1216–1230

de Baan L, Mutel CL, Curran M, Hellweg S, Koellner T (2013b) Land use in life cycle assessment:

global characterization factors based on regional and global potential species extinctions.

Environ Sci Technol 47(16):9281–9290

De Schryver AM, Goedkoop MJ, Leuven RSEW, Huijbregts MAJ (2010) Uncertainties in the

application of the species area relationship for characterisation factors of land occupation in

life cycle assessment. Int J Life Cycle Assess 15(7):682–691

de Souza DM, Flynn DFB, Declerk F, Rosenbaum RK, de Melo Lisboa H, Koellner T (2013) Land

use impacts on biodiversity: proposal of characterization factors based on functional diversity.

Int J Life Cycle Assess 18(6):1231–1242

EU (2013) 2013/179/EU Commission recommendation of 9 April 2013 on the use of common

methods to measure and communicate the life cycle environmental performance of products

and organisations. Off J Eur Union L 124:0001–0210

European Commission (2010) Recommendations based on existing environmental impact assess-

ment models and factors for Life Cycle Assessment in a European context (draft). International

Reference Life Cycle Data System (ILCD) handbook. Joint Research Centre, Institute for

Environment and Sustainability, Ispra

Feitz AJ, Lundie S (2002) Soil salinisation: a local life cycle assessment impact category. Int J Life

Cycle Assess 7(4):244–249

Flynn HC, Mil�a i Canals L, Keller E, King H, Sim S, Hastings A, Wang S, Smith P (2012)

Quantifying global greenhouse gas emissions from land use change for crop production. Glob

Change Biol 18(5):1622–1635

Geyer R, Lindner JP, Stoms DM, Davis FW, Wittstock B (2010) Coupling GIS and LCA for

biodiversity assessments of land use: part 2: impact assessment. Int J Life Cycle Assess 15

(7):692–703

Goedkoop MJ, Heijungs R, Huijbregts M, De Schryver A, Struijs J, Van Zelm R (2008) ReCiPe

2008, a life cycle impact assessment method which comprises harmonised category indicators

at the midpoint and the endpoint level, 1st edn Report I: Characterisation; 6 Jan 2009. http://

www.lcia-recipe.net

Haberl H, Erb KH, Krausmann F, Gaube V, Bondeau A, Plutzar C, Gingrich S, Lucht W, Fischer-

Kowalski M (2007) Quantifying and mapping the human appropriation of net primary pro-

duction in earth’s terrestrial ecosystems. Proc Natl Acad Sci U S A 104(31):12942–12947

Hau JL, Bakshi BR (2004) Promise and problems of emergy analysis. Ecol Model 178(1–2):215–

225

11 Land Use 219

http://www.lcia-recipe.net/
http://www.lcia-recipe.net/


Hellweg S, Mil�a i Canals L (2014) Emerging approaches, challenges and opportunities in life cycle

assessment. Science 344(6188):1109–1113

Heuvelmans G, Muys B, Feyen J (2005) Extending the life cycle methodology to cover impacts of

land use systems on the water balance. Int J Life Cycle Assess 10:113–119

Heywood VH, Watson RT (1995) Global biodiversity assessment. Cambridge University Press,

Cambridge

Hoekstra JT, Boucher TM, Ricketts T (2005) Confronting a biome crisis: global disparities of

habitat loss and protection. Ecology 8:23–29

Itsubo N, Inaba A (2012) LIME2. LCIA method based on endpoint modeling. Newsletter. Life-

Cycle Assessment Society of Japan

Jeanneret P, Baumgartner DU, Freiermuth Knuchel R, Gaillard G (2009) Methode zur Beurteilung
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Chapter 12

Water Use

Stephan Pfister

Abstract Water use impacts have two different dimensions: pollution (degradative

use) and consumption (consumptive use). Degradative use is mainly tackled by

impact assessment of pollutant emissions. This chapter focuses on water depriva-

tion due to consumption. The impacts considered here address the case of ecosys-

tems and human users being deprived of water, but also the depletion of stock

resources, potentially depriving future users of water.

The short-term water cycle is dominated by evaporation from sea, precipitation

on land and runoff in rivers. Groundwater and lakes play a longer-term role but are

crucial for the assessment of effects of water use competition. While the global

water cycle is not heavily influenced by human activities, the impacts can be

significant in specific regions, and therefore regional water cycles are relevant.

The temporal variability of the hydrological processes is also important for con-

siderations of water use effects on environment.

The existing methods consider the main features of the hydrological cycle but

still many improvements in the global, regionalised data are required for proper

integration of relevant aspects in life cycle impact assessment (LCIA) of water use.

Moreover, the available life cycle inventories have generally low data quality for

the relevant flows for most processes and often lack global coverage.

The impact assessment methods can be grouped into four main categories: water

scarcity as midpoint, impacts on human health, impacts on ecosystem quality, and

resource depletion. They cover a variety of impact pathways, while still many

important issues such as in-stream use of dams are currently missing.
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1 Introduction

1.1 Water Use and LCA

Water is an abiotic resource and an environmental compartment receiving emis-

sions. Therefore two principal dimensions of water need to be considered in LCA:

resource use and pollution of water bodies. From a resource perspective we can

further distinguish resources into stocks and flows as previously suggested (Guinée

2001). Stocks are classical resources like deposits and funds and are addressed as

depletion of an abiotic resource. For water, this mainly concerns use of fossil

groundwater as well as overuse of large lakes or groundwater bodies beyond their

annual renewability (recharge rate) such as the depletion of the Aral Sea. Resource

flows are resources where mainly competition for resource access is causing

impacts, such as for water, or in the cases of wind and solar radiation, for instance.

Water is the most extracted resource (Zekster and Everett 2004) and has a

special role since it is required for life. It is therefore ultimately needed for

human activities as well as the natural environment. As such, its role in LCA can

be compared to the one of land use. However, water is a flowing resource and

consequently impacts not only occur at the point of use, but also downstream or

within the area that is hydrologically connected (e.g. through groundwater level

drops).

Water use in LCA typically only accounts for freshwater use and impacts of the

use of sea or brackish water are disregarded so far. In LCA, the framework

presented in Pfister et al. (2009, see Fig. 12.1) and updated in Bayart et al. (2010)

is largely accepted. It distinguishes between degradative and consumptive use of

withdrawals as well as in-stream water use (e.g. run-of-the-river hydroelectricity or

shipping). Degradative water use relates to pollution of water during its use, while

consumptive use refers to water that is not released back to the original watershed

and therefore not available for downstream users. Consumptive water use is

consequently set equal to water consumption and includes water that is evaporated,

transpired, incorporated into products, released to a different watershed or directly

to saline water.

Degradative water use is mainly covered in the chapters of the respective

emissions. Some aspects of degradative water use have also been integrated in a

few impact assessment methods concerning water resources, as explained below.

Thermal emissions to water, addressed by Verones et al. (2010), also belong to

water degradation (pollution with heat).

In addition, the framework distinguishes in-stream water use and storage which

is addressed in land use (water surface). While shipping and recreation mainly refer

to the area of water bodies used, the built environment affects the river flow regime

largely through channeling river stretches or storing large water amounts in dams

and reservoirs. These aspects are highly important but so far not properly addressed

in LCA. Increased evaporation from reservoirs due to storage is also accounted for

by consumptive water use.
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1.2 Global Water Cycle (Water Availability)

Water is a flowing resource and every water flow is part of the water cycle which

depends on the interaction of the static water storage between atmosphere, water

bodies, aquifers, ice and to a minor extent between soils and living organisms

(Fig. 12.2). As summarised by Shiklomanov (1999), the total amount of water in the

hydrosphere “consists of the free water in liquid, solid, or gaseous states in the

atmosphere, on the earth’s surface, and in the crust down to the depth of 2,000 m.

By approximate estimates (Korzoun 1974; Korzoun et al. 1978), the earth’s hydro-
sphere contains a huge amount of water, about 1,386 million cubic kilometers

(km3). However, 97.5 % of this amount is saline water, and only 2.5 % is fresh

water. The greater portion of the fresh water (68.7 %) is in the form of ice and

permanent snow cover in the Antarctic, the Arctic, and mountainous regions. Fresh

groundwater comprises 30 % of fresh water resources.” Finally, only 0.3 % of the

total amount of fresh water on the earth is ‘visible’ in lakes and river systems, which

are most accessible for humans and are very important for ecosystems

(Shiklomanov 1999).

While the freshwater stocks are dominated by ice and groundwater, the largest

freshwater flows occur in rivers due to their high dynamics. These flows are also

highly dependent on short time intervals: the average residence time of water in a

river is ~2 weeks, while for lakes it is 17 years and for ice and deep groundwater

more than 1,000 years (Shiklomanov and Rodda 2003). These different temporal

dimensions are crucial aspects for the assessment of water uses, especially when

considering interactions of ground- and surface water or snow/ice melt. Further-

more the numbers presented above are not constant and vary among seasons and

Fig. 12.1 Framework for integrating water-use related environmental impacts into LCA and

water footprinting. Left part: Life cycle inventory (LCI) data addresses different types of water

use: In-stream use, consumptive use and degradative use. Quality aspects, which are important for

water-reuse options, are covered by degradative use (emissions of pollutants) of freshwater. Right
part: While the focus of this chapter is on consumptive water use (red frame), all use types can

have impacts on ‘human health’, ‘ecosystem quality’ and ‘resources’, depending on the regional

conditions. The graph has been adjusted from Pfister et al. (2009)
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shorter time periods and consequently need additional attention, especially for

water ‘storages’ with small residence times (rivers, water stored in biomass and

in the atmosphere) in order to properly assess the impacts caused by consumption of

renewable resources.

While water stocks are in the focus of classical resource impact assessment for

future generations, water flows analysis is required for the assessment of current

impacts of water consumption (Bayart et al. 2010). The typical flow rates

(renewability) on a global level are presented in Table 12.1. These numbers indicate

the low share of water used by humans on a global scale. Rockström et al. (2009)

therefore suggested a safe operation limit of 4,000 km3/year, which has not yet been

reached. However, water use and consumption have led to severe environmental

damages and human suffering since there is a severe distribution problem of water.

Therefore the scale at which the water cycle is considered is crucial when assessing

the environmental consequences. Usually, water scarcity is based on a watershed

level (e.g. Alcamo et al. 2003; Pfister et al. 2009; Mekonnen and Hoekstra 2011) or

higher spatial resolution (Oki and Kanae 2006; Fekete et al. 2002). Effects of

All water
resources

Vapor Saline water Fresh water

Liquid

Living matter & soil
moisture

(Green water sources)

Solid (ice)

Ground & Surface water
(Blue water sources)

90,000 km3 lakes
10.5 million km3 groundwater

2,000 km3 rivers 16,000 km3 soil moisture
1,000 km3 living matter

24 million km3

35 million km3

(2.5%)

1.4 billion km3

1.4 billion km313,000 km3

11 million km3

(<1% of all water
resources)

Fig. 12.2 Water cycle and the hydrosphere. Water volumes of water resources in the hydrosphere

are based on Shiklomanov and Rodda (2003). Blue water is the freshwater part flowing through

water bodies and aquifers which are accessible to human users while Green water refers to the

water that is stored as soil moisture and is only available to plants or unproductive evaporation

Table 12.1 Global water flows

Flow Flow [km3/year] Main reference

Precipitation on land ~100,000 Mitchell and Jones (2005)

Net available freshwater 77,000 Alcamo et al. (2003)

Transpiration (all plants) ~40,000 Rost et al. (2008)

Crops ~6,000 Rost et al. (2008)

Runoff ~35,000 Rost et al. (2008)

Human water withdrawal 3,600 Alcamo et al. (2003)

Irrigation water consumption ~1,000–2,000 Pfister et al. (2011b)
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recirculation of consumed water (e.g. increased precipitation after evaporation)

within a relevant time and geographical scale are generally neglected due to lack

of data, although these might be important in specific cases (Berger and Finkbeiner

2011). Water is required in massive amounts and has severe transport limitations

and is therefore not a tradable good. Only a small fraction of drinking water is

shipped around the world (mainly mineral waters), and the large water demand for

agriculture and power plant cooling cannot be economically traded. Some large

water transfer projects diverting rivers from one to another watershed exist but are

heavily criticized such as the Chinese South–north water transfer that could divert

40 km3/year from the Yangtse Basin to the Northern China Plain, a region with

300–325 million people (Berkoff 2013). The possibility of such a transfer is a

controversial issue, since it would lead to additional water consumption and

impacts in the Southern watershed. Moreover, even if an overall benefit were

observed concerning water scarcity (Lin et al. 2012), negative social and other

environmental consequences of such a large project might prevail. Therefore, water

scarcity is typically identified as a ratio between water use and availability within a

hydrological unit. Availability is not a consistent term since it can include both

ground and surface water flows and it can refer to naturally or currently available

amounts. Some studies also deduct environmental water requirements from avail-

ability (Smakhtin et al. 2004). A typical threshold for water scarcity is based on

withdrawal-to-availability ratio of 20 and 60 % for extreme water scarcity

(e.g. Alcamo et al. 2000).

The human influence on the global water cycle is mainly driven by agriculture

which is responsible for ~85 % of water use (Shiklomanov 1999) and even more for

water consumption. Irrigation water consumption is in the range of 1,000–

2,000 km3/year. Additionally, water consumption of agriculture often occurs in

areas of high water scarcity (Pfister et al. 2011b) since arid zones with high

irrigation water demand are often already water stressed. What is also very impor-

tant is water consumption of dams and reservoirs (additional evaporation due to

storage) with estimated flows of>65 km3/year (Pfister et al. 2011a) to 222 km3/year

(Shiklomanov 1999).

1.3 Water Footprinting

Water use impacts are also addressed by the recently emerging water footprint

approach initially suggested by Hoekstra and Hung (2002), which has been

institutionalised in the water footprint network and by a related standard (Hoekstra

et al. 2011). From a carbon and LCA perspective, a different definition has been

proposed for the water footprint (Pfister and Hellweg 2009). The Water Footprint

Network defines the water footprint as the total amount of water consumed from

water withdrawals (blue water) and rain water plus soil moisture (green water),

combined with an emission-based, calculated dilution water volume required to

meet legal standards (grey water), and with an optional sustainability assessment
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(Hoekstra et al. 2011). In accordance with carbon footprints, the common definition

from the LCA community accounts only for the human induced water consumption

(i.e. blue water) and requires a weighting with a spatially-explicit characterisation

factor in order to account for the water scarcity and environmental vulnerability in

each location (Ridoutt and Pfister 2010). Green water consumption is already

covered as part of land use impacts, as is grey water by assessing the pollutants

in an LCA framework. The ISO 14046 standard on water footprint has a public draft

and is committed to follow LCA principles (ISO 2013). A water footprint approach

aiming at fulfilling these ISO requirements has been presented by Ridoutt and

Pfister (2013). The methods reported below are therefore also relevant for water

footprinting. The two presented definitions, according to theWFN and LCA, are not

principally divergent but rather suffer from lack of proper communication (Pfister

and Ridoutt 2013). The suggested water footprint standard by WFN follows the

procedure of ISO LCA standards (McGlade et al. 2012): a full water footprint

assessment always includes an accounting (inventory), impact assessment and

interpretation part, accounting for the local conditions.

2 Impact Pathways, Affected Areas of Protection

Impacts related to water use and consumption can affect all Areas of Protection

(Pfister et al. 2009; Bayart et al. 2010; Kounina et al. 2013). A framework is

presented in Fig. 12.3. For all impact pathways the location of the water use is a

relevant parameter.

2.1 Ecosystem Quality

Water use and consumption disrupts ecosystems by temporarily reducing water

availability and has been a major driver for biodiversity loss (MA 2005). Ecosys-

tems affected include surface water bodies and aquifers but also groundwater

dependent ecosystems. Therefore it is relevant to know from what kind of water

body water is withdrawn. The complex hydrogeological conditions and interactions

between surface and groundwater make it a very complicated task to follow cause-

effect chains with global coverage. However, only global coverage allows account-

ing for all impact pathways.

2.2 Human Health

Human health impacts can be caused by water use and consumption but the cause-

effect relation is difficult to assess due to socioeconomic mechanisms and high
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spatial variability. Most health problems related to lack of access to safe water are

not mainly caused by water deprivation but by lack of infrastructure and by water

pollution (Rijsberman 2006). Water scarcity effects and effective impact pathways

for human health are therefore heavily dependent on socio-economic conditions

which need to be accounted for (UN 2013; WHO 2008).

2.3 Resources

Resource depletion caused by water use and consumption primarily refers to

overuse of groundwater stocks (e.g. Ogallala aquifer in the US) and lakes (such

as the Aral Sea). Such depletion leads to reduced availability for future generations.

In addition to impacts on stocks, and consequently future impacts, contemporary

effects are addressed under the exergy approach (Bosch et al. 2007) and through

external, consequential effects of water pollution by Boulay et al. (2011b).

3 Contributing Inventory Flows (Life Cycle Inventory)

Contributing inventory flows are exchanges of water between the environment and

the studied processes. In order to account for water consumption the full water

balance of each process is necessary and all inputs and outputs need to be recorded.

The relevant flows are described in Fig. 12.4, with water flows from and to the

environment, and flows of water within the technosphere (water content of products

as well as tap and waste water flows). For agricultural processes, the process

environment (agricultural land) needs to be included for detailed analysis of the

‘green water’ use (Falkenmark and Rockström 2004) and consequent net soil water

use (Δ Soil moisture) compared to the reference land cover. The calculation of the

total green water is part of the impact assessment step (by adding reference

evapotranspiration calculated from land use information). However, current inven-

tory databases do not account for this issue and it is not considered the most relevant

in most cases. Δ Precipitation flows are relevant in rainwater collection systems

(in industry or agriculture). The Δ Evapotranspiration flow is man-induced evapo-

transpiration, i.e. from water inputs to the technosphere and is equivalent to ‘blue
water’ consumption (Falkenmark and Rockström 2004). This flow is also the main

factor for water consumption. Salt water is usually not considered but can be

necessary to balance the flows over a process, especially if seawater cooling

systems are involved. Water consumption of seawater is generally disregarded in

water use impact assessment.

Until recently, the two largest LCI databases ecoinvent v2.2 (ecoinvent Centre

2010) and GaBi databases 2006 (PE International 2012) accounted for water use,

but the data quality and consistency did not match the level of other substances. In

the years 2012 and 2013, updates of ecoinvent (v3) and GaBi include updated data
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and a consistent structure that allows inclusion of water consumption as well as

degradative use. However, water data has still been collected with limited efforts

compared to other flows and consumptive water use numbers for most processes are

based on estimates. ecoinvent v3 has very limited user experience to date and the

GaBi database features limited transparency, because the inventory results are only

available in aggregated form. Therefore, the robustness of the databases is still not

fully tested. Additionally, both of these databases lack spatial differentiation

beyond country level. Another LCI data source for a limited set of processes

(main focus on crops) is the blue water accounting data provided by the Water

Footprint Network (Hoekstra et al. 2011). However, careful consideration is

required to avoid unintended inclusion of green water (soil moisture) consumption

and ‘grey water’ (characterised degradative water use), which does not qualify for

the purposes of LCA. Global coverage of water consumption data on country level,

including uncertainty estimates, is also available for power production (Pfister

et al. 2011a) and for agricultural products (Pfister et al. 2011a, b). These databases

have been used to update parts of the GaBi database and in the Quantis water

database (Vionnet et al. 2012), which has been the basis for evoinvent v3 water use

inventory.

An important and controversial point is the inclusion of ‘green water use’ i.e. the
water input from precipitation and soil moisture. By definition, green water is

natural water supply received through land use. According to Pfister et al. (2009),

Fig. 12.4 Inventory flows relevant to the assessment of water use impacts. The horizontal flows

are exchanges with the environment and the vertical flows are technosphere flows. The Process
box shows the system boundaries for the process considered. For agricultural processes the process

environment is usually included in water management (i.e. the water flows of natural water supply

from soil and precipitation) and there is no clear border in LCA. These can be considered as

‘neutral’ flows as they present flows of the natural or reference environment (ref. flows), and are

therefore considered to occur outside the system and not entering the technosphere
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only the difference in consumption of such water compared to natural situation

should be included, whereas Mil�a i Canals et al. (2009) add surface water runoff

from impervious areas as consumptive use, since it is not returned to the natural

system in a proper manner. This might overestimate the negative impact of rapid

runoffs, but accounts for the temporal aspects of water use and release. These

approaches agree on the fact that precipitation and soil moisture use are indirect

forms of water consumption which need to be linked to land use inventories. For

this purpose, Núñez et al. (2013) derived regionalised factors for the assessment of

green water consumption of the reference land use, with global coverage. Net green

water consumption can then be assessed by analysing the difference of green water

consumption between current and reference land use.

In addition to consumptive water use, Bayart et al. (2010) and Boulay

et al. (2011a) suggest to differentiate specific quality classes in order to assess

degradative use. This is useful to address water quality as a ‘sum-parameter’ from a

resource perspective, but in principle, water quality impacts are better addressed by

accounting for all substance flows related to water use and a consequent impact

assessment.

3.1 Regionalisation

Spatial distinction of water sources is crucial since there is no global water scarcity

(Rockström et al. 2009) and regional differences are crucial in any impact assess-

ment method regarding consumptive water use. Regionalisation becomes more and

more standard in LCIA and is prominent in land use impact assessment, which also

requires regionalisation on a higher spatial resolution than country level (Pfister

et al. 2010; de Baan et al. 2013). However, standard software tools feature very

limited spatial differentiation. If water flows are transferred from one watershed to

another, this has to be considered in the assessment, since it results in consumptive

use in one watershed and negative consumptive use in the watershed of release.

3.2 Temporal Resolution

Temporal distinction is usually neglected in LCA. In water use, environmental

effects often depend on the period within a year during which the water use takes

place. Some water scarcity indicators take monthly time steps into account

(Hoekstra et al. 2011; Pfister and Bayer 2013) and therefore inventories should

include this information too, at least for foreground processes and especially for

agricultural production, where large variability exists (Pfister and Bayer 2013).

Such temporal resolution has also been applied for thermal pollution where timing

is a key issue, too (Verones et al. 2010).
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4 Impact Assessment Methodologies

Three main types of impact assessment methodologies are presented in Table 13.2

and further described below. Detailed analysis of the methods and a critical

evaluation is presented in Kounina et al. (2013) for most methods. Newer methods

not addressed in the aforementioned reference include Verones et al. (2013a, b),

Loubet et al. (2013) and Tendall et al. (2014).

4.1 Methodologies Addressing Water Scarcity as Midpoint

Impact assessment methods addressing water scarcity at the midpoint level are

mainly based on water use to availability ratios and result in a dimensionless

characterisation factor (CF). The older methods base the CF on annual withdrawal-

to-availability (WTA), as presented in Table 12.2.

The Swiss Ecoscarcity method (UBP06, Frischknecht et al. 2009) defines a

distance-to-target approach with a target threshold of 20 % water used compared

to availability. The function of the CF is an exponentially increasing one and is

therefore sensitive to highWTA. In their original form the CFs were documented as

country-specific values (Switzerland and other OECD countries), an average value

for OECD countries (to be used when source region is unknown), and values for six

different scarcity scenarios (low, moderate, medium, high, very high and extreme),

spanning over an order of magnitude (Frischknecht et al. 2009). CF can also be

calculated on watershed level.

The water stress index (WSI, Pfister et al. 2009) is based on the same watershed

level data (>11,000 units; Alcamo et al. 2003) and is scaled between 0.01 and

1 with global coverage. The scaling was proposed to avoid extreme values of water

stress which could dominate LCA results, and to account for the fact that a stress

level is already extreme before using all available water. The WSI scaling is a

logistic function with a value of 0.5 for a WTA ratio of 40 %, which is assumed to

be the threshold between moderate and severe water scarcity (Alcamo et al. 2000).

In addition, the CF includes a factor for monthly and inter-annual variability to

account for higher stress in regions with highly variable water flows. The CF is

interpreted as the share of water consumption that downstream users are deprived

of. In a recent update, these factors have been adjusted to monthly CF accounting

for temporal aspects of water consumption (Pfister and Bayer 2013).

Also based onWTA is the freshwater ecosystem impacts scheme, accounting for

environmental water requirements in rivers (EWR) as suggested by Smakhtin

et al. (2004) and which is available for a wide range of watersheds but without

global coverage (WSIEWR; Mil�a i Canals et al. 2009). It assumes that EWR needs to

be deducted from availability. EWR is set between 20 and 50 % of the total

available water. WSIEWR is not further scaled.
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Some methods also account for quality issues such as the approach suggested in

Ridoutt and Pfister (2010). This method is not intended to be included in full LCA,

since the emissions are characterised by theWSI, in addition to a distance-to-target-

method for water quality (grey water; WSIbg), leading to double counting with other

impact categories such as freshwater ecotoxicity or eutrophication.

A slightly different approach including quality aspects is described in Bayart

et al. (2014): the water impact index (WII), which applies the WSI of Pfister

et al. (2009) to water quality classes, attributes lower CFs to consumption of

polluted water quality classes. The issue of double counting arises in this approach

too, but here the authors aim at covering an additional impact pathway on top of the

pollution effect on ecosystem quality and human health: consuming high quality

water and releasing lower quality water deprives further users of high quality water

access, which is an effect not entirely covered by current impact assessment

methods on emissions.

Along the same line of argumentation, Boulay et al. (2011b) define specific

water quality class scarcities (α) to assess the impacts of withdrawal and release of

specified water qualities. The classification requires >100 pollutants and therefore

needs very detailed inventories and knowledge of environmental conditions. Also

when applying these CFs, it is important to be aware of potential double counting of

pollution impacts but it allows for the inclusion of external effects of water quality

on the availability of downstream users that might not be covered by other impact

pathways assessed in LCA. In addition, this method is based on consumption to

availability ratios (CTA) and therefore permits the inclusion of purely consumptive

effects on water scarcity.

Also based on CTA is the Blue water scarcity indicator (BWSI; Mekonnen and

Hoekstra 2011). The BWSI extends the approach by Mil�a i Canals et al. (2009) to a
monthly level, it is based on updated data but still does not have global coverage.

While it is not designed as an LCAmethod its CF can be used for monthly water use

impact assessment.

The uncertainties arising from all these methods have not been published, but it

is known that data quality of water use and availability is generally low and in many

regions only estimated and/or modelled. Pfister and Hellweg (2011) examined the

uncertainties related to hydrological models on WTA and the consequent uncer-

tainties in the total WSI model. The results showed high uncertainties although not

all aspects of the CF model could be included: on average a dispersion factor for the

95 % interval of k¼ 2.8 was derived (based on Slob 1994). Moreover, uncertainties

due to aggregating CFs from watershed to country level were analyzed and dem-

onstrated the high relevance of spatial resolution in LCIA of water use (in most

cases aggregation leads to a dispersion factor of k> 2.0).

In principle, all the methods presented above target the same impact of water

stress due to water use or consumption, and are therefore not meant to be used in

parallel. The main conceptual difference is whether water quality should be

included in water scarcity assessment or not. Toxic, acidifying or eutrophying

effects of pollution must be separated from water scarcity effects in order to

avoid double counting. Further research is required in order to provide proper

recommendations for the use of the different available approaches.
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4.2 Methodologies Addressing Impacts on Human Health

The different methods presented in this section use the same principal approach to

quantify impacts from water consumption as a function of water scarcity and socio-

economic conditions. Impacts of water use concerning human health account for

the lack of water for agricultural and domestic use as well as for fisheries. The two

main impact pathways are lack of water for agriculture with a consequent lack of

food leading to nutritional deficiencies, and lack of water for drinking, cooking and

hygiene purposes with a resulting spread of diseases.

Pfister et al. (2009) and Mil�a i Canals et al. (2009) do not suggest to model

impacts of lack of water for domestic use and spread of diseases due to the fact that

these impact are mainly related to infrastructure and management problems. Pfister

et al. (2009) provide CFs for lack of water for agriculture on a watershed level

(>11,000 units) based on the WSI (see above) as a starting point for the assessment

of water deprivation. In a second step the lack of water in agriculture is calculated

and the nutritional consequences of lack of water for food are assessed via regres-

sion analysis including socio-economic conditions of countries (and subnational

regions) together with per-capita water use requirements. Consequently, the dam-

ages are quantified in the standard unit of disability adjusted life year (DALY) lost

based on the relationship between DALY from malnutrition and malnourished

people. Finally, the factors are aggregated on a watershed level in order to include

downstream effects, such as water consumption in the southern USA leading to

impacts in Mexico.

The method of Boulay et al. (2011b) adopts a similar approach but on a different

spatial scale, using larger aggregated watersheds and country borders. It also uses

quality classes for both water availabilities and usability classification. Based on

economic conditions, the method further distinguishes whether there is a human

health effect due to lack of water for agriculture, fisheries and/or domestic use, or if

the damage is compensated by technological measures (e.g. water treatment). For

the latter case, the authors propose to add the LCIA of the resulting required actions

for the prevention of human health damage (e.g. from water reclamation or desa-

lination). There is a risk of double counting with toxicological effects from other

LCIA methods for pollutants, but this method permits the integration of external

effects that might be excluded otherwise, at least at the current availability of

impact assessment methods. To assess impacts from water deprivation in this

method, the water quality and scarcity as well as the distribution of human water

users in the region are considered, resulting in DALY per m3 of water consumed or

released in an unsuitable quality for the required activity. The method does not

account for downstream effects between countries.

Another similar method is the method of Motoshita et al. (2010a) which follows

the same main principles but considers the problem purely from a country perspec-

tive. For economic conditions it considers a ‘ripple’ effect, which is a consequential
approach looking at the global food market where countries of low per-capita

income suffer the most from reduced food availability on the market. Therefore
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the effects are not only local but also influenced by the markets and global trade

patterns. This method therefore adds an additional aspect that might be relevant,

especially in consequential LCA settings. As a result, developed countries can also

lead to human health impacts abroad through changes in market prices.

As in the method by Boulay et al. (2011b), Motoshita et al. (2010b) also suggest

CFs for water use based on relationships between lack of access to safe water and

water-borne diseases. While this is an important issue for global human health, it

needs to be further investigated to which extent and under which circumstances

water consumption and use cause such effects.

Pfister and Hellweg (2011) examined the uncertainties of the CF from Pfister

et al. (2009) including all the steps in the cause-effect chains. The result shows very

uncertain CFs (uncertainty intervals spanning orders of magnitudes), which reveals

the need for better models and data to improve the assessment. The k-value is a

dispersion factor denoting the 95 % confidence interval if the median of the value in

question is divided (lower bound) and multiplied (upper bound) by k. For the WSI

an average k-value of 2.76 was found, whereas for impacts addressing human

health the average was k¼ 18.1. This means that the 95 % interval for

characterising human health might span in many cases over four orders of magni-

tude, while for the midpoint it is in most cases within one order of magnitude.

Aggregation from watershed to country level adds to the uncertainty and it is

therefore concluded that spatial aggregation of impact factors should be carefully

considered, as country-average uncertainties of CFs are considerably larger than

those of watershed-level CFs.

4.3 Methodologies Addressing Impacts on Ecosystem Quality

The methods for ecosystem quality impacts of water use and consumption can be

distinguished into different types and spatial coverage. The only method with

global coverage and therefore applicable for full LCA is the method that was

suggested by Pfister et al. (2009). It converts water consumption into land use

equivalent of potentially disappeared fraction (PDF) of species on an area during a

time. This is done by conceptually assuming all water being of equal importance

whether it is used on land or in a river. Therefore the land-time requirement is

calculated as the inverse of precipitation. The PDF is assumed proportional to the

local limitation of plant growth by water availability. All this is analyzed using high

spatial resolution data (0.5 arc minute) with global coverage, and subsequently

aggregated on watershed level.

An approach specifically examining aquatic ecosystems provides CFs by relat-

ing river water deprivation to consequences on fish species richness (Hanafiah

et al. 2011). It is principally a global approach but due to data limitation only

provides CFs for a limited region between 42 arc degrees latitude and for water-

sheds which are not heavily disturbed. The method relates fish species richness to

river flows at the river mouth for the effect factor (EF), and for the fate factor
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(FF) assumes that the river flow is reduced by the volume of water consumed during

an average residence time of water in the river.

Tendall et al. (2014) extended this approach on aquatic ecosystem damage by

including more taxonomic groups in the study, as well as more detailed assessment

of watershed characteristics and improved regression analyses of species richness

and river flows. The method focused on specific areas in Switzerland and Europe

and is not applicable on a global scale.

The assessment of specific impacts related to ground and surface water use on

ecosystems has so far been limited to local approaches. van Zelm et al. (2011)

presented an approach modelling groundwater drawdowns due to water extraction

and effects on plant species richness for The Netherlands. The FF is derived using

detailed groundwater models of The Netherlands, which quantify the average

drawdown due to the altered water extraction rate. The effects are assessed based

on extensive studies of the vegetation’s occurrence of species at specific ground

water depths. This method only represents the conditions in The Netherlands and

can therefore not be applied for LCA in general. Other flat areas might have similar

cause-effect chains but most regions in the world have different hydrogeological

conditions.

An even larger geographical limitation applies to the CF developed by Verones

et al. (2012). They modeled impacts on wetlands due to water extraction for a case

study wetland in Peru. A focus was set on the use and release of surface and ground

water which have completely different CFs for the studied wetland. However,

extrapolation from this work to other areas is not directly possible.

Verones et al. (2013a, b) therefore further developed the local approach to make

it generally applicable to global wetlands, and calculated CFs for groundwater and

surface water use considering ~20 % of all wetlands globally. In this method the

coverage of wetlands of international importance is global, but the rest of the

wetlands, amounting to ~80 % of the total, are missing. Nevertheless, it is a large

step forward towards a global assessment of ecosystem impacts on wetlands and

other water dependent ecosystems.

The uncertainties arising in the aforementioned methods are generally not

quantified. The most that is done is some basic sensitivity analysis. With increased

level of detail in the global approaches uncertainties should also be addressed.

Uncertainties will dramatically increase if local approaches are applied to global

levels, since data tend to be of much lower quality on such a large scale.

The methods presented in this section do not address the same impact pathways

but overlaps might still be possible. In particular, the method of Pfister et al. (2009),

which addresses the impacts as land use equivalents, would lead to double counting

when combined with more specific impacts addressed in the other presented

methods. This limitation needs to be kept in mind, especially for the future when

other impact assessment methods with global coverage might become available.

For now, a main issue to avoid is applying methods developed for geographically

limited regions to global studies without further uncertainty assessment.
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4.4 Methodologies Addressing Impacts on Resource
Depletion

The most obvious endpoint of an abiotic resource is typically resource depletion. As

explained above, water as a resource has an absolutely vital function for humans

and ecosystems and therefore more focus has been placed on the endpoints involv-

ing these two areas of protection.

In line with the abiotic depletion potential (ADP) used in CML (Guinée 2001),

Mil�a i Canals et al. (2009) suggested to evaluate freshwater depletion with a

corrected extraction rate to take into account regeneration for water fund resources.

By doing so, it only accounts for the overuse of the resource.

Mil�a i Canals et al. (2009) remarked that extraction from underexploited

groundwater bodies would result in negative ADP values and should not be

assessed because this extraction does not lead to depletion of the water body. The

problem of groundwater resources is that even deposits might not be static and

slowly flow out to the sea. CFs are so far only calculated for a few cases and the

authors suggested to determine whether overexploitation or extraction of fossil

water occur and, if so, to obtain data specific to the water body in question. The lack

of appropriate groundwater data is the main reason preventing global coverage

with CFs.

Pfister et al. (2009) developed a method for resource depletion based on WTA

(freshwater scarcity), relying on the backup-technology concept (Stewart and

Weidema 2005), as done in other endpoint indicators, e.g. EI99 (Goedkoop and

Spriensma 2001). The CF is calculated by multiplying the fraction of water

depleted (fdepletion) within a watershed by the energy requirement for the backup

technology. fdepletionis based on WTA and might therefore overestimate the fraction

that is depleted as withdrawal might be returned to the watershed. On the other

hand, local groundwater depletion might also occur in areas with low scarcity on a

watershed level (e.g. in city areas). The energy factor is the energy required for

seawater desalination (11 MJ/m3), since this is the backup-technology considered

by the authors.

Spatially-differentiated CFs at country and major watershed levels are provided.

However, the energy requirement is considered the same for all regions, even

though seawater desalination is not possible everywhere (for long distances, trans-

portation of water may have higher impacts than desalination itself as shown by

Pfister et al. (2009)).

A completely different approach is provided based on the Cumulative Exergy

Demand (CExD) method by Bosch et al. (2007). Water resource is considered by its

chemical exergy and its potential exergy (potential energy of water in hydropower

generation) compared to seawater (reference state). It does not consider further

aspects of resource scarcity or quality. While regionalisation is theoretically possi-

ble, there are no CFs available. This method is not well suited for the assessment of

water use outside an CExD context.
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5 New Developments and Research Needs

Ongoing methodological developments concerning missing specific impact path-

ways are necessary to make water use impact assessment more robust and consis-

tent and allow standard integration into LCA.

One overarching issue is the inclusion of uncertainties, which is especially high

in regionalised assessments due to the typically low data sample size available for

the CF development (i.e. the more a sample is split, the less measurements per

spatial unit are available). To judge the significance of LCA results, uncertainty

information of the input parameters as well as the model uncertainty of the water

impact assessment methods need to be consistently provided and analyzed. This

also includes spatial uncertainty due to accuracy limitations, especially relevant

along borders of geospatial units (Mutel et al. 2011). There is a trade-off between

increased precision of regionalised data and accuracy of its application. Relative

accuracy in spatial differentiation decreases with higher spatial resolution, as the

probability of choosing the wrong geographical unit becomes higher. As an exam-

ple, it is generally more accurate to define the country of production than the

corresponding watershed, even though CFs on country level have significantly

higher uncertainties, especially in locations close to the borders of the spatial units.

Improvement of the underlying hydrological data and models is crucial to, in

turn, improve the impact assessment of water use for all impact pathways. Recent

methodological developments are promising (e.g. Voss et al. 2008) but there is still

room for improvement, especially in arid regions (e.g. the Nile watershed). In

particular, the global assessment of groundwater resources and the distinct effect

of water withdrawals from different sources (groundwater, surface water), as well

as temporal aspects, all require better hydrological models. Although such distinc-

tion is made on country level by Boulay et al. (2011b), the quality of the underlying

data is not of high robustness (Doll and Fiedler 2008; Wada et al. 2010; Siebert

et al. 2010).

The assessment of impacts from degradative water use (quality change), in

addition to the environmental consequences currently covered under other impact

categories, such as ecotoxicity or eutrophication needs also further research to

clearly define additions and overlaps. Moreover, the definition of freshwater is

not entirely clear, and some basic quality levels (e.g. brackish, brine or produced

water) should be integrated and better analysed.

One major area of research needed is the assessment of in-stream water use

impacts, for instance those caused by dams. While some consider such impacts to

constitute land use of water surface, the impacts of dams and other human infra-

structure on aquatic ecosystem need to be clearly assessed in terms of water

resource impacts. A first approach has been developed and was presented at

international conferences (Humbert and Maendly 2008). However, this work

needs further elaboration and operationalisation, to cover an additional important

environmental impact pathway. For other constructions such as channeling of rivers

and water supply systems, no method is available. However, the effects on the
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hydrological system and environmental consequences should be addressed in the

future.

An additional aspect, which is not due to water use but a consequence of climate

change, is altered precipitation and evaporation regimes which changes water

availability and irrigation demand in agriculture. Therefore, the impacts on water-

dependent ecosystems and the lack of water for humans due to emissions of

greenhouse gases need to be further evaluated. The uncertainties related to pre-

dictions of changed precipitation patterns under climate change scenarios are

extremely high and need to be carefully addressed. They might not be as relevant

for the global picture (Pfister et al. 2011b) but can change the water stress in specific

regions (Schlenker and Lobell 2010).

Finally, implementation of regionalisation into standard LCA is hampered by the

absence of proper software solutions and good quality data. So far, regionalised

assessment needs to be done manually by applying regionalised values retrieved

from tools such as Google Earth or other geographic information systems (GIS).

For inventory data on water use there is also a strong demand for spatially explicit

values, since, especially in agriculture, water consumption and use is highly climate

dependent.
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Chapter 13

Abiotic Resource Use

Pilar Swart, Rodrigo A.F. Alvarenga, and Jo Dewulf

Abstract Abiotic resource use in life cycle assessment (LCA) deals with the

environmental concerns due to the use of resources such as metals, minerals, fossil

energy, nuclear energy, atmospheric resources (e.g. argon), and flow energy

resources (e.g. wind energy). Land and water may also be considered as abiotic

resources, but these are dealt with elsewhere in the book series in dedicated chapters

(Chap. 11 Land use by Llorenç Mil�a i Canals and Laura de Baan and Chap. 12

Water use by Stephan Pfister). Methods that evaluate ‘abiotic resource use’ in LCA
were divided in three categories: (1) Resource accounting methods, which are

methods that account for the overall natural resource use along the life cycle of a

product; (2) Resource depletion methods at the midpoint level, which are methods

that address the scarcity of resources (and therefore damage to the area of protection

Resources), but at a midpoint level; and (3) Resource depletion methods at the

endpoint level, which are methods that address the scarcity of resources at an

endpoint level. Numerous methods are presented in this chapter, with different

concepts and approaches. However, several gaps still exist in the evaluation of

abiotic resource use in LCA, and more research is needed.

Keywords Area of Protection • Evaluation of abiotic resources • Impact

assessment • LCA • LCIA • Life cycle assessment • Life cycle impact

assessment • Resource accounting methods • Resource depletion • Resources •

Typologies

1 Introduction

This chapter deals with the category ‘abiotic resource use’. Resources may be

defined as those elements that are extractable for human use and that have a

functional value for society (Udo de Haes et al. 1999). This general definition
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will be considered in this chapter. Resources may be classified according to

different typologies:

• Renewable and non-renewable: According to the EPA (2014), renewable

resources are natural resources that can be replenished at approximately the

same rate at which they are used (e.g. wind and solar energy). On the other hand,

nonrenewable resources cannot be produced (or re-grown) at the same rate at

which they are consumed (e.g., coal and natural gas).

• Biotic and abiotic: Biotic resources are materials derived from presently living

organisms. In addition to the resource value, they typically have an important

role in maintaining ecosystem services and also intrinsic value (examples are

tropical hardwood and ivory), while abiotic resources are the product of past

biological processes (coal, oil and gas) or physical/chemical processes (deposits

of metal ores) (Müller-Wenk 1998; Guinée 1995).

• Funds, flows and stocks: In the case of stocks extraction inevitably leads to the

depletion of the resource, i.e. reduction of the available amounts in nature,

whereas funds may be depleted but also have a renewal rate which is high

enough to allow the resource to recover. Usually biotic resources are categorized

as funds, but also groundwater can be considered as fund resource. Flow

resources though cannot be depleted. Their availability per unit time however

is limited, and thus their extraction is marked by competition (e.g. wind energy)

(Heijungs et al. 1997; Lindeijer et al. 2002).

In contrast to many other impact categories discussed in the other chapters of

this volume on life cycle impact assessment, ‘abiotic resource use’ is actually
not an environmental impact category that is directly related to the Area of

Protections (AoPs) ‘natural environment’ and ‘human health’, as climate

change or human toxicity. The title of this chapter suggests that it deals with

the environmental concerns due to the use of abiotic resources. The use of

resources may cause environmental impacts to several AoPs, as shown in

Fig. 13.1 in Sect. 2, and therefore can be considered an important issue when

performing a Life Cycle Assessment (LCA). Some of these environmental

impacts at the AoP Human Health and Natural Environment (ISO 2006) were

already considered in previous chapters, and this discussion will not be

repeated here. However, there are still damages to the AoP Resources to be

discussed. According to Jolliet et al. (2003b), damages to this AoP consist in

the reduced availability of the corresponding type of resource in the future,

which is mainly known as ‘resource depletion’ (or ‘resource scarcity’). On the

other hand, we can also find several methods that are able to give answers to

questions of environmental sustainability, by considering the abiotic resource

use in a life-cycle perspective (Stewart and Weidema 2005). These methods do

not evaluate ‘resource depletion’, but they are able to consistently account for

the resource use of a product.
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2 Impact Pathways

Figure 13.1 shows the impact pathways for the category ‘abiotic resource use’. At the
left side there are types of resources, grouped as biomass, water, land, flow energy

resources (e.g. wind and hydropower from dammed water), atmospheric resources

(e.g. argon), metals and minerals, nuclear energy, and fossil energy. The first step in

the impact pathway can be evaluated by the resource accounting method (RAM),

which can affect several AoP (category #1). The next step in the impact pathway is a

group of approaches that evaluate the scarcity of resources at a midpoint level

(category #2), and affect solely the AoP Resources. Finally, the last step in the impact

pathway is a group of approaches that evaluate the scarcity of resources at endpoint

level (category #3), also affecting solely the AoP Resources. For reasons of complete-

ness Fig. 13.1 also includes biomass (i.e. biotic resources), water and land (the two

latter are dealt in dedicated chapters of this book, see the Contents page).

3 Scale, Spatial Variability, Temporal Variability

The scale of the impacts on the AoP Resources depends somewhat on the resource in

question. For metals, nuclear and fossil energy carriers and atmospheric resources

impacts can be considered to be on the global scale. Metals, fossil energy carrier and

nuclear energy carrier are typically traded globally (except natural gas, which can be

traded regionally as well) and atmospheric resources are in essence distributed equally

over the planet (Hoekstra and Hung 2002). Some low value minerals like gravel are

usually supplied from local sources. For this type of resources impacts can differ based

on location. For flow resources location can be relevant, i.e., they are not available

everywhere to the same extent and the resources cannot bemoved as such. The energy

content needs to be converted into a suitable form first, before it can be traded.

Short term temporal variability (diurnal, seasonal) can be neglected when

determining impacts on the AoP Resources. Longer term temporal variability,

however, can be deemed an important source of uncertainty for the life cycle

impact assessment (LCIA) approaches discussed below. As humans influence the

availability of resources, e.g. by their consumption pattern, but also by discover-

ing new resources, and developing new technologies for resource extraction,

e.g. fracking, impacts on the AoP Resources can be considered to be changing

with time.

4 Methods for Abiotic Resource Use

LCIA methods for ‘abiotic resource use’ can be classified in different categories,

considering some common characteristics. Finnveden (1996), Lindeijer

et al. (2002) and Steen (2006) classified the approaches in four categories:
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(1) Approaches based on energy or mass; (2) Approaches based on ratio of use to

deposits; (3) Approaches based on future consequences of current resource extrac-

tions; and (4) Approaches based on exergy consumption or entropy production. The

ILCD Handbook (European Commission 2011) classified the methods for abiotic

resource use in four other categories: (1) Category 1 includes methods that use an

inherent property of the material as basis for the characterisation; (2) Category

2 includes methods that address the scarcity of resource; (3) Category 3 includes

methods focused on water depletion; and (4) Category 4 includes methods that

evaluate the depletion of resources at an endpoint level.

The available amount of material can be evaluated using different definitions,

e.g. ‘(economic) reserve’ and ‘reserve base’ for metals and minerals from the

United States Geological Survey (2010). The former are the resources that can

currently be economically extracted and the latter includes also additional

resources which meet certain criteria that are relevant for mining and production

practice (e.g. depth of deposits). Another important definition for resource deple-

tion used in LCIA methods is the ‘ore grade’ of a substance, which is the

concentration of the targeted substance in the ore, and is typically represented

in mass percentages.

4.1 Resource Accounting Methods (RAMs)

From the impact pathway in Fig. 13.1, we can see that the ‘abiotic resource use’ can
be analysed through RAMs before reaching the environmental damages at specific

areas of protection or even the environmental impacts at specific midpoint catego-

ries. These methods are far from giving a direct quantitative value for environmen-

tal damages, but they are still able to provide results on the environmental

sustainability of a product due to the philosophy of ‘less is better’.
These RAMs generally sum up all the resources consumed/used in the life cycle

of a product. In order to provide results in single indicators, the resources are

usually represented in common units (e.g. energy), otherwise the same information

as given by the Life Cycle Inventory (LCI) would be obtained.

4.1.1 Mass

In Material Flow Analysis (MFA) resources are also typically aggregated based on

mass. There are different MFA approaches. One of them is the Material Intensity

Per Unit Service (MIPS) method (Ritthoff et al. 2002; Spangenberg et al. 1999).

Though it is not usually classified as an LCIA method, it is similar to LCA in that it

models at the system level (Finnveden and Moberg 2005). The MIPS method,

pioneered by Schmidt-Bleek (Schmidt-Bleek et al. 1998), distinguishes between
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five resource categories: abiotic raw materials, biotic raw materials, movement of

soil (agriculture and forestry, incl. soil erosion), water and air. These categories can

be further divided into subcategories. A general guide to MFA was published by the

OECD (2008a, b, c).

4.1.2 Energy

Accounting for energy use is a concept that was introduced in the 1970s (Boustead

and Hancock 1979; Pimentel et al. 1973), and standardised by VDI (1997). Energy-

based RAMs account for the energy extracted from the natural environment (i.e. the

cradle) to support the technosphere system. They account not only for energy flows

but also for material flows, by quantifying their energy content.

These methods have been operationalised for LCA, for instance as the Cumu-

lative Energy Demand (CED) for the ecoinvent database (ecoinvent 2010;

Hischier et al. 2009) and as the Primary Energy Demand (PED) for the GaBi

database (PE International 2012). In principle, CED and PED are the same, only

differing in names and compatibility to databases and/or software. The results are

generated in a unit easily comprehended by stakeholders (e.g. MJ). However,

since some materials have low energy value (e.g. water, metals and minerals),

energy-based RAMs do not have a desirable completeness for abiotic resource use

accounting. Also, biotic resources are accounted through their energy content and,

to avoid double-counting, the use of land is neglected. This methodological

approach results in two weaknesses: (1) agricultural systems with higher yields

do not show better results although they have lower land use; (2) because these

methods account for the energy content of the biomass harvested, the system

boundaries may be inconsistent with the difference between natural environment

and technosphere. The biomass harvested is basically an output from agricultural

production, rather than a natural resource that should be accounted for. In this

sense, the biomass harvested may be considered as still at the supply chain level

(see Liao et al. (2012a)). In spite of these limitations, energy-based RAMs are

applicable for LCA, but they should be complemented by methods accounting for

the use of other resources (e.g. water, metals and minerals), for reasons of

completeness.

Fossil energy consumption (one category of the CED and the PED) can be a

useful screening tool (Huijbregts et al. 2010; Huijbregts et al. 2006) and is able to

provide consistent results when LCA studies are interested in information solely

regarding the consumption of fossil fuels during the product’s life cycle. It is also
common to find energy-based RAMs in some other traditional midpoint LCIA

methods, i.e., the energy content of fossil fuels is used as characterisation factor

(CF). For instance in the category ‘Fossil depletion’ of the method ReCiPe Mid-

point, the mass of oil equivalent (kg oil eq.) is used as unit; this type of method will

be discussed further later on.

252 P. Swart et al.



4.1.3 Exergy

By definition, the exergy of a resource or a system is the maximum amount of useful

work that can be obtained from it (Dewulf et al. 2008). Exergy analysis is usually

used in industry to assess the efficiencies of processes. For natural resources that are

exploited to convert their energy content into work (or heat) the idea that amounts

of those energy carriers can be expressed in exergy terms is quite straightforward.

Even though most metal and mineral resources are not extracted from nature with

the aim to directly produce work from them, they still contain exergy. This is

because these resources differ from the reference environment with respect to their

chemical composition and their concentration. For example, the copper in a copper

deposit is much more concentrated and occurs in another chemical form

(e.g. CuFeS2) than copper dissolved in seawater (the reference species for copper).

These differences can in principle be used to produce work.

The cumulative exergy consumption (CExC), introduced by Szargut

et al. (1988), is the exergy of the overall natural resources consumed in the life

cycle of a product. Exergy-based RAMs have been operationalised to LCA through

different LCI modelling approaches. For the process-based ecoinvent database, the

Cumulative Exergy Demand (CExD) is operationalised in Bösch et al. (2007) and

the Cumulative Exergy Extraction from the Natural Environment (CEENE) is

operationalised in Dewulf et al. (2007). The two operational methods have some

differences, including the approach to account for metals and minerals, but also the

approach to account for biotic resources: While the exergy of the biomass is

accounted in the CExD, in the CEENE the exergy deprived from nature due to

land use is accounted. For the economic input-output U.S. 1997 database, the

Industrial Cumulative Exergy Consumption (ICEC) is operationalised in Zhang

et al. (2010).

The CExD and the CEENE are able to account for several resources, even

though the results are generated through units not easily comprehended

(e.g. MJex). The system boundary of the CExD is similar to the CED, leading to

similar limitations, i.e., land use is neglected and its system boundary does not

correspond to the interface between natural environment and technosphere for

biomass. The CEENE method accounts for land in exergy terms through the

accounting for the quantity of photosynthetic solar exergy deprived from nature

due to land use. This procedure allows accounting not only for land use for biotic

resources, but also for other purposes (e.g. built-up land). However, by choosing to

account for land, biotic resources from natural systems which had no land occupa-

tion during its production (e.g. wood from natural forests) are not accounted

through CEENE. Nevertheless, the CEENE method was recommended as the

most appropriate thermodynamic indicator for resource use accounting, in Liao

et al. (2012b). Trying to tackle some limitations of CEENE and CExD, Alvarenga

et al. (2013) proposed a new approach to account for land resources (i.e., land and

biotic resources) by classifying the system studied as natural or human-made
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beforehand. On top of that, they provided spatially differentiated CFs for land

occupation, through the potential natural net primary production.

4.1.4 Emergy and Similar Methods

Introduced by Odum (1996), emergy accounts for the total available energy that has

been used to make a product (including human labor). It is sometimes referred to as

energy memory, since it is supposed to be a record of the previously used-up

available energy to make a product. In contrast to other RAMs (e.g. exergy-

based), which usually set the natural environment as ‘cradle’, emergy has a differ-

ent system boundary. The natural environment is part of the system, and the ‘cradle’
is considered to be the energy forces outside of the geobiosphere, e.g. the sun (Liao

et al. 2012a) (Fig. 13.2). Emergy considers tidal, geothermal and solar energies as

main energy sources that rule life on Earth, and the latter is taken as reference for its

unit (Joules of solar energy – Jse). Emergy has received several criticisms from the

scientific community, as combining disparate time scales, allocation problems, and

the lack of uncertainty quantification on the numbers used to calculate

transformities (Hau and Bakshi 2004a, b). Some propositions to overcome them,

together with challenges to implement emergy into LCA, have been suggested in

literature (Rugani and Benetto 2012; Ingwersen 2011).

Due to the limited acceptance in the scientific community, Hau and Bakshi

(2004a) developed the ecological cumulative exergy consumption (ECEC).

According to the authors, it overcomes some weaknesses of emergy, and if identical

system boundaries, allocation and quantification methods are used, emergy and

ECEC should produce equivalent results. The ECEC has been operationalised to

LCA for the economic input-output U.S. 1997 database in Zhang et al. (2010). It

accounts for several ecosystem services as well and is commonly used in comple-

mentation to the industrial ICEC (Zhang et al. 2010; Urban and Bakshi 2009; Baral

and Bakshi 2010; Baral et al. 2012). However, it is questioned if certain emergy-

based RAMs, as the ECEC, may be applicable to ‘abiotic resource use’ in LCA,

since some regulating and supporting services considered in this methodology

Fig. 13.2 Simplified

scheme representing

different system boundaries

considered in RAM
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(e.g. air quality regulation) appear not to be resources according to the definition

from Udo de Haes et al. (1999).

Using emergy as starting point, the Solar Energy Demand (SED) accounts for

the amount of solar energy needed to produce a certain product. It has been

operationalised to the ecoinvent database (Rugani et al. 2011), and according to

these authors, it shares the same conceptual rationale as emergy, although it does

not use the same approach for allocation. Unlike emergy, the SED does not account

for human labor and most of the ecosystem services: it accounts for provisioning

services only.

4.1.5 Ecological Footprint

Developed by Wackernagel and Rees (1996) and further enhanced by the Global

Footprint Network (2009) and Ewing et al. (2010), the Ecological Footprint is

defined as the ecological surface area needed to sustain a certain system. When

applied to products, the requirement of area to produce the raw materials and to

absorb CO2 emissions is calculated (m2). It has been operationalised to LCA

through the ecoinvent database (Huijbregts et al. 2008), where nuclear energy is

also (indirectly) accounted for. In this methodology, solely land use, nuclear

energy, and fossil energy (indirectly through the fossil CO2 emissions) are

accounted. Water, metals, minerals and other resources are not accounted; therefore

the method does not provide satisfactory completeness for ‘abiotic resource use’.
Nevertheless, it has a strong appeal to society, since it can directly be compared

with the Earth’s carrying capacity, and as a consequence has a strong communica-

tion ability for dialogue with stakeholders (by its immediately understandable unit).

The Ecological Footprint is able to provide other information (e.g. the ecological

deficit of nations) than solely resource accounting (see Global Footprint Network –

www.footprintnetwork.org), but since this chapter is focused on ‘abiotic resource

use’ in LCA, only its potential use as RAM is discussed.

4.1.6 Ecological Scarcity

Dating back to the 1990s, the ecological scarcity method (Ahbe et al. 1990; Brand

et al. 1998) is a distance-to-target methodology developed based on the Swiss

context and encompassing both resource use and emission-related environmental

impacts. Its most recent implementation is described in Frischknecht et al. (2009).

The resource types treated in the method and relevant for this chapter are flow

energy resources, metals and minerals, fossil energy and nuclear energy.

The so-called ecofactors are derived on the basis of political targets (critical

flow) and actual resource flows (current flow, normalisation flow) and expressed in

units of eco-points. The targets are set for the year 2030. For the resources discussed

in this chapter the derivation of the ecofactors does not involve an environmental

impact pathway. The factors published in Frischknecht et al. (2009) are specific for

Switzerland, but in principle the methodology can also be adopted to other regions,
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e.g. Baumann and Rydberg (1994) and Miyazaki (2006). Rather than a character-

isation method, the ecological scarcity method can be seen as incorporating both

normalisation and weighting resulting in Ecofactors, which are to be multiplied

with the appropriate inventory flow to arrive at final scores which can be aggre-

gated. Ecofactors are calculated according to (Eq. 13.1):

Ecofactor ¼ K � 1� EP

Fn
� F

Fk

� �2

� c ð13:1Þ

With

K the CF (kg · kg�1 or MJ-equivalent/MJ), EP the unit eco-point, F the current flow

(kg · year�1 or MJ · year�1), Fn the normalisation flow (kg · year�1 or

MJ-equivalent · year�1), Fk the critical flow (kg · year�1 or MJ · year�1) and

c the constant (1012 · year�1). The resulting unit is then EP ·MJ�1 or EP · kg�1.

For energy resources flows are accounted in units of MJ. The only distinction

made is between renewable and nonrenewable energy resources. Whereas the CF

for nonrenewable energy is one MJ-equivalent/MJ, it is one third MJ-equivalent/MJ

for renewable energy resources, due to political targets. For energy resources no

environmental mechanism is involved.

The only other abiotic resource covered by the ecological scarcity method and

relevant for this chapter is natural gravel. Due to its low market value on a mass

basis resulting in low economic viability of extensive transport, gravel availability

can be considered as a regional issue. In the calculations the critical flow is assumed

to be equal to the current flow, because the life time of economic gravel reserves in

Switzerland has been stable for quite some time, though eventually the resource is

considered to be finite.

The methodology is interesting where the LCA target is an assessment with

respect to country specific policy targets. As policy targets are the benchmark the

environmental relevance of the method is limited to the relevance of these policy

targets.

4.2 Resource Depletion at Midpoint Level

As illustrated in Fig. 13.1, the second category of resource impact assessment

methods evaluates the scarcity of resources, but still at a midpoint level, i.e., they

do not evaluate the actual damages to the AoP Resources.

4.2.1 EDIP 97 and EDIP 2003

The EDIP methodology has its baseline literature in Hauschild and Wenzel (1998).

The approach for ‘abiotic resource use’ in EDIP 2003 and EDIP 97 is the same,
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except that the values used in the calculations in EDIP 2003 are updated for the year

2004, while in EDIP 97 the data is from 1990 to 1991. Based on the economic

reserves, the ‘abiotic resource use’ is evaluated by the scarcity of resources natu-

rally available, which means that even though metals may not disappear after their

use (unlike fossil energy), they will no longer be available in their natural deposits,

but in other places (e.g. landfill).

To calculate the CF, the authors divided the procedure in two steps. In the first,

called normalisation, the global production of a substance (i) for a specific year

(2004 in EDIP 2003) is considered, and this value is divided by the world popula-

tion from that year. In the second step, called weighting, the economic reserve of

the substance (i) is divided by the global production from the same substance (i) in a

particular year (2004 in EDIP 2003), providing the supply horizon of the substance,

in years. Finally, the CF for the substance (i) is calculated by the reciprocal of the

product between the normalisation and the weighting factors (Eq. 13.2). Taking a

look at the equation, we can notice that the ‘global production’ can be erased from

the equation, and effectively the CF are based solely on the economic reserves, but

normalized for the World population from the year 2004, expressing the resource

use in so-called person-reserves – the available economic reserve per person in the

world in 2004. We can conclude that this approach goes in accordance with ‘option
2a’ from Lindeijer et al. (2002).

CFi ¼ 1

Global prod:i:2004
World pop:2004

� �
� Economic reservesi

Global prod:i:2004

� �
2
4

3
5 ¼ 1

Economic reservesi
World pop:2004

� �
2
4

3
5 ð13:2Þ

This LCIA method calculated CFs for several nonrenewable resources, including

fossil energy, nuclear energy (uranium), metals and some minerals. In Hauschild

and Wenzel (1998) the method is also elaborated for renewable resources for which

a distinction is made according to whether the annual extraction exceeds the

regeneration capacity. If this is not the case, the CF is zero (the resource use is

sustainable) but if it is the case, the CF is calculated using Eq. 13.2, replacing the

annual production by the annual exceedance of the regeneration capacity. CFs for

water and wood on a global scale are presented, but they are often not considered

due to the low significance of non-spatially differentiated CFs for these renewable

resources.

4.2.2 Abiotic Depletion Potential

Guinée (1995) developed the abiotic depletion potential (ADP) as an approach

applicable for ‘abiotic resource use’. Later on the approach was implemented in the

CML (Institute of Environmental Sciences Leiden) LCIA method by Guinée

et al. (2002) and further updated by van Oers et al. (2002). These updates were

implemented in the CML method in 2009 and 2010. The latest implementation of

13 Abiotic Resource Use 257



the CML method can be found on the CML website (http://www.cml.leiden.edu/

software/data-cmlia.html). The CML method implements the ADP for metals and

minerals, fossil energy, atmospheric resources and, since version 4.1, also for

nuclear energy. In van Oers et al. (2002) CFs can also be found for some mineral

configurations (e.g. fluorspar and bauxite). Due to relatively good data availability

(for the reference years) a large number of substances are covered.

From a conceptual point of view the approach is similar to the approach used for

resources in the EDIP methodology, as it is based on use-to-resource ratios. In

contrast to the EDIP methodology the amount of remaining resource is squared in

order to take into account that extracting 1 kg from a larger resource is not

equivalent to extracting 1 kg from a small resource, even if the use-to-resource

ratio is the same. In this sense, we can conclude that this approach goes in

accordance with ‘option 2c’ from Lindeijer et al. (2002). Equation 13.3 represents

the generic calculation of the ADP of substance i expressed in kg of reference

substance (Guinée et al. 2002):

ADPi ¼ DRi

R2
i

� R2
ref

DRref
ð13:3Þ

With ADPi the abiotic depletion potential of substance i (kg reference

substance · kg�1), Ri the ultimate reserve of substance i (kg), DRi the extraction

rate of substance i (kg · year�1), Rref the ultimate reserve of the reference substance

(kg reference substance) and DRi the extraction rate of the reference substance

(kg reference substance · year�1).

The ultimate reserve is the total amount (mass for elements and minerals, energy

for fossil fuels) of the substance available on Earth, be it in the Earth’s crust, in the

oceans or the atmosphere. The reference substance is antimony for elemental

species, and originally also for fossil energy. By now fossil energy is treated

separately from elemental species in the CML implementation, with the total of

fossil energy as reference. While Guinée (1995) had calculated ADPs for fossil

energy based on their individual annual production and ultimate reserves, full

substitutability based on energy content was assumed in Guinée et al. (2002),

i.e. one MJ of oil is equal to one MJ of coal. As a consequence of these changes

the ADPs of fossil energy are equal to their lower heating values when applied to

elementary flows (ISO 2006) in units of kg, respectively m3 for natural gas.

Therefore for fossil energy the current CML implementation of the ADP is com-

parable to methods accounting only for the energy content of resources, as in the

CED method discussed in Sect. 4.1.2. In the CML methodology the ADP is used as

CF, while normalisation is done per impact category.

The ADP approach was criticised by Müller-Wenk (1998), because the amount

of ultimate reserves could satisfy human consumption for ‘millions of years’, which
would imply that there is no scarcity issue. Moreover, the approach lacks consid-

eration of quality aspects of the resource. Already earlier Guinée (1995) had

remarked that what was relevant were the reserves which can eventually be
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extracted, called ‘ultimately extractable reserves’, likely to be very different from

the ultimate reserves. Guinée (1995) implicitly assumed ‘the ratio between the

ultimately extractable and ultimate reserve to be equal for all resource types.’With

the updates to the ADP approach, alternative CFs are available which use economic

reserves or the reserve base (United States Geological Survey 2010) in the reference

year 1999 instead of ultimate reserves. For resource depletion the International

Reference Life Cycle Data System (ILCD) (European Commission 2011) recom-

mends the use of the CML method at midpoint, in particular the alternative CFs

using reserve base. In addition, it is advised to perform a sensitivity analysis using

economic reserves and ultimate reserves.

4.3 Resource Depletion at Endpoint Level

The approaches that evaluate the damages to the AoP Resources, for instance extra

economic costs, are considered to be resource depletion methods at endpoint level

(see Fig. 13.1), and are discussed below.

4.3.1 Eco-Indicator 99

The approach for ‘abiotic resource use’ in Eco-indicator 99 (EI99) (Goedkoop and

Spriensma 2000) focused on the evaluation of the depletion of resources (minerals

and fossil energy), which is based mainly on Müller-Wenk (1998). The decrease in

resource concentration due to extraction is modelled and evaluated by the concept

of surplus energy, i.e. the difference between the energy needed to extract a

resource now and at some point in the future (‘option 3’ from the set of depletion

approaches from Lindeijer et al. (2002)). The depletion of nuclear energy is not

assessed in this methodology.

For metals and minerals, the authors considered geostatistical models in order to

evaluate the relationship between availability and quality. As an approximation at

higher ore grades, it was assumed that the logarithm of cumulative amount of

minerals mined increases linearly with the decline in the logarithm of the ore

grade. The slope of the curves between the cumulative amount of minerals mined

and ore grade are of key interest. In Fig. 13.3 we can see that a metal with a high

slope (e.g. metal A) has a small change in ore grade when a certain amount is

mined, while another metal with a lower slope (e.g. metal B) has a higher change in

ore grade when this same amount is mined. Since the authors considered that the

energy requirement needed to extract, grind and purify an ore goes up as the grade

goes down, the CFs were calculated by considering the slope. The calculation of the

additional energy requirement is based on energy requirements per kg of ore treated

that are fixed for each metal. In the EI99 methodology report (Goedkoop and

Spriensma 2000) they argue that in line with the modelling of other impacts

technological development, which might lead to efficiency increases, is also not
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considered for the surplus energy method. This argumentation might be debatable

as technology and grade are not fully independent, because mining has to be

economic.

For fossil energy, the resource analysis had to be done differently from metals

and minerals, mainly for two reasons: (1) The geological processes involved in the

generation of fossils in nature are quite different from the processes that have

caused the lognormal distribution of mineral ore grades in the Earth’s crust; and
(2) the effort to exploit a resource does not increase gradually when the resource is

extracted (as for minerals), but rather more abruptly when the marginal production

of fossil fuels changes from conventional to unconventional sources (e.g. natural

gas from tight reservoirs). In this sense, the surplus energy (i.e., the CF) is

calculated by the difference between energy requirements for current and future

sources.

In the EI99 methodology, different cultural perspectives are used according to

the cultural theory of risk (Individualist, Hierarchist and Egalitarian), and they play

an important role in the resource analysis for fossil fuels (while for minerals the

evaluation is the same independent of the cultural perspective). For the Individu-

alist perspective, fossil fuels are considered not to be a problem, and since the long

term perspective is not relevant with this cultural perspective, fossil fuels would not

switch to unconventional sources, leading to null values of surplus energy. In the

Hierarchist perspective, it is assumed that a certain fossil fuel (e.g. oil) would not be

substituted by another fossil fuel (e.g. coal), but by unconventional sources of the

same fossil fuel (e.g. oil shale). Finally, in the Egalitarian perspective, substitution

between fossil fuels is assumed, for instance coal-shale mix is considered to

substitute conventional natural gas in the future.

Fig. 13.3 Slope of the

availability against the

grade (Based on Chapman

and Roberts (1983))
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4.3.2 Impact 2002+

The LCIA methodology Impact 2002+ (Jolliet et al. 2003a) considers three types of

resources in their approach for ‘abiotic resource use’: Metals and minerals, fossil

energy and nuclear energy. In the former, the authors use the same approach as the

methodology EI99 (Goedkoop and Spriensma 2000), i.e., the surplus energy con-

cept. However, they assume an infinite time horizon for fossil and nuclear energy

instead of assessing the surplus energy required for future unconventional technol-

ogies (as in EI99). This implies that the total energy content of the fossil energy and

nuclear energy are lost due to their consumption. Therefore, CFs for fossil energy

and nuclear energy are based on their energy content, making the approach to be

classified as an energy-based RAM.

4.3.3 ReCiPe

ReCiPe is a Dutch LCIA method created in 2008, which combines the scientific

efforts of several institutes. The main information can be found in their report

(Goedkoop et al. 2009) and the updated CFs can be found in http://www.lcia-recipe.

net/. This method provides indicators at two levels: midpoint and endpoint. The

midpoint indicators for ‘abiotic resource use’ from ReCiPe will be discussed

together with the endpoint indicators in this subsection.

The approach of ReCiPe for metals and minerals uses focuses on the depletion of

deposits, instead of individual commodities. According to the authors, it allowed

them to take into account the actual geological distribution of metals and to cover

more commodities, especially those that are always mined as co-products (but the

CFs are provided for the elements, e.g. ‘copper, in ground’). ReCiPe provides

midpoint and endpoint indicators for minerals. The damage to the AoP Resources

due to the extraction of a certain mineral (resource depletion at endpoint level) is

evaluated by the additional costs society has to pay due to this extraction, and it is

expressed in US dollars, $ (present value in 2000). The CFs for the midpoint

indicators are calculated by an equation similar to the equation from the endpoint

indicator (except by the exclusion of some factors) and then normalized for the

value obtained for iron, with iron equivalents as unit. Cultural perspectives are not

considered for minerals, therefore the CF are the same for the Individualist,

Egalitarian and Hierarchist versions. Nuclear energy (uranium) is considered

together with other metals; therefore, the indicator ‘Metal depletion’ evaluates the
depletion of metals and minerals and nuclear energy.

The approach for evaluating damage to AoP Resources from fossil energy use is

also based on the marginal cost increase. However, as in the method EI99, the

marginal increase is not related to the decrease of the grade of the metal, but to the

shift from conventional to unconventional sources (Fig. 13.4). The method also

provides CFs for midpoint and endpoint indicators. However, the characterisation

model for the midpoint indicator is basically energy-based RAM, since the CFs are

based on the energy content of the fossil fuels. The authors divided the fuel energy
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content by the energy content of a specific type of crude oil (42 MJ/kg), generating

values in mass of oil equivalents (kg oil-eq.). For the endpoint indicator, the authors

calculated the marginal cost increase for oil when changing to unconventional

sources (e.g. oil from tar/bituminous sands). Different cultural perspectives were

considered, and the marginal cost increase for oil was considered to be lower in the

Individualist perspective, making the CF of the Hierarchist and Egalitarian per-

spectives (which were the same) to be approximately three times higher. After the

CF for oil was calculated for the three cultural perspectives, the CF of fossil fueli
(e.g. natural gas) was calculated by multiplying the CF of oil by the ratio between

the energy content of fossil fuel i and the energy content of oil (42 MJ/kg).

4.3.4 Sustainable Process Approach (EPS2000)

The sustainable process approach is an endpoint method implemented in the Envi-

ronmental Priority Strategies for product development (EPS2000) (Steen 1999a, b).

Information on this method is also available on the website of the CPM (Swedish

Life Cycle Center) database (http://cpmdatabase.cpm.chalmers.se/). In the EPS2000

methodology the approach is implemented for metals and minerals, fossil energy,

nuclear energy and atmospheric resources. Alternative factors for some metals are

available in Steen and Borg (2002).

As for the other impact categories in EPS2000, the idea is to quantify the

willingness to pay (WTP) for restoring damage done to the safe-guard subject. In

Fig. 13.4 Oil production costs for various resource categories (Resources to Reserves 2013©
OECD/IEA (2013), fig. 8.3, p. 228)
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the case of abiotic stock resources, not only the present generation but also future

generations are included; therefore the WTP is calculated based on hypothetical

sustainable processes which could produce resources like those extracted today

once these are depleted. Thus, the method can be classified as one based on future

consequences of current abiotic resource extraction (Steen 2006; Lindeijer

et al. 2002). The calculated costs include direct production costs and external

costs due to emissions and resource use.

The sustainable processes are assumed to produce resources from average rock

(most elements and gravel), from seawater or air. Fossil fuel alternatives are

vegetable oil, charcoal and biogas, respectively. In this context it should be noted

that it is acknowledged that the biomass products cannot fully substitute fossil use

for energy production. The sustainable processes are further optimised, by using

electricity from solar energy and wood as an energy source, among others.

The sustainable process approach has been criticised for its rather long time

horizon and the many assumptions associated with it (Müller-Wenk 1998;

European Commission 2011).

4.4 Summary of the Methods

A summary of the methods presented in this chapter can be found in Table 13.1,

where they are classified into the three ‘abiotic resource use’ categories mentioned

in the beginning of the chapter, their main literature reference are given, and the

types of resource they evaluate are marked. We also included some well-known

methods for water and land (dealt with in dedicated chapters of this volume1) for

completeness.

5 New Developments and Research Needs

There are still many gaps in the way ‘abiotic resource use’ is evaluated in LCA.

Especially for midpoint methods that are based on use-to-resource ratios, it is

debatable how relevant the different resource definitions are for resource availabil-

ity for future generations. Moreover, the dynamic nature of the concept of

resources, which is affected by technology and economics to a varying extents

depending on which resource definition is employed, and the estimate of the actual

amount and quality of available stocks remain pending issues. At the same time, the

needs of the future generations are not easy to define. For the future generations,

needs may move to resources that are not in frequent use today. Overall pressure on

1 See Chap. 12, Water use, by Stephan Pfister and Chap. 11, Land use, by Llorenç Mil�a i Canals
and Laura de Baan.
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the resource base is likely to increase as a consequence of increases in population

numbers and material standard of living, and urban mining could become much

more important. Overall, data availability for quantifying impacts at the AoP

Resources is a considerable concern.

Recent research is being done to tackle some of these issues, for instance in the

project LC-Impact (http://www.lc-impact.eu/). One example is the method from

Vieira et al. (2012), which evaluates the resource depletion of metals based on the

global ore grade information. Therefore, it would belong to the category ‘resource
depletion – midpoint’, but considering future consequences. It provides CFs for

three different types of copper deposits.

Other methods try to include the stocks of metals which have accumulated in the

technosphere, e.g. Schneider et al. (2011), reflecting the idea of urban mining.

Furthermore, the inclusion of competition and regional availability could be aspects

to be included when assessing abiotic resource use in LCA (Yellishetty et al. 2011).

By some it is even suggested to model process changes due to current resource

dissipation, like increased energy needs, in the inventory phase of an LCA, rather

than in the LCIA phase (Finnveden 2005; Weidema et al. 2005).

Abiotic resource availability is an important issue for society, yet there is still no

clear consensus method for LCIA (European Commission 2011). The existing

methods are quite diverse. Furthermore, uncertainties and data availability remain

a challenge in the modelling of impacts of abiotic resource use as considerable parts

of the planet are not fully explored and well documented.
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Chapter 14

Normalisation

Alexis Laurent and Michael Z. Hauschild

Abstract Defined as an optional step in the ISO14044 requirements, normalisation

in LCA relates the characterised impact indicator scores of an analysed system to

those of a reference system. By putting the LCA results in a broader perspective, it

can facilitate their interpretation and communication, and allow checking whether

their magnitude looks reasonable. This chapter provides a comprehensive overview

of the two major normalisation approaches, internal and external normalisation,

encompassing for the latter both production-based and consumption-based inven-

tory methods. Pros and cons are addressed for each approach. Because of its wide

use and usefulness, emphasis is put on external normalisation. The chapter details

the calculation of external normalisation references, including their scoping, the

collection of data for building their associated production-based or consumption-

based normalisation inventories, their computation by use of adequate sets of

characterisation factors, and their resulting uncertainties. The chapter provides

insights in the application of normalisation in practice. After listing the past efforts

of establishing external normalisation references for different regions in the world,

the use of different normalisation approaches and their possible interpretation in

relation to the goals and scope of an LCA study are discussed, along with the

potential uncertainties and biases in the normalised scores.
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1 Definition and Purpose of Normalisation

After the characterisation step, the results of an LCA may include a large number of

impact indicator scores, all expressed in individual metrics specific to the impact

category. For example, climate change at midpoint level would typically be

expressed in a unit of mass CO2-equivalent; photochemical ozone formation

could be expressed in a unit of mass NMVOC1-equivalent or mass C2H4-equiva-

lent. Also at endpoint level, the different areas of protection are commonly

expressed in different metrics and a comparison is not straightforward. Therefore,

the interpretation of the results can be difficult if the LCA practitioner seeks to

analyse the obtained characterised profile as a whole and identify the most relevant

impacts to address in the decision-making process. To facilitate the interpretation of

the LCA results and their communication to decision- and policy-makers, two

additional steps can be performed, namely normalisation and weighting, which

are both optional in the conduct of LCA (ISO 14044 2006). Normalisation is

addressed in this chapter; weighting is discussed in Chap. 15 of this volume.2

1.1 Definition and Purpose

According to the ISO standard, normalisation is the calculation of the magnitude of

an impact indicator score relative to reference information with the aim to better

understand the relative magnitude for each indicator result of the product system

under study (ISO 14044 2006). In practice, each characterised impact indicator

score is divided by a corresponding impact indicator score reflecting the impact of

the reference system, i.e. the normalisation reference (Eq. 14.1). This reference

system can take many forms: it can be a product or a service, or it can be the annual

activities of a company, an industrial or societal sector, a nation, a larger region or

the whole world. The choice of the reference system should be consistent with the

goal of the study, and it is thus dependent on the context, in which the LCA study is

performed. For example, global normalisation references could be used as default

as, in the current globalised economy, most product systems stretch out worldwide,

but the application of national or regional weighting factors in the LCA study may

call for the use of regional normalisation references. It is subject to a categorisation

of normalisation approaches, which is structuring this chapter. In accordance with

the chosen form of characterisation, normalisation can be performed at both

midpoint and endpoint level.

1 NMVOC¼ non-methane volatile organic compounds.
2 Chapter 15 “Weighting” by Norihiro Itsubo.
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NSsysi ¼ CSsysi

CSrefi

ð14:1Þ

Where:

NSsysi : Normalised impact indicator score for impact category i of the system (sys)

under study

CSsysi : Characterised impact indicator score for impact category i of the system (sys)

under study

CSrefi : Characterised impact indicator score for impact category i of the reference

system (ref), also called the normalisation reference for the impact category i.

Performance of normalisation can fulfil two major purposes:

1. Purpose 1: Facilitate the interpretation and communication of the indicator

results by (i) appraising the magnitude of the system’s impact indicator scores

relative to the impacts of the reference system, (ii) expressing the different

impact indicator scores on a common scale, which supports comparisons of

results across impact categories (keeping in mind that any differences in the

severity or seriousness of the impact categories need to be dealt with separately

in a weighting step), and (iii) preparing for weighting or valuation by expressing

the scores in a form that is compatible with the intended weighting factors.

2. Purpose 2: Check the sanity of the impact indicator scores, i.e. whether or not the

results look reasonable, both in terms of the pattern across the categories (“is it

reasonable that the normalised eutrophication impact is higher than the climate

change impact?”) and in the absolute value of the normalised results (e.g. the

assessment of a pen leading to a climate footprint equivalent to the annual

contribution of ten global average persons would reflect errors somewhere in

the conduct of the LCA).

These purposes can be fulfilled to different extent depending on the selected

normalisation approaches. In particular, the sanity check performed after

normalisation can add reliability to an LCA outcome as it can reveal errors or

inconsistencies both in the inventory and impact assessment phases of the LCA

(purpose 2).

1.2 Internal and External Normalisation

Normalisation approaches can be classified into two distinct families: internal and

external normalisation (Norris 2001). The terms ‘internal’ and ‘external’ refer to the
selected reference system, which can either be contained within the study or be

independent from it.

In an internal normalisation, the primary objective is to eliminate the specificity

of the impact indicator units so that the obtained normalised scores can undergo
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further valuation (Norris 2001). The reference system is often a function of the

impact indicator scores (e.g. maximum or sum within each impact category) or one

of the assessed alternatives. In an external normalisation, the reference system

corresponds to a given entity independent of the object of the LCA, e.g. a company

or a region, in a given time period.

Figure 14.1 illustrates the two families of approaches as well as the subsequent

divisions within each. They are all detailed in Sects. 2 and 3.

1.3 Structure of the Chapter

Following the above introduction of normalisation in LCA, the chapter is structured

into three major parts. The first (Sect. 2) addresses internal normalisation, i.e. the

different forms of internal normalisation, their uses in practice and their limitations.

Sect. 3 focuses on the external normalisation references taken as stand-alone

systems (without considering their use in practice). It thus addresses the calculation

of external normalisation references and includes the selection and delimitation of

the reference system, the building of the emission and resource consumption

inventories, and the uncertainties associated with the values of the normalisation

references. The final part, Sect. 4, positions the external normalisation references in

their context of use and addresses the normalisation step as a whole, i.e. how have

the normalisation references been applied in practice? What benefits can be brought

by the use of normalisation in LCA case studies? And what overall uncertainties

characterise the normalisation step?

Fig. 14.1 Overview of the different normalisation approaches
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2 Internal Normalisation

The origins of internal normalisation can be tracked to the field of multi-attribute

decision analysis, which includes different approaches to evaluate project alterna-

tives from a variety of economic and non-economic (e.g. environmental) attributes

(Norris and Marshall 1995). In this setting, internal normalisation is used as a first

step to bring non-commensurate impact indicator scores into a common metric and

ultimately allow their valuation.

2.1 Definition and Application

Internal normalisation can be performed in many ways. Among the ones used in

LCA, one approach consists of selecting a reference alternative or a baseline

scenario among the ones under study, termed ‘division by baseline’ (DBB) in the

following. For each impact category, the characterised impact indicator scores of all

alternatives are divided by the score obtained for the selected reference alternative.

Comparisons of the resulting ranking, relative to the reference alternative, can thus

be performed across impact categories, e.g. expressing the obtained ratios as

percentages.

Rather than selecting a baseline alternative, other approaches define the

normalisation reference as a function of the characterised impact indicator scores

of the different alternatives. For example, in the ‘division-by-maximum’ (DBM),

the normalisation reference for each impact category is the maximum impact

indicator score obtained across all alternatives in the study. All resulting scores

thus range from 0 to 1, where the option scoring closest to 0 is the best and 1 is the

worst. Another example can be the ‘division by sum’ (DBS), in which the

normalisation reference for each impact category is the sum of the impact indicator

scores for all the studied alternatives within that impact category. The obtained

normalised scores also range from 0 to 1, but the sum of normalised impact scores

across the alternatives’ scores equals 1 within each impact category.

2.2 Illustrative Applications and Limitations

To illustrate the principles and limitations of the different internal normalisation

approaches, a simple example has been constructed, in which characterised scores

were determined for three impact categories at midpoint level, i.e. climate change

(CC), photochemical ozone formation (PO) and metal depletion (MD). Table 14.1

shows the characterised impact indicator scores for the three studied alternatives A,

B and C.
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The three approaches, DBB, DBM and DBS, are the most frequent internal

normalisation approaches in LCA (Norris 2001). When applied to the characterised

scores in Table 14.1, they give the normalised scores shown in Fig. 14.2. The

graphic expression of the scores enables to grasp more easily the environmental

problems of one alternative over another across impact categories. It may thus

contribute to facilitate the communication of the LCA results to relevant stake-

holders, but it is clear from the figure that the somewhat arbitrary choice of internal

normalisation reference has a strong influence on the relative magnitudes of the

scores for the three impact categories and hence on their interpretation.

Several limitations and drawbacks exist in the use of internal normalisation

approaches. Most of them have been well described in Norris (2001) and Norris

and Marshall (1995). The main ones are:

• The DBB approach runs the risk of including a division-by-zero in the event that

the baseline alternative has no impact contribution for some of the impact

categories (Norris 2001). In common LCA practice, this risk is limited because

it is rare to see an alternative with no contribution to an impact category.

• Using the same set of weighting factors, DBM and DBS may lead to different

rankings (Norris and Marshall 1995). For example, taking the normalised

results presented in Fig. 14.2 and assuming generic weighting factors of 0.45,

0.25 and 0.35 for CC, PO and MD, respectively, leads to the results shown in

Table 14.1 Illustrative case study with 3 alternatives A, B and C (characterised impact indicator

scores)

Alternatives

Climate change

(CC) (kg-CO2-eq)

Photochemical ozone formation

(PO) (kg-NMVOC-eq)

Metal depletion

(MD) (kg-Fe-eq)

A 4,000 0.2 30

B 500 12 15

C 1,000 2 55

Weightsa 0.45 0.25 0.30
aArbitrarily-set weights (which are used to illustrate the limitations of internal normalisation –

see text)
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Fig. 14.2 Use of different internal normalisation approaches in assessment of 3 alternatives A,
B and C. CC climate change, PO photochemical ozone formation, MD metal depletion
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columns 2 and 3 of Table 14.2. Alternative A ranks worst in both approaches, but

whether B or C ranks best depends on the selected normalisation approach.

• In any internal normalisation, where generic weights are applied (although this

approach is not recommended, it was commonly applied in North America in the

90s; see Norris 2001), the results are insensitive to the magnitude of the impact

indicator scores. For example, taking the impact assessment results in Table 14.1

and assuming that all scores for climate change are in ng CO2-equivalent

instead of kg CO2-equivalent would not change the results in Table 14.2

(column 2 and 3). For the same reason, the additions or removal of one

alternative may reverse the ranking (Norris 2001). Taking again the example

in Table 14.1 and leaving alternative B out of the comparison results in the new

scores shown in columns 4 and 5 of Table 14.2. Although nothing has changed in

either alternative, alternative A now ranks better than alternative C.

In the context of decision-making, some of these limitations are critical and the

LCA practitioner should therefore be aware of them. To ensure more robust results,

it is advocated to run several approaches, e.g. DBS and DBM (Norris and Marshall

1995); any potential discrepancies in the obtained results should then be investi-

gated before conclusions are drawn.

2.3 Use in LCA Practice

In practice, internal normalisation can only address some of the normalisation

purposes described in the introduction, and can do so only to a limited extent, as

all reference information is contained within the assessed system. Results cannot be

put in a broader perspective, thus preventing an absolute appraisal of the magnitude

of the impacts (purpose 1). Comparisons across impact categories cannot be

performed either. A consistency check can be performed (purpose 2), but errors

may be difficult to unveil, e.g. if the error is nested in the baseline scenario used as

normalisation reference or if it is common to all assessed scenarios. Internal

normalisation can, however, serve as a preparation for a valuation or weighting

step (purpose 1).

Table 14.2 Weighted scores using different internal normalisation approaches and generic

weightsa

Alternatives Assessing A, B and C Assessing A and C only
DBM DBS DBM DBS

A 0.62 0.42 0.64 0.49
B 0.39 0.30 - -
C 0.45 0.28 0.66 0.51

DBM division by maximum, DBS division by sum
aRanking of alternatives A, B and C is indicated by color-coding for each internal normalisation

approach (dark grey> light grey>white: highest to lowest impact)
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The latter purpose has been the main reason for using internal normalisation. It

was widely used in LCAs in the 90s in North America (see, e.g., Lippiatt 2000). At

that time, external normalisation was not yet developed in North America and

internal normalisation was the best approach for LCA practitioners to perform

normalisation. Since then, the interest for internal normalisation appears to have

decreased primarily because of (1) the development of external normalisation,

which can address the two purposes in a more complete way, and (2) its important

drawbacks, which may compromise its use in support for decision-making (see

Sect. 2.2). Although some LCA studies using internal normalisation can still be

found (e.g. DBM in Chevalier et al. 2003; DBB in Boughton and Horvath 2006), the

users rarely refer to it as normalisation and, even less, as internal normalisation.

3 External Normalisation

In contrast to the use of internal references for normalisation, the application of

external normalisation implies the use of normalisation references which represent

the environmental profile of an external reference system that is independent from

the system under study, and often at a much larger scale.

3.1 Definition and Fundamental Concepts

The determination of external normalisation references can be seen as a life cycle

impact assessment of the inventory for a large-scale system, for which the input and

output of resources and emissions over a defined period of time are inventoried and

characterised. The scoping of the normalisation references is dependent on the

choice of the LCA practitioner, who needs to evaluate what reference system would

be the most relevant to compare his/her assessed system with in relation to the goals

of the LCA. This scoping must address two major points, namely the boundaries of

the reference system and the period of time or reference duration of the included

activities (see Sect. 3.2).

The mapping of environmental flows related to the activities included within the

system boundaries can apply two different perspectives, following either a

production-based or a consumption-based inventory approach. The differences

between the two are described in Fig. 14.3. The production-based approach aims

to reflect the level of environmental impact associated with the total production

activities of the reference system within each impact category and therefore inven-

tories the flows from all activities occurring within the physical or geographical

boundaries of the reference system over the reference duration. In contrast, the

consumption-based approach aims to reflect the level of environmental impact

associated with the total consumption of the reference system and hence quantifies

the flows from all processes needed to support the consumption activities of the
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reference system over the reference duration, including those that occur outside its

physical or geographical boundaries. For example, production-based normalisation

references for Europe reflect the impacts from all activities taking place within the

European territory while consumption-based normalisation references for Europe

reflect the impacts from processes that are needed to support the consumption

taking place in Europe, and thus include several impacts that occur in other regions

than Europe, e.g. stemming from manufacture of products in China or the USA. In

both approaches, the collection of elementary flow data is the most challenging task

to accomplish because the data availability, more limited than in most product

LCAs due to the macro-scale perspective, can preclude the achievement of an

inventory sufficiently complete to be used in practice (see Sects. 3.3, 3.4, and 3.5).

The inventory associated with the reference system and aggregated over the

selected reference duration (i.e. normalisation inventory) is translated into scores

for each impact category (i.e. normalisation references) using the set of character-

isation factors that stems from the same LCIA method or characterisation model

(at the same midpoint or endpoint level) as that used in the characterisation of the

inventory for the system under study. The resulting set of normalisation references

are thus calculated in the same way and expressed in the units of the characterised

impact indicator scores of the assessed system over the reference duration, hence

expressing the normalised profile in a time metric. The normalised profile can be

expressed in parts-per notation and be interpreted as the share of the total reference

system’s impact. To facilitate the interpretation and communication of the results,

other final metrics can be used, such as the Person Equivalent (PE) or person-years,

which represents the time-limited contribution of an average person to the impacts

occurring within the chosen reference system and which is used by a number of

existing LCIA methodologies (e.g. EDIP, Wenzel et al. 1997, IMPACT 2002+, v.

Fig. 14.3 Distinction between production-based and consumption-based inventories
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Q2.2, Humbert et al. 2012, ReCiPe 2008, v.1.08, Goedkoop et al. 2009, 2013). An

additional reason for using the PE metric is that marginal characterisation factors,

which are widely used in LCIA, cannot be applied to assessments of large-scale

systems; the downscaling to an individual’s contribution thus makes the method-

ology and its result interpretation more consistent. For expression in PEs, all

normalisation references need to be divided by the population consistent with the

chosen geographic scope of the reference system.

3.2 Scoping of the Background Load of the Reference System

The reference system needs to be scoped both in terms of its boundaries (geo-

graphic or economic) and its duration and timing.

3.2.1 System Boundaries

The system boundaries can be classified in two types: generic or case-specific.

Generic system boundaries are commonly defined by geographical boundaries at a

large scale, where the system is a region, a country, a continent or the entire world.

Case-specific boundaries are defined by case-study-specific parameters, which for

example can result in entities being a municipality to which the assessed system

belongs (e.g. waste management), a company manufacturing the product under

study or an entire branch of manufacture and trade related to the product (e.g. the

textile industry). Another distinction of the system boundaries can also be made

between the physical or geographical boundaries and the actual system boundaries

of the reference system. In a production-based inventory, the two overlap. How-

ever, in a consumption-based approach, they generally differ, as illustrated in

Fig. 14.3 (see also Sect. 3.1).

3.2.2 Reference Duration and Reference Time

The selected duration, for example a month or a business year, is dependent on the

context of the LCA under study (goal and scope) and on the type of selected

reference system. Very often a given year is taken as reference duration. This

year is typically defined as the latest year for which reliable data are available

(EC 2010) for all impact categories. The same reference time or reference year

should be chosen for all impact categories considered in the set of normalisation

references to avoid the bias that may otherwise be introduced into the set of

normalisation references, if emissions show a consistent trend over time (typically

they increase, but, e.g., for stratospheric ozone depletion we have witnessed a

strong decline due to the efficient regulation of ozone depleting substances).

Variations in reference time may have to be accepted for some elements of a
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normalisation inventory, e.g. if some substance emissions are only known for

another year than the selected reference year. However, these data should be

adjusted (e.g. via extrapolations) or justified to not vary significantly between the

reported year and the chosen reference year.

3.2.3 Choice of the Reference System

The choice of the set of normalisation references is typically made during the initial

scope definition. It is an important step because this choice can alter the normalised

profile and its subsequent interpretation (see Sect. 4.1.3). For this reason, the ISO

standards also suggest the use of several sets of normalisation references, reflecting

different reference systems, to assess the sensitivity of the final results to the

normalisation step. All the same, the choice needs to be justified in relation to

(i) the compatibility of the available normalisation references with the goal and

scope of the LCA study, the applied characterisation models and the selected

weighting approach (if any), (ii) the scope of the decisions that may be taken

following the results of the LCA study, e.g. where do they apply?, and (iii) the

relevance for the intended application and target audience of the LCA study (ISO

14044 2006; EC 2010).

The first criterion (i) can be judged by the LCA practitioner alone as he or she

has the best knowledge of the LCA study itself. The scope of the selected

normalisation references can thus be checked for compatibility with that of the

product system under study. If emissions and resource consumptions occur in a

specific region or country, or if the weighting step requires the use of regional or

national normalisation references, the geographical scope may be chosen to match

that region or country. In most situations, products or services would, however, not

be regionally defined and their system boundaries would encompass a global scope.

Therefore, the use of global normalisation references is generally advisable

(Huijbregts et al. 2003). With respect to production-based normalisation references,

the practitioner should also be aware of the risk of division-by-zero in case of

improper choice. For example, in the assessment of a product heavily relying on

fossil-fuelled transportation, the use of a set of resource depletion normalisation

references for a region, where no oil is extracted, leads to a division-by-zero for the

fossil depletion impact category. Unlike the first criterion, the last two criteria

((ii) and (iii)) require a good understanding of post-LCA study aspects. To secure

this knowledge and ultimately identify the most adequate set of normalisation

references, the involvement of the different stakeholders, including decision-

makers, can be a good help (see, e.g., Dahlbo et al. 2013).

14 Normalisation 281



3.3 Production-Based Inventory

The production-based inventory requires gathering emission and resource con-

sumption data related to the reference system activities within its delimitations

(system boundaries, duration). Depending on the selected scope of the

normalisation reference, i.e. case-specific or generic, and the context of the LCA,

the data sources to be used may differ considerably. Because of the high level of

aggregation in the data needed, i.e. typically referring to a reference region, country

or continent, generic normalisation references can be calculated using publicly

available data sources reporting on the annual emissions or resource consumptions

of the chosen reference region. Several pre-calculated generic normalisation refer-

ences are available to LCA practitioners (see Sect. 4.1). In contrast, the determi-

nation of case-specific normalisation references for a company’s activities or for an
entire industrial sector may require the collection of specific data, which often are

not publicly reported for the chosen system. In such situations, the LCA practi-

tioner, who performs the LCA study, has to calculate the case-specific

normalisation references.

In the determination of generic normalisation references, public databases from

different organisations or monitoring bodies are often used. Their coverage of flows

causing the impacts (emissions or resource consumptions) can differ considerably

across impact categories depending on (i) the recognition of the environmental

problem, i.e. the more recognised, the more studied and monitored, and (ii) the

number of substances contributing to the environmental problem (see Sect. 3.5.4 for

in-depth discussion). Extreme examples are on the one side climate change, a

globally recognised and well-studied environmental problem, mainly caused by a

limited number (<100) of greenhouse gas emissions, and on the other hand

ecotoxicity, with large local variations in the impact pathway, potentially caused

by contributions from tens of thousands of substances and less widely recognised

due to its local character. Table 14.3 provides a non-exhaustive overview of typical

data availability for some of the impact categories typically addressed in a midpoint

characterisation.

3.4 Consumption-Based Inventory

The major difference between the production-based inventory and the

consumption-based inventory is the consideration of trade in the system boundaries,

i.e. the exports and imports of goods or services (see Fig. 14.3). Apart from closed

systems that are totally self-sufficient, the global scale is nearly the only situation,

for which production equals consumption (including international transportation

activities, which are typically not assigned to any country). On the global scale, data

collection is relatively straightforward (everything needs to be included). In all

other situations, there is a need for identifying and characterising the exports and
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Table 14.3 Examples of substance emission/consumption coverage in public sources

(non-exhaustive list)a

Substances or

substance

groups

Related environmental

impact category Type of coverage Example of data sources

CO2, CH4,

N2O, SF6,

HFCs, PFCs

Climate change Global coverage UNFCCC (Global)

ODS (CFCs,

HCFCs,

Halons, . . .)

Stratospheric ozone

depletion, climate

change

Global coverage UNEP Ozone secretariat

(Global), WMO (2011)

NOX, NH3,

SOX,

NMVOC,

CO, PM

Acidification, eutro-

phication, photochem-

ical ozone formation,

respiratory inorganics

Regional coverage UNFCCC (Global),

OECD (global), EMEP/

CEIP (Europe), EEA

(EU-27), NITE-PRTR

(Japan), US-EPA TRI

(United States of

America), EC-NPRI

(Canada), AG-NPI

(Australia)

Heavy metals

to air

Ecotoxicity, human

toxicity

Ca. 10 heavy metals,

limited country

coverage

Persistent

organic pol-

lutants to air

Ecotoxicity, human

toxicity

Limited to few sub-

stances, limited country

coverage

N and

P-compounds

to water and

soil

Eutrophication Limited country

coverage

FAOSTAT, EEA

(E-PRTR; EU-27)

Toxic emis-

sions to water

or soil

Ecotoxicity, human

toxicity

Limited coverage of

heavy metals and

organics including pesti-

cides, limited country

coverage

EEA (E-PRTR; EU-27),

NITE-PRTR (Japan),

US-EPA TRI (United

States of America),

EC-NPRI (Canada),

AG-NPI (Australia)

Resources Metal/fossil depletion Global coverage USGS, IEA, OECD

(Global)

Land use Land use Global coverage FAOSTAT, OECD

(global)

Water use Water use Global coverage Outcomes of publicly-

funded projects,

e.g. WATCH project

(http://www.eu-watch.

org/)
aA list of abbreviations with their expanded names is provided below

Abbreviations Expanded names Links

UNFCCC United Nations Framework Convention on

Climate Change

http://www.unfccc.int/

UNEP United Nations Environment Programme http://www.unep.org/

OECD Organisation for Economic Co-operation and

Development

http://www.oecd.org/

(continued)
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imports, which may be difficult to address consistently. The exports relate to

activities that take place within the physical boundaries of the reference system

and result in products or services which are exported out of it. The corresponding

inventory data are therefore already covered in a production-based inventory, but

they need to be isolated for exclusion (see Fig. 14.3). In contrast, the imports stem

from activities that take place outside the physical boundaries of the reference

system. Besides their potentially large number and diversity, which may render the

data collection task very resource-demanding, they may not be well-characterised

with respect to types of technologies and associated efficiencies and with respect to

consumption of resources and pollutant emissions. For example, companies typi-

cally have less insight into activities that are located outside their direct financial or

operational control (e.g. sub-suppliers). Likewise, in the determination of generic

normalisation references for all impact categories but those that relate to globally

recognised and thus well monitored environmental problems (climate change,

ozone depletion, non-renewable resource depletion), activities located outside the

system’s physical boundaries, e.g. in newly-industrialised regions can be expected

to entail the problem that the needed data is simply not available.

To overcome these hurdles, Input/Output (IO) analysis is often applied. The IO

analysis relies on input/output statistics reporting how each sector of the society

exchanges inputs and outputs with the other sectors of the economy (Suh and

Huppes 2009). I/O statistics can thus provide matrices representing the sector-

disaggregated monetary transaction flows among the industrial sectors and from

the industrial sectors to final demand (e.g. private households, government,

Table 14.3 (continued)

Abbreviations Expanded names Links

EMEP/CEIP European Monitoring and Evaluation

Programme (EMEP)– Centre on Emission

Inventories and Projections (CEIP)

http://www.ceip.at/

EEA European Environment Agency http://www.eea.europa.eu/

NITE-PRTR National Institute of Technology

and Evaluation – Pollutant Release

and Transfer Register (Japan)

http://www.nite.go.jp/

US-EPA TRI United States Environmental Protection Agency

(US-EPA) – Toxics Release Inventory

http://www2.epa.gov/

toxics-release-inventory-tri-

program

AG-NPI Australian Government – National Pollutant

Inventory

http://www.npi.gov.au/

E-PRTR European Pollutant Release and Transfer

Register

http://prtr.ec.europa.eu/

EC-NPRI Environmental Canada – National Pollutant

Release Inventory

http://www.ec.gc.ca/inrp-

npri/

USGS United States Geological Survey http://www.usgs.gov/

IEA International Energy Agency http://www.iea.org/

FAOSTAT Food and Agriculture Organization of the

United Nations

http://faostat.fao.org/
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exports). Imports and exports to/from outside the economy system can therefore be

easily identified. Because of their relevance in policy information, these matrices

are often constructed at country level, but also regional I/O statistics exist coupling

national I/O tables reflecting exchanges between the regions. In order to be useful

for the development of normalisation references, the economic flows need to be

translated into environmental flows to result in environmental-extended Input/

Output (EIO) tables (e.g. national accounting matrices with environmental accounts

(NAMEA)). The EIO analysis assumes that the pollutant emissions and resource

consumptions of a sector are homogeneous for all activities inside the sector and

proportional to the amount of output from that sector (Suh and Huppes 2009).

Table 14.4 shows examples of studies that aimed at building generic consumption-

based inventories for impact assessment; note that only few of them were built with

the intent to support the calculation of normalisation references (see Sect. 4.1.1).

With an impact coverage limited to a non-toxic impact category, like climate

change, the use of EIO can be straightforward as the most important environmental

flows causing those impacts are available in databases at a sectoral level for a large

number of countries. Because most of these countries are also covered with

consistent IO tables (e.g. see Lenzen et al. 2012), the determination of environ-

mental flows from imports in a given country or region can easily be performed.

The review made by Wiedmann (2009) illustrates this point by showing a large

amount of studies investigating the environmental pressures embodied in trade or

associated with consumption in regions such as Japan, China, the USA or Europe.

Most of these studies limit their scope to the assessment of CO2 or GHGs, a very

few also including acidifying substance emissions (e.g. Lenzen et al. 2012).

However, in the event that other impact categories, e.g. ecotoxicity or human

toxicity, need to be assessed at a country or region level, the use of EIO alone is

inadequate due to the lack of sectorial emission data for most of the substances that

contribute to these impacts; but also to the heterogeneity of many of the industrial

sectors applied in the IO statistics which makes the use of sectorial average toxic

emissions meaningless. The few studies which conducted such assessments, often

combine the EIO analysis with the use of process-based LCI data sets (similar to the

hybrid analysis applied to products, Suh et al. 2004) and/or make strong assump-

tions for characterising the environmental flows associated with the imported goods

and services, e.g. considering the same production technology as in domestic

production (see examples in Table 14.4; further readings can be found in

Wiedmann 2009; Tukker et al. 2006 and Tukker et al. 2013).

3.5 Uncertainties of the Normalisation References

In this section, the uncertainties accompanying the normalisation references are

addressed, i.e. the degree to which the determined normalisation references repre-

sent the complete environmental impacts of the chosen reference system. Uncer-

tainties arising in the use of the references for normalisation of characterised impact

scores are discussed in Sect. 4.3.
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Table 14.4 Different approaches to build consumption-based inventories and assess the related

environmental impacts (non-exhaustive list)

Covered impactsa System scope Approach description References

Climate change The Nether-

lands, EU-15

(extended)

Use of EIO tables (incl. for

production-based inventory) with dif-

ferentiation of imports according to

the type of technologies (using cate-

gorization of three import regions).

Wilting and Ros (2009)

Climate change World

(73 nations,

14 regions)

Multi-region EIO tables using the

economic database from the Global

Trade Analysis Project (GTAP) data-

base and the GHG data from environ-

mental databases and literature

sources.

Hertwich and Peters

(2009)

Non-toxic

impacts,

resources

(partial)

World (multi-

regions;

187 countries)

Multi-region EIO tables (Eora), using

available IO tables (for countries

without an IO table, a proxy is built

combining the structure of US, JP and

AU IO tables with country-specific

macro-economic data) and environ-

mental flows from national and inter-

national databases.

Lenzen et al. (2012)

Non-toxic and

toxic impacts,

resource

depletion

The

Netherlands

Start from production-based inventory

with data from available emission

databases + use of IO tables for

characterising exports and imports

using the “domestic technology

assumption”.b

Breedveld et al. (1999)

Non-toxic and

toxic impacts,

resource

depletion

Switzerland Start from production-based inventory

with data compiled in earlier work

based on emission databases and

activity data + use of IO tables for

characterising exports and imports

assigning process-based LCI data

(e.g. ecoinvent data) to import flows.

Jungbluth et al. (2011)

Non-toxic and

toxic impacts,

resource

depletion

Finland Use of national emission inventories

+ use of IO tables for characterising

exports and imports combining

process-based LCI data

(e.g. ecoinvent data) for largest vol-

umes of imported flows and the

“domestic technology assumption”

for the remaining part of the imports.b

Seppala et al. (2011),

Koskela et al. (2011),

Dahlbo et al. (2013)

aImpact coverage is categorised into three major groups: (1) non-toxic impacts (including climate

change, stratospheric ozone depletion, acidification, photochemical ozone formation and eutro-

phication); (2) toxic impacts (including ecotoxicity and human toxicity); (3) resource depletion

(including fossils and minerals depletion)
bThe “domestic technology assumption” replaces missing information about the flows associated

with imported goods by the flows for similar goods made with domestic production, hence

assuming the same emission resource intensities, and ultimately the same environmental impact,

per monetary unit (Tukker et al. 2013)
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3.5.1 Overview

Uncertainties of normalisation references can be divided into three major types,

which are detailed in the following sub-sections: (1) the uncertainties related to the

raw data, assumptions and extrapolations used to build the inventory, (2) the

uncertainties related to the characterisation model and the characterisation factors

used for the impact assessment, and (3) the uncertainties related to the incomplete

coverage of environmental flows in both the inventory and the sets of characteri-

sation factors. Only the environmental flows present in both the inventory and in the

characterisation factor base can be represented in the normalisation references.

Because of the lack of uncertainty information on the raw data and the inter-twined

assumptions, models and extrapolations used in the development of the

normalisation inventories, the quantification of the overall uncertainties related to

the normalisation references can become a very challenging task, which, until now,

no work has undertaken.

3.5.2 Uncertainties Related to the Inventory Building

The uncertainties related to the building of the inventory come from two sources:

the uncertainties in the raw data used, and the uncertainties related to the modelling,

assumptions and extrapolations performed to improve the consistency and coverage

of the inventory. While the first source is the same for production-based and

consumption-based inventories, the second is more specific to each approach. In

the calculation of generic normalisation references (e.g. national, regional or global

levels), the raw data may be found in databases compiled for other purposes by

international and national, governmental and non-governmental monitoring bodies.

Quantified estimates of the data uncertainties are often not available. The com-

pleteness and accuracy in a data set are strongly dependent on:

• Substance considered. Due to the focus on the climate change impact, fuel

combustion leading to CO2 emissions is well monitored. For acidification,

emissions of NOx and SOx have also been monitored and regulated for years.

For many other substance emissions, e.g. toxic substances, there is little consis-

tent monitoring hence resulting in data sets of a lower quality.

• Country or region considered. For most substances or flows, the principles

according to which the data are gathered at a national or regional level

(e.g. conditions and thresholds above which industries are obliged to report

their emissions) often differ across countries, thus resulting in different com-

pleteness in the data sets for a same substance.

• Reference year selected. With the generally increasing awareness of environ-

mental problems, regulations and monitoring bodies have made data more

refined, more frequently updated and more available. These developments are

expected to have contributed to a higher quality in the more recent raw data.
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To remedy the lack of directly usable data and bring as much consistency and

completeness as possible, the use of estimation techniques and extrapolations are

commonly required in the calculation of the normalisation reference inventories for

some impact categories, particularly the toxicity-related impact categories. Estima-

tion techniques are developed to address two types of emission data issues:

(1) releases of single substances from diffuse sources, which are not easily traceable

because of their diffuse nature and therefore not well inventoried, e.g. emissions

related to agricultural practice like ammonia or phosphorus; and (2) releases of

substances which are reported in emission inventory databases as substance groups,

e.g. non-methane volatile organic compounds (NMVOCs) and pesticides. In the

latter, it is often necessary to disaggregate these groups into single substances as the

characterisation step is typically performed at this level and as characterisation

factors may differ strongly between individual substances within the group. For

both types of data issues, estimation techniques have been developed and applied in

the calculation of normalisation references. These, however, are associated with

uncertainties and vary depending on the type of emission sources and the substance

(or substance group) considered (e.g. Huijbregts et al. 2003 or Wegener Sleeswijk

et al. 2008 for ammonia and phosphorus; Laurent and Hauschild 2014 for

NMVOCs; Huijbregts et al. 2003 or Lautier et al. 2010 for pesticides).

To extend the substance coverage in the normalisation reference inventory,

extrapolations (and sometimes interpolations) in time and geography can also be

useful when complementary data are available for other regions than the one framed

by the system boundaries or when complementary data are available in other years

than the one selected as reference year. Different parameters can be used as basis of

the extrapolations depending on the type of substance and the type of activities

driving the substance emission or consumption. A frequently used parameter (often

used per default) is the gross domestic product (GDP). A direct extrapolation based

on GDP inherently assumes that the types of activities involved in the GDP are the

same in the concerned regions and that this also goes for the level of prevention of

environmental impact. However, GDP has not been shown to be always a robust

proxy (e.g. Wegener Sleeswijk et al. 2008). Any performed extrapolations and

assumptions should thus systematically be checked for validity. Extrapolations in

time should be performed with care to avoid the risk that out-of-date or strongly

deviant data are being introduced in the inventory, ultimately leading to unwanted

bias in the final normalisation references. Likewise, geographic extrapolations

should be realised without introducing biases, e.g. if releases linked to an industrial

activity in a region is used to estimate releases in another region, where this

industrial activity is absent or where such releases are differently regulated.

With respect to consumption-based inventories, uncertainties mainly consist of

the uncertainties of the raw data and those inherent to the use of EIO tables. Unless

the inventory is intended to include environmental flows not well-covered in

international or national databases (e.g. toxic substances), neither extrapolation

nor modelling for specific substances (e.g. pesticide emissions) is required. Several

limitations of the EIO models have been highlighted in the literature (e.g. Suh

et al. 2004; Suh and Huppes 2009) and nearly all of them are relevant to

normalisation purposes.
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3.5.3 Uncertainties Associated With Available CFs

As discussed in previous chapters, the characterisation models used to translate

the normalisation inventory flows into their impacts on the environment are also

associated with uncertainties. These uncertainties vary considerably between the

impact categories, and they are particularly high for the categories addressing

human toxicity and ecotoxicity. They are discussed in more detail in the chapters

addressing each of the impact categories. The characterisation models and

factors applied in calculation of the normalisation references must be the same

as applied in the characterisation of the impacts from the studied product system.

Hereby the model uncertainty that is reflected in the choice among existing

characterisation models is eliminated and the remaining source of uncertainty

is associated with the parameter values used in the calculation of the character-

isation factors.

3.5.4 Uncertainties Related to Limited Coverage of CFs/Emissions

In particular for the toxicity impacts there can be problems with a limited coverage

of the relevant flows, both in the inventory and in the characterisation factor

database. Estimation of the incompleteness of the coverage in both the inventory

and the sets of characterisation factors is a challenging task because of numerous

unknowns. In short, the problem comes down to estimating the omitted contribution

resulting from (i) the unknown intensity of the pollutant emissions or resource

consumptions, and/or (ii) the unknown magnitude of their contribution to impact

potentials. Both may vary independently across an unknown number of environ-

mental flows. Taking a single environmental flow, three situations with regard to its

coverage may thus occur:

• Coverage in the inventory but not in the set of characterisation factors.

• Coverage in the set of characterisation factors but not in the inventory.

• No coverage by either inventory or characterisation factors.

While the number of environmental flows related to the first two situations can

easily be estimated, the number of flows in the third situation can constitute an

important unknown. The toxicity-related impacts may stem from tens of thousands

of substance that are potentially released to the environment. In contrast to these

staggering numbers, currently existing normalisation inventories only cover hun-

dreds of substances (e.g. Wegener Sleeswijk et al. 2008; Lautier et al. 2010), and

the most comprehensive existing sets of characterisation factors cover a few

thousand substances (e.g. USEtox model, Hauschild et al. 2008; Rosenbaum

et al. 2008).

To estimate how the normalisation references may deviate from the true situa-

tion due to uncovered substances, the emission intensities and the magnitude of the

impact potentials (i.e. CFs) should be treated together. For many impact categories
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with a limited number of contributing environmental flows (e.g. acidification), the

largest uncertainties can be expected to stem from the unmapped compounds with

relatively high CFs and/or high emission intensities –see dark grey cell in the left

inset of Fig. 14.4. However, for impact categories with a high number of

potentially-contributing flows and a very incomplete coverage in the inventory

and/or the sets of characterisation factors (e.g. toxicity-related impacts), the uncer-

tainties may also stem from low-CF, low-emission environmental flows, for which

their large number may compensate their small individual contributions once

aggregated – see black cell in the right inset of Fig. 14.4.

4 Application of Normalisation in Practice

Although an optional step according to the ISO 14044 standard, normalisation has

been widely used in practice in a large variety of fields, with LCA case studies

ranging from single commodities to large-scale services like waste management

systems. As stated in Sect. 2.3, the increasing availability of external normalisation

references and the limitations related to internal normalisation has contributed to

internal normalisation being marginalised. Because of its limited application com-

pared to external normalisation, the following sections only address external

normalisation.

Fig. 14.4 Examples of uncertainty characterisation as a function of the number of uncovered

substances (decreasing magnitude of impact contribution: red> orange> yellow> green)

290 A. Laurent and M.Z. Hauschild



4.1 Common Practice and use in Decision-Making

4.1.1 Current Status

With respect to generic normalisation references, the practitioner can rely on those

that have already been calculated and made publicly available in literature (often by

method developers). Table 14.5 provides an overview of these as of 2013.

As visible from Table 14.5, nearly all existing normalisation references have

been calculated using a production-based approach. EIO tables have been used to

obtain consumption-based inventories because of their relevance to national/

regional policies (e.g. Tukker et al. 2006), but due to their important uncertainties

and limitations, particularly when toxic impact categories must be included (see

Sects. 3.4 and 3.5), they have rarely been used for LCA normalisation purposes.

The geographical coverage of normalisation references reflects the development of

LCA methods worldwide, as Europe, North America, Australia and Japan are the

continents or countries, where most method developments have taken place, often

delimitating the geographical applicability of the characterisation models. Global

normalisation references have been calculated in three studies, all applying exten-

sive extrapolations from a limited number of regions, i.e. developed countries

(EU-15 in Stranddorf et al. 2005 and Huijbregts et al. 2003; EU, JP, US and CA

to different extents in Wegener Sleeswijk et al. 2008). However, as most products

currently have their life cycle stretched all over the globe, the relevance of the

global references for performing normalisation in LCA case studies is high.

Table 14.5 also illustrates the important delays that exist between the reference

year and the year of publication of the normalisation references. Potential conse-

quences for the consistency of the normalised results are discussed in Sect. 4.2.

4.1.2 Fulfilment of the Normalisation Purposes

External normalisation can fulfil all purposes of normalisation outlined in Sect. 1.1

of this chapter. The interpretation of normalisation results in context with these is

addressed in the following; the use of normalisation as support for weighting is

separately discussed in Sect. 4.4.

To demonstrate the fulfilment of the purposes, consider the characterised impact

scores provided in Table 14.1 (Sect. 2) and assume that the product is consumed in

Finland. Its entire life cycle is assumed to span many regions worldwide. A

normalised profile can then be calculated according to different normalisation

references. Fig. 14.5 shows the normalised results (in Person Equivalents; see

Sect. 3) using ReCiPe normalisation references for Finland following a

consumption-based approach (taken from Dahlbo et al. 2013 with correction

for CC based on Hertwich and Peters 2009), Europe and the world (taken from

Goedkoop et al. 2013; based on Sleeswijk et al. 2008). Both approaches are
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Table 14.5 Publicly available generic normalisation referencesa

Regions

Reference

yeara
LCIA method/characterisation

model/impact categoriesb Reference

Consumption-based normalisation references

The Netherlands 1993/1994 CML Breedveld et al. (1999)

Finland 2005 ReCiPe Dahlbo et al. (2013)

Production-based normalisation references

Denmark 1990 EDIP Wenzel et al. (1997)

Denmark 1994 EDIP Stranddorf et al. (2005)

The Netherlands 1993/1994 CML Breedveld et al. (1999)

The Netherlands 1997/1998 Combination of characterisation

models, USES-LCA (toxic impacts)

Huijbregts et al. (2003)

Finland 2005 ReCiPe Dahlbo et al. (2013)

South Africa 2001 Abiotic resource extraction Strauss et al. (2006)

Australia 2002/2003 USES-LCA (toxic impacts) Lundie et al. (2007)

Australia 2005/2006 CML2001, IMPACT2002+ Foley and Lant (2009)

Japan NS LIME 1 Itsubo et al. (2003, 2004)

Japan NS LIME 2 Itsubo et al. (2012)

United States 1999 TRACI Bare et al. (2006)

United States 2002–

2008

IMPACT2002+ Lautier et al. (2010)

United States 2006 TRACI Kim et al. (2013)

United States 2008 TRACI Ryberg et al. (2014)

Canada 2005 IMPACT2002+ Lautier et al. (2010)

North America

(USA, Canada)

2002–

2008

IMPACT2002+, USEtox Lautier et al. (2010), Laurent

et al. (2011b)

North America

(USA, Canada)

2005–

2008

TRACI Ryberg et al. (2014)

EU-15 + 3 1990/1994 CML Breedveld et al. (1999)

EU-15 1995 Combination of characterisation

models, USES-LCA (toxic impacts)

Huijbregts et al. (2003)

EU-15 1994 EDIP Stranddorf et al. (2005)

EU-25 + 3 2000 ReCiPe, IMPACT 2002+c Wegener Sleeswijk

et al. (2008), Lautier

et al. (2010)c

Europe 2004 EDIP, USEtox Laurent et al. (2011a, b)

World 1990,

1995

Combination of characterisation

models, USES-LCA (toxic impacts)

Huijbregts et al. (2003)

World 1994 EDIP Stranddorf et al. (2005)

World 2000 ReCiPe Wegener Sleeswijk

et al. (2008)

World NS LIME 3 Murakami et al. (2013)

aNS not specified
bWhen the name of the LCIA method is given, the reader is referred to check the reference to see

the impact coverage of the method
cIn Lautier et al. (2010), European normalisation references for IMPACT2002+ were also calcu-

lated using the inventory for Europe by Wegener Sleeswijk et al. (2008)
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consistent with the presumed geographical scope of the product system (see

Sect. 3.2.3).

External normalisation does not change the ranking of the alternatives because

the same set of normalisation references is applied for all three alternatives. For the

same reason, the relative process and substance contributions remain the same.

Taking the set of global normalisation references as an example, it can be seen that

system A is contributing 0.58 PEGlo for climate change, meaning that its climate

change impact is equivalent to 58 % of the annual contribution of an average global

citizen to climate change. When interpreting, this figure could be brought into

perspective with other known contributions to climate change, such as food, energy

supply, transportation or simply another commodity. Purpose 1, appraising the

environmental burden in relation to that of the reference system, can thus be met.

At the same time, checking the sanity of the result (purpose 2) can easily be done.

For example, a normalised score of ca. 0.6 PE for climate change could qualify for

a service like the annual supply of electricity and heat to an average person living

in a developed country, but it would be too big for the serving of 1 l of coffee in a

restaurant or too small for the treatment of the municipal waste generated in the city

of Copenhagen in 1 year.

4.1.3 Use of Different Sets of Normalisation References

As indicated in Sect. 3.2.3, the LCA practitioner should be aware that the use of

global normalisation references or consumption-based regional normalisation ref-

erences, if available, will often be the most consistent approach when the analysed

system stretches over the world. However, there may also be situations, where a

regional, production-based normalisation reference is required, e.g. if the choice of

weighting factors of the study are based on the EU-27 policy context. This reflects

the dependence of the selection of the normalisation references on the goal and

scopes of the study, which, in turn, have influence on the magnitude of the obtained

normalised results. For example, taking alternative C, the globally-normalised

score for climate change is 3.6 times higher than that for metal depletion, while it

is only 2.4 times higher when using the production-based normalisation references

for Europe (Fig. 14.5). In this example, it does not change the ranking of the impact

categories (assuming equal weights), but this may happen depending on the com-

pared sets of normalisation references (see e.g. Dahlbo et al. 2013) and on the

choice of weighting factors, and it may thus have consequences for the interpreta-

tion of the results with respect to purpose 1 (appraisal of the environmental burden

in relation to that of the reference system and comparisons of impact categories

between each other).

However, from a decision-making perspective, it does not constitute a problem

because the intent of the external normalisation step is to bring the results into a

broader context, which is selected through the choice of the normalisation refer-

ences by the LCA practitioner and/or the different stakeholders (see Sect. 3.2.3).

The LCA practitioner thus needs to analyse the results in relation to that specific
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context. For example, the normalised score for climate change is lower when using

the Finnish consumption-based normalisation reference (i.e. 18 t CO2-eq/person;

Hertwich and Peters 2009) because the Finnish consumption per capita is higher

than the global average per person. If the products were consumed in a country with

low average GHG emissions per person and limited imports, like China (i.e. 3.1 t

CO2-eq/person; Hertwich and Peters 2009), the normalised score for climate

change following the consumption-based approach, would have been much higher

than that using global normalisation references (due to lower normalisation refer-

ences). Likewise, the use of production-based rather than consumption-based

normalisation references can give very different results. For example,

consumption-based normalisation references for non-renewable resource depletion

will always be significant because most national activities heavily draw on fossils,

minerals and metals (e.g. for energy, manufacturing, etc.). However, there exist

countries or regions, where those resources are not or very little present in the

ground, hence resulting in very small production-based normalisation references

for resource depletion. Applying production-based in lieu of the consumption-

based normalisation references will thus yield very high normalised scores (due

to very low normalisation references). In such situation, the LCA practitioner needs

to carefully relate this score to the analysed system and its context.

4.1.4 Communication to Stakeholders

The complex and heterogeneous metrics applied in the characterised impact indi-

cator scores are not immediately understandable and can impede communication to

different stakeholders. Through the conduct of workshops and stakeholder inter-

views, primarily targeting industry partners, Dahlbo et al. (2013) have shown that

stakeholders, who are not LCA experts, wish to be supplied with a support that is

concise, attractive and sufficiently documented, and that also brings the results into

a wider perspective, i.e. reflecting the magnitude of the LCA results in a context.
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Fig. 14.5 Use of different external normalisation approaches in assessment of 3 alternatives A,
B and C. CC climate change, PO photochemical ozone formation,MDmetal depletion. PE person-

equivalent (with indication of the geographical scope of the system: Finland, EU-27 or world).

ReCiPe normalisation references for Finland (Dahlbo et al. 2013; CC adapted from Hertwich and

Peters 2009; reference year: 2005), EU-27 and World (Goedkoop et al. 2013; based on Sleeswijk

et al. 2008; reference year: 2000) were applied
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The latter can be achieved through normalisation, and the results can thus be

presented in a format that is agreed among the different stakeholders (e.g. use of

fact sheets in Dahlbo et al. 2013). The expression of normalised impact scores in

PEs has the communicative advantage of presenting the impacts of the studied

product or service in a unit that is easy to relate to for many lay people – as a share

of an average person’s annual impact. Although Dahlbo et al. (2013) recognise the

beneficial use of normalisation, they also mention the difficulty for stakeholders to

understand the caution that needs to be taken when interpreting the normalised

profiles, which do not include information on the importance or the seriousness of

the impact categories, and thus prevent their comparative ranking (see Sect. 4.4).

4.2 Data Availability and Importance of Updating NR

Although the aim is to calculate as recent normalisation references as possible, it is

typical to have a gap of 5–10 years between the reference year and the year of

release of normalisation references (see Table 14.5). Because updates are infre-

quent, normalisation in LCA case studies is often performed with older sets of

normalisation references. This often does not pose problems for the interpretation

of the normalised profiles because important changes in emission patterns are rarely

seen3 over the period of time separating two updates. Three situations that can

trigger the need for updating normalisation references are: (1) an important change

in the LCIA method; (2) a change in the methodology to build the inventory that

results in significant changes in the emission or resource consumption of most

contributing compounds, and (3) a large change in the emission patterns (e.g. due to

new regulations) and/or in the data availability and quality (e.g. increased substance

coverage) for the reference system. For example, Laurent et al. (2011a) have shown

that, by moving from a pesticide inventory modelling based on direct emissions to

agricultural soil to an inventory modelling only considering the fractions of pesti-

cides that reach the biosphere, the ranking of the normalised results of terrestrial

ecotoxicity and freshwater ecotoxicity could be reversed. Kim et al. (2013) also

demonstrated how a refinement of an existing normalisation inventory by increas-

ing the substance coverage and filling in important gaps can lead to tremendous

changes (several orders of magnitude) for the ecotoxicity and human toxicity

impact categories.

3 Stratospheric ozone depletion represents an example of an unusually rapid decline in the level of

man-made environmental impact during the 1990s. The reason was the global agreement on

phasing out most of the contributing gases between 1986 and 2006 under the auspices of the

Montreal Protocol.
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4.3 Uncertainties and Biases in Practice

A number of uncertainties accompanying the normalisation references have been

discussed. However, these do not represent the overall uncertainty of normalised

impact scores because the latter arises from the entire normalisation process and are

also affected by the uncertainties of the characterised scores and the combination of

the two when the characterised scores are divided by the normalisation references.

Heijungs et al. (2007) described different types of biases that may occur when

applying normalisation. Essentially, if the characterisation factor database used in

the determination of both the characterised results and the normalisation references

is assumed to be the same, the main biases occur because of (i) substance emissions

or resource consumptions covered in the inventory of the analysed system but not in

the normalisation inventory, (ii) substance emissions or resource consumptions

covered in the normalisation inventory but not in the inventory of the analysed

system (despite knowing that some are caused by the system), (iii) missing char-

acterisation factors for substance emissions or resource consumptions. In the first

two situations, the magnitude of the biases will depend on the potential contribution

that the missing substances would have in either the normalisation reference or the

characterised score of the analysed system. For example, if a substance emission

largely contributing to the normalisation reference of a given impact could not

be estimated in the LCI for the product (despite knowing its occurrence), the

normalised score would likely be underestimated. Conversely, if a substance

emission takes place in the analysed system, but was not inventoried in

the calculation of the normalisation reference, the normalised score would likely

be overestimated; the extent of this overestimation depending on the potential

contribution of the emission to the total normalisation references. The same rea-

soning applies when characterisation factors are missing, except that the bias would

depend on the potential contribution of the missing substances in both the

normalisation reference and the characterised score of the analysed system. The

resulting normalised score for an impact category may thus be either too high or too

low. Because each impact category can be differently affected by these types of

biases, the relative magnitude of the normalised impact scores between each other

may also be biased.

In general, the combination of the uncertainties of the characterised scores

(in the numerator), those inherent to the normalisation references (in the denomi-

nator) and the potential biases between the two make it very difficult to predict the

extent of the overall uncertainty in the normalised score because these uncer-

tainties/biases are not additive and some of them may compensate each other or

cancel out. For example, potential errors associated with a characterisation model

may be neutralised when normalising since the errors will appear in both the

numerator (characterised score) and the denominator (normalisation reference).

Regardless of other uncertainties and biases, in such situations, the use of

normalisation may thus reduce the overall uncertainty of the impact scores, and

the normalised impact score may become less uncertain than the characterised

impact score.
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4.4 Normalisation as Support for Weighting

According to the ISO 14044 standard, one of the purposes of normalisation is to

prepare for another optional element of the impact assessment, namely the ranking,

grouping or weighting, which further prepare for the comparison of results across

impact categories that may occur as part of the interpretation. Comparisons of

results across impact categories after normalisation inherently assume that an equal

weight is put on one normalised unit (be it a PE or a ppt of the impact of the

reference system) for each impact indicator, and this will often not be a relevant

assumption. The damage modelling which is part of the foundation for endpoint

characterisation factors quantifies the ability of the midpoint indicator to contribute

to damage to the area of protection. The resulting midpoint-to-endpoint character-

isation factors can vary strongly between the impact categories illustrating that the

midpoint indicators can have very different ability to cause damage to human health

or functioning of ecosystems. The ranking, grouping or quantitative weighting

requires a deliberation of the relative importance of the different impact indicators

in accordance with the goal of the LCA study.

Some weighting approaches pose specific requirements to the choice of

normalisation references. For example, weighting factors based on political reduc-

tion targets may require that the normalisation reference represents the geograph-

ical scale which is relevant for the impact category (global for global categories and

regional for regional categories). There are also examples of impact assessment

methods that perform weighting without prior normalisation. Chap. 15 discusses

different approaches to weighting and also their requirements to the preceding

normalisation step, but in general terms it can be said that an important purpose

of normalisation in preparation of a weighting scheme is to eliminate the potential

bias inherent in the arbitrarily chosen different units of the characterised indicator

results by expressing them on a common scale, in a common metric.
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Chapter 15

Weighting

Norihiro Itsubo

Abstract In the ISO 14044 standard 2006, weighting is an optional step in life

cycle impact assessment (LCIA). It enables the user to integrate various environ-

mental impacts in order to facilitate the interpretation of the life cycle assessment

(LCA) results. Many different weighting methodologies have been proposed and

several are currently being used regularly. Most existing studies apply the average

of the responses obtained from the people (i.e. the decision makers) that were

sampled. Others believe that weighting factors should be based on the preferences

of society as a whole so that LCA practitioners can successfully apply them to

products and services everywhere. This chapter classifies methods of weighting into

three categories: proxy, midpoint, and endpoint methods. Results using proxy

methods, such as MIPS (Material Input Per Service), CED (Cumulative Energy

Demand), TMR (Total Material Requirement), Ecological Footprint, and CExD

(Cumulative Exergy Demand), are fairly easy to understand because physical

quantities such as weight and energy are used. The advantages of midpoint methods

include compliance with the ISO framework and how it permits weighting that uses

characterisation results. Endpoint methods allocate weights to Areas of Protection

(AoP) rather than at midpoints, reducing the number of subject items and simpli-

fying interpretation. Recently, weighting with endpoint methods has attracted

attention due to the advancement of characterisation methodologies of this type.

This chapter presents the different features of weighting and integration approaches

applied in LCIA. The important differences and future problems concerning five

key endpoint weighting methods are described. It concludes with a brief summary

of the key features of the weighting methods introduced herein.
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1 Introduction

The types of potential environmental impact associated with a product life cycle

vary widely from highly local, such as indoor air pollution and noise, to global, such

as global warming and resource depletion, as discussed in the previous chapters in

this book on characterisation (Chaps. 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, and 13).

However, products or systems developed to improve the environment often focus

on one or only a few environmental problems in order to alleviate or reduce their

impact. This is the case in biofuels which are expected to help reduce the risk of

global warming because their combustion is considered carbon-neutral. However,

while potentially reducing the risk of global warming, biofuels create a relatively

greater impact to water resources by using crops as their raw materials and the

occupation of land may impact biodiversity. Realising that products and services

are associated with diverse environmental impacts, we need to assess them by

considering the balance among their environmental impacts in an explicit manner

and in accordance with the defined goal of the study, to ensure that the conclusions

take the whole relevant spectrum of impacts into account.

Life cycle impact assessment (LCIA) covers multiple impact categories in the

characterisation phase. The ISO standard requires that “The selection of impact

categories shall reflect a comprehensive set of environmental issues related to the

product system being studied, taking the goal and scope into consideration” (ISO

2006). In Europe, a default list of 14 impact categories is recommended for

studying environmental footprints, and where any one of these is excluded, validity

of the exclusion needs to be explained (EC 2013). Characterisation factors express

the relative ability of individual substances to contribute to an impact category and

enable calculation of aggregated impact results for each of the multiple impact

categories. It provides no support for the aggregation or comparison of scores for

different impact categories. Therefore, if a trade-off between impact categories is

created in a comparison of products, the final decision on which choice is preferable

requires the use of some type of value judgment, i.e. a weighting process based on

the perceived importance of the impact categories to the decision maker. How to

weigh or balance the impact scores is left to the practitioner and the stakeholders

involved in the study. It is important to recognise that the absence of assigning

weights to impact scores results in equal weighting by default.

2 Historical Development of Weighting Methods

Life Cycle Impact Assessment (LCIA) dates back to the latter half of the 1980s,

when the Society of Environmental Toxicology and Chemistry (SETAC) adopted

LCA as a theme for studies and began to discuss LCA studies regularly at its annual

meeting. The Code of Practice (Consoli et al. 1993) issued by SETAC in 1993

included valuation as a step in the framework for LCIA, and weighting was thus

302 N. Itsubo

http://dx.doi.org/10.1007/978-94-017-9744-3_3
http://dx.doi.org/10.1007/978-94-017-9744-3_4
http://dx.doi.org/10.1007/978-94-017-9744-3_5
http://dx.doi.org/10.1007/978-94-017-9744-3_6
http://dx.doi.org/10.1007/978-94-017-9744-3_7
http://dx.doi.org/10.1007/978-94-017-9744-3_8
http://dx.doi.org/10.1007/978-94-017-9744-3_9
http://dx.doi.org/10.1007/978-94-017-9744-3_10
http://dx.doi.org/10.1007/978-94-017-9744-3_11
http://dx.doi.org/10.1007/978-94-017-9744-3_12
http://dx.doi.org/10.1007/978-94-017-9744-3_13


recognised as a step of LCIA. Research activities aimed at developing a weighting

method were further intensified. Through the early 1990s, pioneering institutions

such as CML (Heijungs et al. 1992) and countries in Northern Europe (Lindfors

et al. 1995; Wenzel et al. 1997) issued LCIA guidelines one after another, aiming to

establish a framework for LCIA with consecutive steps of characterisation,

normalisation and weighting. This work along with others was reflected in the

ISO framework which evolved in parallel during the second half of the 1990.

In almost the same period, the Swiss Ecoscarcity method (Ahbe et al. 1990;

Braunschweig and Müller-Wenk 1993) and the Swedish EPS method (Steen and

Ryding 1992) were proposed. These methods had no explicit characterisation step

but directly correlated substance emissions of concern with valuation without the

process of characterisation.

In the latter half of the 1990s, methods for integrating characterisation with

valuation were proposed. Most notable was the distance-to-target method included

in the Eco-Indicator 95 method (Goedkoop 1995) and EDIP97 (Wenzel et al. 1997)

which attracted much attention. Development of weighting factors with this method

requires two values, desired and actual, which differ among countries. Therefore,

studies for developing weighting factors reflecting standards, etc. of each country

(e.g., Hauschild and Wenzel 1998; Lee 1999; Itsubo 2000; Matsuno et al. 1999)

were performed in various countries.

At the time it was recognised that while a single index obtained through

valuation makes it easy to interpret the result, there were issues concerning reli-

ability and representativeness of the assessment results. In ISO’s tasks of

establishing an international standard for LCIA, there was a great amount of

discussion on whether or not to recognise weighting as a formal step in LCIA.

From the latter half of the 1990s until the 2000, development of damage

assessment methods was intensified after their importance was pointed out by

Müller-Wenk (1997) and Hofstetter (1998). Müller-Wenk developed a damage

factor for assessing the impact of traffic noise on health. Hofstetter (1998) and

Krewitt et al. (1999) developed a factor for assessing the impact of air pollutants on

health. Jolliet and Crettaz (1997) developed one for assessing the damage toxic

chemicals have on health. All these applied a damage index based on lost life

expectancy. Lindeijer (2000) developed a damage factor for assessing the impact of

land use on the growth of plants. Van de Meent (1999) developed a damage factor

for assessing the impact of chemical substances on loss of species. Goedkoop

et al. in the EI99 method developed a damage factor for assessing the impact of

acidification and eutrophication on loss of plant species (Lindeijer 2000; van de

Meent 1999). Given the progress in the research and development concerning

damage assessment, development of a method of weighting by comparing end-

points attracted attention. Several methods went on to support obtaining a single

index by weighting and aggregating endpoint scores, including the revised version

of the Eco-indicator (Goedkoop and Spriensma 1999), the Life-Cycle Impact

assessment Method based on Endpoint modelling (LIME; Itsubo and Inaba 2005),

the revised version of the EPS (Steen 1999), and the revised version of ExternE

(EC 2005), all of which were developed in the above mentioned period. Many of
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these methods were also developed through studies in which economic indices were

used in attempts to calculate external costs.

Historically, the development of weighting methods was undertaken mainly in

industrialised countries such as Japan and European countries. Currently, weighting

factors are also being developed for emerging countries such as China (Wang

et al. 2011). The hope is that assessment methods covering the entire world instead

of particular regions will be developed in the future.

3 Purpose of Weighting

Figure 15.1 shows characterisation results from an LCA of beverage containers

(aluminium cans, plastic bottles, and standing pouches, one 350 ml unit of each)

(Yoshimura et al. 2011). The figure shows the trade-off between environmental

impacts for the three containers. The standing pouches allow reduction of resource

consumption; especially the use of fossil resources. The global warming impact was

also found to be smaller for standing pouches due to reduced energy used in

production, but the difference is not as great as for resource consumption, because

the material recycling rate of standing pouches is relatively lower, while it permits

reduction of carbon dioxide (CO2) emission in the production of its materials, and

because the rate of thermal treatment is high, which means that the amount of CO2

emitted in disposing of standing pouches is larger than that for the other containers.

With regard to a third impact category, photochemical oxidants, the value for

standing pouches is the largest among all three types of containers because volatile

organic compounds (VOCs) are emitted from solvents when films consisting of

multiple layers are pressure-bonded to each other.

Figure 15.2 shows the results of weighting across the same three impact cate-

gories shown in Fig. 15.1, and others. Thus, weighting allows aggregation of

different environmental impacts into a single score. We can say it is a useful step

because it resolves trade-offs in an explicit and transparent way in support of

decision-making.

Weighting based on valuation is used to make it easier to transmit information to

general consumers as well as for decision-making by product designers and for

other purposes. For example, the French supermarket chain Casino calculated a

single index of beverages by valuating impacts related to global warming, water

contamination, and water consumption. Puma, a sportswear manufacturer, valuated

five types of environmental impacts, including global warming and water use, in

monetary terms and disclosed its aggregated yearly environmental impact in a

report (Puma 2010; PwC World Watch Issue 2011). In recent years, we have seen

cases where the results of valuation are used for calculation of an environmental

index that takes into account functions and values of products, presented as an

environmental efficiency. Toshiba used weighting factors of LCA for comprehen-

sive environmental efficiency calculation called Factor T (Toshiba 2009). BASF

suggests and uses a method of showing environmental efficiency by
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diagrammatically indicating relative relations between costs and environmental

impacts (Saling et al. 2002). In this way, weighting is used by many companies

to derive an environmental index from a comprehensive set of impact indicators.

Weighting environmental impacts offers the following benefits:

(a) Any trade-offs between the included impact category results are resolved in an

explicit and transparent way and the results are prepared to be shown in a

single index.

(b) It permits easy interpretation and communication of results so it is useful when

transmitting information via environmental reports, etc.
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(c) It is highly applicable for tools for other environmental assessment tools such

as environmental accounting (Bringezu et al. 1998) and environmental

efficiency.

Common to all of these examples multiple environmental impacts are weighted

and aggregated to be shown with a single index. However, the method for doing this

process differs.

4 Restrictions on the Use of Weighting in International
Standards

As previously described, weighting is a convenient method for resolving trade-off

situations, but the ISO standard for LCA (ISO 2006) puts certain restrictions on its

use. This is because value judgment is unavoidable in weighting. Environmental

impacts include impacts on human health, ecosystems, and a host of other subjects.

It is not possible to summarise such diverse impacts and show them with a single

index only based on scientific criteria, a value judgment is inevitable in such a

process.

Values differ among individuals and societies. Therefore, different stakeholders

will often have different values and require different weighting factors, which could
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result in different conclusions. LCA results are used either to support improving

products without disclosing the results (internal use) or for supporting assertions

that the given products are eco-friendly by disclosing them to the public (external

use). Above all, weighting could cause problems when applied in LCAs where

results are intended for external use. Suppose that weighting is applied in a

comparison between a company’s product and a competing product from another

producer, and the environmental impact of the company’s product is found to be

less than that of its competitor’s when a particular set of weighting factors is

applied. If use of another set of plausible weighting factors results in a different

conclusion, and the company only discloses the result that is advantageous for

itself, the competitor whose product was compared with the company’s may suffer

in a market that gives priority to environmental performance of the products.

To prevent such inappropriate use of weighting, and in general the influence of

value-based choices in comparative assertions, ISO 14044 prescribes the following.

First, the elements of LCIA are divided into mandatory elements and optional

elements. Weighting is positioned as an optional element along with normalisation

and grouping. While it is mandatory to conduct characterisation in LCIA, whether

or not to perform weighting is determined on a case-by-case basis in accordance

with the goal of the study and the target audience of the report. In other words, even

when use of weighting is the main purpose of LCA, it is required to at the same time

practice characterisation. Second, ISO 14044 also restricts use of weighting. Above

all, it prohibits comparison of a company with the goal of the study and the target

audience of the report. In other words, there are restrictions for when use of the

results are for comparative assertion to be disclosed to the public.

On the other hand, ISO 14044 does not restrict the use of weighting in compar-

isons for other purposes, such as informing internally or disclosing to the public

results of comparison between a company comparison to the As an alternative to

quantitative weighting, the ISO standard also mentions the possibility of grouping

or ranking the impact categories according to their importance. In this way, an

alternative that scores best in all the most important impact categories may be

identified as the best without resorting to a weighting, even if there are trade-offs to

some of the other impact categories.

5 Different Approaches to Weighting

Generally, weighting means procedures for obtaining a single index based on

subjective evaluations of different environmental impacts. The various methods

of assessment with the use of weighting factors can be classified as follows.

1. Proxy method – weighting factor is directly applied to the inventory data.
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I1 ¼
X
s

Inv Xð Þ �WF1 Xð Þð Þ ð15:1Þ

I1 indicates the result of valuation, Inv(X) is the inventory data of substance X,

and WF1(X) is the weighting factor of substance X. This method enables

obtaining the valuation result by directly multiplying the inventory data by the

weighting factor. The weighting factor is set for each substance.

2. Midpoint method – the value obtained by multiplying the characterisation factor

of the midpoint by the inventory data is converted to a non-dimensional figure or

expressed in a common unit across the different impact categories and then

multiplied by the weighting factor.

I2 ¼
X
Impact

X
X

Inv Xð Þ � CFImpact Xð Þ
NVImpact

�WF2
Impact

� �
ð15:2Þ

I2 indicates the result of valuation, CF
Impact(X) is the midpoint characterisation

factor of substance X in the impact category (Impact), NVImpact is the

normalisation reference for the impact category (Impact), and WF2 is the

weighting factor of the impact category (Impact).

The result obtained by multiplying the characterisation factor of midpoint

type by the inventory data is normalised to remove any bias caused by the

different dimensions of the impact categories. Weighting is then performed by

multiplying the value thus obtained by a non-dimensional weighting factor. A

weighting factor is set for each impact category. The yearly amount of environ-

mental impact in the subject country or region is used as the normalisation
value in many cases (see this volume, Chap. 14 on normalisation by Alexis

Laurent and Michael Hauschild).

3. Endpoint method (type1) – the value obtained by multiplying the characterisa-

tion factor of the endpoint by the inventory data is converted to a

non-dimensional figure or expressed in a common unit across the different

endpoint categories and then multiplied by weighting factor.

I3 ¼
X
Impact

X
Endpoint

X
X

Inv Xð Þ � CFImpact Endpoint;Xð Þ
NV Endpointð Þ �WF3 Endpointð Þ

� �

ð15:3Þ

I3 indicates the result of valuation, CFImpact (Endpoint, X) is the endpoint

characterisation factor of substance X for the endpoint (Endpoint) in the impact

category (Impact), NV (Endpoint) indicates the normalisation value of End-

point, and WF3 (Endpoint) is the weighting factor of the Endpoint.

In this case, the inventory data is multiplied by the characterisation factor of

the endpoint type and then divided by the normalisation reference that has the

same dimension as the characterisation result. Weighting is then performed by
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multiplying this value by a non-dimensional weighting factor. A weighting

factor is set for each endpoint.

4. Endpoint method (type 2) – the value obtained by multiplying the characterisa-

tion factor of the endpoint by the inventory data is multiplied by a weighting

factor.

I4 ¼
X
Impact

X
Endpoint

X
X

Inv Xð Þ � CFImpact Endpoint;Xð Þ �WF4 Endpointð Þ� �
ð15:4Þ

I4 indicates the result of valuation and WF4 is the weighting factor of the

endpoint (Endpoint). In this case, the result of valuation is obtained by multi-

plying the inventory data by the endpoint characterisation factor and then

multiplying by the weighting factor. In contrast to the previous approaches to

weighting, no normalisation is performed and the endpoint score is expressed

in amount of damage to the endpoint. WF4 is expressed as the value per unit of

the amount of damage (e.g., willingness to pay; WTP). A weighting factor is set

for each endpoint.

These calculation methods make it possible to consolidate diverse environmen-

tal impacts into a single index.

Table 15.1 summarises the features of the various weighting methods introduced

in this chapter.

6 Weighting Methods

This section presents details of the characteristics of the weighting methods devel-

oped thus far, by following the classification made in the previous section.

6.1 Proxy Method

With the proxy method, the actual environmental impact is not assessed through an

explicit characterisation, but the inventory flow is converted into some preselected

index, which is taken to express the environmental impact as a proxy parameter.

Examples include MIPS (Material Input Per Service; Schmidt-Bleek 1994), CED

(Cumulative Energy Demand; VDI-Richtlinie 1997), TMR (Total Material

Requirement; Wuppertal Institute 1996), Ecological Footprint (Wackernagel and

Rees 1996), and CExD (Cumulative Exergy Demand; Finnveden and Östlund 1997;

Bösch et al. 2007). These methods are based on the premise that assessment of the

actual environmental impact is difficult. They are also based on the assumption that

the chosen index, e.g. the amount of energy consumption or the total amount of
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substances used, will serve as an acceptable proxy for the actual environmental

impact. The proxy parameter of environmental impact applied by MIPS and TMR

is the total amount of substances related to the raw materials used throughout the

lifecycle of the subject product. The proxy parameter applied by CED is the total

amount of energy consumed either directly or indirectly through the life cycle. For

the Ecological Footprint, the area of land used directly or required to assimilate the

CO2-emission is used as the alternative indicator, and this method was applied for

assessing the sustainability of contemporary society. For the Ecological Footprint,

there are cases where it has actually been used as a macro index for assessing

environmental impact on a countrywide or global level (Kitzes et al. 2007).

Advantages of proxy methods include that the simple concept of the method

makes it easy for practitioners to understand and apply, and it is easy to develop a

weighting factor. On the other hand, issues of those methods include the points that

the actual environmental impact is not analysed or assessed, that because of this it is

Table 15.1 Summary of existing weighting methods in LCIA

Proxy method Midpoint method

Endpoint method

(type1)

Endpoint method

(type2)

Existing

studies

MIPS

TMR

CED

Ecological

footprint

Eco-indicator 95

EDIP

Eco scarcity

etc.

Eco-indicator 99

LIME

ReCiPe

EPS

ExternE

LIME

ReCiPe

etc.

Advantages Indices are

easy to

understand

Physical

indices can

be used

Calculations

are relatively

easy

Full compliance

with ISO 14044

Characterization

results are used

Calculations of

weighting factors

are relatively easy

Permits weighting

among small

number of items

(endpoints), which

reduces burden on

respondents

Methodologies of

social sciences can

be used

Permits weighting

among small

number of items

(endpoints), which

reduces burden on

respondents

Methodologies of

social sciences

and economics

can be used

Can be used for

cost-benefit

analysis

Problems Low

compliance

with ISO

14044

Environmental

impacts are not

assessed

Weighting is

difficult because of

the large number of

environmental

issues

Weighting is

difficult for general

consumers; highly

representative

weighting factors

are difficult to

obtain

Normalisation is

required; it is

necessary to tell

the normalised

contents to

respondents

Number of existing

studies is small

A large-scale

survey is required

for obtaining

highly

representative

results

Number of

existing studies is

small

Discussions on

ethical issues are

necessary

A large-scale

survey is required

for obtaining

highly

representative

results
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impossible to verify the precision of the impact assessment results. They do not

include the characterisation as a step and therefore are not compliant with ISO

rules, and many findings that would be obtained through natural scientific analyses,

such as the impact of global warming on temperature rise and human health, are not

taken into account. Because of these issues, proxy methods are not used frequently

for case studies of LCIA. They can be used for obtaining rough indicators of a

country’s or an organisation’s environmental performance given that a chosen index

is considered relevant for the purpose (e.g. ecological footprint).

6.2 Midpoint Method

In a midpoint-type impact assessment, the environmental impact is assessed for a

range of different environmental problems, such as global warming, resulting in a

profile of midpoint impact scores and then a single index is obtained through

weighting among the problems. Representative methods include Eco-indicator

95 (Goedkoop 1995), EDIP (Hauschild and Wenzel 1998), and ones developed

by Huppes et al. (1997), Walz et al. (1996), Lindeijer (1996), Nagata et al. (1995),

Itsubo (2000), Matsuno et al. (1999), and Yasui (1998). The midpoint method uses

the result of characterisation as the basis of integration, and therefore it is highly

compliant with international standards. Its other advantages include the point that

its integration concept is easy to understand and the development of the weighting

factors themselves is relatively easy, depending on the choice of weighting

principle.

Midpoint methods are largely divided according to the weighting principle they

are based on, which is either a panel method and or a distance-to-target method.

With panel methods, weighting factors for the midpoint impact categories are

determined based on the level of importance assigned to each environmental

problem by sampled subjects or a panel of experts. Nagata et al. (1995) directly

asks the level of importance of impact categories to particular groups of respon-

dents (including students, members of industrial associations, and people related to

LCA). Yasui (1998) obtains weighting factors by asking respondents the length of

the remaining period before the onset of a critical situation and the seriousness of

the crisis in the impact categories. Huppes et al. (1997) calculates a factor for

determining the weight of each impact category based on discussions by a panel of

policymakers, while Walz (1996) and Lindeijer (1996) turn to panels of environ-

mental specialists for the calculation. However, the panel approach is problematic:

the task of comparing more than ten impact categories places an excessive burden

on respondents; the statistical significance of weighting factors obtained from

answers to questionnaires is not examined in many cases; and information provided

to the respondents as the basis for weighting is limited, which limits the transpar-

ency of the obtained factors. Because of these shortcomings, researchers have not

developed midpoint methods based on the panel method in recent years.
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The distance-to-target (DtT) approach was applied in the Eco-scarcity method

(Frischknecht et al. 2006), Eco-indicator 95 (Goedkoop 1995), EDIP (Hauschild

and Wenzel 1998), and methods developed by Matsuno et al. (1999) and Itsubo

(2000), respectively. The Eco-scarcity method was developed by Müller-Wenk for

assessing the ecological balance of companies. Equation 15.5 is used for applying

this method to assess the impact. With this method, the ratio between the actual

level of each substance and its pre-determined desired level is calculated. The larger

the difference between the two is, the greater the resulting Eco-scarcity score of the

substance becomes and this is accentuated compared to other methods by the

squaring of the ratio in the expression.

SI ¼
X
S

Inv:S � IFSð Þ ¼
X
S

Inv:S � NS

TS
2

� �
¼
X
S

Inv:S
NS

� NS

TS

� �2
 !

ð15:5Þ

The actual level (such as the environmental concentration of a substance) and

desired level (such as the environmental standard) will vary depending on the

location and local political priorities. Therefore, eco-scarcity methods compliant

with the environmental standards, etc. have been developed in European countries.

JEPIX (Miyazaki et al. 2003) is the Japanese equivalent of the Eco-scarcity method.

Because the Eco-scarcity method determines the weighting factor of each

substance without a characterisation to calculate its environmental impacts, it is

not classified as a midpoint-type assessment method in the strict sense.

Eco-indicator 95, which was developed by Goedkoop and co-workers, integrates

the environmental impacts in Europe in ten impact categories. Equation 15.6 is

applied for this method and other distance to target weighting methods like EDIP

(Wenzel et al. 1997).

SI ¼
X
Impact

CIImpact

NVImpact
� NVImpact

TImpact

� �
¼
X
Impact

CIImpact

NVImpact
�WImpact

� �
ð15:6Þ

In this formula, SI is the single index (non-dimensional) and CIImpact, NVImpact,

TImpact, and WImpact indicate the characterisation result, normalisation

value, target value, and weighting factor, respectively, in the impact category

(Impact). This method is the same as the Eco-scarcity method in the basic idea of

obtaining the weighting factor based on the ratio between the desired flow and

actual flow. However, it differs in that a characterisation is performed and the

weighting factors are set for impact categories. To enable comparison among

impact categories, the bias inherent in the different metrics of the impact categories

is removed from the result of characterisation by normalisation, which is conducted

as a preparation of weighting.

The DtT method is based on the assumption that the importance of an environ-

mental impact is represented by the difference between the desired value and actual

value. It attracted a great deal of attention especially in the latter half of the 1990s,

when many DtT methods were suggested. One advantage is that the grounds for
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weighting is easy to understand because the national environmental standard or

emission-reduction level is used as the desired value. The desired value is set based

on information authorised by the national government, etc., instead of being

determined subjectively by individuals, so involvement of the practitioner’s sub-
jective view can be prevented, and generic weighting factors can be developed.

Another advantage is that it permits weighting factors to be determined relatively

easily because only two parameters – the desired flow and actual flow – are used for

weighting. On the other hand, the method has problems from the standpoint that the

results may differ greatly depending on how the desired value is determined. For

example, the weighting factor for global warming will differ completely between a

case where the Kyoto Protocol target is used as the desired value and one where a

level that allows virtually no impact of global warming to be generated is used. The

weighting factor for eutrophication may be the environmental standard set for each

lake or a stricter standard, where the latter will increase the weighting factor

considerably and it will be difficult to ensure consistency in the ideas behind the

desired values of all impact categories.

Thus, there exist many potential desired values, from among which methodology

developers may choose in order to find the ones they feel are most appropriate,

these chosen values then determine the weighting factors. This means that

weighting factors are determined in a highly arbitrary (meaning they can vary

from user to user) and potentially biased manner. To avoid such arbitrariness as

much as possible, discussion is needed for setting common targets in advance; but

this discussion has not occurred and agreement has not yet been reached. For these

reasons, there has been little development research concerning this method in

recent years. Instead, the prevailing attitude has been to leave the final valuation

step up to the users.

A critique raised against DtT weighting methods is that they are really not

weighting methods but rather a sort of normalisation method where the targeted

level of impact is used as the normalisation reference instead of the current level of

impact, as seen in the first part of the expression in Eq. 15.7, where NVImpact cancels

out, leaving the characterisation result normalised by the target value:

SI ¼
X
Impact

CIImpact

NVImpact
� NVImpact

TImpact

� �
¼
X
Impact

CIImpact

TImpact

� �
ð15:7Þ

An inherent assumption is thus that the further away from the target, the worse,

no matter which impact is studied – exceeding the target by 50 % is equally

important for climate change and for acidification. With all targets inherently

equally important to reach in a DtT approach, opponents criticise that an explicit

weighting of the targets is missing (Finnveden 1997).
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6.3 Endpoint Method

With an endpoint method, environmental impacts are integrated by weighting

among the endpoints that are damaged by the modelled impacts. Advantages of

methods classified as endpoint-type include:

– They make it possible to clearly distinguish between the specialised area based

on natural scientific knowledge (until the damage assessment of the endpoint)

and the specialised area based on social scientific analysis (from the endpoint

until the single index),

– Transparency is improved by clarifying items to be included in the assessment

(types of disease, types of species), and

– Burden on respondents is small because the number of items to compare is small.

On the other hand, the following problems are included:

– Studies for assessing the amount of damage to the endpoints, which become the

premises of integration, have yet to be mature, because of which a large amount

of work is required for developing assessment methods.

– The assessable range (substances or endpoints) may be limited.

Endpoint methods are divided into methods where normalised midpoint scores

are weighted among endpoints (type 1) and methods where weighting is performed

by multiplying the value per unit of damage to the endpoint by the result of endpoint

characterisation (type 2).

6.3.1 Endpoint Method (Type 1)

With the endpoint method (type 1), specialists, general consumers, etc. determine

the values of environmental impacts in questionnaires or through group discussions.

With Eco-indicator 99 (Goedkoop and Spriensma 1999), weighting among three

predefined endpoints (human health, ecosystem quality, and resources) was

performed by LCA specialists. Table 15.2 shows the weighting factors obtained

with the method.

Normalisation was performed in a way that allowed the sum of the weighting

factors to be 1. Because the number of endpoints for weighting is limited to three,

Table 15.2 Rounded weighting factors per cultural perspective in Eco-indicator 99 (Goedkoop

and Spriensma 1999)

Average

(%)

Individualist

(n¼ 10) (%)

Egalitarian (n¼ 14)

(%)

Hierarchist (n¼ 5)

(%)

Ecosystem

quality

40 25 50 40

Human health 40 55 30 30

Resources 20 20 20 30
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the burden on the respondents is relatively small. This method is further

characterised by the point that weighting is undertaken for each of three perspec-

tives or lines of environmental thought (hierarchist, egalitarian, and individualist).

This permits the practitioner to make analysis based on his or her own environ-

mental thinking by determining the group to which subjects belong. On the other

hand, the number of samples from which the weighting factors are determined is

small, and therefore the weighting factors lack representation, which makes this

method unsuitable for general use.

For LIME (Itsubo and Inaba 2005, 2012), weighting factors were calculated for

comparison among four endpoint items (human health, social assets, biodiversity,

and primary productivity). The first version based the factors on interviews with

400 people from the Kanto region, but the latest version, LIME2, is aimed at

obtaining factors that represent the environmental thinking of the Japanese people,

and interviews of 1,000 general consumers, who were selected by applying the

random sampling method, were conducted for that purpose. Dimensionless

weighting factors were obtained by multiplying the result of conjoint analysis

(willingness to pay per unit of damage) by the normalisation value. (Explanations

about willingness to pay per unit of damage are given in the next section.)

Table 15.3 shows weighting factors of LIME1 and LIME2.

Here again, the weighting factors were scaled to give sum up to 1. The number of

samples is smaller for LIME1 than for LIME2 and the areas surveyed for LIME1

are limited to particular regions. Thus, the respondents differ between these two

surveys, and direct comparison between them is impossible. As the table shows, the

items weighted relatively heavily are human health in LIME1 and biodiversity in

LIME2. The method of calculating these values is explained in the next section.

6.3.2 Endpoint Method (Type 2)

With this method, the result of integration is obtained by calculating the value per

unit of damage to an endpoint and multiplying the value thus obtained by the result

of characterisation. EPS, ExternE, and LIME are classified as belonging to this

approach. In all of these, the economic value per unit of endpoint is calculated and

results of assessments made by using these methods are expressed in economic

metrics. Much effort in environmental economics has been put into translation of

environmental impact into economic value.

Table 15.3 Weighting factors of LIME1 and LIME2

LIME1 (N¼ 400, Kanto region) LIME2 (N¼ 1,000, Japan)

Human health 0.31 0.28

Social assets 0.21 0.15

Biodiversity 0.26 0.36

Primary productivity 0.23 0.21
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Using economic assessment means that the results are expressed in monetary

values. This not only makes the results easy to understand and communicate but

also allows them to be applied for cost-effectiveness analysis, for example. On the

other hand, methods for converting environmental impacts resulting in health

damage and ecosystem decline into economic values are still in the development

phase, and results may be strongly biased or incomplete and their use often

inappropriate depending on how the information is conveyed. It has also been

pointed out that conversion of people’s health, etc. into economic value is ethically

problematic, which is another issue regarding this method.

The assessment methods based on environmental economics are classified

mainly as shown in Fig. 15.3. First classification goes on whether environmental

value is assessed independently from individual preferences (preference-

independent methods) or based on individual preferences (preference-dependent

methods).

Preference-independent methods include replacement cost methods and dose–

response methods. A replacement cost method is an approach with which an

environmental value is substituted by the cost needed for producing a substitute

for the subject environment. For example, if the water-retaining function of a forest

is lost due to e.g. clearing of the forest, it could be provided by the building of a

dam. The cost for constructing and maintaining the dam is then regarded as the

value of the forest’s water-retaining function. Other examples in this vein could be

the use of repair or mitigation costs associated with cleaning a pollution that has

occurred to bring the environment back to the state it had before the impact was

caused. With a dose–response approach, if any monetary value is created by

deteriorating an environment this value is regarded as the value of the lost envi-

ronment. Weidema applied annual income as the value of avoidance of the loss of

one life-year (Weidema 2009). Preference-independent methods excel in that the

Fig. 15.3 Classification of assessment methods based on environmental economics
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calculations are relatively easy to perform, but the replacement cost methods are

strongly dependent on the chosen technological solution. Furthermore, the dose–

response methods mean that if no value is generated by damaging the environment,

then the resulting damage has no value. These problems with the above approaches

make their societal acceptance difficult. Currently, there are few cases in which a

preference-independent method is used.

Preference-dependent methods are divided into the revealed preference method

and the stated preferencemethod. The former are applied for assessing the individual

preferences on the environment indirectly based on the actual amount of money

spent by individuals, while with the latter methods environmental values are

assessed based on individual preferences revealed by asking the individuals directly.

The revealed preference methods include the travel cost method and hedonic pricing

method.With the travel cost method the value of the subject environment is assessed

based on the expenses people incur in visiting the subject site. The hedonic pricing

method is used to assess values of various living environments based on real estate

prices, including those of land and houses. The advantage of these methods is that

the results are highly reliable because values found for different individuals are

estimated by the amount of money they actually spent. On the other hand, a problem

with these methods is that subjects of the assessment are limited to fields where

application of individuals’ payment behaviour can be observed as compensatory

behaviour, so these methods are restricted in scope, and accordingly, there are few

cases where they have been used for weighting in LCA.

Stated preference methods excel in that they permit measuring not only of use

values but also non-use values such as bequest value and existence value. There-

fore, in many cases these days these methods are used for assessments based on

environmental economics. Typical methods that fall into the stated preference

methods include the contingent valuation method (CVM) and conjoint analysis.

CVM is an approach where the value of a certain environment is measured by

directly asking people related to the environment how much they would be willing

to pay for the said ecosystem or environmental service (willingness to pay, WTP) or

how much they would be willing to accept to give up the ecosystem or environ-

mental service (willingness to accept, WTA), making estimates based on the

distribution of the answers, and extrapolating the results to the entire relevant

population. This is the most widely used method for assessing values of ecosystems

including existence value because it is highly flexible, allowing assessors to tell

their respondents the characteristics of the subject environment by using the

questionnaire forms they prepare in advance. Diverse creative measures are applied

for obtaining respondents’ true willingness to pay, and there exist guidelines on

how to make questionnaire forms (Arrow et al. 1993). CVM has been used for a

variety of subjects. In the United States, it is used to provide bases for calculations

of compensation costs in court procedures, for example. In this way, assessments

made with CVM are introduced in the real world for purposes other than cost-

benefit analyses. With regard to LCIA, endpoint values converted into monetary

values with CVM are applied for integration with ExternE and EPS.

15 Weighting 317



Conjoint analysis is similar to CVM in that individuals are directly asked about

their intentions. However, it greatly differs from CVM in that it not only integrates

the environment as a whole but also enables identification of differences in the

strength of people’s preferences among various attributes of the subject environ-

ment. If a natural environment is regarded as a single attribute, CVM is the method

to be used. However, there are often cases where a natural environment should be

regarded as having multiple attributes. For example, when the value of a tideland is

measured, analysis made in consideration of tradeoffs among various factors

(attributes) such as the natural landscape, protection of species, and cost for

conserving the tideland may be advantageous for finding the direction of policy

decision-making. Advantages of conjoint analysis are exerted in such a case. With

regard to LCIA, conjoint analysis has been used for development of weighting

factors in LIME.

7 Examples of Midpoint Methods

As part of the EDIP midpoint LCIA methodology, a weighting step was developed

relying on political reduction targets and applying a distance-to-target approach.

For each of the midpoint impact categories covered by the EDIP methodology

weighting factors were calculated by

1. Identifying politically set reduction targets for elementary flows that contribute

to the impact category. Only stated and binding targets set e.g. as part of an

international treaty or national action plan are considered.

2. Harmonising the reduction targets to a common format across impact categories.

Politically set targets are typically stated as a targeted reduction in the emission

level in the reference year that must be attained in the target year. Target years

and reference years differ between agreements and elementary flows, and a

harmonisation is therefore performed by linear inter- or extrapolation to repre-

sent the corresponding reduction over a 10 year period.

3. Application of the harmonised reduction targets to the inventory of society’s
current emissions, which in EDIP is also used for calculation of the

normalisation reference, to arrive at the inventory of targeted annual emissions.

4. Characterisation of the targeted annual emission inventory, applying the EDIP

characterisation factors, to arrive at the targeted level of impact after 10 years in

accordance with the political reduction targets. Both the current level of impact

applied in the normalisation, and the targeted level of impact calculated for the

weighting, are expressed on a per capita basis as current and targeted Person

Equivalents respectively.

5. Calculation of the weighting factor as the current level of impact (the

normalisation reference) divided by the targeted level of impact after 10 years
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Weighting factor ¼ Current level of impact in reference year

Targeted level of impact ten years after reference year

¼ Person Equivalent in reference year

Targeted Person Equivalent ten years after reference year

ð15:8Þ

Table 15.4 shows an excerpt of EDIP weighting factors.

When applying these weighting factors to the normalised impact scores, the

impacts of the product system are expressed in the metric of targeted person

equivalents:

Weighted impact score¼ Weighting factor � normalised impact score
¼ Person Equivalent in reference year

Targeted Person Equivalent ten years after reference year

�Characterised impact score of product system
Person Equivalent in reference year

¼ Characterised impact score of product system

Targeted Person Equivalent ten years after reference year

ð15:9Þ

The weighting using EDIP’s distance to target weighting factors may thus also

be seen as a normalisation using the targeted level of impact as reference

information.

As visible from Table 15.4, the weighting factors based on political reduction

targets show a modest variation across the impact categories (apart from ozone

depletion where a nearly complete phase out of the contributing elementary flows

was the target).

As an alternative to political targets, EDIP also investigated the use of environ-

mental carrying capacity or sustainability targets for calculation of weighting

factors. With these targets the resulting person equivalents represent the environ-

mental space that is available on average to each of us in a sustainable society or a

Table 15.4 Midpoint

weighting factors of the EDIP

methodology based on

distance to politically set

environmental targets

Impact category Weighting factor

Global warming 1.3

Ozone depletion 23

Photochemical ozone formation 1.2

Acidification 1.3

Nutrient enrichment 1.2

Human toxicity 2.8

Ecotoxicity 2.3

Excerpt from Wenzel et al. 1997
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society that respects nature’s carrying capacities. They are generally far below the

politically based targeted person equivalents and show a considerably larger vari-

ation in the weight put on the different midpoint categories, but they are also more

uncertain due to the ambiguity of the setting of carrying capacities and sustainabil-

ity targets (Hauschild and Wenzel 1998).

8 Examples of Endpoint Methods

ExternE applies a method called impact pathway analysis. With this method, as

with the endpoint-type methods, monetary value of the environmental impact is

obtained by estimating the amount of potential damage on endpoints and multiply-

ing the estimated value by WTP per unit of amount of damage. Endpoints are

subdivided into death, disorders, and others, and the monetary value is set for each

of the subdivided cases. Different methods are applied for different WTP endpoints.

For example, with regard to death, WTP for reduction of health risk was calculated

with CVM for subjects from multiple countries, and the value thus obtained was

converted into WTP for one life year. As a result, a value of life year (VOLY) at

50,000 euro/year was obtained. Concerning disorders, WTP per case was set for

each level of severity. The value for disorders was obtained from the sum of (1) the

resource cost including insurance cost and cost of treatment at hospital, etc., (2) the

opportunity cost including productivity lowered by reduction of work hours, and

(3) disutility including nuisance and pain. In addition to these, weighting factors

related to noise, view, cultural heritage, buildings, ecosystems, and crops were also

defined. Table 15.5 shows major weighting factors obtained with the method.

In addition to the values for endpoints shown in Table 15.5, the ExternE report

shows integration factors for LCA obtained by multiplying these values by the

amount of damages. For example, where 1 kg of PM2.5 is emitted by road traffic in

a suburb, the average value is 15.2 €/kg. Here, uncertainty analysis was made and

confidence intervals also shown.

Table 15.5 Different ways of determining WTP per unit of endpoint by applying ExternE

Endpoint Approach Value (€) per unit

Death Contingent valuation

method

50,000 per VOLY

Morbidity Resource cost

+ opportunity cost

+ disutility

2,000 per admission (hospital admission),

670 per case (emergency room visit for

respiratory illness)

Cultural and

historical

heritage

Expenditures for

renovation of historical

buildings

Crop loss Prices Prices per ton of each crop

Ecosystem Abatement costs WTP per hectare protected ecosystem
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With this method, WTP per case of disorder was determined by type, such as

hospitalisation and use of an emergency room. It differs from LIME and

Eco-indicator 99 in that conversions to monetary values are made without consol-

idation to the Area of Protection (AoP). Therefore, in the strict sense, weighting

among AoPs was not conducted. For setting monetary values, the method applies

different approaches for different endpoints by quoting results obtained with CVM

for the impact on health while applying abatement cost concerning the impact on

ecosystem, for example. Discussions are needed for determining whether or not the

weighted results can be summed up because conditions for integration, groups of

respondents, and period when the survey was made differ among the endpoints.

With the EPS method, four endpoints – human health, production capacity of

ecosystem, non-biological resources, and biodiversity – were set, and then a

weighting factor was defined for each of five types such as death and disorder for

human health, each of five types including crops, fish, and irrigation water for

production capacity of ecosystem, each type of resource such as oil, coal, and iron

for non-biological resources, and one type for biodiversity. Table 15.6 shows

examples of the weighting factors thus defined. In the case of impact on health,

the weighting factor per case differs greatly depending on the severity of the

disorder. For example, the weighting factor concerning death was obtained by

using the value for Value of Statistical Life (VSL) of ExternE.

As for ExternE, endpoints that have yet to be consolidated into AoPs, such as

human health and production capacity, are converted into economic indices with

EPS, and therefore weighting among AoPs in the strict sense of the term was not

conducted.

For LIME, conjoint analysis was used to develop weighting factors concerning

four types of AoP. Economic value for the amount of damage per unit of each AoP

was calculated by statistical analysis such as logit model and random parameter

logit model. The results are shown in Table 15.7 below.

This method differs from ExternE and EPS in that values are given only to four

types of AoPs. Respondents were asked to choose from the hypothetical profiles

including four types of environmental attributes and monetary attribute. Their

choices are analysed to obtain WTP for avoidance of a unit of damage on each

AoP such as biodiversity. LIME2, the latest version, is characterised by the point

that highly representative weighting factors were obtained from results of a survey

of 1,000 households. On the other hand, it must be noted that LIME2 does not

reflect environmental thinking of other countries with different cultures and differ-

ent economic situations.

Table 15.6 Examples of

weighting factors of EPS

method (Steen 1999)

Category Unit WF (Euro)

Life expectancy Person-years 85,000

Severe morbidity Person-years 100,000

Morbidity Person-years 10,000

Severe nuisance Person-years 10,000

Nuisance Person-years 100
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9 Comparison Between Endpoint-Type Methods
and Research Needs

Table 15.8 shows a comparison of endpoint-type weighting methods. All of these

methods share the same assessment framework but differ on various points, such as

assessment objects in terms of substances or impact categories. Important differ-

ences and future problems concerning weighting methods are described below.

9.1 Area of Protection and Damage Indicators

All of the above methods define human health as an AoP. However, though the

ecosystem is commonly included in the objects of assessment, the methods differ in

what part of the ecosystem should receive attention. The object of EPS is the degree

of contribution (ratio) to extinction of species in a year, while that of Eco-indicator

99 is the ratio of vanished species (vascular plant species) and LIME uses the

expected number of extinct species.

The methods also differ in how to consider the impact on human society, such as

resources, materials, and agricultural products. LIME has established ‘social assets’
as a concept comprehensively covering what is treated as valuable things in human

society (non-biological resources, agricultural products, marine resources, and

forest resources). In addition to this, EPS includes cations, which is used as a buffer

for soil acidification, and divides AoPs into resources and production capacity.

Eco-indicator 99 does not include agricultural products or marine resources in the

AoP, but includes resources, limited to mineral resources and fossil fuels. ExternE

includes cultural properties, materials, and agricultural products for calculations,

but has no clear definition of the area of protection.

LIME and EPS include the impact on primary production (plant production) in

the objects of calculation, whereas Eco-indicator 99 and ExternE do not. In

addition, though LIME defines ‘primary production’ as an area of protection, EPS

considers it a part of the ‘production capacity of the ecosystem’. Therefore, the two
methods differ in their range of AoP.

Table 15.7 Weighting factors estimating external cost in LIME1 and LIME2

AoP Unit

LIME1 (N¼ 400, Kanto

region) LIME2 (N¼ 1,000, Japan)

Human health 1 DALY 1.42E + 7 9.70E + 6

Social assets 10,000 yen 1.00E + 4 1.00E + 4

Primary productivity 1 ton 3.78E + 4 2.02E + 4

Biodiversity 1 species 1.27E + 13 4.80E + 12
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9.2 Methods of Indicating Weighting and Integration Result

Approaches to weighting can be roughly divided into economic assessment

methods (ExternE, EPS, LIME2) and panel methods (Eco-indicator 99). The

integration result is expressed in amount of money (Euro or Yen) under the former

methods, whereas it is expressed in a non-dimensional index under the latter. An

advantage of expressing the environmental impact in an amount of money is that

the results are easy to interpret, and therefore can be compared with costs or used

for cost-benefit analyses, for example. However, indicating human health or the

ecosystem in economic value involves an ethical problem. Indicated values for

developed countries may also be higher than those of developing countries, which

is another problem pertaining to the economic assessment methods. Expression in a

non-dimensional index will reduce these problems but will make results difficult to

understand for general consumers and policy decision-makers, which limits their

external use.

9.3 Individual Differences and Variation of Weighting

Weighting differs among individuals. It would be important to express such differ-

ences as a range of weighting factors. ExternE shows the range of integration

factors for each substance, but it is unknown where there is uncertainty of the

amount of damage or variation in weighting. Eco-indicator 99 does not show

variation in weighting factors but sets a weighting factor for each type of cultural

perspective. LIME2 expresses individual differences in weighting quantitatively

through an analysis that uses the random parameter logit model (Itsubo et al. 2012),

showing that individuals constituting a group differ in value judgment but have a

certain distribution. It is desirable for ensuring transparency of weighting factors to

show the level of variation of weighting factors as an indicator of individual

differences in value judgment.

The result of weighting is subject to influences of various factors such as culture,

income, age, gender, religion, and educational background. Currently, there has

been no study that looks at how much influence is given to weighting by differences

in these factors.

9.4 Representativeness of Weighting Factors

Many of the methods shown above were developed based on the assumption they

would be used for general purposes, regardless of what the products are and who the

users are. Accordingly, they require confirmation that the value judgment repre-

sents the relevant population. CVM and conjoint analysis, which are normally used
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in environmental economics and other fields, are based on a merger between

economics and inferential statistics. With inferential statistics, a statistical model

is applied to a result of a survey of samples selected from a specific population by

applying the random sampling method, and social preferences of the population are

inferred through mathematical analysis. Results of the inference are verified for

determining whether or not they are statistically significant. It is also verified

whether or not the statistical model used for the regression to the population

represents the social preferences of the population. Only results that pass these

verifications may be used for general purposes. Eco-indicator 99 is based on

weighting by environmental specialists in Europe. The number of samples is

small and their representativeness is unclear. With regard to CVM applied in

ExternE and EPS, it is unknown whether or not multiple results of CVM were

obtained from the same group of respondents. LIME represents Japanese people’s
views but cannot be used for weighting in other countries.

Most of the existing methods calculate their weighting factors with the prefer-

ences of current generation, because their responses to questionnaire would be

analysed. None of the weighting factor systems considers the preferences or

interests of future generations, although weighting would be changed by time

transition. Only ExternE method took into account discount rate in their

monetisation.

As described above, existing methods of weighting differ in diverse points and

leave a number of problems. Research and development for improving the prob-

lems while making use of the advantages of these methods will be required in the

future.

10 Outlook

Integrating a wide range of environmental impacts means allocating weights to

midpoint impact categories or to the objects that receive impacts of environmental

changes, such as human health, biodiversity, agricultural products, and marine

products industry, regardless of whether or not they are explicitly shown. Results

of such comparisons cannot be obtained from knowledge based on natural science

but are determined by subjective views of the assessors or practitioners or by how

the given group views the environment. How people value the environment differs

according to their social background, such as cultural background, educational

background, and economic conditions. Methods of integration suggested thus far

differ in the population subject to weighting (e.g., population in Europe or Japan),

and therefore results of LCA are often inconsistent with each other due to the

integration methods applied. In addition, even when the population subject to

weighting is identical, use of different integration methods may lead to different

conclusions (Itsubo 2000).

This leads to a concern over abuses of weighting, such as: manipulating

weighting factors in a way that the assessment results of a company’s products
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will be better than those of its competitors’, and only disclosing results obtained by
using assessment methods that are advantageous for a company’s products. To

restrict such abuses, ISO 14044 positions weighting as an optional element and

prohibits its use in comparative assertions disclosed to the public.

Among practitioners some have negative attitudes towards the practice of

weighting and integration because of the above reasons. However, a substantial

number of companies make use of integration by placing greater emphasis on the

positive features of integration, that is, easy-to-understand assessment results and

the wide range of application, based on the recognition that integration comes into

effect on the premise of ethical, social, and economical elements. Many pioneering

companies make assessments in support of corporate evaluation, environmental

accounting, and environmental efficiency assessments by using their own

weighting factors or existing ones, and disclose the results in their environmental

reports or on their websites. These are examples of using integration indices as tools

for communication.

More companies may in the future use integration by making use of its advan-

tages, that is, ease of interpretation and high applicability of assessment results. For

this to happen, there is an urgent need to develop an integration method that can be

used for such general purposes.

11 Conclusions

This chapter presents the different features of weighting and integration approaches

applied in LCIA. Methods of weighting are classified into proxy methods, midpoint

methods, and endpoint methods. With an endpoint method, weighting is

conducted after normalisation, or values for results of characterisation are

multiplied without normalisation.

An advantage of a proxy method is that assessment results are easy to under-

stand because physical quantities such as weight and energy are used. On the other

hand, this method has problems such as incompliance with the ISO standard’s
requirement that a characterisation be performed as part of the impact assessment,

and the point that the environmental impacts are not assessed directly.

Advantages of amidpoint method include compliance with the ISO framework

and the point that it permits weighting that uses characterisation results. On the

other hand, it has problems such as that weighting is difficult because of the large

number of impact categories and that it is difficult with the DtT method to set

desired values that are truly equivalent among all impact categories.

Advantages of an endpoint method include the points that allocating weights to

areas of protection rather than midpoints reduces the number of subject items and

therefore reduces burden on respondents, and that furthermore it permits use of an

assessment method of environmental economics. On the other hand, problems of

this method include the limited number of studies conducted thus far and the need

for a large-scale interview survey, which is costly.
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In this way, advantages and problems differ among approaches. In recent years,

however, weighting with the endpoint-type methods has been attracting attention

due to the advancement of characterisation methodologies of this type.
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