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Preface

In his Science article of 1995, P.W. Anderson mentioned that “the deepest and most
interesting unsolved problem in solid state theory is probably the theory of the
nature of glass and the glass transition. This could be the next breakthrough in the
coming decade.” Today (some 15 years later), we claim that he was right in this

prediction. Especially over the last 10–15 years, there has been more progress in our

understanding of glass formation than in the previous 40 years.

A unique feature of the molecular dynamics in glass-forming systems is the

continuous and dramatic increase in the structural relaxation time, from values on

the order of picoseconds up to hundreds of seconds in the vicinity of the glass

“transition” temperature. Other transport quantities such as the diffusion constant or

viscosity show a similar increase. Another important characteristic is the non-

exponential character of the relaxation function. Although cooling a liquid is the

method most often employed to induce the liquid-to-glass “transition,” this is not the

only root towards the glassy state. Among others, a liquid can be vitrified by

increasing pressure under isothermal conditions. This path was first exploited in the

1960s, but due to serious experimental difficulties in performing spectroscopic

measurements under elevated pressures, it soon came to a standstill (and hence

pressure became the “forgotten” thermodynamic variable). Nevertheless, such

experiments are necessary to provide the complete physical description of the

vitrification process. In recent years, we have witnessed a major breakthrough in

the study of the dynamics of supercooled liquids and of the glass “transition” under

elevated pressures, mainly by using dielectric spectroscopy and other methods

(photon correlation spectroscopy, rheology, and NMR).

This book provides a comprehensive survey of the recent advances in the study

of the effect of pressure on the vitrification process of simple van der Waals liquids,

hydrogen-bonded systems, polymers, polymer blends, and biopolymers. We first

review the important knowledge attained in the 1960s by the seminal work of

G. Williams, Sasabe, and Saito, and proceed to the current understanding of the

effects of pressure on the dynamics of glass-forming liquids in the vicinity of the

glass “transition.”

vii



Chapter 1 discusses the pressure dependence of the structural relaxation times

and the effect of pressure on the glass temperature and fragility. We also address the

role played by thermal energy and density in the tremendous slowing down of the

structural relaxation dynamics when approaching the glass temperature.

Chapter 2, with the ambitious title “Origin of Glass formation,” discusses

in detail the current understanding of the liquid-to-glass transformation and, in

particular, the importance of pressure. Identifying the main control parameter that

dominates the slow dynamics at the glass temperature has been a point of debate.

Theoretical predictions consider thermally activated processes on a constant density

“energy landscape” and “free-volume” as extreme cases. However, since changing

temperature affects both the thermal energy and the volume (and thus the associated

“free volume”), it is impossible to separate the two effects by temperature alone.

In order to disentangle the effects of temperature and volume (or better said, the

corresponding intensive variable, density) on dynamics, pressure-dependent mea-

surements have been of paramount importance, as pressure can be applied isother-

mally (affecting only the density) and have been employed to provide a quantitative

assessment of their relative importance. We provide two recent approaches that have

led to a better understanding of the liquid-to-glass dynamics. The first is based on the

newly observed dynamic feature known as “thermodynamic scaling”; the second

emphasizes the role of molecular volume and local packing on the glass transition

dynamics.

Knowledge of the equation of state is essential in predicting the pressure

behavior of fragility and of the glass transition temperature. Chapter 3 discusses

the equivalent of an “equation of state” with physically interpretable parameters

for the description of the structural relaxation times as a function of temperature

and pressure. In this chapter, various canonical models that incorporate both the

temperature and pressure dependences of the structural relaxation time are

reviewed.

Chapter 4 discusses the latest findings on the dynamics of glass formers. The

new results turn out to be nearly universal, present in glass formers of different

physical structures and chemical natures, and have not been addressed before and

thus have tremendous impact on current concepts and theories of glass “transition.”

The results also point out the new physics that have to be included before the

problem of glass formation is solved completely.

The important role of pressure in the miscibility of polymer mixtures has been

realized only recently, as it has direct applications to processing as well as to

new syntheses that involve the use of environment-friendly supercritical fluids.

Chapter 5 reviews the recent progress made in understanding the effects of pressure

on the thermodynamics (i.e., the critical temperature for phase separation) and

dynamics of polymer blends.

Chapter 6 reviews recent efforts to investigate the hierarchical self-assembly

and dynamics in an important class of biomaterials: polypeptides. Polypeptides

play a vital part in the molecules designed for use in drug delivery of gene therapy

and thus have been the subject of intensive studies. However, their dynamic

response has only recently been explored. In the first part, we discuss the origin
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of the dynamic arrest at the glass “transition”. In this respect, pressure again plays a

decisive role, as it is used to identify structural and dynamic defects (i.e., solitons).
Subsequently, and as a direct consequence of the first part, we discuss that contrary

to expectation and common belief, helices in concentrated polypeptide solutions are

objects of low persistence. In the third part, we address the effect of confinement in

controlling the type, persistence, and dynamics of secondary structures.
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Chapter 1

The Glass “Transition”

1.1 Introduction

Normal liquids can be transformed during the cooling process into two different

solid forms: glass and crystal [1]. These “transitions” can be identified by measur-

ing, for instance, the temperature dependence of volume on cooling or heating a

specimen. Since crystallization is a first-order transition, it is manifested as a

discontinuous change in volume at the crystallization temperature, Tcryst. In the

majority of cases, volume decreases abruptly at Tcryst. However, there exist some

examples with the opposite dependence. The most well-known example being the

freezing of water where the increase of volume on cooling reflects the open

structure of ice.

Since the crystallization process takes some time (critical nuclei have to be

formed and subsequently they have to grow), it is also possible to supercool a liquid

to below its melting temperature where it retains its liquid character. As shown in

Fig. 1.1, further cooling of the supercooled liquid leads to the liquid-to-glass

“transition” manifested by a characteristic change in the slope of V(T) dependence
in the vicinity of the glass temperature, Tg. Below Tg, supercooled liquids become

amorphous solids. It is important to emphasize that any liquid is able to form a glass

if cooled rapidly enough. Most of them require fast cooling to avoid crystallization,

but there are also many liquids that can be easily supercooled and kept in this

metastable state for a long time. The latter are particularly useful in investigating

the properties of the supercooled state.

At first sight, the liquid-to-glass “transition” resembles a second-order thermo-

dynamic transition. For this reason, some efforts have been made to describe the

glass transition in terms of the Ehrenfest equations [3–6]:

dTg
dP

� �
¼ DkT

DaP
; (1.1)

dTg
dP

� �
¼ VgTgDaP

DCP
; (1.2)

G. Floudas et al., Molecular Dynamics of Glass-Forming Systems,
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where DkT, DaP, and DCP are the changes of isothermal compressibility, isobaric

expansion coefficient, and isobaric specific heat, respectively, between the liquid

and glassy states.

Combining (1.1) and (1.2), we obtain the Prigogine–Defay ratio:

DkTDCP

TgVgðDaPÞ2
¼ 1: (1.3)

Evidently, important terms in these equations are pressure dependent for real

materials; hence it is difficult to verify these equations in practice. Nevertheless, it

was experimentally verified that (1.3) does not hold for certain glasses [7, 8].

Instead, the ratio takes values above one for several systems with typical values

in the range 2–5 [7, 8]. In fact, the failure of Prigogine–Defay ratio means, as

argued by Goldstein [9], that a single-order parameter description of the liquid-to-

glass “transition” phenomenon may be not sufficient.

In general, the attempt to classify a liquid–glass “transition” as a thermodynamic

phase transition is at odds with the well-established experimental fact that the glass

temperature depends on the experimental cooling/heating rates. Slower cooling

rates, _T ¼ dT=dt, will cause a change of Tg (marked in Fig. 1.1) toward lower

temperatures. This behavior is a consequence of a kinetic nature of the vitrification

process. As the temperature of the supercooled liquid is changed, molecules

rearrange to achieve a new equilibrium state and this process requires some time.

Naturally, a new equilibrium state will be achieved if the time required for the

rearrangement is shorter than the time scale related to temperature change. Other-

wise, molecules will have no chance to rearrange entirely, and consequently,

liquid

supercooled
liquid

T1>T2

TK Tg2

Temperature

V
ol

um
e

crysta
l

glass 2
glass 1

Tg1 Tm

· ·

Fig. 1.1 Schematic representation of the temperature dependence of system volume for a liquid

that can both crystallize and form a glass. The thermodynamic and dynamic properties of a glass

depend upon the cooling rate; glass 2 was formed with a slower cooling rate than glass 1. Values

Tg1 and Tg2 indicate the glass transition temperatures for two cooling rates _T1> _T2. Symbol Tm
denotes the melting temperature, whereas TK, the Kauzmann temperature. This figure is taken

from [2]
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experimentally observed macroscopic quantities, such as volume, will deviate from

their equilibrium values. The onset of such behavior will take place as Tg is

approached, where a change of the slope in V(T) takes place. Thus, for slower

cooling rates, the ensemble of molecules will have a chance to continue toward

their equilibrium state at lower temperatures. This is the origin of the above-

mentioned dependence of Tg on the cooling rate. Therefore, it is commonly

believed that glass formation is a kinetic phenomenon and not a true thermody-

namic phase transition [10]. Nevertheless, the term “transition” has been used in the

literature in a broader sense to describe the formation of the nonequilibrium phase

(glass) from the equilibrium melt state. We employ the same term here knowing

that this is not a true phase transition.

Glass formation appears not only in the first and second derivatives of the state

functions (i.e., volume, entropy, enthalpy and thermal expansion coefficient, and

specific heat, respectively), but also in the behavior of the molecular dynamics with

respect to temperature and pressure. The unique feature of molecular dynamics of

glass-forming liquids is the continuous and dramatic increase of the structural

relaxation time from values of the order of picoseconds (typical time scale for

molecular rearrangements in the normal liquid state) up to hundreds of seconds in

the vicinity of the glass transition temperature [2, 11] (Fig. 1.2). A similar behavior

can be observed in other transport quantities such as diffusion constant or viscosity.

It is also well known that many supercooled liquids subjected to sudden constant

mechanical, electrical, or thermal perturbation will slowly relax towards the equili-

brium in a non-exponential fashion [12–14]. This nonexponential character of the

relaxation function has been recognized as another important characteristic of the

2.5 3.0 3.5 4.0 4.5 5.0 5.5
-11
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x(T2)
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g 1

0(
t a

 /s
)

1000/T [K-1]
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a-relaxation 

Tg

x(T3)

Fig. 1.2 Non-Arrhenius temperature dependence of a-relaxation times for polypropylene glycol

of molecular weight 400 g/mol together with schematic illustration of increasing of cooperatively

rearranging regions during cooling (x is so-called cooperativity length)
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dynamics of glass-forming liquids. The Kohlrausch–Williams–Watts (KWW) func-

tion is commonly used to describe relaxation functions in the time domain [15, 16]

’KWWðtÞ ¼ exp � t

tKWW

� �bKWW

" #
; (1.4)

where tKWW is a characteristic relaxation time and bKWW denotes the stretching

parameter, with values varying from 0 to 1 (when bKWW ¼ 1, a single exponential

process is recovered). A nonexponential relaxation in the time-domain corresponds

to a non-Debye relaxation in the frequency domain. Transformation of the KWW

function from the time- and frequency-domains is described in [16, 17] and has led

to its many applications to frequency-domain dielectric data for glass-forming

liquids and polymers. However, the structural relaxation process is broader than a

single relaxation time process (see Fig. 1.3). To describe this broadening, the

Havriliak– Negami function is most often used [18–20]:

fHNðoÞ ¼
1

½1þ ðiotHNÞa�g
; (1.5)

where a and g are shape parameters ranging between 0 and 1, and tHN is a parameter

connected to a characteristic relaxation time. The broadening of the structural

relaxation function is generally believed to be due to complex cooperative character

of molecular rearrangements (see for example [21, 22])
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Fig. 1.3 Frequency-dependent dielectric loss e00 of di-isobutyl phthalate near the glass transition.
Experimental data (open circles) for structural relaxation process cannot be described by the

simple Debye function (dashed lines)
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Although cooling of a supercooled liquid is the method most often applied to

induce the liquid-to-glass transition, it does not mean that this is the only route

leading to the glassy state. Among other ways, there exists a possibility to pass from

the liquid and glassy state by increasing pressure under isothermal conditions.

However, this path has been much less exploited mainly due to serious experimen-

tal difficulties of performing both spectroscopic and thermodynamic measurements

under conditions of elevated pressure. They often involved the application of a

special high-pressure technique with relatively low temperatures. Nevertheless,

such experiments are necessary to provide the complete physical description of

the vitrification phenomenon [23, 24]. In addition, the dynamical aspects of glass

formation that arise in rate-dependent thermodynamic measurements form a large,

complicated, but well-understood subject [25–29].

Hydrostatic pressure is a key thermodynamic variable controlling molecular

spacing. Thus, one expects that compression should have important effects on the

molecular dynamics of a supercooled liquid and consequently on glass formation.

By using pressure and temperature as independent, but complementary, variables,

the glass transition can be approached on different trajectories in the phase space

(for example, see Fig. 4.15). Therefore, it is also legitimate to ask whether there are

any differences in the dynamics if Tg is approached by isobaric temperature changes

or by isothermal pressure changes. This important question also relates to the lively

discussion in the literature (see for example [30]) with respect to the universality of

glass formation.

In recent years, we have witnessed a major breakthrough in the study of the

properties of supercooled liquids and of the glass transition under elevated pres-

sures, mainly by dielectric spectroscopy [31–34]. It should also be mentioned that at

the same time other methods (photon correlation spectroscopy [35–37], viscosity

measurements [38, 39], and NMR [40]) were developed that can probe the dynam-

ics at elevated pressures.

This book provides a comprehensive survey of the recent advances in the study of

the effect of pressure on the vitrification process of simple van der Waals liquids,

hydrogen-bonded systems, polymers, polymer blends, and biopolymers. This over-

view begins with this Chapter by discussing the pressure dependence of the struc-

tural relaxation times and the effect of pressure on the glass transition temperature

and fragility. We also address the role played by thermal energy and density in the

tremendous slowing down of the structural relaxation dynamics by approaching Tg.

1.2 Pressure Dependence of the Structural (a-) Relaxation Time

As mentioned above, the time scale related to the structural reorganization of a

liquid increases dramatically as the supercooled liquid is cooled toward Tg. Numer-

ous experimental results show that the structural (a) relaxation time, as well as the

viscosity, fails to obey the simple Arrhenius behavior

1.2 Pressure Dependence of the Structural (a-) Relaxation Time 5



t ¼ tA exp
EA

kT

� �
; (1.6)

where tA is a pre-exponential factor, EA is the activation energy, and kB is the

Boltzmann constant. As depicted in Fig. 1.4, both properties display stronger

temperature dependence than a simple Arrhenius law. This suggests that the

activation energy is not a material constant with respect to temperature but it

increases with decreasing temperature. On the contrary, the Arrhenius dependence

of (1.6) is known to be valid only for some glass-forming liquids at temperatures

much above the glass temperature.

A wide variety of models have been proposed for describing the non-Arrhenius

temperature dependence of ta and � of supercooled liquids. Unfortunately, all of

them fit the experimental data only within a certain temperature range. The exten-

sive discussion of applicability of these formulas is presented in references [41, 42].

Beyond any doubt, the most frequently used equation is the empirical Vogel–

Fulcher–Tammann (VFT) law [43–45]

t ¼ tVFTexp
B

T � T0

� �
; (1.7)

where tVFT is a pre-exponential factor, B is a material constant, and T0 is the

temperature (known as the “ideal” glass temperature) corresponding to an infinitely

slow structural relaxation time. Interestingly, both free volume theory [46] and the

Adam–Gibbs model [47] can be used to rationalize the form of the VFT equation.

1,4 1,6 1,8 2,0 2,2 2,4 2,6 2,8 3,0 3,2
-5

0

5

10

15 1:3:5-tri-α-naphthyl-benzene

no
n-

A
rr

he
ni

us

ArrheniusTAlo
g

η[
P

a*
s]

1000/T [K-1]

2,0 2,5 3,0 3,5 4,0 4,5

-10

-5

0

5

Arrhenius

lo
g[

t a
 /(

s)
]

1000/T [K-1]

Salol

Fig. 1.4 Illustration of changes in a-relaxation times (for salol) and viscosity (in the inset for
1:3:5-tri-a-naphthyl-benzene) during materials cooling at ambient pressure; At high temperatures,

the dependences logta(T) and log�(T) can be described by using the Arrhenius equation, whereas

at lower T, the characteristics exhibit a strong deviation from the Arrhenius law (temperature TA
denotes beginning of non-Arrhenius behavior)
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A tremendous increase in the structural relaxation time and in the viscosity is

also observed when the liquid is compressed at constant temperature. In this

respect, one can ask what type of equation is more suitable for describing the

pressure dependence of the structural relaxation times. An approximate relation can

be obtained in the following lines of thought. In pure thermodynamic terms, T and P
cannot be considered as equivalent thermodynamic variables; for example, the

thermal energy of the system decreases with decreasing T at constant P, whereas
this is not the case by increasing P at constant T. However, from a dynamic point of

view, decreasing temperature and increasing pressure both produce a similar effect,

i.e., the slowing down of the dynamics for molecular rearrangements (for a counter-

example see Chap. 5, Section 5.3.1.). Thus, from a dynamics view, pressure and

temperature might be thought as “equivalent” thermodynamic variables and this

would be expressed as follows:

T�1 $ P: (1.8)

Taking into account the above transformation together with the temperature

VFT law, we can easily derive the pressure counterpart of the temperature VFT

equation [48–50]:

t ¼ t0exp
CP

P0 � P

� �
: (1.9)

An alternative approach leading to the pressure VFT law is based on the free

volume model. In the latter, of key importance is the Doolittle equation [51] relating

free volume to the structural relaxation time as

t ¼ t0 exp
u
uf

� �
: (1.10)

To recover (1.9) it has to be assumed that uf ¼ k(u – u0) is proportional to

(P0 – P)/P.
Similar to the temperature VFT law (1.7), its pressure counterpart (1.9) includes

three parameters: t0, C, and P0. However, only two of them: C and P0, have to be

extracted from the numerical fitting analysis. The pre-exponential coefficient, t0, is
the relaxation time at ambient pressure and, therefore, its value can be determined

directly from the measurements. As an example illustrating the pressure dependence

of structural relaxation times we depict in Fig. 1.5 four different isothermal pressure

dependences of dielectric a-relaxation times for di-isobutyl phthalate (DIBP) [52],

Xylitol [53], polymethylphenylsiloxane (PMPS) [54] and 1-butyl-1-methylpyrrolidi-

nium bis[oxalato]borate (BMP-BOB) [55]. The selection of these glass formers is not

accidental. They represent different categories of materials: van der Waals liquids

(DIBP), H-bonded liquids (Xylitol), polymers (PMPS), and ionic liquids (BMP-

BOB). The common characteristic feature for all four dependencies is their

1.2 Pressure Dependence of the Structural (a-) Relaxation Time 7



nonlinearity. This behavior is just very well portrayed by (1.9). The effectiveness of

the pressure VFT law has been demonstrated not only for dielectric relaxation data

[56–60] but also for viscosity [61] measurements and photon correlation times [62].

A different approach is based on transition state theory. Eyring [63] derived a

relation for the rate at which species relax from nonactivated states A1 and A2

toward an activated state A* as A1�A*�A2. Details of the activated complex and

the derivation of the rate are given in [64, 65]. The transition state equation for t for
dielectric relaxation [64–66] is

t ¼ ðh=kTÞ exp½DG#=RT�; (1.11)

where DG# ¼ DH# þ DV#, with DH# (DV#) being the enthalpy (volume) changes

with respect to the activated state (see [66–68] for a consideration of the standard

states involved in the definition of DG# and its components).
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Fig. 1.5 Pressure dependences of isothermal a-relaxation times for four kinds of material:
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should obey the Arrhenius law with DV # ¼ const
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The nonlinear character of the ta(P) dependence indicates that the apparent activa-
tion volume,DV#

a , is not constant – similar to that in the case of the activation energy

[69]. According to the definition of DV#
a , the nonlinear increase of isothermal log10ta

with pressure causes the apparent activation volume to increase with P [64, 66]:

DV#
a ¼ RT

d ln ta
dP

� �
T

(1.12)

As can be seen in Fig. 1.6, the values of DV#
a also seems to increase in some

nonlinear fashion. The solid lines running through the data in Fig. 1.6 have been

determined using (1.9) and (1.12). The fair agreement with the experimental points

again confirm the efficiency of the pressure VFT equation.

The activation volume is a very useful parameter to characterize the relaxation

processes in glass-forming liquids. Its value provides valuable information on the

pressure sensitivity of the relaxation times. In the framework of the transition state

theory [65, 66], the apparent activation volume DV#
a is defined as the difference

between the volumes occupied by a molecule in activated (transition) and nonacti-

vated (minimum) states. Thus, the value of DV#
a may reflect on the volume

requirements for local molecular motion. The natural consequence of this circum-

stance is that the size of a relaxing molecular unit will have an influence on the
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value of DV#
a . The validity of the above rule is illustrated by plotting the activation

volume as a function of molecular volume for polyalcohol series: glycerol, threitol,

xylitol, and sorbitol [70] (see Fig. 1.7).

It has been already pointed out that the activation volume usually increases with

pressure. At this point, it is interesting to analyze the dependence of DV#
a as a

function of temperature at constant a-relaxation time. Such a dependence is shown

in Fig. 1.8 for two polymers (PMPS and PTMPS) [71, 72] and two van der Waals

liquids (BMMPC and BMPC) [73]. In this case, we plotted DV#
a calculated at a

constant ta, versus the normalized glass transition temperature, Tg(P)/Tg (1 bar).

The observed decrease in the activation volume with increasing pressure is recog-

nized as a distinctive behavior for glass-forming liquids. Since at higher Tg the

sample is usually more dense, this result implies that the role of volume effects on

the relaxation phenomena is weakened at high pressure. Extrapolating the data in

Fig. 1.8 to the glass transition temperature at ambient pressure, one finds that

DV#
a � 275 ½cm3=mol� and DV#

a � 510 ½cm3=mol� for BMPC and PMPS, respec-

tively. These values should be compared with the molar volumes of BMPC (Vm ¼
178 cm3/mol) and PMPS (Vm ¼ 103 cm3/mol). The straightforward conclusion

from the comparison above is that at least one (whole) molecular unit (or a few

segments in case of a polymer) is involved in the observed structural relaxation

process. By analyzing differences in values of activation volume for pairs:

PMPS–PTMPS and BMPC–BMMPC, one can again find the correlation between

the molecular size of relaxing unit and DV#
a . PTMPS in comparison to PMPS has

an additional methyl group attached to the phenyl ring. Thus, the molecular volume
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of the repeating unit of PTMPS is larger than that for PMPS, and this difference in

molecular volumes corresponds to the difference found in values of DV#
a . A similar

pattern of behavior can also be observed for BMMPC and BMPC. The former has

two additional methyl groups, and therefore, it needs more space to reorient than the

slightly smaller molecule of BMPC.

The relation between the apparent activation volume and the molecular volume

has been discussed extensively in recent literature [74–80]. There, it has been

shown that DV# (1) scales with the temperature difference from Tg for homopoly-

mers of different molecular weights [73, 77], (2) shows a strong T-dependence,
especially in the vicinity of Tg, and (3) approaches the monomer volume for

temperatures in the range 70–90 K above Tg [76, 80]. Figure 1.9 depicts this

situation for the a-process in polyisoprenes of different molecular weights. Clearly,

the apparent activation volume depends only on T and not on the polymer molecular

weight. The distinctly different pressure sensitivity of the segmental relaxation

times of different polymers possessing different monomer units will be employed

in Chap. 5 as a fingerprint of the heterogeneous dynamics in miscible or weakly

phase-separated polymer blends (in Chap. 5).

Up to now we mainly considered the behavior of activation volume in relation to

the pressure dependence of the a-relaxation process for glass-forming liquids and
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polymers. As we will discuss in detail in Chap. 4, apart from the slow cooperative

(a-) relaxation process, faster relaxation phenomena (known as secondary pro-

cesses) can also be observed both above and below the glass transition temperature.

It is instructive, at this point, to analyze in terms of the apparent activation volume,

the pressure dependence of the relaxation times observed in the glassy state of a

disaccharide, i.e., maltose [81]. The pressure dependence of secondary relaxation

time for this sugar is depicted in Fig. 1.10. Evidently, a simple volume activated law:
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t ¼ t0exp
PDV
RT

� �
; (1.13)

describes fairly well the experimental data. Consequently, the activation volume for

this secondary relaxation is independent of pressure within the glassy state. In the

case of maltose it was found that DV#
b ¼ 15 cm3/mol. Moreover, it is also possible

to determine what local intramolecular motion is responsible for this process by

making conformational DFT calculations. Comparing the values of activation

energy and activation volume, calculated for various conformational transitions

with values of Eb and DVb
# determined from the analysis of temperature and

pressure dependences of ta, it was found that the secondary relaxation of maltose

arises from the restricted rotation of the two monosaccharide units around glyco-

sidic linkage. Conformational states of maltose in both activated and nonactivated

states obtained from DFT calculations are shown in Fig. 1.11.

Perhaps the best example of a strong secondary process of molecular origin in

polymers is the poly(alkylmethacrylates). In contrast to polymers where dipolar

groups are rigidly attached to the main chain, poly(alkylmethacrylates) have, in

addition, dipole components in the ester side group that are flexibly attached to

the main chain that can undergo motions not requiring extensive accompanying

motions of the main chains [12]. These side group motions give rise to a

b-relaxation process in addition to the primary a-relaxation associated with the

glass transition of a polymer. In addition, the relative relaxation strengths of a- and
b-processes Ra,b ¼ Dea/Deb depend on the tacticity of the poly(alkylmethacrylate):

e.g., for poly(methylmethacrylate) (PMMA) the isotactic polymer has Ra,b > 1,

while the syndiotactic polymer has Ra,b < 1 [12, 13].

As an example from this series, we refer to poly(n-ethylmethacryate) (PEMA)

[32, 34, 82]. The PEMA dynamics comprise four dielectrically active processes;

the segmental (a-) process associated with the liquid-to-glass transition, the local

b-process at lower temperatures, the mixed (ab)-process at higher temperatures, and

a slower process associated with the ion mobility. Pressure aids in clarifying the

origin of the dynamic processes by extracting the pressure sensitivity and the relative

contribution of thermal energy and volume for each one of the processes [82].

Figure 1.12 depicts dielectric loss spectra of PEMA at 383.15 K as a function of

increasing pressure [82]. Increasing pressure results in the demerging of the single

(ab)-process into two separate processes, a and b. In addition, pressure provides

important information on the origins of the different processes that cannot be

obtained by temperature variation alone. For example, pressure allows extracting

the apparent activation volume for each of the processes. This is depicted in

Fig. 1.13. As expected, the a-process has the higher values of DV# that are strongly

T-dependent. Furthermore, studying the same quantity in the remaining processes

results in interesting conclusions on their origin. In this respect, the origin of the

(ab)-process and, in particular, its relation to the a- and b-processes have been a

point of debate. The apparent activation volume revealed [82] that the mixed (ab)-
process (at high temperatures/frequencies) is the structural relaxation, implying that

it presents characteristics of a segmental process and not of the local b-process
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whose apparent activation volume is much smaller (~10–20 cm3/mol). The same

conclusion is reached from the values of the ratio of activation energies (to be

discussed below with respect to Chap. 2), QV/QP, with approximate values of 0.60,

0.90, and 0.68, respectively, for the a-, b- and (ab)-processes. This value for the

(ab)-process suggests that while it is controlled by both temperature and volume,

the former has the greater influence. Ion mobility, despite being five orders of

magnitude slower than the (ab) process, is affected by temperature and volume in

the same way as the (ab) process [82], suggesting that ions in their motion

experience a similar local friction. In an effort to rationalize the origin and interre-

lation among the dielectric a-, b-, and ab-processes in amorphous polymers
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including poly(n alkyl methacrylates), Williams [83] introduced the concept of

partial and total relaxations of dipolar groups. Details can be found in [82].

Returning to the discussion about the evolution of the structural relaxation times,

it should be stressed that the satisfactory fit to experimental data by means of a

single temperature VFT law can be often achieved only within a limited tempera-

ture range. In a series of papers by Stickel et al. [12, 41, 42, 84], it was pointed out

that the temperature dependence of ta of many small molecular glass-forming

liquids undergoes a change at some intermediate temperature Tb ~ 1.2Tg. There-
fore, two VFT equations with two different sets of fitting parameters (six in total)
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are required to describe the a-relaxation times both above and below this charac-

teristic temperature. To determine the range of validity of the VFT law, as well as

the value of Tb, Stickel et al. proposed an analysis of the ta(T) dependence using the
following derivative function [41, 84];

fTðTÞ ¼
@ log t
@ðT�1Þ

� ��0:5

P

: (1.14)

When this operator is applied to the VFT equation, it leads to a linear dependence

with respect to T�1:

fVFTðTÞ ¼ ð1� T0T
�1ÞB�1=2: (1.15)

Thus, the range of validity of the VFT equation can be identified by the presence

of a linear fT(T) dependence, as shown in Fig. 1.14 for diethyl phthalate [85].

An analogous behavior can be found in the pressure dependence of ta. A change

in dynamics above the glass transition at elevated pressures was experimentally

observed for a number of glass-forming liquids: KDE [86], PDE [86], Aroclor [87],

PC [88], OTP [89], and Salol [89]. Figure 1.15 displays this “crossover” phenome-

non identified for PC. Two different pressure VFT equations, valid respectively in

two different pressure regimes, separated by Pb, are needed to fit experimental data

and this is confirmed by the derivative analysis [87, 89]. In this case, we need to

define a new derivative operator
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fPðPÞ ¼
@ log t
@P

� ��0:5

T

(1.16)

that transform the pressure VFT equation to a linear form:

fPVFTðPÞ ¼ ðP0 � PÞðCP0Þ�1=2: (1.17)

It is worth noticing that for a given liquid, the “crossover” phenomenon occurs at

a constant value of ta – independent of the temperature and pressure conditions.

Thus, the time scale of the structural relaxation is the most important parameter

governing the change in dynamics [90].

1.3 The Glass Transition Temperature

Although glass “transition” bears no analogy to a true thermodynamic transition,

the corresponding glass temperature is a very useful quantity [91]. There are a

number of experimental methods that have been used to define the glass transition
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temperature. Among the so-called thermodynamic methods, the most popular are

dilatometric and heat capacity measurements. In dilatometry, the temperature

dependence of volume of a glass-forming liquid is measured. Determining Tg
involves a linear regression on the data as temperatures above and below the

glass transition, and the temperature of intersection of these lines is taken as Tg. In
an analogous way, one can obtain the value of Tg from calorimetric measurements

because the temperature dependence of enthalpy,QP(T), reveals the same pattern as

the V(T) curve. Alternatively, the glass transition temperature can be determined

from the derivatives of V(T) and QP(T) as (∂lnV/∂T)P and (∂Q/∂T)P that corre-

spond to the thermal expansion coefficient and the heat capacity, respectively.

These quantities are the largest in the supercooled state and drop to lower values

on approaching Tg. On the other hand, taking into account the kinetic/relaxational

aspect of vitrification phenomenon, it seems more natural to define Tg in terms of

the structural relaxation time. Indeed, the view that a liquid at Tg is a state with an

iso-relaxation time became a foundation for the dynamic definition of the glass

transition temperature. According to the above view, Tg is usually defined as the

temperature where ta ¼ 100 s.

The glass transition temperature of glass-forming liquids can be altered by the

application of hydrostatic pressure [92–95]. Numerous experimental results show

that the value of Tg rises with increasing pressure. Within the free-volume picture,

this behavior is attributed to an increase in molecular packing induced by com-

pression. It is remarkable that the Tg(P) dependence displays usually a nonlinear

character. In addition, there is a decline of the gradient of the Tg(P) curve on P–T
plane, dTg=dP, that indicates a weaker effect of pressure on increasing Tg at

elevated pressure. Both features can be easily recognized in Fig. 1.16 in the

case of PDE. They are well reconstructed by means of the following empirical

equation [96]:

TgðPÞ ¼ T0
g 1þ P

P

� �1=b

: (1.18)

Satisfactory description of Tg(P) data can also be achieved using a second-order

polynomial:

TgðPÞ ¼ T0
g þ APþ BP2; (1.19)

where A > 0 and B < 0 are fitting parameters. Although the choice of the formula

for the description of the experimental data seems somewhat arbitrary, the former

equation (1.18) has some theoretical foundation [97]. It turns out that an analogous

equation can be derived from the Avramov model presented in Chap. 3.

The sensitivity of Tg on pressure depends strongly on the material; it is thus

useful to define the pressure coefficient of Tg, dTg/dP. It is known that the values

of dTg=dP for polymers and van der Waals liquids are generally large. At the

opposite extreme, there are hydrogen-bonded network glasses and metallic

18 1 The Glass “Transition”



glasses characterized by lower values of this coefficient. The weak pressure

effect on Tg, found in this class of materials, is related to their strong and

orientationally restricted intermolecular bonds. The values of the pressure coeffi-

cient of Tg, dTg=dP, for various glass-forming liquids are presented in Table 1.1

(see Appendix 1).

Discussing the Tg(P) dependence, we note that dTg=dP decreases continuously

with increasing pressure (see the inset to Fig. 1.16). However, it has been suggested

that at very high pressures, the increase of Tg is limited by the appearance of a high

temperature asymptote, i.e., (dTg=dPÞ ! 0 [98–101]. Consequently, a new equa-

tion for the Tg(P) dependence has been proposed, namely,

Tg ¼ c

P�P
þY; (1.20)

where Y and P denote the high temperature and the negative pressure asymptotes,

respectively. On the other hand, Rzoska and coworkers [102] argued that the high

temperature asymptote is apparent because dTg=dP may change sign from positive

to negative. Their arguments result from the analysis of experimental Tg(P) data for
a few atypical glass formers by using a modified Simon–Glatzel relation [102]:

TgðPÞ ¼ T0
g 1þ DP

P

� �1=b

exp �DP
c

� �
; (1.21)
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where DP ¼ P� P0
g, and T0

g and P0
g are, respectively, the correlated reference

pressure and temperature, whereas c is the damping coefficient.

1.4 The Concept of Fragility

The temperature dependence of the structural relaxation times or of the viscosity

can be analyzed in terms of a property known as fragility. Liquid fragility is a

concept commonly used to characterize and classify the dynamic behavior of

various glass-forming liquids. The idea of fragility is based on the observation

that the degree of deviation of ta from the Arrhenius behavior is a material-specific

property. A comparison of the different degrees of deviation from the Arrhenius

dependence of various glass formers can be made by plotting the structural relaxa-

tion time or viscosity as a function of Tg/T (see Fig. 1.17). Oldeskop [103] was the

first to use Tg as a corresponding state parameter for the liquid viscosity � in

comparing different inorganic liquids. Later on, Laughlin and Uhlmann [104]

found differences in the log � vs. Tg/T dependences for three different classes of

materials. Finally, Angell [105] recognized the importance of the Uhlmann plot as a

method of classifying the transport properties of glass-forming liquids and intro-

duced the terms “fragile,” “intermediate,” and “strong” to designate these three
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classes of glass formers. According to this terminology, “strong” liquids exhibit

nearly an Arrhenius dependence of � (or ta) on temperature as Tg is approached,
whereas “fragile” liquids are characterized by a non-Arrhenius behavior. There is a

number of different definitions of fragility [106] used to determine the degree of

deviation from the Tg-scaled Arrhenius dependence, but among them the most

popular is the isobaric steepness (fragility) index, mP, defined by

mP ¼ @ log ta
@ðTg=TÞ

� �
P

����
T¼Tg

: (1.22)

Introducing pressure as an additional thermodynamic parameter allows extract-

ing the dependence of the structural relaxation times or viscosity and thus of the

fragility as a function of pressure. A straightforward method that allows finding the

pressure dependence of fragility requires isobaric measurements of the structural

relaxation times, t(T), at various pressures. Since the experimental dependences of

t(T) are usually fitted to the VFT equation, the steepness index can be directly

calculated using the fitting parameters of the VFT equation:

mP ¼ BTglog10e

ðTg � T0Þ2
; (1.23)

where T0 ¼ T0(P) and Tg ¼ T0(P). An alternative way of extracting the pressure

dependence of fragility is the analysis of the isothermal dependences of relaxation

times, t(P). In this method, the following relationship between the steepness index

mP, the apparent activation volume DV#, and dTg=dPð¼ ð@T=@PÞtjT¼Tg
Þ coefficient

can be used [107]:

mP ¼ DV#

2:303R dTg=dP
: (1.24)

The above equation can be derived from the equation of state for the relaxation

time, which can be expressed in following form:

f ðx; y; zÞ ¼ 0; (1.25)

where x ¼ P, y ¼ T�1, and z ¼ logt.
If variables x, y, and z satisfy the above function then the following identity is

valid:

@z

@y

����
x

@y

@x

����
z

@x

@z

����
y

¼ �1: (1.26)

Equation (1.24) results from the above identity and (1.12) and (1.22). The

numerous experimental results available in the literature suggest a unique behavior
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for the pressure dependence of fragility. In the case of simple van der Waals liquids,

a drop in fragility at elevated pressures is usually observed. So far, we know only

one exception from this rather general rule. The van der Waals material is DHIQ

[108] whose isobaric fragility seems to increase with compression. Polymers reveal

behavior similar to that of van der Waals liquids. Thus, it can be stated that for both

classes of materials, compression reduces the degree of deviation of the structural

relaxation times from the Arrhenius behavior (i.e., compression reduces the fragility).

On the other hand, a complex behavior of fragility with pressure is found for

associated liquids. As shown in the right panel of Fig. 1.18, the steepness index of

hydrogen-bonded glycerol [111] initially increases with pressure, before becoming

constant for P greater than ca. 1.5 GPa. An even more puzzling behavior of mP can

be observed for two other H-bonded liquids: di- and tripropylene glycol [109, 112]

(their pressure dependences are displayed in the left panel of Fig. 1.18). It can be

seen that these dependences exhibit a nonmonotonic character. Such behavior

reflects the fact that temperature and pressure can influence the degree of H-bonding

in a different manner. The nonmonotonic behavior of mP, shown in Fig. 1.18, is

likely to reflect the competitive contributions of temperature and pressure.

Fragility is commonly perceived as an important parameter characterizing the

glass transition because it can be connected to many other liquid properties

[113–119]. Among other things, it has been suggested [113] that mP correlates

with the nonexponential relaxation. According to this correlation, an increase in

fragility should be manifested by adequate changes in the shape of response

function for the a-relaxation process (the width of the a-dielectric loss peak should

increase). In this context, it is interesting to consider whether or not a correlation

between the shape of the relaxation function and the degree to which the normalized

temperature dependence of relaxation times deviates from the Arrhenius depen-

dence is still preserved under condition of high compression. A recently discovered

experimental fact is that for a number of glass formers at fixed ta, the shape of the
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a-dielectric dispersion appears identical, i.e., is independent of the thermodynamic

conditions (T and P) [120]. This suggests that the nonexponentiality parameter

characterizing the a-relaxation process is pressure independent at the glass transition
point. Taking into account this finding, we reach the conclusion that the quoted

correlation between mP and the nonexponentiality parameter is generally not valid

for van der Waals liquids and polymers at elevated pressures.

In analogy with the isobaric fragility concept, Cook and coworkers [121]

introduced the fragility parameter at constant temperature as the isothermal steep-

ness index:

mT ¼ @ log ta
@ðVg=VÞ

� �
T

����
V¼Vg

; (1.27)

which can be used to characterize the dependence of structural relaxation dynamics

on molecular packing. As emphasized by Cook et al. [121], a convenient way to

compare the volume dependence of ta of various glass formers is by plotting log ta
as a function of Vg/V. Such a representation could be interpreted in a manner

analogous to Angell representation of log ta vs. Tg/T. The essential feature of

isothermal fragility is its invariance with respect to temperature for van der

Waals liquids and polymers (only some associated liquids are exempted from this

rule). Both cases are presented in Fig. 1.19.

Finally, it should be noted that the two fragilities are correlated through

mP

mT
¼ 1

g
þ TgaPðTgÞ; (1.28)

where aP denotes the isobaric thermal expansion coefficient and g is a material

constant. An interesting conclusion can be drawn from the above relationship.

According to the experimentally established rule for van der Waals liquids and

polymers, mP decreases with pressure and mT is constant along the Tg(P) line. Thus,
this empirical fact implies decrease in the product of aPTg with pressure.

1.5 Relative Importance of Thermal Energy and Density

Lowering the temperature of a liquid at constant pressure causes both a decrease in

kinetic energy (thermal energy) and an increase in the molecular packing due to the

increase in density. The dynamic properties of supercooled liquids near Tg are

related to these two effects. A fundamental question is whether the dramatic

slowing down of the structural relaxation times is governed primarily by the

decreasing volume, the decreasing temperature, or both. Early dielectric studies

of the a-relaxation in poly(methyl acrylate) [32], poly(ethyl acrylate) [33], and high

molecular weight poly(propylene oxide) [122] showed that values of the ratio of the
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apparent activation energy at constant volume,QV(T, V), to that at constant pressure,
QP(T, P), lay in the range 0.7–0.8 [32–34, 83, 123]. As was made clear by Hoffman

et al. [124], simple free-volume theories predicted that QV(T, V) would be zero and

that “a strongly negative coefficient, (∂v0/∂T)V, for the bound volume v0 would

have to be invoked to retain the free-volume approach” – which is an unphysical

result. Later Ferrer et al. [125] and others continued to address the question of

whether the dramatic slowing down of the structural relaxation times is governed

primarily by the decreasing volume, the decreasing temperature, or both. Obviously,

a resolution of this problem is essential in formulating a complete theory of the glass

transition. Further studies explored the “fine structure” of the dynamic ratio in

relation to the nature of the glass formers and the monomeric volume (Chap. 2).

Let us consider now, as extreme cases, the possibility that the molecular dynamics

is controlled solely by (1) thermal energy fluctuations or (2) local density fluctuations
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(free volume). Both cases are illustrated schematically in Fig. 1.20 by plotting the

isobaric and isothermal dependences of the structural relaxation times on volume.

The characteristic feature of the isothermal dependence is the absence of any volume

dependence of ta, indicating that the structural relaxation process is purely thermally

activated. In the second case, the isobaric and isothermal curves superimpose into a

master curve and such a behavior is consistent with free-volume approaches.

By constructing analogous plots, as presented in Fig. 1.20, one can qualitatively

assess the importance of thermal energy and free-volume contributions to the

molecular dynamics near Tg. This procedure usually requires performing two

different experiments: measurements of the equation of state (i.e., PVT data) and

of the a-relaxation times as a function T and P. In practice, the experimentally

measured relaxation times are usually not at the same T and P conditions as

measured in a PVT experiment. Therefore, the experimental PVT data are inter-

polated by means of the Tait equation [see for example 126]:

VðT;PÞ ¼ VðT; 0Þ½1� 0:0894 lnð1þ P=BðTÞÞ�: (1.29)

In this equation, the temperature dependence of volume at fixed pressure is

described by a quadratic function

VðT; 0Þ ¼ V0 þ V1T þ V2T
2; (1.30)

while

BðTÞ ¼ b0 expð�b1TÞ: (1.31)
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An example of the variation of the dielectric a-relaxation times with volume for

the van der Waals liquid PDE [127] is shown in Fig. 1.21. It is evident that the

isobaric and isothermal data fall on different curves. In addition, the isothermal data

exhibit distinct volume dependences. This shows that for PDE, both thermal energy

and free volume govern the relaxation dynamics.

A critical test of the origin of the different processes and of the relative influence

of volume and temperature in each case is provided by the value of the ratio< of the

apparent activation energy at constant volume, QVðT;VÞ, to that at constant pres-

sure, QPðT;PÞ [3, 32–34, 66, 123, 128–131]:

< ¼ QVðT;VÞ=QPðT;PÞ ¼ ð@ ln ta=@ð1=TÞVÞ=ð@ ln ta=@ð1=TÞPÞ: (1.32)

The dependence of the relaxation time t on (T,P,V) has been considered recently
[82] in terms of the canonical set of equations for (∂logt/∂X)Y, where X and Y are

permutations of (T,P,V). These are given in Appendix 2 and show how < is related

to these derivatives and to the isobaric expansion coefficient aP, isothermal com-

pressibility bT, and thermal pressure coefficient ð@P=@TÞV ¼ ðaP=bTÞ.
The dynamic ratio < (Fig. 1.22 represents one of the methods used to extract the

dynamic ratio) takes values in the range 0–1 and provides a quantitative measure of

the role of temperature and density on the dynamics. Values near unity suggest that

the dynamics are governed mainly by the thermal energy whereas values near zero

suggest that free-volume ideas prevail, since in that case, QV ¼ 0. However, no

polymer or glass-forming liquid has the extreme values of 0 or 1, suggesting that the

picture is more complicated than the two extreme cases considered above.
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From the analysis of the dynamic ratio for various materials (the data are

presented in Table 1.1 of Appendix 1), one can note that there is some characteristic

pattern of behavior. For simple van der Waals liquids the ratio takes values around

0.5. Polymers have different values in the range of 0.4–0.8. Finally, associated

liquids have values that are close to unity. The significance of the molecular volume

in relation to the value of the dynamic ratio will be discussed in Chap. 2, Section 2.2.

In Sect. 1.4, the relationship between isothermal and isobaric fragilities has been

reported (1.28). This equation can take the following form:

mT

mP
¼ g

QV

QP
: (1.33)

Having already argued that isobaric fragility decreases with pressure and iso-

thermal fragility is temperature independent in the case of van der Waals liquids

and polymers, we now claim, based on (1.33), that the dynamic ratio,QV/QP, should

generally increase with compression for these two classes of glasses. Indeed, such a

trend has been already reported for PDE and PPGE. Thus, thermal effects may

actually become more important at elevated pressure.

Another means of quantifying the relative contributions of thermal energy and

volume in the temperature dependence of ta is by comparing the coefficient of

isobaric expansivity aP ¼ (∂lnV/∂T)P to the coefficient of isochronal expansivity

at ¼ (∂lnt/∂T)P (which is a negative quantity since experiments show that the

liquid volume always decreases on heating while following an isochrone). There is

a direct relationship between aP/at and <
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< ¼ ð1� aP=atÞ�1: (1.34)

As discussed by Ferrer et al. [125], atb c=aP � 1 indicates that temperature is the

dominant control variable. On the other hand, a near-zero value of the ratio atb c aP=
suggests that the dynamics is mainly governed by volume. atb c aP= can be calcu-

lated from the V(T) behavior evaluated at constant P and at constant ta (see

Fig. 1.23). A further relation is given by Casalini and Roland [132]:

aP=at ¼ ð1� ð@T=@PÞVð@P=@TÞtÞ�1: (1.35)

One should take into account that calculating the expansivities aP and at in

(1.34) requires the determination of (1) aP at the same Tg at which the ratio < is

established, and (2) at at the relaxation time t where Tg is found.
In 1964, Williams derived [66] an extension of the Eyring transition state theory

for chemical reactions for application to structural relaxation in polymers that gave

the following equations:

�RT2ð@ ln t=@TÞP ¼ DH#ðT;PÞ þ RT=2;

�RT2ð@ ln t=@TÞV ¼ DE#ðT;VÞ þ RT=2;

ð@ ln t=@PÞT ¼ DV#ðT;PÞ=RT:
(1.36)

Here DH#, DE#, and DV# are, respectively, the “activation enthalpy,” “activation

internal energy,” and “activation volume,” defined with respect to unactivated and
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activated standard states of a relaxor. It is apparent that the ratio < corresponds to

DE#/DH#, ignoring the small term RT/2. This analysis has been further discussed in

several papers, with a special consideration of the standard states being given by

Albuquerque and Reis [67, 68] in their comprehensive thermodynamic formalism

for the constant volume principle as applied to chemical reactions and molecular

relaxation processes.

Appendix 1

Appendix 2

Derivation of the ratio of activation energies < (from [82]).

The ratio < of the apparent activation energy at constant volume, QVðT;VÞ, to
that at constant pressure, QPðT;PÞ

< ¼ ð@ ln t=@ð1=TÞVÞ
ð@ ln t=@ð1=TÞPÞ

¼ QVðT;VÞ
QPðT;PÞ ; (1.37)

assumes values in the range 0 � < < 1 and provides a quantitative measure of

the role of temperature and density on the dynamics. Herein we review the

effects of [T,P,V] on a relaxation time t in one theoretical framework. We

form the ratios ð@ ln t=@WÞX=ð@ ln t=@YÞZ where (W,X,Y,Z) are permutations of

(V,T,P). For brevity and convenience we employ a compact notation

ð@ ln t=@WÞX ¼ WX that uses only the subscripts WX, so the required ratios

are given by

ð@ ln t=@WÞX
ð@ ln t=@YÞZ

¼ WX

YZ
: (1.38)

Writing t ¼ t(T,P) and V ¼ V(T,P), there are thirty six possible ratios WX/YZ.
We seek those ratios that allow (WX/YZ) to be related to < and certain thermody-

namic properties for a material. The six special cases WX/WX, e.g., PT/PT, are all
unity so are discarded. Twelve ratios of the form YZ/WX where X 6¼ Z are recipro-

cals ofWX/YZ, so are eliminated, while three ratios of the formWX/YX are recipro-

cals of YX/WX and are also eliminated. This leaves fifteen ratios to be determined.

Each ratio can be expressed as functions of < and the isobaric expansion coefficient

aP ¼ ð@ lnV=@TÞP, the isothermal compressibility bT ¼ �ð@ lnV=@PÞT , and the
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thermal pressure coefficient ð@P=@TÞV ¼ aP=bT . There are different routes to obtain
these ratios so, for convenience to a reader, details of the derivations are given

below.

Ratios with W ¼ Y, X 6¼ Z:

VP

VT
¼ ð@ ln t=@VÞP

ð@ ln t=@VÞT
¼ ð1� <Þ�1 ¼ 1� ð@V=@TÞt

ð@V=@TÞP
; (1.39)

TV

TP
¼ ð@ ln t=@TÞV

ð@ ln t=@TÞP
¼ < ¼ 1� ð@T=@PÞt

ð@T=@PÞV
¼ ð@V=@PÞt

ð@V=@PÞT
; (1.40)

PV

PT
¼ ð@ ln t=@PÞV

ð@ ln t=@PÞT
¼ �<ð1� <Þ�1 ¼ 1� ð@P=@TÞt

ð@P=@TÞV
: (1.41)

Ratios with W ¼ Z, X ¼ Y:

TV

VT
¼ <ð1� <Þ�1ð@V=@TÞP ¼ � @V

@T

� �
t
; (1.42)

PV

VP
¼ �<ð@V=@PÞT ¼ � @V

@P

� �
t
; (1.43)

PT

TP
¼ � ð1� <Þ

ð@P=@TÞV
¼ � @T

@P

� �
t
: (1.44)

Ratios with W ¼ Z, X 6¼ Y:

TP

VT
¼ ð1� <Þ�1 @V

@T

� �
P

; (1.45)

TV

PT
¼ �<ð1�<Þ�1 @P

@T

� �
V

; (1.46)

PT

VP
¼ ð1�<Þ @V

@P

� �
T

; (1.47)

PV

TP
¼ <

ð@P=@TÞV
; (1.48)

VP

TV
¼ <�1

ð@V=@TÞP
; (1.49)
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VT

PV
¼ �<�1 ð1� <Þ

ð@V=@PÞT
: (1.50)

Ratios with W 6¼ Z, X 6¼ Y:

TV

PV
¼ @P

@T

� �
V

; (1.51)

VP

TP
¼ 1

ð@V=@TÞP
; (1.52)

PT

VT
¼ @V

@P

� �
T

: (1.53)

Case 1. W ¼ Y, X 6¼ Z:
For example, VP/VT, (1.39) of the text, is obtained as follows:

We start by writing t ¼ t(T,V), t ¼ t(T,P) with V ¼ V(T,P) giving,

@ ln t
@V

� �
P

¼ @ ln t
@T

� �
V

@T

@V

� �
P

þ @ ln t
@V

� �
T

; (1.54a)

@ ln t
@T

� �
P

¼ @ ln t
@T

� �
V

þ @ ln t
@V

� �
T

@V

@T

� �
P

; (1.54b)

hence,

VP

VT

� �
¼ ð@ ln t=@VÞP

ð@ ln t=@VÞT
¼ 1þ ð@ ln t=@TÞVð@T=@VÞP

ð@ log t=@VÞT

� �

¼ 1� ð@V=@TÞt
ð@V=@TÞP

:

(1.54c)

Using (1.54b) to replace (∂lnt/∂V)T on the right hand side of (1.54c) gives

VP

VT
¼ ð1� <Þ�1: (1.54d)

Equations (1.54c) and (1.54d) correspond to (1.39) of the text. Equation (1.40)

follows from the definition of < while (1.41) is obtained by a procedure similar to

that used to derive (1.39).

Case 2. W ¼ Z, X ¼ Y:
For example, PT/TP, (1.44) of the text, is obtained by writing t ¼ tðT;PÞ

@ ln t
@T

� �
V

¼ @ ln t
@T

� �
P

þ @ ln t
@P

� �
T

@P

@T

� �
V

; (1.54e)
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PT

TP
¼ ð@ ln t=@TÞV � ð@ ln t=@TÞP

ð@ ln t=@TÞPð@P=@TÞV

� �
¼ � ð1� <Þ

ð@P=@TÞV

� �
¼ � @T

@P

� �
t
: (1.54f)

Equations (1.42) and (1.43) of the text are obtained by a similar procedure,

writing t ¼ tðT;VÞand t ¼ tðP;VÞ, respectively.
Case 3. W ¼ Z, X 6¼ Y:
For example, TP/VT, (1.45) of the text, is obtained from (1.40) and (1.42) as

ðTV=VTÞ
ðTV=TPÞ ¼

@V

@T

� �
P

ð1� <Þ�1: (1.54g)

In a similar manner, (1.40) and (1.44) give TV/PT, (1.46); (1.41) and (1.43) give
PT/VP, (1.47); (1.41) and (1.44) give PV/TP, (1.48); (1.39) and (1.42) give VP/TV,
(1.48); while (1.41) and (1.43) give VT/PV, (1.50).

Case 4. W 6¼ X, Y 6¼ Z:
For example, (1.51)–(1.53) may be confirmed as follows; e.g., for (1.53) using

(1.44) and (1.50)

PT

VT
¼ PT

PV

� �
PV

VT

� �
¼ @V

@P

� �
T

: (1.54h)
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Chapter 2

Origin of Glass Formation

Identifying the main control parameter that dominates the slow dynamics in glass-

forming liquids, giving rise to the dynamic arrest at Tg, has been a point of debate

for many years. Theoretical predictions consider two extreme cases: thermally

activated processes on a constant density “energy landscape” and free-volume

theories [1, 2] (Chap. 1). In the former picture [3, 4], the controlling parameter is

temperature (T), the landscape is considered as fixed, and the super-Arrhenius t (T)
is attributed to changes in the barriers and the minima encountered in the explora-

tion of the landscape. In the latter picture, the controlling parameter is volume (V)
or better its corresponding intensive variable, the density (r), and the slowing-down
results from the decrease of the available or “free” volume. Clearly, these pictures

should be considered as extreme cases since molecular transport, in general, is

driven by thermally activated processes with potential energy barriers that depend

on local density. Since changing T affects both the thermal energy (kBT) and the

density, it is impossible to separate the two effects by T alone. In order to

disentangle the effects of T and r on the dynamics, pressure-dependent measure-

ments have been of paramount importance since pressure (P) can be applied

isothermally (affecting only r) and have been employed to provide a quantitative

assessment of their relative importance.

In this chapter, we provide two approaches that lead to a better understanding of

the dynamics in the vicinity of the glass transition. The first one is based on the

newly observed feature of dynamics in this class of materials, which is known as

“thermodynamic scaling.” The second approach emphasizes the role of molecular

volume and local packing on glass transition dynamics.

2.1 Thermodynamic Scaling of Molecular Dynamics

in Viscous Systems

2.1.1 A General Idea of Thermodynamic Scaling

The first interesting results in the area of thermodynamic scaling have been

obtained for a typical van der Waals (vdW) liquid. Analyzing inelastic neutron

G. Floudas et al., Molecular Dynamics of Glass-Forming Systems,
Advances in Dielectrics 1, DOI 10.1007/978-3-642-04902-6_2,
# Springer-Verlag Berlin Heidelberg 2011
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scattering data from ortho-terphenyl (OTP), T€olle [5] observed that the use of the

well-known Lennard-Jones (LJ) potential, with its repulsive and attractive parts

proportional to the following powers of interspecies distance r, r�12, and r�6,

respectively, seems to be sufficient to describe molecular dynamics of vdW liquid.

This assumption enabled him to express the relaxation times in terms of T�1V�4.

This has been successfully applied by Dreyfus et al. [6] to plot rotational relaxation

times for different isotherms, obtained from light-scattering data of OTP, onto a

single master curve. The promising result has initiated intensive investigations of its

application in other glass-forming liquids. It has been quickly pointed out by a few

research teams [7–10] that the thermodynamic scaling found in OTP is generally

not valid for other glass formers that belong to different kinds of materials such as

vdW liquids (e.g., BMMPC, BMPC, salol, PDE, and PC), polymers (e.g., 1,2-PB,

1,4-PB, PVME, PMMA, and PVAc), and hydrogen bonded systems (e.g., sorbitol).

Therefore, a generalized variable G has been proposed, which could replace T.
Consequently, a relaxation time t (or equivalent viscosity �, excluding materials

revealing the decoupling phenomenon described in [11], which suggests a different

scaling exponent g for the relaxation time and viscosity) has been expressed as

some scaling function J of the variable G [9]:

log10ðtÞ ¼ JðGÞ; (2.1)

where G ¼ T�1V�g or G ¼ rg/T.
Such an approach has brought a noticeable success (see Fig. 2.1). These and other

related efforts enabled extracting a single material-dependent scaling exponent g for

a b

Fig. 2.1 Examples of the temperature dependences of dielectric relaxation times vs. the scaling

quantity G ¼ T�1V�g for (a) a typical van der Waals liquid: ortho-therphenyl (OTP), and (b) a

polymer 1,2-polybutadiene (1,2-PB) with molecular mass equal to 3000 g/mol. The value of the

scaling exponent g ¼ 4.25 established [8] for dielectric relaxation data obtained in various isobaric

conditions for OTP differs slightly from the value g ¼ 4.0 found on the basis of other measurement

methods [6, 8]. The obtained value g ¼ 1.78 for 1,2-PB is slightly smaller than the value g ¼ 1.9

reported in [7], where a smaller data set (excluding two isotherms at T ¼ 273.2 K and 278.2 K)

than that used here has been used
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many glass formers, which allowed the superposition of different isothermal and

isobaric relaxation times into a single master curve in accordance with (2.1). The

values of the parameter g obtained for several dozen materials are presented in

Table 1.1 (see Appendix 1).

The scaling quantity G can be deduced from the generalized Lennard-Jones

potential [12]

ULJ rij
� � ¼ 42ij

sij
rij

� �mr

� sij
rij

� �na� �
; (2.2)

where r is a distance between species i and j, and 2ij and sij are parameters

expressed in energy and distance units, respectively, and dependent on interacting

particular species. The first and second terms on the right-hand side of (2.2)

correspond to the repulsive and attractive interactions between the species. If we

need to keep the same proportion between the exponents mr and na, as is in the

original formula of the Lennard-Jones potential, then the generalization taking into

account the scaling exponent g results to mr ¼ 3g and na ¼ 3g 2= . However, many

authors [13–16] are inclined to regard only the repulsive part of the generalized

Lennard-Jones potential (Fig. 2.2) as mainly responsible for the thermodynamic

scaling property. Therefore, the assumption mr ¼ 3g is usually treated as sufficient

to explain the scaling property, while the exponent na is left unlimited in that sense.

It is worth noting that in relation to the modified LJ potential, the scaling exponent g
can be interpreted as an indicator of “softness” of the intermolecular repulsive

potential. A straightforward explanation of the form of scaling quantity, G ¼
T�1V�g, can be reduced by noting that the repulsive term (2.2) of the generalized
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Fig. 2.2 A modified Angell plot of the rescaled fragility (similar to Fig. 4 from [7])
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LJ potential can be written in the form proportional to r�3g and substituting simply

V ~ r3 to the relationship V�g ~ r�3g. A somewhat more sophisticated account for

the form of the quantity G will be presented at the end of this chapter by using the

Euler theorem on homogeneous functions.

2.1.2 A New Measure of the Relative Temperature–Volume
Influence on Molecular Dynamics

The form of the scaling quantity G suggests that the parameter g reflects the

relative thermal and volume effect on molecular dynamics. Thus, when g
decreases to zero, G tends to rely more on T, implying that the intermolecular

free volume contribution will decrease and the influence of thermal activation will

increase. This observation naturally encourages to search for relations of the

scaling exponent g with quantities used earlier for evaluating the relative influence

of the thermal activation and free volume on relaxation phenomena near the glass

transition. As shown in Chap. 1, the quantities commonly employed to achieve

this aim are the dynamic ratio QV/QP, i.e., the ratio of the isochoric activation

energy over the activation enthalpy [17, 18], and aP/|at|, the ratio of the isobaric

and isochronic thermal volume expansivities [19], calculated at the glass tempera-

ture Tg. To express the ratio of energies (1.32) by means of the scaling exponent g,
we first show how the fragility parameter m can be redefined by using the scaling

quantity G [7, 20]. As can be seen in Fig. 2.2, if we replace the ratio Tg/T by the

scaled ratio G/Gg, where Gg ¼ Tg
�1Vg

�g is a value of the scaling quantity G at the

glass transition temperature, we can prepare a modified Angell plot analogous to

that shown in Chap. 1 (see Fig. 1.17), and consequently introduce a rescaled

definition of the fragility parameter. In general, the definition can be formulated

as follows:

m ¼ dlog10ðtÞ
dðG=GgÞ

� �����
G¼Gg

: (2.3)

More precisely, considering isobaric and isochoric conditions (on which the

fragility parameter is usually determined), one can propose the rescaled definitions

of the isobaric and isochoric fragilities:

mP ¼ dlog10ðtÞ
dðG=GgÞ

� �
P

����
G¼Gg

; (2.4)

mV ¼ dlog10ðtÞ
dðG=GgÞ

� �
V

����
G¼Gg

: (2.5)
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Using the standard definitions of the isobaric and isochoric fragilities (see

Chap. 1), one can show [21–23] that these quantities are interrelated,

mP ¼ @log10ðtÞ
@ðTg=TÞ

����
P¼const;T¼Tg

¼ @log10ðtÞ
@ðTg=TÞ

����
V¼const;T¼Tg

þ @log10ðtÞ
@V

����
T¼const;T¼Tg

@V

@ðTg=TÞ
����
P¼const;T¼Tg

¼ @log10ðtÞ
@ðTg=TÞ

����
V¼const;T¼Tg

� @log10ðtÞ
@ðTg=TÞ

����
V¼const;T¼Tg

@V

@ðTg=TÞ
����
t¼const;T¼Tg

, !
@V

@ðTg=TÞ
����
P¼const;T¼Tg

:

(2.6)

The last conversion in (2.6) results from the rule of the implicit partial derivative.

Taking into account the standard definition of the isochoric fragility, mV, as well as

the definitions of the isobaric and isochronic thermal volume expansivities, aP and

at, one can derive the following relationship between the fragilities mP and mV:

mP ¼ mV 1� aP
at

� �
; (2.7)

where the fragilities and the expansivities should be calculated as the limit values

taken from the side of the supercooled region at the point (Pt, Vt, Tt) determined by

the same relaxation time t which is usually chosen to define the glass transition. As
a result, the relations given by (2.7) and (1.32) allow us to express the ratio of

activation energies by the ratio of fragilities as follows:

QV

QP

����
T¼Tg

¼ mV

mP
: (2.8)

This last equation also follows directly from the ratio of mVð¼ 1=Tg
� �

ð@log10ðtÞ=@ 1=Tð ÞÞVÞ with mPð¼ 1=Tg
� �ð@log10ðtÞ=@ 1=Tð ÞÞPÞ calculated at

T¼ Tg. In this way, we gain not only a new expression for the measure of the relative

effect of T and V on molecular dynamics near the glass temperature, but also an

additional insight into values reached by this measure. If the quantity mV/mP

approaches 1, i.e., if the fragility mV, evaluated at constant volume, and the fragility

mP, obtained at constant pressure, both determined at the same glass transition

temperature Tg, are equal, then one can state that thermal activation plays a decisive

role in the dynamic behavior. On the contrary, the dynamics is mainly governed by an

intermolecular free volume if the ratio mV/mP approaches 0, due to the isochoric

fragility decreasing toward zero.
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Analogous calculations can be made in terms of the scaling quantity G, by
replacing Tg/T by G/Gg. As the ratio of partial derivatives of the scaling quantity

G yields

@V

@ðG=GgÞ
� �

P

����
G¼Gg

@V

@ðG=GgÞ
� �

t

����
G¼Gg

,
¼ @G

@V

� �
t

����
G¼Gg

@G
@V

� �
P

����
G¼Gg

,

¼

@G
@V

� �
t

����
G¼Gg

@G
@T

� �
V

����
G¼Gg

@T

@V

� �
P

����
G¼Gg

¼ gTV�1

@T

@V

� �
P

����

��������
G¼Gg

¼ gTgaPðTgÞ; (2.9)

the relation between rescaled isobaric and isochoric fragilities can be formulated as

follows [20, 24]:

mP ¼ mV 1þ gTgaPðTgÞ
� �

: (2.10)

As a consequence, the scaling exponent g relates to the commonly used measure

of the relative contribution of thermal activation and free volume to molecular

dynamics of supercooled liquids through [7, 24]

QV

QP

����
T¼Tg

¼ 1

1þ gTgaPðTgÞ : (2.11)

Taking into account the empirical rule [25, 26] aPTg � const at ambient pressure,

the scaling exponent g can be considered as a new measure of the relative degree to

which temperature and density control the dynamics [7, 27]. On the basis of (2.11),

two extreme cases can be predicted. If g ¼ 0, then thermal energy should fully

dominate molecular dynamics. If g tends to infinity – that corresponds to the

limiting case of a hard sphere potential, an intermolecular free volume should

decide on the dynamics.

Moreover, the expected correlation between the exponent g and the ratio QV/QP,

has been suggested by Casalini and Roland [7, 27] (see Fig. 2.3). According to the

correlation and after an analysis of values of the exponent g for various materials

(e.g., see Table 1.1 in Appendix 1), one can note some regularity. The smallest

values of the scaling exponent are established for some hydrogen-bonded systems

where the thermodynamic scaling is accepted to be valid. As g increases, we first

find the characteristic scaling exponents for polymers, and then evaluate the largest

values of g mainly for vdW liquids.

The use of the scaling exponent g as the intermolecular potential-dependent

measure of the relative influence of temperature/density on the molecular dynamics can

be additionally substantiated by considering the approach presented by Alba-Simionesco
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and coworkers [23]. Normally, the thermodynamic scaling can be valid due to a

closely related effect of density scaling of energy barriers for different dynamic

processes in supercooled liquids. In their approach, they assume and show [23], by

using results obtained from measurements on the organic glass-former OTP and the

polymer polyvinyl methyl ether (PVME) as well as from computer simulations

performed for a binary LJ liquid model, that the activation energy that depends on

temperature and density, E(T,r), can be scaled satisfactorily with density by means

of some general equation:

E T; rð Þ
e rð Þ ¼ JE

T

e rð Þ
� �

; (2.12)

where functions JE and e(r) are system dependent, and the energy barrier E(T,r) is
defined by the following expression for the relaxation time

t T; rð Þ ¼ t1ðrÞ exp E T; rð Þ
T

� �
: (2.13)

The energy scaling described by (2.12) leads to the collapse of the data onto a

single master curve, E(T,r)/e(r) vs. T/e(r), if the function e(r), interpreted as the

activation barrier in the high temperature limit,E1(r), is assumed to be proportional

to rg, where g is the same scaling exponent as that used in (2.1). Consequently, one

can formulate a scaling equation for the relaxation time t (or the viscosity �),

log10 t T; rð Þ½ � ¼ JrðXÞ (2.14)
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Fig. 2.3 Demonstration of the use of the scaling exponent g for evaluating the relative effect of

temperature and volume on molecular dynamics (data taken from Fig. 3 in [7])
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where X ¼ e rð Þ T= . It can be easily seen that the scaling equations (2.1) and (2.14)

are equivalent and the scaling quantities are proportional to each other, i.e., G / X.
In accordance with the idea of thermodynamic scaling, both G and X, indepen-

dent of the thermodynamic conditions, assume a constant value at a given relaxa-

tion time t. This important feature results in some obvious equations:

@G
@T

� �����
t¼const

¼ 0 and
@X

@T

� �����
t¼const

¼ 0: (2.15)

After simple calculations based on the above equations, namely,

1þ gTV�1 @V

@T

� �
t¼const

¼ 0 and 1þ T
@ ln e rð Þð Þ
@ ln rð Þ

@ ln rð Þ
@T

� �
t¼const

¼ 0;
(2.16)

we can derive two closely connected relations:

gTtat ¼ �1 and
@ ln e rð Þð Þ
@ ln rð Þ Ttat ¼ �1; (2.17)

where Tt is the temperature at which the structural relaxation time t is equal to the

value that is usually chosen to equate the glass transition temperature Tg with Tt. Of
course, the relations presented in (2.17) are identical if it is assumed that e(r) ¼ rg.
An interpretative advantage of the approach based on the density scaling of the

energy barrier can be seen when we refer to the ratio of the isobaric and isochronal

thermal volume expansivities, aP/at, that determine the relationship shown in (2.7)

and its scaled representation (2.10). According to (2.17), the dependence mP on mV

can be reformulated as follows:

mP ¼ mV 1þ aPTg
@ ln e rð Þð Þ
@ ln rð Þ

� �
: (2.18)

In addition, let us notice that the product aPTg ¼ � @ lnðrÞ=@ lnðTÞð ÞP
��
T¼Tg

. This

suggests that one can extract from the ratio aP/at the contributions of both effects:

the temperature dependence of a system density measured by the product aPTg, and
the density dependence of relaxation times quantified by the derivative

@ ln eðrÞð Þ @ ln ðrÞ= . This again shows that the ratio aP/at is a measure of the relative

influence of temperature and density on molecular dynamics of the investigated

system. Moreover, in the context of the previous considerations, the scaling expo-

nent g can be treated as a system-specific parameter that characterizes the density

dependence of relaxation times.

It is worth noting that the condition of the constancy of G at a given relaxation

time, T�1
t V�g

t ¼ const, which underlies (2.15), enables finding [28] a convenient

method for determining the scaling exponent g. At the glass temperature, a linear

logarithmic dependence Tg(Vg) is found,
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log10Tg ¼ A� glog10Vg (2.19)

with parameters A and scaling exponent g, that can be obtained by a simple linear

regression.

As an example for PDE, we present how this procedure works (Fig. 2.4b) in

comparison with the standard way of determining the scaling exponent g from the

plot (Fig. 2.4a) according to (2.1). From the Tg(Vg) representation (2.19), we find,

both from dielectric and PVT data, g ¼ 4.4, which corresponds nicely with the same

parameter obtained from the standard procedure of the thermodynamic scaling.

This procedure, following from (2.19), emphasizes that the scaling exponent g
can be obtained from PVTmeasurements alone [28] (although in general evaluation

of the glass transition point (Tg, Vg) using the PVT data can be insufficiently

accurate). It further suggests that the dynamic and thermodynamic properties are

expected to be strongly correlated.

2.1.3 The Relaxation Time Description in Accordance
with Thermodynamic Scaling

After the general considerations about thermodynamic scaling, it is worth mention-

ing some attempts to determine explicit expressions for the scaling functions J and
Jr implicitly introduced into (2.1) and (2.14). Casalini and Roland have proposed
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measurements near the glass transition temperature, which have been used to determine Tg from
PVT data
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several scaled equations for the relaxation time. At first, they have indicated [7] that

a simple expression,

log10 t Gð Þ½ � ¼ log10 t1ð Þ þ CG; G ¼ T�1V�g; (2.20)

which assumes a volume-dependent activation energy, C/Vg, where C is a constant

and g is the scaling exponent, can rationalize the dependence of the ratio QV/QP on

the exponent g depicted in Fig. 2.3. However, as the same authors noticed, (2.20)

cannot correctly describe any experimental dependence of relaxation times on the

scaling quantity G, because each of them reveals a nonlinear behavior. Searching

for some phenomenological description of the dependence log10[t(G)], they

rejected the VFT equation due to its intrinsic singularity at temperature T0 and in

the next step, they applied [20] the modified Cohen–Grest equation

log10 t Gð Þ½ � ¼ log10 t1ð Þ þ A

G�1 � G�1
0 þ ðG�1 � G�1

0 Þ2 þ BG�1
h i ;

G ¼ T�1V�g;

(2.21)

where A, B, and G0 are constants. However, the validity of the Cohen–Grest model

at high pressures will be questioned [29] (see Chap. 3); therefore, it has not been

further developed within the framework of thermodynamic scaling [30].

Some general scaling equation for the relaxation time has been proposed by

Dreyfus et al. [8]. As mentioned earlier, these authors developed the concept of the

temperature–density dependent activation barrier E(T, r) and its high-temperature

limit e(r), presented herein in (2.13) and (2.14), respectively. They suggested that

log10 tðXÞ½ � ¼ log10ðt1Þ þ XFðXÞ, where X ¼ e rð Þ T= , and assumed that the equa-

tion in the high-temperature limit should obey the Arrhenius law. Consequently, it

implies that F(X) should tend to 1 when X approaches zero, i.e., the function F
should be a positive monotonously increasing function of 1/T for T=Tg � FðXÞ, if
we recall the Angell plot construction. As for the function F, it has been chosen as

exp bXð Þ, which met such requirements if b is a material-dependent positive

constant. Then, formulating the scaling equation in terms of the scaled quantity

X/Xg, reduced with respect to the glass transition point at which the relaxation time

tg ¼ t rg; Tg
	 


, one can derive the following general expression [8]:

log10 tðXÞ½ � ¼ log10ðt1Þ þ log10
tg
t1

� �
X

Xg

exp bXg

X

Xg

� 1

� �� �
(2.22)

where typically assuming that e rð Þ � rg one can substitute X=Xg ¼ TgrgðTÞT�1

r�g
g ðTÞ.
Some interesting results have been achieved [13, 30] by exploiting the Avramov

model (see Chap. 3) to find the scaled equation for the relaxation time:
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log10 t GGð Þ½ � ¼ log10 t1ð Þþ 2 log10ðeÞ
GG

GGr

� �D
; GG ¼ T�1V�gG ;

GGr ¼ T�1
r V�gG

r

(2.23)

which can be easily reduced to its form depending on the four parameters t1, A, D,
and gG,

log10 t GGð Þ½ � ¼ log10 t1ð Þ þ AGGð ÞD; GG ¼ T�1V�gG ;

A ¼ 2 log10ðeÞ½ �1D GGr=
(2.24)

where the parameter 2 ¼ Emax/sr is expressed by the dispersion of the system at

some reference state, sr, and the upper limit of the distribution of the energy barrier

height, Emax. The above equation can be derived by using the basic Avramov

equation [see Chap. 3, (3.23)] converted from the viscosity � into the relaxation

time t, where the system entropy, S, can be easily related to some other thermody-

namic properties of the system and can be calculated from volumetric data, given at

least one of the values of isobaric or isochoric heat capacity. Starting from a

volume–temperature dependence of the entropy S(T, V), unlike the original Avramov

approach based on a pressure–temperature effect on entropy, one can show that

S T;Vð Þ ¼ Sr þ CV ln
T

Tr

� �
þ CP=CVð Þ � 1

TaP
ln

V

Vr

� �� �
(2.25)

where Sr, Tr, and Vr denote thermodynamic variables in sequence S, T, and V at an

arbitrary chosen reference state, and aP is the isobaric thermal volume expansivity,

whereas CP and CV are heat capacities determined at a constant pressure and a

constant volume, respectively. Defining a new parameter

gG ¼ CP=CVð Þ � 1

TaP
(2.26)

the entropy of the system can be formulated as follows:

S T;Vð Þ ¼ Sr þ CV ln
TVgG

TrV
gG
r

� �
: (2.27)

Introducing the above entropy formula into the basic Avramov equation (3.23),

where the viscosity � is substituted by the relaxation time t, and the parameter E is
usually expressed by lnðtg=t1Þ, in which tg is the relaxation time at the glass

transition and t1 is the relaxation time in the high temperature limit, one can obtain

the scaled equation for the relaxation time presented in (2.23) where its parameterD
can be expressed by means of the isochoric heat capacity CV,
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D ¼ 2CV

ZR
: (2.28)

Here, R is the gas constant and Z is the parameter representing the degree of the

system degeneracy within the Avramov model. The physical meaning of the latter

is the number of available pathways for local motions per molecule or polymer

segment; hence it can be roughly approximated by the coordination number of the

liquid lattice.

Tests performed by Casalini et al. [13, 30] for various glass formers with the

scaled model given by (2.24), where the scaled quantity GGr at a reference state was

assumed to concern the glass transition point, show that the equation successfully

describes experimental relaxation data. Moreover, the advantage of the application

of the Avramovmodel to the scaled dependences of relaxation times (2.1) is its close

connection with thermodynamic properties of the investigated systems. It is worth

noticing that (2.25) is a consequence of several thermodynamic relationships.

As mentioned earlier, we first exploit the entropy differential,

dS T;Vð Þ ¼ @S

@T

� �
V

dT þ @S

@V

� �
T

dV (2.29)

where

@S

@T

� �
V

¼ @S

@U

� �
V

@U

@T

� �
V

¼ 1

T
CV (2.30)

on the basis of the definitions of the isochoric heat capacity and the internal energyU.
To find an appropriate form for the isothermal change of entropy, we consider

some thermodynamic quantities and transformations. Using the Helmholtz free

energy, F ¼ U � TS, and its total differential, dF T;Vð Þ ¼ �SdT � PdV, it is easily
seen that

@S

@V

� �
T

¼ @P

@T

� �
V

: (2.31)

Employing the basic thermodynamic relation for the heat capacities,

CP � CV ¼ T
@ V

@ T

� �
P

@ P

@ T

� �
V

(2.32)

allows to develop (2.31) to the formula below:

@S

@V

� �
T

¼ @P

@T

� �
V

¼ CP � CV

TVaP
: (2.33)
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Taking into account (2.26) and (2.33) as well as using the definition of the

isothermal volume compressibility,

kT � � 1

V

@V

@P

� �
T

¼ 1

V

@V

@T

� �
P

@T

@P

� �
V

¼ aP
@T

@P

� �
V

(2.34)

where the rule of the implicit partial derivative is exploited, one can easily find that

the scaling exponent gG derived in terms of the modified Avramov model can take

the following form:

gG ¼ VaP
CVkT

(2.35)

which is the thermodynamic definition [31, 32] of a parameter called the Gr€uneisen
constant. Casalini et al. [13] argued, by experimental testing of (2.35), that the

volume dependence of gG is negligible and one can determine the Gr€uneisen
constant from PVT data at the reference state such as the glass transition point.

Thus, it can be used to represent the scaling exponent g which is expected to be

constant. It is worth noting that the Gr€uneisen constant [33] was originally defined

as the isothermal change of frequency n in systems of quantum oscillators with

system volume V,

gG � � d ln n
d lnV

� �
T

¼ � r dn
3n dr

� �
T

: (2.36)

Keeping in mind possible limitations of using this parameter for finding the

scaling exponent g, such as the temperature dependence of the quantity given by

(2.36) and the unknown dependence of relaxation dynamics on vibrations, we note

that the Gr€uneisen constant can lead to some interesting conclusions. Assuming

that the intermolecular potential (2.2) can be reduced to its repulsive part with the

exponent mr ¼ 3g, and further considering a lattice of phonons with the harmonic

force constant for their vibrations given by @2Ur
LJ @r2
� / n2, one can prove [34]

that

gG ¼ 1

2
gþ 1

3
(2.37)

i.e., a simple relation between the Gr€uneisen constant, which can be established

from PVTmeasurements data on the basis of (2.35), and the scaling exponent g used
in (2.1), however, under the assumption that the exponent g can be straightfor-

wardly related to the exponent mr in (2.2), i.e., if g ¼ mr=3. Nevertheless, this
finding clearly shows that the thermodynamic scaling can be considered as a

linkage of dynamic and thermodynamic properties. Although attempts of experi-

mental verifications of the relation given by (2.37) are frequently unsuccessful

[32] , its meaning does not depreciate, because the discrepancies with experimental
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data can be caused by factors such as vibrations and secondary relaxations that do

not contribute to the structural relaxation (or the segmental relaxation in the case of

polymers), but may contribute to the thermodynamic parameters of (2.35) such as

the isochoric heat capacity and the isobaric thermal volume expansivity [35].

Indeed, the Gr€uneisen constants calculated from (2.35) at temperatures near the

glass transition temperature by using, instead of the total heat capacity, Cliq
V , found

in the liquid phase, this value diminished by the corresponding heat capacity, Ccryst
V ,

for the crystalline state, results in values of gG that are in better agreement with the

expectations [30].

In the above context, the scaled Avramov model leading to (2.23) not only

yields a good description for experimental data, but also its scaling parameter, gG,
suggests how the relaxation dynamics can be scaled by means of the thermody-

namic properties. The advantage of the model can be related to its entropic nature.

Additionally, Casalini et al. [30] showed that (2.23) can also be derived within the

framework of Landau–Lifshitz thermodynamic fluctuation theory that generally

concerns relaxation times governed by the entropy. The Adam–Gibbs model,

the most popular among the entropic approaches, has been suggested by Alba-

Simionesco and Tarjus [23] to apply in order to describe the relaxation times in

terms of thermodynamic scaling,

log10 t T; rð Þ½ � ¼ log10 t1ð Þ þ A rð Þlog10ðeÞ
TSc r; Tð Þ ; (2.38)

where the configurational entropy, Sc r; Tð Þ ¼ SCðXÞ, is a function of the same

scaling quantity, X ¼ e rð Þ T= , as in (2.14). However, Casalini et al. [30] draw our

attention to the fact that the Adam–Gibbs model is characterized by some divergence

of relaxation times analogous to the VFT equation, unlike the Avramov approach.

2.1.4 Thermodynamic Scaling on Isothermal Conditions
and Its Consequences

An important and useful observation is the finding of the scaling behavior similar to

that described by (2.1), but established for isothermal a-relaxation times plotted vs.

the inverse specific volume scaled by the specific volume at the glass transition, Vg/V.
The latter can be equivalently replaced by the corresponding ratio of densities, r/rg.
It has been shown [28] that the quantity Vg/V can scale the isothermal relaxation times

obtained at different temperatures onto one master curve, specific to each system both

in the case of vdW liquids and polymers (see examples in Fig. 2.5a, b, respectively),

that is, analogously to the scaling quantity G.
Let us see why the scaling vs. Vg/V is valid simultaneously with scaling vs. G. In

order to do that, we rewrite the quantity G in the following form:
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T�1V�g ¼ Vg

V

� �g
T�1V�g

g : (2.39)

If scaling vs. the quantity G is satisfied, then the scaling exponent g is constant
and at the glass transition temperature, Tg, one can formulate the condition

T�1
g V�g

g ¼ const: (2.40)

From the above simple relations expressed in (2.39) and (2.40), it can be con-

cluded that the ratio Vg/V itself leads to the scaling of isothermal relaxation times.

It is worth emphasizing that the volume scaling leads to some important conse-

quence concerning the isothermal fragility mT, which implies also properties of the

isochoric and isobaric steepness indices, mV and mP. If the scaling vs. Vg/V is valid, it

is obvious that the fragility parameter mT [see its definition in Chap. 1 (1.26)],

calculated at the glass transition point, is a material constant independent of pressure.

Let us analyze how this feature affects the other fragilities mV and mP. In order to do

that, we find relationships between the quantities at the point (P, Tg(P), V(P, Tg(P))).
From the definition of the isothermal fragility, one can derive, by exploiting the rule

of the implicit partial derivative, the relationship between mT and mV:

mT ¼ @log10ðtÞ
@ðVg=VÞ

� �
T

����
V¼Vg

¼ � V2

Vg

@log10ðtÞ
@V

� �
T

����
V¼Vg

¼ �V2

Vg

� �
� � @log10ðtÞ

@ðTg=TÞ
� �

V

����
T¼Tg

@V

@ðTg=TÞ
� �

t

����
T¼Tg

, !" #�����
V¼Vg

¼ � mV

Tgat Tg
� � : (2.41)
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Fig. 2.5 Scaling of isothermal structural relaxation times vs. Vg/V for representatives of (a) van

der Waals liquids (PDE) and (b) polymers (PTMPS). The insets show used isotherms as functions

of volume
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As shown in (2.17) the inverse negative product of the glass transition tempera-

ture Tg and the isochronic thermal volume expansivity calculated at the same

temperature T ¼ Tg is equal to the scaling exponent g. Consequently, we get a

new interesting relation between the isothermal and isochoric fragilities:

mT ¼ gmV (2.42)

which means that the isochoric fragility mV has to be pressure independent in

order for g to remain constant in accordance with the requirements from the

thermodynamic scaling. Referring to calculations from (2.6), one can obtain, even

independent of the last two equations, how the parameters mT and mP are mutual

related:

mP¼� @log10ðtÞ
@V

� �
T

����
V¼Vg

@V

@ðTg=TÞ
� �

t

����
T¼Tg

þ @log10ðtÞ
@V

� �
T

����
V¼Vg

@V

@ðTg=TÞ
� �

P

����
T¼Tg

¼ � T2

Tg

� �
� � Vg

V2

� �

� � @log10ðtÞ
@ Vg V=
� �

 !
T

@V

@T

� �
t
þ @log10ðtÞ

@ Vg V=
� �

 !
T

@V

@T

� �
P

 !�����
T¼Tg;V¼Vg

:

(2.43)

Consequently, the ratio of isobaric and isothermal fragilities can be expressed as

follows:

mP

mT
¼ �Tgat Tg

� �þ TgaP Tg
� �

: (2.44)

It can be easily seen that the above equation is equivalent to (2.7) due to the

relation derived in (2.41). Moreover, taking into account (2.17), the ratio from

(2.44) leads to the following relation that is satisfied once the thermodynamic

scaling is valid:

mP ¼ mT

g
1þ gTgaPðTgÞ
� �

(2.45)

which is equivalent to (2.10) due to (2.42). The detailed analysis above shows

that the experimentally known pressure dependence of the isobaric fragility

results only from the pressure dependence of the product TgaPðTgÞwhile the

thermodynamic scaling is obeyed.
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The above consequences of the thermodynamic scaling show that the Spencer–-

Boyer rule [36, 37], TgaPðTgÞ � const, and the following set of empirical correla-

tions suggested by Casalini and Roland [38], namely,

1. The linear correlation between the isobaric and isochoric fragilities

mP ¼ m0 þ amV : (2.46)

2. The inverse linear correlation between the scaling exponent g and the isochoric

fragility

g ¼ g0 þ bm�1
V ; (2.47)

are generally limited to ambient pressure conditions. The constant parameters of

linear regressions in terms of (2.46) and (2.47), that is,m0 ¼ 37 	 3, a ¼ 0.84 	 0.05,

g0 ¼ �1.042, and b ¼ 217, determined at atmospheric pressure [38, 39] for several

glass-forming liquids could be generalized for elevated pressures only in the case of

(2.47). This is obvious because the isochoric fragility mV has been argued to be

pressure independent once the thermodynamic scaling is valid. However, the pres-

sure dependencesm0(P) and a(P) are expected not to be constant [40, 41], reflecting
the experimentally observed changes in the isobaric fragility, mP, with increasing

pressure, that is typically a decreasing function of pressure in vdW liquids and

polymers.

It is worth noting that (2.46) is not the only correlation found at ambient pressure

that is broken when liquids are compressed. The next example is a rather rough

correlation between the isobaric fragility mP and the stretching exponent bKWW of

the Kohlrausch–Williams–Watts function [42], mP ¼ 250 	 30 � 320bKWW,

which has been suggested by B€ohmer et al. [43] at atmospheric conditions. This

relation cannot give proper values of mP at elevated pressures, since Ngai et al. [44]
have recently shown, for several glass formers, which the parameter bKWW, that

characterizes the breadth and asymmetry of the structural relaxation peak, does not

change with pressure (Chap. 1).

2.1.5 Doubts About the Thermodynamic Scaling Universality

Unfortunately, the above-presented appealing idea of the thermodynamic scaling

cannot be treated as a universal method for the description of the structural relaxa-

tion in viscous systems.

Using high pressure measurements, it has been shown that the thermodynamic

scaling vs. G cannot be valid for strongly hydrogen bonded systems such as DPG
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[40, 41] (see Fig. 2.6a) and water (from viscosity data) [45]. Similar results can be

observed, although not so clearly, for glycerol for which many points shown in the

master plot [46] diverge from one curve originally treated as a master curve

according to (2.32). Later on, some of us have established by analyzing data for

DPG [28] (see Fig. 2.6b) that the invalidity of the scaling vs. Vg/V can also be a

common feature of molecular dynamics of materials forming H-bonded networks.

The experiment-based analysis allows us to surmise that the expectation of the

pressure independence of the scaling exponent g can even be at variance with

intrinsic properties of these materials, where the molecular structures especially

vary with changing P, V, and T, because the thermodynamic conditions strongly

affect the degree of H bonds (see also Chap. 5 on the pressure effects on polymer

blends). This is also a credible reason for excluding H-bonded systems from the

correlations given by (2.46) and (2.47). The invalidity of the thermodynamic

scaling for associated liquids has been recently supported by molecular dynamics

simulations performed by Dyre’s group [14, 15, 47]. By using commonly known

force fields for water (such as SPC/E and TIP5P), they have demonstrated that

strongly H-bonded liquids do not obey a strong correlation between equilibrium

fluctuations of the configurational parts of pressure and energy. This is in contrast to

the LJ systems and other simple vdW liquids, such as OTP and toluene, that fulfill

the correlation in the high viscous region where cooperative and local dynamic

processes play a main role.

It is worth noting that the mentioned simulations yield an elegant way of

determining the scaling exponent g as a function of the exponent of the repulsive

term of the LJ potential, which has also been confirmed by Coslovich and Roland

[16]. However, results obtained by Bailey et al. [14] for OTP demand to rethink

about relations between thermodynamics and dynamics suggested by the thermo-

dynamic scaling. The mentioned simulations lead to a surprising value of the

scaling exponent for OTP, that is gMD � 8.0, which is about 2 times larger than
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Fig. 2.6 No scaling of structural relaxation times for DPG: (a) Plot of a-relaxation times vs. the

quantity G ¼ T�1V�g; (b) the scaling plot of isothermal a-relaxation times vs. Vg/V.

56 2 Origin of Glass Formation



that suggested from inelastic neutron scattering [5] and later established from the

thermodynamic scaling of different relaxation and viscosity data of some glass-

forming liquids (KDE, PDE, OTP, BMMPC, and BMPC) as g � 4.0 [6, 8]. It is

interesting that the calculations based on simulations, and some equations of state

derived for the low compressibility region, which have common theoretical grounds

outlined below, yield similar results.

The computational idea originates from the commonly known expression for

instantaneous pressure, p ¼ NkT V= þW V= , where N is the number of species of

momenta p1; . . . ; pN and positions r1; . . . ; rN in volume V; k is the Boltzmann

constant; T ¼ Tðp1; . . . ; pNÞ is treated as “kinetic temperature” proportional to

the kinetic energy per particle; and W ¼ W r1; . . . ; rNð Þ is the virial which yields

a configurational contribution to pressure. In general, the virial can be calculated for

a translationally invariant function of the potential energy U ¼ U r1; . . . ; rNð Þ by
using the formula W ¼ �ð1 3= ÞP

i

ri � riU, as it is usually done in computer

simulations [48]. Within the framework of the thermodynamic perturbation theory,

a configurational contribution to pressure Pr ¼ hWi=V0 can be expressed in analogy

by means of the average perturbed virial with the canonical distribution function of

a reference state with a volume of V0. However, in the case of simulations, we may

take into account only the virial and potential energy values which are averages,

hWi and hUi, respectively, in an appropriate thermodynamic ensemble practically

evaluated as some time-averages. The tested correlation has been expected to relate

linearly just those averages.

If, on the contrary, one assumes that a repulsive part of the intermolecular

potential is a homogeneous function with the homogeneity exponent mr, as in

(2.2), then one can find an equation of state derived from such a molecular potential,

which herein is presented for a specific volume V. The Euler theorem on homoge-

neous functions applied to the potential U reveals a useful property of the intermo-

lecular potential,

U sr1; . . . ; srNð Þ ¼ s�mrU r1; . . . ; rNð Þ: (2.48)

If a similarity r ! sr is additionally considered, which scale,

s ¼ V=V0ð Þ1 3= ¼ r0=rð Þ1 3=
, can be determined by using a specific volume V or

density r (whereV0 and r0 are, respectively, specific volume and density at a reference

state), one can explain that the volume factor of the scaling quantity G from (2.1) is

expressed byVmr 3= aswell as one can propose a state equation for the elevated pressure

region [49], P ¼ ðRT=MuÞ þ ðV0=VÞmr 3= Pr, where R is the gas constant, M is the

molar mass of substance, and Pr denotes herein a configurational contribution to

pressure given by species of total mass equal to a unit mass of substance, which

interact with each other by repulsive forces. However, the state equation is rather of

low use for fitting PVT experimental data due to an undefined density–temperature

dependence of the parameter Pr in the case of most real materials. Therefore, some
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generalized form of the state equation has been introduced byBardik and Shakun [50],

which is presented here for a specific volume V:

P ¼ RT

MV
1þ ’

1

kT

V0

V

� �mr 3=
 !" #

: (2.49)

The unknown form of the ’-function can be derived by expanding in a series

about a reference point with specific volume V0, which is assumed to be character-

ized by a low isothermal compressibility. Then, taking into account only terms of

the series up to the first order, the following expression for pressure can be obtained:

P ¼ RT

MV


 1þ ’
1

kT

V0

V

� �mr 3=
 !�����

V¼V0

þ 1

kT
’0 1

kT

V0

V

� �mr 3=
 !�����

V¼V0

V0

V

� �mr 3=

� 1

 !2
4

3
5

(2.50)

Remembering that mr ¼ 3g in (2.2) and making additional assumptions that the

configurational pressure in the reference state is given by

P0 ¼ f
1

kT

V0

V

� �mr 3=
 !�����

V¼V0

RT

MV
;

and the first-order coefficient is only temperature dependent,

BðTÞ ¼ f0 1

kT

V0

V

� �mr 3=
 !�����

u¼u0

R

MVk
;

one can rewrite (2.50) as follows:

P ¼ RT

MV
þ P0 þ BðTÞ V0

V

� �g
� 1

� �
; (2.51)

which is the equation-of-state convenient to test the hypothesis about a single

scaling parameter g by using isothermal PVT data [52, 53]. Recently, deriving

(2.51) from the definition of the configurational isothermal bulk modulus

Bconf
T � � V @Pconf

@V

���
T
¼ �g @Pconf

@InVg

���
T
; where the configurational pressure Pconf � P� RT

MV ;

a physical meaning of the temperature dependent parameter B(T) has been

found [53] by expressing it as BðTÞ ¼ Bconf
T ðP0Þ=g. It is worth mentioning that

earlier attempts [23, 32] to discuss an equation of state in the context of
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thermodynamic scaling did not involve successfully any explicit form of the

term coming from a contribution of repulsive interactions. As theoretical inves-

tigations [14–16, 23] lead to the conclusion that an inverse power law approxi-

mation of intermolecular potential is appropriate to describe dynamic properties

of dense, highly viscous liquids, it is well-founded to apply the equation of state

[(2.51)], derived for the low compressibility region, in studying the thermody-

namic behavior of such materials.

Grzybowski et al. [52, 53] have tested fits of isothermal volumetric data to (2.51)

for some representatives of vdW liquids, weakly H-bonded liquids, and polymers;

phenylphthalein-dimethylether (PDE), OTP, propylene carbonate (PC), meta-fluor-

oaniline (m-FA), and 1,2-polybutadiene (1,2-PB). As it can be seen, for example, for

OTP in Fig. 2.7, the accuracy of the fitting procedure to (2.51) is high due to prior

calculation of the parameter P0 for each isotherm at a point (V0,P(V0)) chosen

separately for each isotherm and characterized by the locally lowest experimentally

achieved isothermal compressibility. The scaling exponents, ges, found from the

equation of state, which are presented in Table 2.1, are surprisingly at least two

times larger than those determined from the standard scaling procedure based on

(2.1). However, it is especially interesting to compare for OTP the scaling exponents

ges � 10.0 and gMD � 8.0, with the value g obtained from the standard scaling

procedure. The result that both ges and gMD are comparable and considerably larger

than g � 4.0 is striking, because both the equation-of-state and calculations based on

MD simulations come from the common theoretical grounds following from the virial

theorem and the potential energymainly governed by repulsive interactions in the case

of highly viscous liquids. Some doubts about the thermodynamic scaling idea as a
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Fig. 2.7 Plot of isothermal PVT data for ortho-terphenyl, which is generated by using the Tait

equation with its parameters proposed in [8] and retaining the original measurement range reported

in [51]. Solid lines denote fits of the data to the equation of state given by (2.51) first presented in

Fig. 2 in [52]
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linkage between dynamic and thermodynamic properties of supercooled liquids arise

from such a significant discrepancy between the scaling exponents ges and g. More-

over, the finding strongly suggests that even if the thermodynamic scaling were valid

at least for vdW and polymer systems in the sense considered so far, its genuine bases

require to be reanalyzed. Finally, it is worth mentioning that in contrast to MD

simulations, where attractive forces have to be involved, the last term describing the

configurational pressure in the equation of state (2.51) is an approximation based

mainly on the repulsive interactions contribution, where the attractive interactions can

be considered as some nearly constant background. However, we would like to

emphasize that such an approximation made for highly viscous systems cannot

downgrade the conclusions drawn on that basis. It is related to some theoretical

analyses first performed byWeeks et al. [54] at the beginning of the 1970s. According
to them, the thermodynamic and structural properties of the LJ fluid are dominated by

the repulsive part at high temperatures for all densities as well as at low temperatures

for high densities.

Very recently, within the framework of the temperature-volume Avramov model

described in Sect. 2.1.3, a meaningful progress in explaining the discrepancies

between the found values of the exponents g and ges has been made [55, 56].

Making a reasonable assumption that the maximal energy barrier in (2.24) can be

scaled in terms of specific volume or density with some scaling exponent gE, i.e.,
EmaxðVÞ ¼ AEðVr=VÞgE , where AE is some material constant that has energy units,

the temperature-volume Avramov model has been adjusted to better describe

dynamics of real glass-forming materials in the vicinity of the glass transition.

Applying this assumption to (2.24), we find the following modified equation,

log10½tðGÞ� ¼ log10ðt1Þ þ ðAGÞD; G ¼ T�1V�g;

A ¼ ½2 log10ðeÞ�1=D=Gr; Gr ¼ T�1
r V�g

r ; 2¼ AE=sr (2.52)

Since the value of the scaling exponent gE has turned out to be in very good

agreement with that of ges found by fitting PVT data to the equation of state

[(2.51)] for each tested representative of vdW liquids [55] and one ionic liquid

Table 2.1 Comparison of the values of scaling exponent g earlier established from

relaxation data by using (2.1) with those evaluated herein from volumetric data by

fitting to the equation of state given by (2.51)

gr
[g found from (2.1)]

ges
[g found from (2.51)]

ges/gr

PDE 4.5a 9.2 	 0.2 2.04

OTP 4.0b 10.0 	 0.1 2.50

PC 3.7c 9.4 	 0.1 2.54

m-FA 2.7d 7.2 	 0.1 2.67

1,2-PB 1.9a 9.4 	 0.1 4.95
aFrom [7]
bFrom [6]
cFrom [10]
dFrom [46]
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[56] near the glass transition, the scaling exponent g in (2.52) can be related to the

Gr€uneisen constant gG and the exponent ges as follows

g ¼ gG þ ges=D (2.53)

The relation is expected to have an important impact on our understanding of

linkages between thermodynamic and dynamic properties of materials near the

glass transition as well as intermolecular interactions responsible for the thermody-

namic scaling, but it requires further investigations and tests for various materials.

2.2 The Role of Monomer Volume and Local Packing on the

Glass-Transition Dynamics

The thermodynamic scaling has advantages as well as some problems as dis-

cussed above. In addition, the proposed scaling lacks a predictive power; i.e.,

given a molecular structure it cannot make suggestions on the thermodynamic

parameter that mostly affects the dynamics. Some of us suggested on a different

way [57] of analyzing the dynamic quantity QV/QP that provides a quantitative

measure of the relative importance of r and T in the dynamics of the a-process.
We demonstrate – without invoking any scaling – that the repeat unit volume and

local packing play a key role in controlling this ratio and thus the dynamics of

glass formers near Tg. We start by collecting literature QV/QP values from the

different glass-forming systems at P ¼ 0.1 MPa and at Tg (defined at t ¼ 1 s)

(obtained mainly by dielectric spectroscopy and light scattering) in Table 2.2

Apart from the dynamic ratio, QV/QP, we discuss a well-known property of

amorphous systems and glass-forming liquids, namely, the presence of a degree of

packing regularity reflected by the broad peaks in the wide-angle X-ray or neutron

scattering curves [58–60]. For polymers in particular, the peak at higher values of the

wave vector q, with an equivalent Bragg spacing of about 0.5 nm, corresponds to the

vdW (VDW) contacts of atoms and is known as the vdW peak. The peak at lower q,
known as the low van der Waals (LvdW) peak, reflects largely the intermolecular

correlations of polymeric backbones. There are some exceptions to this; in bisphenol

A polycarbonate (BPA-PC), the first (shallow) peak at q* ~ 6 nm�1 is caused mainly

by the correlation between the carbonate groups, i.e., it is of intramolecular origin. On

the contrary, for glass-forming liquids, the origin of the diffraction peaks and their q*
(T) is not well understood.

In Table 2.2, the position of the LVDW peak for various glass-forming systems

is reported and allows the correlation of this “static” quantity (the reported q*
values are in most cases measured in the vicinity of Tg) with the dynamic ratio

QV/QP, obtained at Tg (P ¼ 0.1 MPa, t ¼ 1 s). This correlation is by no means

perfect; however, in extreme cases, it allows for some conclusions. For example, in

glass-formers with q* < 5 nm�1, the ratio QV/QP is below 0.6. Similarly, in glass

formers with q* > 15 nm�1, the ratio QV/QP is higher than 0.6. The meaning of

these correlations is that in main-chain flexible polymers (high q*), temperature
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through the energy barriers (kBT) provides the main means of affecting the dynam-

ics. Instead, in polymers with bulky side-groups (low q*), volume effects gain

importance and the dynamics are controlled by both r and T. Nonetheless, this
correlation is not always exact. For example, BPA-PC with a low QV/QP value

(~0.44) [61] has a high q* value. This implies that parameters other than the mere

interchain distance also play a role.

The broad correlation improves considerably if both the lateral distance and the

distance along the backbone per repeat unit are taken into account. This is shown in

Table 2.2 Sample code and name, glass temperature, repeat unit volume (Vm), characteristic

wave vector (q*) of the first intense peak of the static structure factor, and ratio of the constant

volume activation energy (QV) to the enthalpy of activation (QP)

Code Sample Tg
(K)

Vm

(nm3)

q*
(nm�1)

QV/QP

[P ¼ 1atm,

Tg (t ¼ 1s)]

A Poly(methyl-p-totyl siloxane) (PMpTS) 249.9 0.212 6.3 0.59

261 0.55

B Bisphenol A polycarbonate (BPAPC) 414 0.364 12.3 0.44

C Poly(vinyl methyl ether) (PVME) 245.5 0.091 9.7 0.7

D Poly(4-vinyl phenol) (PVPh) 443 – 14.1 ~0.77

E Polystyrene (PS) 373 0.169 8 0.64

F Poly(2-vinyl pyridine) (P2VP) 367 0.185 7.8 0.7

G 1,4-Polybutadiene (PB) 263 0.093 15 0.76a

H Poly(methyl acrylate) (PMA) 276 0.119 9.4 0.78b

I Polyethylene (PE) 200 0.044 13.7 0.71–0.76

225 0.81–0.85

J 1,2-Polybutadiene (PB) 253 0.094 10 0.7

K Poly(vinyl ethyl ether) (PVEE) 240.6 0.113 8.2 0.81

L Poly(propylene glycol) (PPG) 202.5 0.068 12.4 0.66

M 1,4-Polyisoprene (PI) 203 0.118 14 0.78

N Polyvinylacetate (PVAc) 311 0.121 9.9 0.6

O Poly(methyl phenyl siloxane) (PMPS) 245.7 0.171 7.2 0.46

P Poly(t-butyl methacrylate) (PtBMA) 334 0.230 7.1 0.56

Q Poly(n-ethyl methacrylate) (PnEMA) 326.7 0.170 5.6 0.55

R o-terphenyl (OTP) 243.5 0.342 9.0 0.55

S salol 220 0.282 8.0 0.43 	 0.2

T 1,10-bis(p-methoxy phenyl) cyclohexane

(BMPC)

241 0.34 7.8 0.38

U 1,10-di(4-methoxy-5-methyl phenyl)

cyclohexane (BMMPC)

261 0.368 7.6 0.41

V Phenolphthalein dimethylether (PDE) 249 0.419 – 0.52

W Cresolphthalein dimethylether (KDE) 313 0.551 – 0.49

X Poly[(phenyl glycidylether)-co-
formaldehyde] (PPGE)

258 0.243 – 0.62

Y Poly[(o-cresol glycidylether)-co-
formaldehyde] (PCGE)

285 0.23 – 0.65

Z Diglycidylether of bisphenol A (DGEBA) 335 0.4 – 0.6

1 Polyvinyl chloride (PVC) 353 0.076 – 0.8

2 Polyoxybutylene (POB) 199 0.116 – 0.75
aAt T ¼ Tg þ 100 K
bAt T ¼ Tg þ 31 K
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Fig. 2.8 where the dynamic ratio is plotted as a function of the repeat unit volume

(Vm ¼ M/rNA, where M is the molecular weight of the repeat unit).

This dependence suggests that the reason for the very low QV/QP values of some

glass-forming liquids and some polymers (BPA-PC) is their large repeat unit

volume. In the same figure, additional data from other glass-forming liquids are

also included. Notice that the reason for the higher QV/QP values of poly[(phenyl

glycidylether)-co-formaldehyde] (PPGE) and poly[(o-cresol glycidylether)-co-
formaldehyde] (PCGE) compared to those of the other glass-forming liquids is

the smaller volume of their repeat unit. Similarly, the low values of the activation

ratio in the case of glass-forming liquids result from their larger molecular volume

[57]. Large monomer volumes and irregular shapes are required as they inhibit

crystallization. We mention here that the good correlation of the dynamics with the

static properties such as packing and repeat unit volume can be extended to include

other variables that control the dynamics, such as the Kuhn length and the packing

length [62].

Thus the repeat unit volume and local packing play a key role in controlling the

value of this ratio at Tg, and the dynamics associated with the glass temperature. In

particular, for flexible main-chain polymers, temperature, through the presence of

energy barriers opposing molecular motions, is the main parameter affecting the
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Fig. 2.8 Ratio of the constant volume activation energy (QV) to the enthalpy of activation (QP)

plotted as a function of the repeat unit volume (polymers) or the molecular volume (glass-

forming liquids). The results from the glass-forming liquids are presented in color. Notice the

lower values of the dynamic ratio for the glass-forming liquids that result from the larger size of

these molecules necessary to avoid crystallization. The line is the result of a linear fit to all data

points (from [57])

2.2 The Role of Monomer Volume and Local Packing on the Glass-Transition Dynamics 63



dynamics, whereas in polymers with bulky side-groups or in glass-forming liquids

with large molar volumes, volume effects gain importance. These ideas are by no

means new. A similar conclusion was reached by a recent theory of glass formation

by Dudowicz, Freed, and Douglas [63] that emphasizes the importance of repeat

unit volume, and backbone and side-group rigidity. In addition, Ngai and Roland

[64] showed that the degree of intermolecular cooperativity of motions and the

fragility reflect these same properties, namely, backbone flexibility and the pres-

ence of bulky side-groups. What is new, however, in this approach is that it provides

a quantitative account of the value of the dynamic ratio, and thus of the parameters

that most affect the dynamics, in relation to the molecular volume and packing.

The monomer volume approach that emphasizes the packing properties is

different from the thermodynamic scaling because it includes the attractive forces

that control the packing and the thermodynamic state. It also suggests that a general

theory of liquid dynamics, applicable to all r and T and for all glass formers should,

take into account both the repulsive and attractive parts of the potential function.

The proposed correlation between the local packing and the value of the

dynamic ratio also has consequences with respect to the issue of dynamic hetero-

geneity in polymer blends and copolymers [65]. The appropriate choice of mono-

mers in these could result in drastically different T and P dependencies for the two

components, with consequences on their dynamic and possibly their thermody-

namic miscibility (see Chap. 5).
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Chapter 3

Models of Temperature–Pressure Dependence

of Structural Relaxation Time

Up to now, the influence of pressure and temperature on structural relaxation time

was discussed separately. A more general approach, however, requires considering

the combined effects of P and T. This naturally relates to a search for the equivalent
of an “equation of state” with physically interpretable parameters for the descrip-

tion of t(T, P) dependence for different materials. Knowledge of the equation of

state is of paramount importance in predicting the pressure behavior of fragility and

of the glass transition temperature [1]. In this chapter, we will discuss various

canonical models, proposed in the literature, that incorporate both the T and P
dependences of the structural relaxation time.

3.1 The Generalized Vogel–Fulcher–Tammann Equation

Some attempts in searching for an adequate equation of state have been motivated

by the fact that the Vogel–Fulcher–Tammann (VFT) equation (1.7) provides a

versatile description of the relaxation times over a wide range of temperatures

and for a large number of glass-forming liquids. Fytas [2] was the first to incorpo-

rate pressure as a variable into the VFT equation using two linear approximations

originally proposed by Grest and Cohen [3, 4]:

T0 ðPÞ ¼ T0 ð0:1MPaÞ þ aP; (3.1)

B ðPÞ ¼ B ð0:1MPaÞ þ bP: (3.2)

The above transformation leads to the generalized VFT equation:

t ðT;PÞ ¼ t0 exp
Bþ bP

T � ðT0 þ aPÞ : (3.3)

A somewhat different t(T,P) equation (t ¼ t0 exp½ðAþ BPÞ=ðRðT � T0ÞÞ�) was
subsequently suggested by G.D. Patterson and Carroll [5]. However, Leyser and

G. Floudas et al., Molecular Dynamics of Glass-Forming Systems,
Advances in Dielectrics 1, DOI 10.1007/978-3-642-04902-6_3,
# Springer-Verlag Berlin Heidelberg 2011
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coworkers [6] demonstrated that (3.3) fails to describe the behavior of the structural

(a-) relaxation times as determined from specific heat spectroscopy measurements

of orthoterphenyl in the frequency range 2 Hz–6.3 kHz. The same conclusion was

reached based on the analysis of the temperature and pressure dependences of

dielectric relaxation data of an epoxy resin [7]. As discussed in [7], the poor

agreement of the above equation with experimental data relates to the assumed

linear Tg(P) dependence. However, in most cases, a nonlinear pressure dependence

of the glass transition temperature is observed. Thus, assuming linear B(P) and
T0(P) dependences is not sufficient to reproduce the (T,P) surface of relaxation

times adequately. In this context, it is worth mentioning that transformations (3.1)

and (3.2) also fail [8, 9] in case of the Grest–Cohen free volume model [3, 4].

3.2 The Adam–Gibbs Model

According to the model of Adam and Gibbs (AG) [10], the rate of the structural

relaxation in glass-forming liquids is determined by probabilities of cooperative

rearrangements. To evaluate these transition probabilities, they defined coopera-
tively rearranging regions (CRR) as the smallest volume elements that can relax to

a new configuration independent of its environment. Assuming that the potential

energy barrier, Dm, hindering the transition of a CRR to a new configuration is

independent of both T and the number of molecules in a cooperative region of size z,
Adam and Gibbs arrived at the following expression for the average transition

probability that is inversely proportional to the structural relaxation time:

ta / WðTÞ ¼ A exp � z�Dm
kT

� �
: (3.4)

Here, z* is a critical lower limit to the size of cooperative regions that can yield

nonzero transition probabilities. The equation above implies that mainly regions

whose size differ negligibly from the smallest size z* participate in motions that

give rise to cooperative rearrangements. The size of the cooperative rearranging

regions has been shown to relate to the molar configurational entropy, Sc, of the
macroscopic sample as

z� ¼ NAs
�
c

Sc
; (3.5)

where s�c is the critical configurational entropy.
Equations (3.4) and (3.5) can be combined to yield the main result of the

AG theory, namely, the relationship between the structural relaxation time and

configurational entropy:
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ta ¼ t0exp
s�cDm
kTSc

� �
¼ t0exp

c

TSc

� �
: (3.6)

The configurational entropy, Sc, is usually estimated from the excess heat

capacity, DCp ¼ Cmelt
p � Ccrystal

p , of the equilibrium melt with respect to the crystal

(or eventually to glass):

ScðTÞ / SexcðTÞ ¼
ðT
TK

DCpðTÞ
T

dT: (3.7)

However, Goldstein [11] and later Johari [12, 13], argued that determining Sc(T)
in such a way results in an overestimated configurational entropy because it may

include vibrational terms. Nevertheless, it has been demonstrated that the use of

excess entropy, Sexc, in (3.6) leads to the satisfactory description of the experimen-

tal data in the temperature range close to Tg. Since many glass-forming liquids

reveal an inverse dependence of the excess heat capacity on temperature, i.e.,

DCp ¼ K/T, where K ¼ K(P) is a material property, it can be shown that

ScðTÞ ¼
ðT
TK

K

T2
dT ¼ K

TK
� K

T
¼ S1 � K

T
: (3.8)

Substituting (3.8) into (3.7) results in the well-known temperature VFT equation

[see (1.7) in Chap. 1].

In an aim to incorporate pressure to the AG model, Casalini and coworkers

[14, 15] proposed adding a term related to the molar thermal expansion in (3.7):

ScðT;PÞ ¼
ðT
TK

DCPðTÞ
T

dT �
ðP
0

D
@V

@T

� �
P

dP; (3.9)

where D @V
@T

� �
P
¼ @V

@T

� �melt

P
� @V

@T

� �crystal
P

is the difference of the molar thermal expan-

sivity and the melt relative to the crystal. The second term in (3.9) can be obtained

from PVT measurements. Using the Tait equation (1.29), Casalini and coworkers

obtained the following analytical expression for the pressure dependence of Sc(T, P)

ScðT;PÞ¼S1�KðPÞ
T

þd �ðbþg�1ÞPþðg�1ÞBðTÞln 1þ P

BðTÞ
� �

þ gP ln 1þ P

BðTÞ
� �� �

;

(3.10)

where b, g, and d are, respectively,

b ¼ 1

b2CVmeltðT; 0ÞD
@V

@T

� �
P¼0

; g ¼ a
b2

; d ¼ CVmeltðT; 0Þb2; (3.11)

and a ¼ ð1=VÞ @V=@Tð ÞP is the coefficient of thermal expansion of the melt.
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This equation has been obtained by assuming that the pressure variation of the

molar thermal expansivity for the crystal can be neglected, i.e., ð@Vcrystal=@TÞp ¼
ð@Vcrystal=@TÞp¼0:

Substituting into (3.6) gives the following expression for the T–P dependence of

the structural relaxation time

tðT;PÞ

¼ t0exp
c

T S1� K
T

� �þd �ðbþg�1ÞPþðg�1ÞBðTÞln 1þ P
BðTÞ

� 	
þgPln 1þ P

BðTÞ
� 	n oh i

8<
:

9=
;:

(3.12)

The above equation is usually converted into the more convenient VFT-like

form:

tðT;PÞ ¼ t0 exp
DT�0

T � T�0

� �
(3.13)

with

T�0ðPÞ ¼
T0ðp¼0Þ

1þðd=S1Þ �ðbþg�1ÞPþðg�1ÞBðTÞln 1þ P
BðTÞ

� 	
þgPln 1þ P

BðTÞ
� 	n oh i;

(3.13a)

D ¼ CDm
K

: (3.13b)

It has been pointed out by G. Williams that the use of D in (3.13) creates

problems in the limit T0 ! 0, as this equation does not yield the Arrhenius

equation, whereas in the form exp[B/(T–T0)], it does.
According to this approach, the strength parameter D is the same as that at

atmospheric pressure. It is worth noting that at high pressures, a deviation of

the isobaric relaxation time from the VFT behavior can be expected due to the

dependence of B, b, g, and d on temperature. However, as argued in [14–16], the

dependence of these parameters on temperature is usually very weak and, therefore,

the expected deviation could be observed only at very high pressures (P� B). In
a number of studies, it has been demonstrated that the equation derived from the

AG model gives a good description of combined T–P dependence of structural

relaxation times for a number of systems that include OTP [16], triphenylchlor-

omethane [16], poly(methyl methacrylate) [16], salol [17], phenylphthalein-

dimethylether (PDE) [18], and 4,40-methylenebis(N,N-diglycidylaniline) [19].
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3.3 The Avramov Model

The next entropic model that is frequently employed in describing viscosity and

relaxation data of glass-forming liquids in the T–P plane was originally formulated

by Avramov [20] for describing viscosity on the basis of his earlier considerations

in disordered systems [21–25]. A basic hypothesis of this model is that motions of

molecules are purely thermally activated with a jump frequency related to a barrier

energy Ei for the process:

niðEiÞ � exp � Ei

RT

� �
: (3.14)

However, for amorphous materials characterized by structural disorder, one

needs to consider an average jump frequency that depends on some broad distribu-

tion of energy barrier heights as

nh i ¼
X1
i¼0

ni’iðEiÞ; (3.15)

where jiðEiÞ is a probability of appearance of the activation barrier, Ei, in the

energy landscape. He further assumed a truncated Poisson probability distribution

function,

’ðEÞ � exp
E� Emax

s

� �
; (3.16)

that seems to represent the energy distribution for real physical disordered systems

[21]. In (3.16), s is the system dispersion, and the energy range, 0 � E � Emax, has

its upper limit at the energy level, Emax, that equals a single barrier height in a

corresponding ordered state. Consequently, using the continuous approximation of

(3.14), one can obtain for the average jump frequency:

nh i ¼
Z Emax

0

nðEÞwðE; sÞdE: (3.17)

In (3.17), the probability density function is given as

wðE; sÞ ¼ exp E�Emax

s

� �
s 1� exp � Emax

s

� �� � : (3.18)

The integral in (3.17) with the probability density of (3.18) results in an analyti-

cal form for the average jump frequency
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nh i ¼ 1� exp �Emax
1
RT � 1

s

� �� �
 �
s
RT � 1
� �

1� exp � Emax

s

� �� � n00 exp �Emax

s

� �
(3.19)

that can be approximated for RT < s < Emax by a simpler expression

nh i � n0 exp �Emax

s

� �
: (3.20)

As shown earlier [21], the dispersion s of the system can be dependent upon the

system entropy S as follows:

s ¼ sr exp
2ðS� SrÞ

ZR

� �
; (3.21)

where R is the gas constant, and Z denotes the degeneracy of the system, i.e., the

number of escape channels for a moving particle, or in other words, the number of

available pathways for local motions of a molecule or polymer segment [26]. The

latter can be practically interpreted as a value proportional to the coordination

number of the liquid lattice, although it has been noted that such a treatment of the

parameter Z is rather a rough approximation [21, 25, 26]. Although a range of

values 2 � Z � 12 has been considered [21], it has been suggested that Z � 10 for

typical inorganic glass formers [25]. The other parameters in (3.21), sr and Sr are,
respectively, the dispersion and the entropy of the system at some reference state.

From the average jump frequency one can calculate the macroscopic relaxation

time by using the inverse proportionality

t � 1

hni : (3.22)

If the decoupling phenomenon described in Sect. 9 of [27] does not occur, then

on the basis of the Maxwell relation between the macroscopic relaxation time and

viscosity, � ¼ G1t, where G1 is the shear modulus at the high frequency limit,

one can apply (3.20) and (3.21) to derive the entropic expression for viscosity also

as some inverse proportionality to the average jump frequency as

� ¼ �1 exp 2 exp � 2ðS� SrÞ
ZR

� �� 

: (3.23)

Here, the preexponential factor �1 is the viscosity at the high temperature limit and

the parameter 2 is given by 2 ¼ Emax/sr. The above equation underlies the choice

of the reference state at which the parameters sr and Sr are established. A point

within the glass transition interval is usually fixed as the reference state, which can

be reduced for convenience to some state at which 2 ¼ 30 according to (3.23),

because the glass transition usually appears at viscosity �g � e30 P � 1013P [20].
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It is worth emphasizing that the total entropy is considered in the Avramov

model (3.23) unlike the Adam–Gibbs model described earlier. This is its main

advantage, as the �(T) Avramov relation is free from singularities, i.e., it does not

diverge at the Kauzmann temperature. The total entropy as a state function depen-

dent on T and P can be calculated in terms of the reference state (Tr, Pr):

SðT;PÞ ¼ Sr þ
Z T

Tr

@S

@T

� �
P

dT þ
Z P

Pr

@S

@P

� �
T

dP: (3.24)

Using the known thermodynamic relations, @S @T=ð ÞP ¼ CP T= and @S @P=ð ÞT ¼
�aPV, where CP is the isobaric heat capacity and aP is the isobaric thermal volume

expansivity, and by assuming further that CP and aP are temperature independent,

and aP can be expressed by the following pressure dependent function [20, 28]:

aPðPÞ ¼ 1

V

@V

@T

� �
P

� aPr

Pþ Pr

Pþ P
; (3.25)

where aPr
¼ aPðPrÞ and P is an adjustable parameter, one can determine from

(3.24) the T–P dependence of entropy in terms of the reference state as

SðT;PÞ ¼ Sr þ CP ln
T

Tr

� �
� aPr

Vm Pþ Prð Þ ln Pþ P

Pþ Pr

� �
: (3.26)

Here, Vm is the molar volume. Substituting (3.26) to (3.23), one can obtain the

generalized expression for viscosity:

� ¼ �1 exp 2 Tr
T

� �a Pþ P

Pþ Pr

� �b
" #

; (3.27)

where the adjustable parameters a and b have the following physical meaning:

a ¼ 2CP

ZR
; (3.27a)

b ¼ 2aPr
Vm

ZR
Pþ Prð Þ ¼ a

aPr
Vm

CP
Pþ Prð Þ: (3.27b)

According to (3.22), an equation analogous to (3.27) can be derived for the

relaxation time as

t ¼ t1 exp 2 Tr
T

� �a Pþ P

Pþ Pr

� �b
" #

; (3.28)
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where t1 is the relaxation time in the high temperature limit, and the other

parameters ∈, a, b, Tr, and Pr have the same meaning as those for the viscosity.

The pressure reference state is usually chosen at ambient pressure, i.e., Pr ¼
P0 � 0. As mentioned previously, the reference state corresponds to the glass

transition; therefore, Tr ¼ Tg(P0) ¼ Tg0. Moreover, the parameter e in (3.28) can

be more generally expressed as 2 ¼ lnðtg=t1Þ, where tg ¼ t(Tg). Consequently,
one can reduce (3.28) to the following form:

t ¼ t1 exp ln
tg
t1

� �
TgðPÞ
T

� �a� 

; (3.29)

where

TgðPÞ ¼ TgðP0Þ 1þ P

P

� �b=a

(3.30)

that is similar to (1.18) and

a ¼ 2CP

ZR
(3.30a)

b ¼ 2a0Vm

ZR
P ¼ a

a0Vm

CP
P: (3.30b)

The pressure function of Tg derived in this way (3.30) from the Avramov model

is widely used in analyzing glass transition temperatures determined from pressure

experimental data. The next interesting result following from this model, besides

the T–P dependent equations for � and t, successfully applied to fit experimental

data, is an observation that according to the definition

mP ¼ @log10ðtÞ
@ðTg=TÞ

� �
P

����
T¼Tg

the parameter a is proportional to the isobaric fragility mP

mP ¼ aðlog10tg � log10t1Þ: (3.31)

However, the parameter a is pressure independent, due to a conveniently

assumed pressure independence of Z and CP which is practically taken as CP0

(3.30a), i.e., the isobaric heat capacity at atmospheric or no pressure conditions.

Thus, this prediction is not in accordance with the experimentally found pressure

dependences of mP; the latter usually decreases with increasing P for van der Waals

liquids and polymers (Chap. 2), whereas it increases with P in the case of strongly
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hydrogen-bonded systems. To improve the relation given by (3.31), Paluch and

Roland [29] have proposed a simple linear pressure dependence of this parameter as

aðPÞ ¼ a0 þ a1P: (3.32)

Very recently, the original Avramovmodelwas developed [28] to take into account

the pressure dependence of the isobaric heat capacity, CPðPÞ � CP0
þ f ðPÞ, and the

temperature dependence of the product ðaP0
VÞðTÞ � a0V0 þ fðTÞ where the refer-

ence state was chosen at no pressure or at atmospheric conditions (P0, Tg(P0),

V(Tg(P0),P0)). One of the results of the modified Avramov model is a new formula

for the “fragility” parameter a, which better reflects the nonlinear experimental

dependence mP(P)

aðPÞ ¼ a0 1� C

CP0

ln
Pþ P

Pþ P0

� �� �
; (3.33)

where a0 ¼ 2CP0

ZR and C is an additional adjustable parameter.

Finally, it has to be noted that in spite of the mentioned achievements of the

Avramov model, that satisfactorily describes both the dependences �(T, P) and
t(T, P) of the glass former PDE, this model has been recently found as potentially

inapplicable to the description of some dielectric permittivity spectra. Puzenko

et al. [30] have tested the shape of the dielectric spectra of some glass formers

(including PDE and poly(dimethylsiloxane)) following the Avramov model. To do

so, they exploited the most popular, so-called heterogeneous, paradigm in the

theory of dielectrics, i.e., by assuming that the non-Debye response for the struc-

tural relaxation in glass-forming liquids can be represented by a linear superposi-

tion of Debye relaxation processes with a relaxation time probability density

distribution g(t). They have assumed that each individual relaxation time can be

expressed by the inverse jump frequency given by (3.14), and replaced the average

on the relaxation time t with the distribution g(t) by the average on the activation

energy with the Poisson probability density function, w(E, s), as proposed by the

Avramov model (3.18) [30]. Subsequently, they have shown that the asymmetrical

broadening of the loss spectrum is directly related to the dispersion s of the energy

barrier distribution, and that the half-width of the loss spectrum should decrease

with decreasing temperature. This last result following the predictions of the

Avramov model is at odds with the experimental facts [30].

3.4 Cluster Kinetics Model

The Cluster Kinetics Model proposed by McCoy and Brenskelle [31–33], describ-

ing the temperature and pressure effects on viscosity or dielectric relaxation, is

based on the concept that molecules cluster together as they approach the glass
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transition, and that this is the underlying physical phenomenon that explains glass

formation. Within this model, clusters are groups of bonded molecules moving

cooperatively, whereas monomers in the fluid state are separately in random

thermal motion (Fig. 3.1).

The interactions “monomer–cluster” and “cluster–cluster” are modeled as

reversible reaction-like mechanisms that can be regarded as representing fluctuat-

ing heterogeneous structures within the supercooled liquids:

1. Clusters may be formed by reversible addition of monomer M(xm) of molecular

mass xm to cluster C(x) of mass x:

CðxÞ þMðxmÞ kd !kg Cðxþ xmÞ; (3.34)

where kg and kd are rate coefficients for growth and dissolution, respectively.

2. The clusters may themselves aggregate with rate coefficient ka or fragment with

breakage coefficient kb

CðxÞ þ Cðx0Þ ka !kb Cðxþ x0Þ: (3.35)

It is assumed that four rate coefficients (kg, kd, ka, and kb) are independent of

cluster size. According to the transition state theory, temperature–pressure depen-

dences of the rate coefficients are proportional to exp �ðEþ PVÞ kBT=ð Þ, where the
activation energy E is the difference in energies of reactant and transition states,

whereas V in this equation is the activation volume, i.e., the difference in volumes

of reactant and transition states.

Molar concentrations of monomers, m(0)(t), and clusters, c(0)(t), are found,

respectively, on the basis of population dynamics equations for monomers and

clusters [31] as time-dependent zero moments of size distributions. According

to the system of population equations, one can obtain the following set of rate

expressions:

dmð0Þ

dt
¼ ðkd � kgm

ð0ÞÞcð0Þ; (3.36)

monomers cluster

d

Fig. 3.1 Illustration of

monomers and icosahedral

cluster of 716 atoms

simulated by Dzugutov

et al. [34]
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dcð0Þ

dt
¼ ðkb � kac

ð0ÞÞcð0Þ: (3.37)

Assuming local thermodynamic equilibrium, that is, setting the time derivatives

in (3.36) and (3.37) to zero, one can obtain equilibrium monomer and cluster

concentrations as the following ratios of the rate coefficients dependent on temper-

ature, pressure, activation energy, and volume:

mð0Þeq ¼
kd
kg
¼ km exp �ðhm þ PnmÞ

kBT

� �
; (3.38)

cð0Þeq ¼
kb
ka
¼ kc exp �ðhc þ PncÞ

kBT

� �
; (3.39)

where the volume parameters nm ¼ Vd � Vg and nc ¼ Vb � Va are differences in the

activation volumes for (3.34) and (3.35) (see Fig. 3.2) and represent volumes of

transformation for reversible growth and aggregation, whereas the energy para-

meters hm ¼ Ed � Eg and hc ¼ Eb � Ea are differences in activation energies for

(3.34) and (3.35) (see Fig. 3.2) representing heats of transformation. The coeffi-

cients km and kc are proportionality constants.

As presented in Fig. 3.2, the activation energies for the forward (association or

aggregation) processes for (3.34) and (3.35) are always less than those for the

reverse (dissociation or breakage) processes. The reaction progress of a dynamic

system undergoing cooling and compression represents fluctuations among a large

number of monomers and clusters as they proceed over local maxima and local

minima to lower energies. Consequently, the process can be interpreted as occur-

ring over an energy landscape defined by the energy transformation parameters

hm and hc, and the volume transformation parameters vm and vc.
Exploiting the free-volume approach [35–37], the relative effect of clusters and

monomers on the viscosity �, or alternatively on dielectric relaxation time t (under
the condition that the decoupling phenomenon described in Sect. 9 of [27] does not

occur and thus t ~ �), can be expressed by the following equation:

� ¼ a exp b0
Vc

Vm

� �
¼ a exp b0

m0
eq

c0eq

 !
and

t ¼ a exp b0
Vc

Vm

� �
¼ a exp b0

m0
eq

c0eq

 !
; (3.40)

where Vc and Vm are cluster and monomer volumes, whereas a, a, and b0 are
constants. It should be noted that the relation between the volume and concentration

ratios is valid if m
ð0Þ
eq is taken as the number of moles of monomers per volume of
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monomers, and c
ð0Þ
eq as the number of moles of clusters per volume of clusters.

Substituting (3.38) and (3.39) to (3.40), one can obtain, for instance, for the

dielectric relaxation time,

tðT;PÞ ¼ a exp bFðT;PÞ½ �; (3.41)

where F is an exponential function of T and P:

FðT;PÞ ¼ exp
hþ Pn
kBT

� �
: (3.42)

The parameters h ¼ hc � hm and v ¼ nc � nm are invariant to T and P, and are

material dependent.

On the basis of (3.41) with (3.42), one can formulate a scaled equation for the

temperature and pressure dependence of dielectric relaxation time by choosing two

Ed

Eg

Eb

Ea

hchm

associated
monomer

associated
monomer

dissociated
monomer

dissociated
monomer

associated
clusters

dissociated
clusters

dissociated
clusters

νd

νb

νa

νg

Vm
Vc

Fig. 3.2 Elements of the energy landscape. Energy and volume barriers are based on transition

state theory for reversible monomer–cluster growth and dissociation and cluster–cluster associa-

tion and breakage [(3.34) and (3.35)]. Energies and volumes of transformation are differences

in activation energies hm ¼ Ed � Eg and hc ¼ Eb � Ea, and volumes vm ¼ Vd � Vg and vc ¼
Vb � Va, respectively. The figure is taken from [32]
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dielectric relaxation times, tf(Tf, Pf) and tg(Tg, Pg), in the fluid and glassy states,

respectively,

ln t tg
�� �

ln tf tg
�� � ¼ F� Fg

Ff � Fg

; (3.43)

where Fg ¼ F(Tg, Pg) and Ff ¼ F(Tf, Pf). The superscript f represents a fluid

condition, generally at maximum temperature in a constant pressure data set, or at

minimum pressure in a constant temperature data set, whereas the index g indicates

an arbitrary established glass transition point.

Using the general equation (3.43), the authors derived two expressions for the

logarithm of the scaled relaxation time at isothermal and isobaric conditions; one

for constant temperature data and another for constant pressure data [32]:

1. As a function of Tg/T for P ¼ const

log10
t
tg

� �
¼ FTg T=

g � Fg

FTg Tf=
g � Fg

log10
tf
tg

� �
; where Fg ¼ exp

hþ Pn
kBTg

� �
: (3.44)

2. As a function of P/Pg for T ¼ const

log10
t
tg

� �
¼ c

P Pg=
g � cg

c
Pf Pg=
g � cg

log10
tf
tg

� �
; where cg ¼ exp

Pgn
kBT

� �
: (3.45)

It is worth noting that a fitting procedure to (3.44) and (3.45) can be reduced to

find two adjustable parametersFg and cg, respectively, given the values of tf(Tf, Pf)

and tg(Tg, Pg). Several glass-forming systems have been tested including polymers

and small molecules.

3.5 Defect Diffusion Model

A defect diffusion model (DDM) [38–40] has been extended by Bendler, Fontanella,

and Shlesinger [41] to describe the influence of both temperature and pressure on

the molecular dynamics in the vicinity of the glass transition on the basis of its first

formulation in terms of only one thermodynamic variable, T. These authors origi-
nally proposed the generalized Vogel law for glass-forming liquids [42, 43]:

tDD ¼ ADD exp
BDD

ðT � TcÞ0:5df
 !

: (3.46)
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The above equation was derived [43] based on the following considerations:

1. A frozen-in dipole relaxes instantaneously in a lattice upon its encounter with a

mobile defect and the dipole orientation correlation function can expressed by

fðtÞ ¼ exp½�cmNðtÞ�; (3.47)

where cm is a concentration of mobile defects, and N(t) is the number of distinct

lattice sites a defect visits in a time t.
2. A defect jumps randomly on the lattice. The probability density that a defect

remains at a lattice site for a time t, for the defect to jump over an activation

barrier Ei, is given by ciðtÞ ¼ ni exp½�nit�, where according to the Arrhenius

law, the jump frequency is given byni ¼ ni0 exp½�Ei=kT�. Consequently, con-
sidering a distribution of the activation barrier heights ’(E), one can express the
probability density of the residence of defects in lattice sites as follows:

cðtÞ ¼
Z 1
0

n expð�ntÞwðnÞdn; (3.48)

where wðnÞ ¼ fðEÞjdE=dnj with n ¼ n0 exp½�E=kT� and fðEÞ ¼ ðkT0Þ�1
expð�E=kT0Þ: Using (3.48), the relaxation function (3.47) follows as [40]:

fðtÞ ¼ exp½�lcmtb�; where b ¼ T=T0 and l is a constant: (3.49)

The above equation has been determined as physically valid for 0< b< 1. Then, it

can be easily reduced to the Kohlrausch–Williams–Watts expression as follows:

fðtÞ ¼ exp½�ðt=tDDÞb� where tDD ¼ ðlcmÞ�1=b ¼ t0c�1=bm : (3.50)

3. The temperature dependence of the relaxation time, tDD, given by (3.46), has

been deduced from two assumptions: the activation barrier E in (3.48) is actually

treated as the free activation energy, E-TS, that take into account random

distributions of the energy and entropy barriers, and the concentration, cm, of
defects can vary with temperature. Bendler et al. [43–45] analyzed the correla-

tion length x between defects. They showed that the temperature dependence of

the correlation length can be approximated by xðTÞ � ~L½TC=ðT � TCÞ�0:5f ,
where f is a critical exponent, ~L is a length constant, and TC denotes a tempera-

ture at which single defects disappear and below which only defected clusters

exist. Consequently, the temperature effect on the correlation volume can be

described in the following form:

VcorrðTÞ � x3ðTÞ � ~V
TC

T � TC

� �0:5df

; (3.51)

where ~V is a volume constantand d is the dimensionality of the correlation

volume. It should be noted that only defects are mobile in the model, and as

the temperature is lowered, the defects cluster to lower the system entropy, S.
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However, one can assume that single isolated defects of concentration c1 are

more mobile than any cluster of defects; therefore, one can replace the total

concentration of mobile defects cm in (3.50) by c1. In order to visit a site by a

single defect, one must first have a defect there with probability c, and also all

the neighboring sites, z, within its correlation volume should be unoccupied with

probability ð1� cÞz; consequently

c1 � cð1� cÞz; where z ¼ Vcorr=V1: (3.52)

The volume V1 is the single defect volume and can be calculated from the

nearest-neighbor lattice spacing l. From (3.51) and (3.52) and the relation for

tDD given in (3.50) one can calculate the generalized temperature VFT equation

(3.46) where the adjustable parameters have the following representation:

ADD � ðlcÞ�1=b and BDD ¼ �
~VT0:5df

C

V1b
lnð1� cÞ. It is worth noting that (3.46) is

usually considered for correlation volume dimensionality of d ¼ 3 and the

exponent f ¼ 1 in the mean-field limit, and thus the time diverges at T ¼ TC.
The temperature TC is also considered in the model analogously to the Kauz-

mann temperature, i.e., TC is a thermodynamic “defect” transition temperature at

which the extra entropy of the melt is lost, but it never occurs in real systems

because the glass transition is reached due to percolating rigidity [41, 46].

To take into account the effect of pressure within DDM, it is sufficient to realize

that the dipole–dipole pair correlation length x(T) varies with T, and the tempera-

ture TC at which single defects disappear has to depend on pressure. Assuming a

decreasing nearest-neighbor spacing l with increasing pressure,

l3 ¼ l30½1� dðT;PÞ�; (3.53)

where 1� dðT;PÞ ¼ VðT;PÞ=VðT; 0Þ is a fractional volume expressed in terms of

the system volume at zero pressure and l0 is a lattice spacing at zero pressure. This

simple observation leads (3.46) to its temperature–pressure generalization, namely,

tDDðT;PÞ ¼ c�1=bt0 exp
B�DDT

0:5df
C

T � TCð Þ0:5df ½1� dðT;PÞ�

 !
; (3.54)

where B�DD ¼ � ~V
l3
0
b lnð1� cÞ. Using the above equation, Bendler et al. [47] calcu-

lated the fragility parameter

@log10tDDðT;PÞ
@

Tg
T

� 	
������
T¼Tg

¼
0:22dB�DD

TC
Tg

� 	0:5df
1� TC

Tg

� 	1þ0:5df ; (3.55)

and suggested that this formula can be useful to analyze the relation between TC andTg.
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Furthermore, on the basis of (3.54) and the Nernst–Einstein equation, s ¼ q2nD
kT ,

where q and n denote the charge and the ion concentration, respectively, and by

assuming that the ion diffusion constant can be expressed by D ¼ hðrðtÞ�
r0ðtÞÞ2i=6tDD, where hðrðtÞ � r0ðtÞÞ2i is the average displacement from the posi-

tion r0ðtÞ, the expression for the ionic conductivity was derived as

sðT;PÞ ¼
q2n rðtÞ � r0ðtÞð Þ2
D E

c1=b

6kTt0
exp � B�DDT

0:5df
C

T � TCð Þ0:5df ½1� dðT;PÞ�

 !
: (3.56)

Similarly, it is possible to derive the corresponding formula for viscosity. If the

Stokes–Einstein equation, � ¼ kT
6pDreff

, where reff is an effective molecular radius is

valid, then one obtains

�ðT;PÞ ¼ kTc�1=bt0
phðrðtÞ � r0ðtÞÞ2ireff

exp
B�DDT

0:5df
C

T � TCð Þ0:5df ½1� dðT;PÞ�

 !
: (3.57)

However, in order to use (3.54),(3.56), and (3.57) successfully in describing

experimental data the fractional volume 1� dðT;PÞ has been expanded in a

pressure-dependent series [44, 45]:

1� dðT;PÞ ¼ a0ðTÞ þ a1ðTÞPþ a2ðTÞP2 þ a3ðTÞP3; (3.58)

which is argued [41, 46] by the pressure dependence of TC, assumed by a Taylor

series about TC(0) at zero pressure,

TCðPÞ ¼ TCð0Þ þ @TCðPÞ
@P

� �
P¼0

Pþ 1

2

@TCðPÞ
@P

� �2

P¼0
P2 þ 1

6

@TCðPÞ
@P

� �3

P¼0
P3:

(3.59)

Additional fittting parameters are introduced by the functions ai(T) in (3.58) that
have been used as quadratic functions of T.

Finally, within the framework of the DDM, the total volume of the mobile single

defects (MSDs) can be determined as follows:

VsingleðTÞ ¼ Ntotal sitesVMSDc1; (3.60)

while the total volume of the isolated clustered single defects (ICSDs) can be

expressed by

VclusðTÞ ¼ Ntotal sitesVICSDðc� c1Þ; (3.61)

where Ntotal sites is the total number of lattice sites, c is the total concentration

of single defects, i.e., the probability that a single defect exists, and c1 is the
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concentration of MSDs characterized from (3.52) and (3.51) by the following

formula under zero pressure conditions:

c1ðTÞ ¼ c exp � bB�DDT
0:5df
C

ðT�TCÞ0:5df
� 	

for T> TC

0 for T< TC

(
; (3.62)

It is expected that the total volume of all defects, i.e., the total free volume in the

material, is simply given by the sum

Vtotal defects ¼ Vsingle þ Vclus: (3.63)

The above relation underlies one of the most interesting results of the DDM, that

is, the expression for the free volume measured by the positronium annihilation

lifetime spectroscopy (PALS):

VHT
PALS ¼

Vtotal defects

Ntotal defects

; (3.64)

where Ntotal defects is the total number of all defects. Then, using the above equation

with (3.60), (3.61), and (3.62), it has been shown [48] that VHT
PALS can be described in

the following way:

VHT
PALS ¼

VMSD exp � bB�DDT
0:5df
C

T�TCð Þ0:5df
� 	

þ VICSD 1� exp � bB�DDT
0:5df
C

T�TCð Þ0:5df
� 	h i

exp � bB�
DD

T0:5df
C

T�TCð Þ0:5df
� 	

þ 1
�N
1� exp � bB�

DD
T0:5df
C

T�TCð Þ0:5df
� 	h i for T> TC

(3.65)

because

VHT
PALS ¼

c1VMSD þ ðc� c1ÞVICSD

ðc� c1Þ �N= þ c1
; (3.65a)

where the total number of defects has been expressed by the average number �N of

single defects associated with a cluster, that is,

Ntotal defects ¼ Ntotal sitesðc� c1Þ
�Nc1

þ Ntotal sitesc1: (3.65b)

The DDM theoretical predictions have been tested for poly(propylene oxide)

[49, 50] polyvinyl acetate [49], as well as for the ionic conductivity in polymer

electrolytres [49]. More recent advances of DDM include the ability to predict the
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dynamic ratio [46, 50] QV/QP as well as its relation to the monomer volume [51]

discussed in Chap. 2 with respect to [52].

3.6 Dynamic Lattice Liquid Model

According to the dynamic lattice liquid (DLL) model proposed by Pakula and

Teichmann [53, 54], the cooperative molecular rearrangements in glass-forming

liquids are controlled by the distribution of both free volume and thermal activation

but with potential barriers that depend on the local density.

The DLL model is based on a lattice structure, i.e., atoms or molecules of

supercooled liquids (or segments in the case of polymer) occupy lattice sites and

oscillate around them with a frequency n ¼ 1/tn that is considered as the frequency
of attempts to move to the neighboring lattice sites. However, such attempts can be

successful only when the sum of vectors representing simultaneously attempted

displacements of a group of elements (more than two) vanishes (Fig. 3.3). In other

words, the collective motion paths are possible only if a form of closed loops

consists of n 	 3 neighboring lattice sites.

Thus, the dynamics of the system is determined by the probability of a coopera-

tive loop formation with a given length p(n) on a lattice. This probability can be

used to formulate the expression for the structural relaxation time:

t ¼
X1
n¼3

npðnÞ
" #�1

¼ B
X1
n¼3

n�hþ1ðm0psÞn
" #�1

; (3.66)

Fig. 3.3 Illustration of rearrangements considered in the DLL model. The vector field represents

attempts of molecular displacements toward neighboring lattice sites. The marked areas represent
various local situations (1) elements try to move in the opposite direction (unsuccessful attempt),

(2) an attempt of motion starts from an element which would not be replaced by any of its

neighbors (unsuccessful attempt), and (3) each element replaces one of its neighbors (successful

attempts). The figure is taken from [55]
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where B is a lattice dependent constant, h is a positive exponent that weakly

depends on the dimensionality of the lattice, and m0 is the connectivity of the lattice
in the athermal case. The dependence of the relaxation time on the thermodynamic

state parameters (P, V, T) can be introduced into (3.66) via ps that modifies the

connectivity of the lattice (ps ¼ 1 for the athermal case). In order to obtain an

explicit expression for the relaxation times as a function of temperature and local

volume, the following assumptions have been made:

1. A local volume v is assigned to each molecule. This volume can fluctuate,

assuming values not smaller than a minimum volume v0, which correspond to

a hard core picture of the system. The excess volume, v � v0, can take part in a

redistribution of volume in the system, which can be represented, in the simplest

way, by the following exponential distribution:

fðvÞ ¼ 1

�v� v0
exp � v� v0

�v� v0

� �
; (3.67)

where �v is the mean volume per molecule in the system.

2. The system is considered to expand thermally with an expansion coefficient a in
a linear fashion,

�v ¼ v0½1þ aðT � T0Þ�; (3.68)

where T0 denotes the temperature corresponding to the closest packing of

molecules.

3. Molecular transport is driven by a thermally activated process with potential energy

barriers E(v) that depend on the local density of the system. A probability for a

molecule to take part in a local rearrangement is given by the Boltzmann factor,

pðv; TÞ ¼ exp �EðvÞ
kT

� �
: (3.69)

Since the higher terms in (3.66) can usually be neglected [56, 57], within the

assumptions above, the formula for the relaxation time can be expressed as

follows:

t / fðvÞpðv; TÞh i�1 ¼
Z 1
v0

fðvÞpðv; TÞdv
� ��1

: (3.70)

To determine an expression for the volume–temperature dependence of the

relaxation time, some function of E(v) has to be assumed. For an adequate descrip-

tion of dynamic behaviors of diverse glass-forming liquids, Pasterny et al. [57]

considered four simple characteristics E(v) (Fig. 3.4), suggested by the authors of

DLL model as extreme cases [53, 54]:
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1. The first assumption is that the activation energy is independent of local volume,

E(v) ¼ const (Fig. 3.4a), leading to an Arrhenius temperature dependence of the

relaxation times:

t ¼ t0 exp
E

kT

� �
: (3.71)

2. A discontinuous change of the activation energy at certain vc, from infinity

below vc to 0 above vc (Fig. 3.4b), gives the following formula:

t ¼ t0 exp
vc � v0
�v� v0

� �
; (3.72)

which is the well-known Doolittle equation [58] within the framework of the

free volume model.

3. The case analogous to the free volume model (2), with the only difference being

in the assumption that the activation energy has values below and above vc
which are finite and nonzero, i.e., E(v) ¼ E1 for v0 < v < vc and E(v) ¼ E2 for

v > vc (Fig. 3.4c), leading to the following expression for the relaxation time:

t ¼ t0 e�
E1
kT 1� exp

v0 � vc
�v� v0

� �� 

þ e�

E2
kT exp

v0 � vc
�v� v0

� �� ��1
: (3.73)

0

0

E1

v0 vc
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E2
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E2
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E
(v
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v

Fig. 3.4 Dependences of the activation energy E for local molecular rearrangements vs. local

volume v: (a) E(v) ¼ const corresponding to the Arrhenius model, (b) a jump of the activation

energy from 0 to 1 at certain vc corresponding to the free volume model, (c) a jump of the

activation energy at certain vc, from some finite value E1 below vc to another finite value E2 above

vc, (d) a linear drop in the activation energy between v0 and v0c from some value E1 to the fixed

value E2 above v
0
c
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Taking the limit as E1 ! 1, the (3.73) tends to the Macedo and Litovitz

formula [59], whereas if simultaneously E2 ! 0, then (3.73) gives the Doolitle

model (3.72).

4. The last assumption of a linear drop in the activation energy from E1 to E2 in the

range between v0 and v0c, and its invariability E(v) ¼ E2 above v0c (Fig. 3.4d),
gives the following formula for the relaxation time:

t ¼ t0
1

1þ ðE1�E2Þ
kTw

e�
E1
kT � e�

E2
kT expðwÞ

h i
þ e�

E2
kT expðwÞ

( )�1
; (3.74)

in which w ¼ v0 � v0cð Þ ð�v� v0Þ= and v0c is a constant having the units of volume.

Equations (3.73) and (3.74), which are novel results of the model, have been

tested, for example, for triphenylomethane triglycidyl ether [57, 60]. It has turned out

that among them, (3.74), based on the assumption of the linear decrease in activation

energy with volume, provides a better description for the isothermal and isobaric

dependences of structural relaxation times for glass-forming liquids, although one

should not forget that this equation requires to find all five adjustable parameters

(E1, E2, v0, n0c, and t0). Moreover, the dependence of E(v) presented in Fig. 3.4d is

only a first approximation. One can expect that the characteristic of the activation

energy for molecular rearrangements vs. local volume possesses a more complicated

nature. However, in this case, calculations of relaxation times from (3.70) by using a

more adequate function E(v) are feasible only in the numerical way.
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Chapter 4

New Physics Gained by the Application

of Pressure in the Study of Dynamics

of Glass Formers

4.1 Dynamics Under Pressure

Experimental studies of relaxation of glass forming liquids form the key to under-

standing the changes of molecular dynamics with temperature T and pressure

P which lead to their vitrification. Experimental activities in the past were mostly

concerned with measurements using temperature as a variable under ambient

pressure. Consequently, theoretical developments aiming to solve the problem of

glass transition are based principally on experimental facts acquired at ambient

pressure. Much could be gained if experimental investigations and theoretical

considerations were made more commonly on dynamics at elevated pressures.

Early investigations of properties of glass formers under pressure referenced in

Chaps. 1–3 demonstrated the benefit of adding pressure as a thermodynamic

variable in the study of glass transition. However, the majority of these earlier

studies are on the effect of pressure on transport coefficients (e.g., viscosity) and on

dynamics only over limited spectral ranges [1–24]. The emphasis was mainly on the

structural (a-)relaxation, but some studies were made of secondary relaxations. The

latter includes study of the effects of pressure on the dielectric secondary process in

PET [6] finding very small activation volume, little change in relaxation strength, in

PVC [7] finding large effect on relaxation strength and small activation volume, and

in other polymers [11]. Since the turn of the century, we have witnessed significant

increase of experimental investigations of the relaxation dynamics of glass formers

under elevated pressure. Mostly carried out by broadband dielectric relaxation

spectroscopy, these more recent studies reveal the change in dynamics over wider

ranges of frequency, temperature T, and pressure P than used earlier. The broad

time/frequency range enables us to see not only the changes of the primary

a-relaxation with applied pressure but also those of the fast relaxations including

the secondary relaxations. In the case of some polymers, the slower normal modes

of chain motion can be studied together with the a-relaxation under pressure. The

results of these studies are general and fundamental properties, which should have a

tremendous impact on our understanding of the dynamics and thermodynamics of

glass formers. Decrease in temperature and increase in pressure both have the same

effect of slowing down relaxation processes. However, the two thermodynamic

G. Floudas et al., Molecular Dynamics of Glass-Forming Systems,
Advances in Dielectrics 1, DOI 10.1007/978-3-642-04902-6_4,
# Springer-Verlag Berlin Heidelberg 2011
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variables cause different changes in density and entropy and cannot be considered

as either equivalent or complementary. As we have seen in previous chapters,

utilizing both T and P as thermodynamic variables, combinations of them enable

the dynamics to be studied at constant specific volume, at constant structural

relaxation time, and other chosen conditions. This chapter is devoted to show the

new results in dynamics of glass formers generated by recent surge in research of

applying high pressure in spectroscopy, particularly broadband dielectric spectros-

copy. The new results turn out to be almost universal, present in glass formers of

different physical and chemical structure, and have not been addressed before by

any theory or model, and thus they have tremendous impact on current concepts and

theories of glass transition. The results also point out the new physics that have to be

included before the centuries old problem of glass transition can be solved [25].

Notwithstanding, mention has be made of some of the physical phenomena asso-

ciated with the rate- and time-dependence of the glass transition process which have

been rationalized quantitatively through phenomenological theory involving broad

asymmetric relaxation functions [26–28].

4.2 General Dynamic Properties of Glass Formers

Discovered by Applying Pressure

Examples of properties found at elevated pressure are given below, item by item.

These properties are general and hence important. However, due to space limita-

tion, only few sample experimental data are given for each of the general properties.

4.2.1 Coinvariance of ta and Width of Dispersion
to Changes in P and T

Broadband dielectric relaxation measurements of glass formers can be made at

elevated pressures of up to about 2 GPa, which is four orders of magnitude higher

than the ambient pressure of 0.1 MPa. Usually, all relaxation mechanisms of glass

formers slow down with increase in pressure. The slowing down at elevated

pressure can be compensated by raising the temperature. Thus different combina-

tions of P and T can be found such that the most probable a-relaxation time, ta, has
the same value. In practice, this condition is achieved when the maxima of the

dielectric loss peaks are located at the same frequency, na. Concomitant with the

large variations of P and T are large differences in the thermodynamic states

(specific volume V and entropy S) of the glass formers although they all have the

same ta. The remarkable finding from the experimental data of many different

molecular and polymeric glass formers [29] is that the frequency dispersion (i.e.,

the shape) of the a-relaxation remains the same for various combinations of P and T
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having the same ta. Hydrogen-bonded glass formers are excluded because high

temperature in combination with high pressure tend to break hydrogen bonds, and

these glass formers no longer have the same structure [16–18]. Numerous examples

of the covariance of ta can be found in [29, 30]. In many glass formers, the breadth

of the a-loss peak increases with ta, i.e., with decreasing T or increasing P but the

loss peaks obtained at different P and T combinations superpose well for any choice

of ta [29, 30].
The frequency dispersion of the a-relaxation is uniquely and well described by

the one-sided Fourier transform of the Kohlrausch functions, given earlier in (3.50),

and presented here as

fðtÞ ¼ exp½�ðt=taÞ1�n�; (4.1)

with the exponent bKWW in (3.50) rewritten here as (1 � n) in order to link with the
Coupling Model [31–38] later on. Fourier transform of the Kohlrausch function

to frequency domain was first done analytically for bKWW ¼ 0.5 by Williams

and Watts [39] for a-dielectric relaxations, and numerically over a wide range of

frequencies and of bKWW byWilliams et al. [40]. These papers opened up the use of

(3.50) or (4.1) in data in the frequency domain and were the start of the remarkable

growth in applications of the function [41].

When fitting the frequency dependence of the a-loss peaks, obtained by dielec-

tric relaxation by the one-sided Fourier transform of the Kohlrausch function,

emphasis of good agreement with the loss data is placed on the main peak,

especially on the low frequency side, if the conductivity contribution is not present

or the contribution has been removed if present. This fit takes into account nearly all

the dielectric or mechanical strength of the a-relaxation and the viscosity if the glass
former is not polymeric. This becomes clear if the loss data and the Kohlrausch fit

are plotted linearly against log(frequency), which shows that the deviations of the

Kohlrausch fit from the data, at frequencies high above the loss maximum, are

small. The deviations are considered natural in the Coupling Model (CM) interpre-

tation of the evolution of dynamics with time [31–38]. They come from relaxation

processes of smaller length scales that transpire at shorter times before the dynamics

evolve to the one with maximum length scale and correlation function given by the

Kohlrausch function.

Lack of superposition may occur at frequencies sufficiently high compared

with na, attributable in some cases to the contribution from resolved or unre-

solved secondary relaxations at higher frequencies, whose relaxation strength

may not have the same P- and T-dependences as the a-relaxation (in Ref. 12 of

Chapter 1).

This general experimental fact of glass formers is supported by experimental

data of many different materials, and, for a particular material, by experimental data

for several different values of the relaxation time. In many cases, the dispersion

broadens with increasing ta on decreasing temperature or increasing pressure,

and thus the observed superpositioning cannot be explained trivially by constant

dispersion. The glass formers include molecular liquids and amorphous polymers of
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diverse chemical structures [29, 30], room-temperature ionic liquids where the

structural and conductivity relaxation are coupled together [42, 43], and a compo-

nent in binary mixtures of two van der Waals liquids [44, 45] or two amorphous

polymers [46, 47]. All these show the property of temperature–pressure super-

positioning of the frequency dispersion of the structural a-relaxation at constant

ta. Here we show several recent examples. Figure 4.1 shows an example from

electric modulus spectra [48, 49] of the room-temperature ionic liquid 1-butyl-

1-methylpyrrolidinium bis[oxalato]borate (BMP-BOB), measured over wide tem-

perature (123–300 K) and pressure (0.1–500 MPa) ranges [42, 43]. Figure 4.2

shows another example from triphenyl phosphate (TPP), a glass former with

some unusual properties [50].

The general and remarkable experimental fact of constant frequency dispersion

(or time dependence of the relaxation function) of the a-relaxation at constant ta for
different combinations of T and P has an immense impact on glass transition.

Although the data were mostly obtained by dielectric relaxation, the same effect

was found in some glass formers by photon correlation spectroscopy [30]. The

primary concern of most theories, including those mentioned in [25], is to explain

the temperature and pressure dependences of the structural relaxation time ta.
In these theories, the dispersion of the structural relaxation is either not addressed,

or considered separately with additional input not involved in arriving at ta.
Consequently, in these theories, the frequency dispersion is unrelated to the relaxa-

tion time of the structural a-relaxation, and they are unlikely to be consistent with

the T,P-superpositioning property.
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Fig. 4.1 Electric modulus relaxation spectra (M00) of the ionic liquid BMP-BOB at ambient

pressure and 231 and 245 K are plotted as solid lines. High pressure M00 data (0.5 GPa) at the

temperatures that yield relaxation times similar to those of the ambient pressure data, 283 and

308 K, are included in the figure as squares. Data at 0.5 GPa data are slightly shifted in frequency

to match the atmospheric peak frequencies perfectly. Long and short dashed lines are fits to a

Kohlrausch relaxation function with b � (1 � n) ¼ 0.56 and 0.50, respectively. The inset shows
the good correspondence between the stretching parameter bKWW and the relaxation time at

different temperatures and at atmospheric pressure, and at 0.5 GPa [43]
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The experimental fact of constant dispersion at constant ta for different T and P
can be restated as the invariance of the Kohlrausch exponent bKWW. In other

words, ta and bKWW (or n) are coinvariants of changing thermodynamic conditions

(T and P). This is consistent with the CM [31–41], whose defining equation,

ta ¼ ½t�n
c t0�1=ð1�nÞ; (4.2)

links together ta and the dispersion parameter n ¼ 1 � bKWW. The crossover time,

tc, of the CM determined by the interaction potential is independent of T and P.
Hence constant dispersion parameter n is a prerequisite to maintain a constant ta.

4.2.2 Crossover of T or P Dependence of ta (or h ) at the Same
ta (or h ) Independent on T, P, and V at the Crossover

4.2.2.1 Experimental Facts

Marked changes in the temperature dependence of ta and viscosity � were found at

temperatures above Tg in many glass formers. This general phenomenon was first

observed by Plazek and Magill [51–53] in � of 1,3-bis(1-naphthyl)-5-(2-naphthyl)

benzene (TNB). At temperatures high above Tg, the viscosity of TNB is Arrhenius.

On cooling TNB, the Arrhenius temperature dependence changes to Vogel–Fulcher–

Tammann–Hesse (VFTH) dependence [see (1.7)] at some temperature TA, but this
dependence does not persist all the way down to Tg. At some temperature TB,
in between TA and Tg, there is a marked change to another VFTH temperature

dependence. The observation of this interesting phenomenon in many other glass

formers was made easy by using the model-independent derivative function
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Fig. 4.2 T,P-superposition of dielectric loss data of liquid triphenyl phosphate at ambient and

elevated pressure of 500 MPa [50]
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fT � ½d log x=dð1=TÞ��1=2
, introduced by Stickel et al. [54, 55], where x is either ta

or �. Any VFTH temperature dependence of t or �, Aexp[D/(T�T0)], has

a corresponding fT ¼ ðD=2:303Þ�1=2½1� ðT0=TÞ�. Hence, the crossover at fixed

pressure, Pfix, can be easily seen in a plot of fT against reciprocal temperature. The

temperature TB at which the crossover occurs and the corresponding crossover

a-relaxation time or viscosity, ta(TB) or �(TB), were determined. Isobaric data with

pressure Pfix which is the same as ambient pressure Pamb are more common

[54–60]. Data with Pfix at elevated levels also show the crossover [61, 62], but TB
depends on Pfix and increases significantly with Pfix. Thus, it is more exact to

rewrite ta(TB) as ta(TB(Pfix)). In spite of the large variations of TB and Pfix,

ta(TB(Pfix)) was found to be the same for all Pfix.

The dynamic crossover is also evident in measurements taken as a function of

pressure at fixed temperature, Tfix [63–66]. The pressure dependence of ta and �
can be well described by the VFTH-like pressure dependence, xðPÞ ¼
x0 exp½DPP=ðP0 � PÞ� [see (1.9)]. In this case, the derivative function is

fP ¼ ½d logðxÞ=dP��1=2
, which transforms the VFTH-like pressure dependence of

x(P) to fP ¼ a� bP. The crossover from one VFTH-like pressure dependence to

another at PB can be clearly seen in a plot of fP against P, and the a-relaxation time

at the crossover, ta(PB) or �(PB), is determined. The crossover occurs for different

choices of Tfix. PB depends on Tfix, increasing significantly with Tfix. Thus, we may

write ta(PB) or �(PB) as ta(PB(Tfix)) or �(PB(Tfix)).
An example from phenolphthalein-dimethylether (PDE) is shown in Fig. 4.3,

where fT ¼ ðd log t=dT�1Þ�0:50
and fP ¼ ðd log t=dPÞ�0:50

used to linearize the
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Fig. 4.3 Phenolphthalein-dimethyl-ether (PDE) data. Left panel, ta and derivative function fT at

ambient pressure. Right panel, ta and derivative function fP vs pressure, obtained for isotherms at

T ¼ 327.8, 337.7, 349.5, and 363.1 K
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VFTH T-dependence and the analog P-dependence show the crossover clearly by

two straight lines with different slopes. The crossovers all occur at log(ta/s) ¼ �3.3.

As already discussed in (4.2.1), we have the same dispersion at constant ta, indepen-
dent of T and P. Hence, the dispersion (or n) as well as ta is invariant at the crossover
from (VFTH)1 to (VFTH)2, or from one P-dependence to another.

The remarkable finding by experiments on several different glass formers is that

ta(PB(Tfix)) or �(PB(Tfix)) does not depend on PB and Tfix. Moreover, the constant

value of ta(PB(Tfix)) or �(PB(Tfix)) obtained from crossover at PB at fixed Tfix is the
same as that for ta(TB(Pfix)) or �(TB(Pfix)) from crossover at TB at fixed pressure

Pfix. The crossover is seen under widely different thermodynamic conditions

(pressure, temperature, and volume), but ta and � at the crossovers are constant

for a given glass former.

The crossover from one VFTH dependence to another was also found generally

under constant volume (isochoric) condition for PDE, 62% chlorinated biphenyl

(PCB62), cresolphthalein-dimethylether (KDE), propylene carbonate (PC), 1,10-di
(4-methoxy-5-methylphenyl)-cyclohexane (BMMPC), and salol. The isochoric

curve ½d log ta=dð1=TÞ��1=2
was calculated at some constant specific volume Vfix

[61, 66]. From the crossover, the crossover temperatures TB(Vfix) and relaxation

times ta(TB(Vfix)) at constant V were obtained. Remarkably, ta(TB(Vfix)) under

isochoric condition is the same as ta(TB(Pfix)) under isobaric condition for all five

glass formers studied.

Although ta(TB(Pfix)) � ta(PB(Tfix)) � ta(TB(Vfix)) holds for many glass for-

mers, their common value differs greatly when all the glass formers studied are

considered. The values are not confined within the narrow range of 10�6.5–10�7.5 s,

as surmised by Novikov and Sokolov [60]. For examples, PDE has the longest

relaxation times with ta(TB) ¼ 10�3.3 s; PCB62 has ta(TB) ¼ 10�5.9 s; BMMPC

has ta(TB) ¼ 10�6.1 s; KDE and salol has ta(TB) ¼ 10�6.3 s; and PC has ta(TB) ¼
10�7.0 s [61–66]. The epoxy diglycidyl ether of bisphenol-A (DGEBA) has

TB ¼ 275 K and ta(TB) ¼ 10�4.3 s [67]. From these results alone, it is sufficient

to conclude that ta(TB) varies over a wide range (nearly four orders of magnitude

from 10�3.6 to 10�7.5 s) when the above-mentioned glass formers are considered.

Hence, the results invalidate the claim by Novikov and Sokolov that ta(TB) has the
“magic” values lying within the narrow range of 10�7.0�0.5 s [60]. Connection of

the crossover temperature TB to the critical temperature Tc of mode coupling theory

was also made by them. This proposal is questionable because of the fact that PDE

has ta(TB) ¼ 10�3.3 s. It is inconceivable that such a long or macroscopic relaxation

time can be consistent with the much shorter relaxation time at Tc of mode coupling

theory [68].

4.2.2.2 Coupling Model Explanation

As reviewed by Roland et al. [66], various theoretical models either anticipate or

interpret this dynamic crossover seen in many glass formers at TB, but the explana-
tions offered are widely different. Most of the explanations either cannot explain or
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have not explained the general and remarkable property of the crossover, namely,

ta(TB(Pfix)) � ta(PB(Tfix)) � ta(TB(Vfix)), not to mention the other properties in

subsection (4.2.1) and others in [30]. We now show that this property is a natural

consequence of the CM description of glass transition. First, we give an explanation

for the origin of the dynamic crossover. Next, we show that at the dynamic

crossover, ta is independent of thermodynamic condition of the glass former.

In his thesis on dielectric relaxation of glass formers at ambient pressure

Pamb, Stickel [54] plotted the full width at half maximum of the dielectric loss

peak normalized to that of an ideal Debye loss peak, w(T), as a function

of temperature. From these results, the corresponding Kohlrausch nonexponenti-

ality parameters n(T, Pamb) were readily calculated by the relation of Dixon

[69], ½1� nðT;PambÞ� � bKWWðT;PambÞ ¼ 1� 1:047 ½1� wðT;PambÞ�1�, for the

glass formers Stickel studied. For other glass formers, not reported in Stickel’s

thesis, n(T,Pamb) were obtained by fitting the dielectric loss spectra by the one-sided

Fourier transform of the Kohlrausch function. Examples of the temperature depen-

dences of n(T,Pamb) so obtained can be found in [70–74], which exhibit the

following general property. For molecular glass formers, when T > TB(Pamb), the

values of n(T,Pamb) are smaller and slowly varying with decreasing temperature.

But, when past T ~ TB(Pamb), more rapid increase of n(T,Pamb) toward significantly

larger value at Tg(Pamb) is evident in the regime of T < TB(Pamb). In addition, the

absolute value of dn(T,Pamb)/dT suffers a change when crossing a temperature near

TB. The increase in n(T,Pamb) from TB(Pamb) to Tg(Pamb), measured by [n(Tg,Pamb) �
n(TB,Pamb)], was found to correlate with the extent of the difference between the

high and low temperature VFTH functions when both are evaluated at Tg(Pamb).

This can be seen in Fig. 2 in [75] when comparing OTP (n(Tg,Pamb) � 0.5,

Tg(Pamb) ¼ 244 K, TB(Pamb) ¼ 290 K) with propylene glycol (n(Tg,Pamb) � 0.25,

Tg(Pamb) ¼ 167 K, TB(Pamb) ¼ 280 K). OTP having larger [n(Tg,Pamb) � n(TB,
Pamb)] exhibits a larger difference between the two VFTH temperatures at Tg(Pamb)

than propylene glycol.

The change of the temperature dependence of the dynamics causing the cross-

over of the T-dependence of ta at TB is expected to have an effect on the relaxation

strength. This is because both the relaxation strength and the relaxation time ta are
characteristics of the dynamics, and has led Sch€onhals [76] to look for correlated

changes in behaviors of ta and the dielectric relaxation strength De at TB by

broadband dielectric measurements. The correlated changes indeed exist when De
is plotted against log fp for dibutyl phthalate, salol, propylene carbonate, propylene
glycol, dipropylene glycol, and poly(propylene glycol) [76, 77]. Here, fp is the

dielectric a-loss peak frequency and is approximately equal to 1/(2pta). These plots
indicate two different frequency regions of dynamics separated by fB. The two

relations when extrapolated intersect at a crossover frequency fB. It turns out that for
all glass formers, fB is nearly the same as 1/[2pta(TB)]. Similar results were also

found for the polymer, poly(vinyl acetate) [73, 78]. Therefore, the change of the

dependence of De on log fp also occurs at the temperature TB. This phenomenon can

also be explained by the more rapid increase of n with decreasing temperature

(frequency) after crossing TB (fB) because n reflects the extent or length scale of the
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many body relaxation and in turn the magnitude of De. The temperature dependence

of De is roughly proportional 1/T at temperature much higher than TB, consistent
with the Kirkwood–Fr€ohlich theory based on the assumption of noninteracting

isolated dipoles as well as the smaller coupling parameter. However, this depen-

dence does not continue when the temperature is lowered to approach TB and below
TB. Thus, the observed change of T-dependence of De is another indication of the

increase in coupling and cooperativity (or n) of the a-relaxation with the fall in

temperature after crossing TB.
In the framework of CM, n(T,Pamb) is a measure of the strength of the intermo-

lecular coupling or cooperativity. Thus the behavior of n(T,Pamb) can be reinter-

preted as a change from a slow increase of intermolecular coupling from a small

starting value with decreasing temperature above TB(Pamb), to a more rapid increase

toward larger values after crossing TB(Pamb). This opened up the possibility of

explaining the crossover of temperature dependence of ta(T,Pamb) at TB(Pamb) by

the CM because in this model, the ta(T,Pamb) and its T-dependence are controlled
by n(T,Pamb) via (4.2). If this change in dynamics is a consequence of the more

rapid development of stronger intermolecular coupling after crossing TB from

above, then removal of the effects of intermolecular coupling should likewise

remove the crossover. The primitive relaxation is devoid of intermolecular cou-

pling. Hence its relaxation time, t0(T,Pamb), should not show any change in

temperature dependence across TB(Pamb). This prediction was assessed by using

(4.2) to calculate t0(T,Pamb) from the experimentally determined values of

ta(T, Pamb) and n(T, Pamb). The temperature dependence of t0(T,Pamb) is expected

to vary smoothly across TB(Pamb), in accord with a single VFTH dependence due

only to changes in configurational entropy and/or specific volume with temperature

[79]. This procedure was carried out for PDE, salol, PC, OTP, and 54% chlorinated

biphenyl (PCB54) using their ambient pressure dielectric data. While the derivative

function fT � ½d log ta=dð1=TÞ��1=2
exhibits a break at TB(Pamb), indicating the

change in dynamics of ta(T,Pamb), it is absent in the plot of the corresponding fT

for t0(T,Pamb). A single VFT equation describes well t0(T,Pamb) over the entire

temperature range [79]. The range of log t0 values determined is about eight

decades for PDE, OTP, salol, PC, and PCB54 [79].

The next task is to explain why the same crossover is observed as a function of

temperature not only at ambient pressure Pamb but also at any fixed elevated

pressures Pfix or at any constant volume Vfix, and also as a function of pressure at

any fixed temperatures Tfix. Moreover, the same crossover time for all conditions,

i.e., ta(TB(Pfix)) � ta(PB(Tfix)) � ta(TB(Vfix)), also has to be explained. These

general properties either have not been explained or are not explainable by conven-

tional theories and models. In the framework of the CM, the explanation goes

as follows. First, let us recall the coinvariance of ta(P,V,T) and n(P,V,T) to all

thermodynamic conditions discussed in the previous subsection, a property consis-

tent with the CM predictions. It follows from the coinvariance, irrespective of the

choice of the elevated pressure Pfix, that if ta(T0,Pfix) is the same as ta(T,Pamb), then

necessarily we have n(T0,Pfix) the same as n(T,Pamb), and the following as special

cases. First, for some T 0
B(Pfix) such that ta(T0

B,Pfix) ¼ ta(TB,Pamb), n(T
0
B,Pfix) is also
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equal to n(TB,Pamb). Second, exactly like in the case of ambient pressure, n(T0,Pfix)

is small if T0>T0
B(Pfix), but as T0 falls below T 0

B(Pfix), it increases toward the

significantly larger value of n(T0
g,Pfix) at T

0
g(Pfix). Hence, the explanation of cross-

over of ta(T,Pamb) at TB, as a consequence of the development of stronger coupling

or cooperativity when T falls below TB(Pamb), applies to the crossover of ta(T0,Pfix)

at T0
B. Similar reasoning as that given above leads to the same conclusion for the

crossover of ta(P,Tfix) at PB and the crossover of ta(T00,Vfix) at T
00
B. The primitive

relaxation times t0(P,Tfix) calculated by (4.2) from ta(P,Tfix) and n(P,Tfix) no longer
exhibit a crossover. The same conclusion is obtained when a similar argument is

applied to t0(T00,Vfix) calculated from ta(T00,Vfix) and n(T00,Vfix).

4.2.3 An Important Class of Secondary Relaxations Bearing
Strong Connection to the a-Relaxation

The loss spectra of glass formers all show the structural a-relaxation, but the
features can vary greatly at higher frequencies. Some have one or more than one

well-resolved secondary relaxation. Some have an “excess wing” on the high-

frequency flank of the a-loss peak with either an additional or no other secondary

relaxation. At ambient pressure, all these features shift to lower frequencies with

decreasing temperature, and temperature alone cannot distinguish them in proper-

ties. However, this is made possible by the application of pressure. Some secondary

relaxations do not shift appreciably to lower frequencies on increasing pressure, and

can be considered as local motion arising from intramolecular degree of freedom

and having no significance for glass transition [30]. On the other hand, the second-

ary relaxations that shift with pressure are sensitive to change in specific volume

and entropy similar to the a-relaxation, and may have fundamental importance in

considering glass transition. It turns out that these secondary relaxations belonging

to this special class exhibit, besides pressure sensitivity, other properties indicating

that they bear strong connection to the a-relaxation [30–34, 70, 74, 80–114]. Even

before pressure was used as a criterion for distinguishing secondary relaxations

related to the primary a-relaxation, in 1998 the relaxation times tb at Tg of

secondary relaxations belonging to a special class have been shown to be strongly

correlated with n in the Kohlrausch correlation function, exp[�(t/ta)
1�n], of the

a-relaxation [80]. The correlation was established from the data of many glass

formers of different classes. Moreover, tb is in approximate agreement with the

primitive relaxation time t0 of the CM. Since then, many more experimental

investigations have confirmed this and extended it to temperatures above Tg [30].
Secondary relaxation of this special class is universal and found in all kinds of glass

formers, organic molecular, polymeric, metallic, inorganic, ionic, and plastic crys-

talline [30]. The most remarkable findings are that of the secondary relaxation in

metallic glasses which are atomic particles devoid of rotational degree of freedom,

and in plastic crystals which have no translational degree of freedom. These strong
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connections imply that secondary relaxation in this special class plays a fundamen-

tal role in the dynamics, leading to glass transition, and theories. Unfortunately,

most theories including those cited in [25] have focused their attention on the

primary a-relaxation and do not consider any secondary relaxation to be important

for glass transition.

The properties of these secondary relaxations mimic the primary a-relaxation,
and are connected to the a-relaxation in various qualitative and quantitative ways

[30–34, 70, 74, 80–114]. For lack of a better name, we have called these secondary

relaxations the Johari–Goldstein (JG) b-relaxations, and the relaxation time is

represented by tJG. The intention of this choice is to honor these authors for the

important discovery of secondary relaxation in totally rigid molecules [115–117],

which belongs to the special class. It may also be called the primitive relaxation of

the CM since tJG is approximately the same as the primitive relaxation time t0 of
the CM, and it has all the properties of secondary relaxations belonging to the

special class [30–34, 80]. Here we give a few examples from recent experimental

findings to show that the JG b-relaxation is inseparable from the a-relaxation and

both have to be taken into account in solving the glass transition problem.

4.2.3.1 Spin–Lattice Relaxation Weighted Stimulated-Echo Spectroscopy

B€ohmer and coworkers [87, 88] used spin–lattice relaxation weighted stimulated-

echo spectroscopy to find evidence for a correlation of the a- and the JG b-relaxation
times above the calorimetric glass transition temperature of ortho-terphenyl, D-sorbitol,

and cresolphthaleindimethylether (CDE or KDE). They found that the a-relaxation
can be modified by suppressing the contributions of some subensembles of the JG

b-relaxation in these glass formers. An earlier deuteron NMR experiment also

gave indication of a possible correlation of the a- and JG b-relaxations of poly-

styrene [118].

4.2.3.2 Invariance of the Ratio tJG /ta for Different T and P When ta
Is Kept Constant

By applying elevated pressure and compensated by raising temperature, a spectacular

experimental finding by dielectric relaxation is the invariance of the ratio tJG/ta for
different combinations of T and P while keeping ta constant. This was found in the

neat glass former, dipropyleneglycol dibenzoate (DPGDB), benzoin-isobutylether

(BIBE), polyphenylglycidylether (PPGE), polyvinylacetate (PVAc), and diglycidyl

ether of bisphenol A (DGEBA) [48, 89, 91, 92, 109]. As an example, this effect is

shown in Fig. 4.4 by the isothermal dielectric loss spectra of BIBE at ambient

pressure and at elevated pressures obtained by Capaccioli and coworkers [89].

For DGEBA, the data of Prevosto et al. [91], the effect is shown in Fig. 4.5

in a different way by the same tb at the isobaric glass transition temperatures Tg
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Fig. 4.4 T–P superposition of both a- and JG b-relaxation of benzoin-isobutylether (BIBE). Note
that when the 1 bar data are nearly coincident with the data at elevated pressures, the former cannot

be seen. Data of Capaccioli et al. [89]

Fig. 4.5 a- and JG b-relaxation times of DGEBA as a function of temperature at two different

pressures, 0.1 and 400 MPa (left), and as a function of pressure at two different temperatures, 293

and 283 K (right). We observed the same tb at the isobaric glass transition temperature Tg or the
isothermal glass transition pressure Pg defined here by ta(Tg) ¼ ta(Pg) ¼ 10 s. Data of Prevosto

et al. [91]
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(for different constant pressures) defined by ta(Tg) ¼ 10 s, or at the isothermal glass

transition pressures Pg (for different constant temperatures) defined by ta(Pg) ¼ 10 s.

The same effect is found in the dynamics of a component in binary mixtures

including tert-butylpyridine (TBP) [89], quinaldine (QN) [44], or picoline [48] in

mixtures with oligomers of styrene. Shown here in Figs. 4.6 and 4.7 are data of

10 wt% of QN in tristyrene from Kessaire et al. [44] and Prevosto et al. [91], and in

Figs. 4.8 and 4.9 the data of 25 wt% of 2-picoline in tristyrene from Mierzwa et al.

[48]. Note in Fig. 4.6 that the loss peak height for the b-process changes substan-
tially with T, P condition. As suggested by G. Williams to us, the T-changes
(thermal energy) “win” over P-changes (compression), allowing a greater spatial

extent of the motion at the higher T, P conditions relative to that at the lower T and

ambient P.
It had been shown for many glass formers that the frequency dispersion of the

a-relaxation (or n) is invariant to changes of T and P if ta is kept constant [29, 30]. On
combining this with the currently discussed feature of the JG b-relaxation, we have
coinvariance of three quantities, ta, tJG, and the dispersion parameter n, to widely

different T and P combinations involving large variations of specific volume and

entropy in the same glass former. This remarkable relation between ta and tJG is

another strong evidence that the JG b-relaxation has fundamental significance, and

its relation to the a-relaxation must be taken into account. The CM equation (4.2)

clearly demonstrates coinvariance of ta, t0, and n. Thus the experimentally observed

coinvariance of ta, tJG, and n to widely different T and P combinations is a natural

consequence of the Coupling Model and the experimental fact that t0 � tJG. On the

other hand, none of the theories cited in [25] has yet paid any attention to it.
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Fig. 4.6 T–P superposition of loss spectra for 10% QN in tristyrene measured for different T and

P combinations but the same ta ¼ 0.67 s. The line is a Fourier transform of the Kohlrausch

function with bKWW � (1�n) ¼ 0.5. The results demonstrate the co-invariance of three

quantities, ta, n, and tJG, to widely different combinations of T and P. Data of Kessaire et al. [44]
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4.2.3.3 TVg-Dependence of tJG

By combining measurements of structural a-relaxation with both T and P as

variables and using the equation of state, we have shown in Chap. 1 that the

a-relaxation times can be expressed as a unique function of rg/T, or alternatively
T�1V�g, with the exponent varying in the range 0.13 � g � 8.5 for many glass

formers investigated to date [67]. The invariance of the ratio tJG/ta or t0/ta for

different T and P when ta is kept constant, shown above in (4.2.3.2), immediately

leads to the conclusion that tJG is also a function of the same product variable,

T�1V�g, albeit weaker than that of ta. Thus the T
�1V�g -dependence of the relaxa-

tion time is inherent to the JG b-relaxation, which has transpired long before the

a-relaxation commences. From this, the origin of the T�1V�g -dependence of

molecular mobility may be attributed to the JG b-relaxation. The stronger T�1V�g -

dependence of ta than tJG is due to the many body nature of the a-relaxation, which
magnifies the dependence [30, 35].

Evidence Indicating T�1V�g: Dependence Originating from the Primitive

Relaxation

If intermolecular potential V(r) for liquids is a repulsive inverse power law, V(r) ¼
e(s/r)q, where r is the intermolecular distance, q is a constant, and e and s have

respective dimensions of energy and length, it was shown by Hoover et al.

[119, 120]. that the canonical partition function and hence, also all thermodynamic

properties depend on a single density–temperature variable, r(e/kT)1/gwith g ¼ q/3,
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shift of 1.3 to the right has been made. In the inset, the same data in the logt vs Tg /T representation

are shown. Data of Mierzwa et al. [48]
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rather than on T and density r (or volume V) separately. It was later found that all

reduced dynamical quantities can be cast in the form that depends on the single

combined variable rg/T or alternatively T�1V�g with g ¼ q/3 [121]. Also the static

structure factor and the local structure in nonassociated liquids are sensitive to the

repulsive part of the potential at short distance [122, 123] but not the nature of the

attractive potential extending to longer distance. Recently, Coslovich and Roland

[124] simulated binary Lennard-Jones liquids with intermolecular potential V(r)
given before by uabðrÞ ¼ 4eab½ðsab=rÞq � ðsab=rÞp�, with the attractive exponent

p fixed at the value of 6, and the repulsive exponent q varied over the values of 8,

12, 24, and 36. In agreement with experimental results, the diffusion coefficients for

simulated Lennard-Jones liquids in normal and moderately supercooled states are a

unique function of the variable rg/T. The magnitude of the exponent g is always

larger than q/3 due to the contributions of the attractive term, but not far from it.

Instead g is determined by the steepness of the repulsive part of V(r), evaluated
around the distance rc of closest approach between particles in the supercooled

regime. The distance rc is significantly smaller than the average position of the first

peak of the pair distribution function g11(r) of the larger particles. At such small

distance, one would think that the primitive or the local JG b-relaxation is more

directly related to the repulsive part of V(r) than the cooperative a-relaxation which
involves more particles and longer length scale. From this observation, we conclude

that the dependence of dynamic quantities on rg/T originates in the primitive or the

local JG b-relaxation. This original dependence of tJG (or t0) on T�1V�g is passed

on to and magnified in ta of the structural a-relaxation at a later time after the many

body dynamics have been accounted for [32]. The stronger dependence of ta on

T�1V�g than tJG (or t0) follows directly from the CM equation (4.2).

4.2.3.4 Dependences of the Global and Segmental Dynamics in Polymers

on TVg: Same g but Different Functional Forms

Dielectric relaxation data were obtained for various temperatures T and pressures

P on the polymers, polypropylene glycol, 1,4-polyisoprene, and poly(oxybutylene)

[125, 126]. The spectra show not only the a-relaxation but also the longer-time

chain-normal modes. Both the a-relaxation time ta and the normal mode relaxation

time tn were shown to be functions of T
�1V�g with the same g, but fn(T

�1V�g) of tn
is weaker than fa(T

�1V�g). The results offer quantitative tests of the prediction that

ta and t0 are different functions of the same product variable T�1V�g, and they are

related by an equation of the CM applied to polymer dynamics and viscoelasticity

[127–131]. The normal modes and the local segmental mode have the same

primitive monomeric friction coefficient z0(T). Based on this, the break down of

thermorheological simplicity of the viscoelastic spectrum of amorphous polymers

was explained by the difference between the coupling parameter na and nn of the
local segmental mode and the normal modes, respectively [127–131]. By the same

method, the relation between the weaker fn(T
�1V�g) of tn and fa(T

�1V�g) of ta was
explained in a quantitative manner [132].
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4.2.3.5 Change of T-Dependence of JG b-Relaxation Time

and Relaxation Strength on Crossing Tg

A rigorous experimental proof of change of T-dependence of tJG from a weaker

and Arrhenius dependence below Tg to a stronger T-dependence above Tg was

first obtained for sorbitol and xylitol by applying pressure [93]. At elevated

pressures up to 1.8 GPa, the separation between the a- and JG b-relaxation peaks

in the isobaric dielectric spectra is larger than at ambient pressure. Consequently,

the JG b relaxation is clearly resolved, enabling tJG to be unambiguously deter-

mined above and below Tg. The data of sorbitol presented in Fig. 4.9 clearly show

that the Arrhenius temperature dependence of tJG does not persist for temperatures

above Tg. This result, consistent with inferences drawn from dielectric relaxation

measurements at ambient pressure, is obtained directly, without the uncertainty

introduced by deconvolution of the a and JG b relaxations. There are other cases

where the JG b-relaxation is either clearly resolved or isolated by a procedure above
and below Tg, and its relaxation time determined either directly or unambiguously.

Likewise, the T-dependence of tJG was reported to change from Arrhenius depen-

dence below Tg to a stronger T-dependence above Tg [94, 96, 100, 101, 105, 133].
The same was observed for the pressure dependence when crossing the glass

transition pressure Pg isothermally [44, 45, 90–92] (see examples in Figs. 4.7 and

4.10). In all cases, the observed tJG is in agreement with the calculated primitive

relaxation time t0, which from (4.2) obviously changes its T-dependence at Tg
following the well-known behavior of ta. These general experimental facts are

indications that the JG b-relaxation is not independent of the a-relaxation, and
actually the two are well connected.

An example of this behavior of the JG b-relaxation is taken from the study by

Brás et al. [113]. on the pharmaceutical, ibuprofen. The relaxation map presented in

Fig. 4.11 shows the change of T-dependence of tJG at Tg, and good agreement

between tJG and t0.
An example of a component in binary mixtures is taken from 35 wt% of water in

mixtures with various ethylene glycol oligomers [101]. All mixtures show the

presence of the a-relaxation of the solute hydrogen bonded with water, and a

secondary relaxation originating from the water component but also influenced

by hydrogen bonding with the solute. The T-dependence of the secondary relaxa-

tion time, tb, is Arrhenius below Tg and has activation enthalpy in the range of

40–50 kJ/mol, but it changes to a stronger dependence above Tg (see Fig. 4.12a).
The dielectric relaxation strength of the JG b-relaxation, DeJG(T), also changes

its T-dependence on crossing Tg. It has stronger temperature dependence above

Tg than below it. This is found for neat glass formers as well as for a component

in binary mixtures [102, 105, 134, 135]. The dielectric strength, Deb, of water in
35 wt% mixtures with various ethylene glycol oligomers also exhibits a change to a

stronger increase with increasing T after crossing Tg (see Fig. 4.12b). This behavior
of the JG b-relaxation of water is found in other aqueous mixtures, nanoconfined

water [102], and hydration water of proteins and biomolecules [105]. Another

example is TBP in tristyrene as shown in Fig. 4.13.
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4.2.3.6 Relation Between the Activation Energies of tJG and ta
in the Glassy State

In the glassy state at temperatures below Tg, and under the condition that the

structure is frozen and no change is observed, the T-dependence of ta is Arrhenius
with activation energy Ea. Data of ta below Tg are not easy to access because it

becomes too long. However, for some glass formers, they are either available or can

be extracted by analysis [89] based on fictive temperature model. Below Tg, the
value of Ea is larger than the activation energy EJG of tJG. Interestingly, the two

activation energies are related through n by the equation EJG ¼ (1 � n)Ea, as

shown in Fig. 4.14.

4.2.3.7 Pressure–Temperature History Dependence of tJG in the Glassy State

It is well known that the structure of the glassy as well as the structural relaxation

time depends on thermal history. A rapidly quenched glass at a temperature below

Tg undergoes physical aging, resulting in increased density and reduced entropy to

Fig. 4.10 Isobaric a-relaxation times at 0.1 MPa (open square), 0.59 MPa (half-filled square), and
1.8 GPa pressure (filled square), along with the corresponding JG b relaxation times at 0.1 MPa

(open circle), 0.59 MPa (half-filled circle), and 1.8 GPa (filled circle) for sorbitol. The slope of tJG
is independent of pressure, although it differs markedly for low versus high temperatures. The

inset shows the JG peak in the dielectric loss at P ¼ 1.8 GPa for temperatures from 273 to 343 K,

in 5 increments (bottom to top). The a-peak is too low in frequency to appear within the measured

frequency range
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attain the equilibrium liquid structure. The fact that the JG relaxation plays a role in

physical aging can be traced back to the historic example of the observation of the

effect of aging of silicate glass thermometers at room temperature over a period of

38.5 years, from April 1844 to December 1882, by James Prescott Joule [136],

which was revisited by Nemilov and Johari [137]. Aging of the silicate glass caused

change of the thermometer scale, which in turn was measured by the shift in the

“zero-point temperature.” The Tg of silicate glasses, typically in the range of

680–900 K, is much higher than room temperature, and the a-relaxation time ta
would be much longer than a century. However, structural change of the silicate

glass was found by Joule from the change of zero-point temperature of about 8	F
over 38.5 years. Nemilov [138] fitted the time dependence of the zero-point

temperature data of Joules by the expression 13.58–9.56 [exp(�t/13.50)], where
the unit of time is year. Since ta is much longer, the observed change by Joule

cannot be effected by the structural a-relaxation. However, tJG is much shorter and

some local changes of the glass structure can occur through the JG b-relaxation.
The mechanism for this observed spontaneous relaxation of glass at room tempera-

ture is attributed to the JG b-relaxation which causes local regions in the network,
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Fig. 4.11 Logarithm of the relaxation time, log10t, versus 1/T for all relaxation processes in

ibuprofen: open symbols, t from obtained isothermal loss data collected during cooling; gray filled
symbols, t from the isochronal plots. Lines are fits of the Arrhenius dependence of b- and

g-relaxation times below Tg, which is indicated by the dotted line. The a-relaxation times require

two VFTH formulas to fit: the solid line is the VFTH1 fit and the dashed line is the VFTH2 fit to the
data. Light gray stars indicate the JG relaxation time, tJG, estimated by the primitive relaxation

time calculated from the Coupling Model [113]. The b-relaxation time (open triangles) change to a
stronger T-dependence when temperature is increased above Tg, where there is good agreement

with the estimated tJG. The relaxation of the hydrogen-bonded network slower than the a-relaxation
is not shown. Data from Brás et al. [113]
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and in turn the Si–O–Si bond angles in the immediate surroundings, to change

[137]. There are some studies of aging in the recent past that touch upon the JG

b-relaxation. The classical monograph of Struik [139] has already mentioned that

secondary relaxation is responsible for aging at low temperatures. Others have seen

change in dielectric relaxation strength and/or relaxation time of the resolved JG

b-relaxation or the unresolved JG b-relaxation via the excess wing [96, 140–150].

These results indicate that the JG b-relaxation is sensitive to change in volume and

entropy. In two of these studies [96, 150], a connection between JG b-relaxation
time and the a-relaxation time in the glassy state was found in accord with the CM.

Also, in the glassy state, JG b-relaxation was found to govern the rate of crystal

nucleation, the initial process of crystallization [151, 152].

Elevated pressure has also been employed to observe the dependence of the

relaxation time of JG b-relaxation [153, 154] as well as non-JG g-relaxation
[153–155] on the T and P path used to take the liquid initially at ambient pressure

Pi and temperature Ti (>Tg) to the glassy state at an elevated pressure Pf, and Tf
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Fig. 4.12 (a) Temperature dependence of the dielectric relaxation time ta (open symbols) and tJG
(corresponding closed symbols) of mixtures of 35 wt% of water with various ethylene glycol

oligomers as indicated. Circles for 6EG. Squares for 5EG. Downward-pointing triangles for 4EG.
Diamond for 3EG. Upward-pointing triangles for 2EG. Some of the data of tJG (closed symbols)
overlap and cannot be easily resolved. For this reason, we use the dashed lines to indicate the

Arrhenius temperature dependences assumed by tJG of the mixtures starting approximately at

temperatures below Tg of the mixtures defined by ta(Tg) ¼ 103 s located by the vertical arrows.
There is a change in the temperature dependence of tJG at Tg. From Capaccioli et al. [101]. (b)

Dielectric strengths Dea and Deb of the mixture of 65 wt% of 3EG, 5EG, and PEG600 with water.

Full symbols are for Dea of the a-relaxation and open symbols for Deb of the JG b-relaxation. Full
lines are linear fits of Deb below and above Tg. Each dashed vertical line indicates the temperature

Tg near which the elbow-shaped crossover of temperature dependence of Deb occurs. Here Tg is
defined as the temperature at which log10[ta(Tg)/s]~3] [101]
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(>Tg). One choice of thermodynamic path is to elevate pressure from Pi to Pf in the

liquid state, and finally decrease temperature from Ti to Tf in the glassy state formed

by compression. This is path A as illustrated in Fig. 4.15. The other choice is to cool

the liquid from Ti to Tf to form a glass, and then elevate pressure from Pi to Pf (path

B). Although at the same T ¼ Tf and P ¼ Pf, the two glasses obtained via paths A

and B have different density and entropy. The spectra of the secondary relaxation of

the two glasses taken at T ¼ Tf and P ¼ Pf are then compared. Observation of

difference in the observed loss peaks either in frequency or in intensity is an

indication that the JG b-relaxation is sensitive to the structure of the liquid or

glass. This is observed in the case of JG b-relaxation in two epoxy resins [110, 156],
PPGE and DGEBA as shown in the top and bottom panels of Fig. 4.16. The fact that

the secondary relaxations of the two epoxies are genuine JG b-relaxation was borne
out by the pressure sensitivity of the relaxation time [91], which is demonstrated

explicitly in Fig. 4.5 here for DGEBA. On the other hand, the JG b-relaxation of

1,10-bis(p-methoxyphenyl)cyclohexane (BMPC) is not resolved. The resolved sec-

ondary relaxation of BMPC shown in Fig. 4.16 is the non-JG g-relaxation because it
is insensitive to pressure [157]. No difference was found for the non-JG g-relaxation
of the two glasses arrived at by path A or path B, as shown in the middle panel of

Fig. 4.16. This is evidence that the non-JG g-relaxation is a local and intramolecular

process and hence insensitive to volume and entropy. Examples can be taken from

the works of J. Heijboer on secondary relaxations for polymers with alicyclic

side groups; one example can be found in McCrum, Read, and Williams [9].

Differences in the resolved non-JG g-relaxation of three glasses from different T
and P paths were found in diisobutyl and diisoctyl phthalates [155]. However, these

two are hydrogen-bonded glass formers, and the different paths may change the

hydrogen-bonding scheme and, in turn, the local relaxation.
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Fig. 4.15 Schematic representation of the thermodynamic paths used in the experiment to vitrify

the systems. In experiments, the starting point (Ti,Pi) is in the liquid state and the final point (Tf,Pf)

in the glassy state
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4.2.3.8 JG b-Relaxation Causes Cage Decay and Terminates

the Nearly Constant Loss

At times earlier than the onset of JG b-relaxation, all molecules are mutually caged

and the caged dynamics are manifested as the nearly constant loss (NCL), which is

motion confined within the anharmonic intermolecular potential. This loss has no

characteristic times, and therefore, it is a power law, e00(o) ¼ Ao�m, typically

0 < m < 0.2. This caged dynamics persist to longer times until the cages start

to decay by rotational or translational relaxation of the entire molecule, i.e., the JG

b-relaxation. As discussed in [102, 158, 159], the NCL is a more general feature

than the so-called b-process of the Mode Coupling Theory [68]. Experimental data

have shown that oJG ¼ (tJG)
�1 is located near the lower bound of e00(o)¼Ao�m.

This fact shown to hold in many glass formers supports that cage decay and

termination of the NCL are caused by the JG b-relaxation. The intensity of

the NCL when plotted as a function of temperature also changes the slope at Tg
[30, 158, 159].
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4.2.3.9 JG b-Relaxation Is Responsible for the Anomalous

T-Dependence of g-Relaxation Time

In several glass formers, secondary relaxation has been reported to exhibit

anomalous behavior at temperatures in the vicinity of Tg [141, 149, 160–163]. It
turns out that all these secondary relaxations are non-JG g-relaxation [164],

although the distinction was not made in earlier works [141, 160] understandably

so because the paper that gives the criteria to classify secondary relaxations was

not published until 2004 [34]. The anomaly is that the relaxation time tg
decreases on cooling from the equilibrium liquid state down to the glassy state

[141, 149]. This unexpected T-dependence of tg on cooling continues sometimes

until a minimum is reached and thereafter tg reverts to its normal behavior of

monotonic increase with decreasing temperature in the glassy state. Such anomaly

was reported in hydrogen-bonded glass formers including di- and tri-propylene

glycol (2PG and 3PG) and polypropylene glycol of molecular weight Mw ¼ 400

g/mol (PPG400) [160–163], and van der Waals liquid di-n-octyl phthalate (DOP)
[149]. To explain this peculiar behavior, Dyre and Olsen [160] utilized an

asymmetric double-well potential to model the g-relaxation and with special

assumptions, they constructed the so-called “minimal model” that can success-

fully explain the behavior. Similar success was found in applying the “minimal

model” to the g-relaxation in other glass formers, PPG400 and DOP. These works

have generated interest in the glass transition research community and two

alternative explanations have been proposed [164, 165]. A change in temperature

dependence of tg on cooling at a temperature far above Tg in epoxy resins

DGEBA and PPGE was found, although no minimum of tg was observed

[110, 156]. This change of T-dependence of the epoxy resins has been explained

in a similar way as tg in other glass-formers [164].

Ngai et al. [164] pointed out that the anomaly of tg in all cases occurs at

temperatures where tJG becomes close to tg. This is due to the fact that, without

exception, the slower JG relaxation has a stronger Arrhenius T-dependence than

the g-relaxation below Tg, and hence the JG relaxation encroaches toward the

g-relaxation when temperature is raised toward Tg and tends to exceed it above

Tg. If tJG gets close to tg, then the supposedly observed g-relaxation spectrum is

rendered more complex, and cannot be considered as entirely due to the g-relaxation.
The JG relaxation involves essentially the motion of the entire molecule, or the

entire repeat unit in the case of a polymer [34]. On the other hand, the g-relaxation is
the motion of a part of the molecule. This part of the molecule eventually also

participates in the slower JG relaxation. Deep in the glassy state, where tg is much

shorter than tJG, the g-relaxation is decoupled from and not influenced by the JG

relaxation and tg has the usual Arrhenius temperature dependence. However, near

Tg and especially above Tg, tJG becomes comparable to tg, and the g-relaxation
and the JG relaxation are no longer independent of each other because that part of

the molecule responsible for the g-relaxation has to relax in concert with the rest

of the molecule to execute the JG relaxation. This means that the g-relaxation is

hybridized by the JG relaxation, and consequently, tg is shifted toward tJG and
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becomes longer than the Arrhenius T-dependence (established deep in the glassy

state) would predict. On increasing temperature, tJG and tg get closer to each other;
the shift of tg toward tJG is larger, and hence, the minimum.

An example from 3PG of the anomalous T-dependence of tg is given in

Fig. 4.17. The relaxation map shows ta, tJG, and tg as functions of reciprocal

temperature. While ta and tg are from experimental data at ambient pressure

[162], tJG is estimated from t0 calculated by (4.2) with n ¼ 0.37 (main figure)

obtained by fitting the a-loss peak by one-sided Fourier transform of the Kohlrausch

function. The inset shows dielectric loss data of 3PG [166] measured at 220.5 K and

various pressures. The JG relaxation is resolved at higher pressures. The vertical

arrows indicate the location of n0 � 1(2ptJG) calculated by (4.2) with n ¼ 0.37. In

both the main figure and the inset, it is clear that tJG gets closer to the supposedly tg
on increasing T (main part) or decreasing P (inset). This together with the fact that

dispersion of the g-relaxation is very broad, hybridization of the g-relaxation with

the JG relaxation in causing the anomalous T-dependence of tg is highly probable.

The data of 2PG and PPG400, PPG1025, PPG4000, and DOP are similar and

exhibit the encroachment of tJG toward tg in the temperature range where the

anomalous T-dependence of tg is observed. The same explanation of hybridization

by the JG b-relaxation applies to these cases.

The JG relaxation exists in DGEBA and PPGE, but can only be resolved near

and below Tg [48, 156]. Above Tg, tJG can be estimated by the primitive relaxation

time, t0, calculated by (4.2) with n ¼ 0.47 deduced by the fits to the a-relaxation by
the Fourier transform of the Kohlrausch function (4.1) shown in Fig. 4.18 for
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Fig. 4.17 Encroachment of tJG toward tg of 3PG. The open squares are tJG calculated. The filled
triangles are tg determined from isothermal experimental spectra. The inset shows dielectric loss
data of 3PG [166] measured at 220.5 K and various pressures (from right to left: 33.4, 61.9, 93.0,
120.7, 150.0, 180.2, 209.3, 237.5, 268.6, 297.2, 331.3, 373.4, 415.3, 447.2, 463.7, 510.2, and

591.3 MPa). Figure taken from [164]
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DGEBA. The anomaly of temperature dependence of tg found in DGEBA and

PPGE [110, 156] differs from the others discussed earlier. It occurs in the liquid

state high above Tg as shown in Fig. 4.19 for DGEBA. The encroachment of tJG � t0
toward tg can be seen either in Fig. 4.18 or 4.19 in the temperature region where the

anomaly of tg occurs. Similar results have been obtained for PPGE. The relaxation

strength of the JG relaxation increases with temperature, and this behavior makes

the JG relaxation very competitive when compared with the g-relaxation. The

hybridization of the g- and JG relaxation again explains the anomaly.

DGEBA n=0.47
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Fig. 4.18 Dielectric loss spectra at ambient pressure of DGEBA. The vertical arrows indicate the
location of the calculated n0 � 1(2pt0) � 1(2ptJG) by (4.2) with n ¼ 0.47. The dashed lines are
fit to the a-relaxation by the Fourier transform of the Kohlrausch function with n ¼ 0.47 [164]
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Fig. 4.19 Relaxation map of DGEBA. The open diamonds are tJG calculated by (4.2) with

n ¼ 0.47 from the Kohlrausch function fit to the a-relaxation as shown in Fig. 4.18 [164]
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4.3 Conclusions

The results from the recent flourish of studies of dynamics of glass formers under

elevated pressures have had a great impact on the frontiers of glass transition

research. Striking and yet general and fundamental properties were found showing

that the width of the dispersion of the structural a-relaxation, or equivalently the

nonexponential parameter bKWW of its Kohlrausch relaxation function, governs

these newly found properties. The implication of these properties is that intermo-

lecular coupling and many molecule relaxation dynamics are other important

factors that control dynamic properties in addition to volume, entropy, pressure,

and temperature. This conclusion is evident from the prominent role played by

bKWW in the Ngai CM. The latter is a measure of the extent of the many molecules

cooperative a-relaxation due to intermolecular coupling. Studies at elevated pres-

sure also bring out the fundamental importance of a special class of secondary

relaxations called the JG b-relaxation, the counterpart of the primitive relaxation of

the CM. Experimental data discussed here, especially those at elevated pressure,

confirm that it is strongly connected to the a-relaxation via the nonexponentiality

parameter bKWW. The two relaxations are inseparable when considering the glass

transition problem. Elevated pressure studies have found that not only ta but also
the tJG (or t0) has T

�1V�g-dependence. Since the JG or primitive relaxation is the

precursor of the a-relaxation, it is suggested that the dependence on rg/T originates

in the former. This original dependence of tJG (or t0) on T
�1V�g is passed on to and

magnified in ta by the many body dynamics constituting the structural a-relaxation.
The stronger dependence of ta on T�1V�g than tJG (or t0) also follows directly

from the CM equation. Additional support of this comes from theoretical consider-

ation as well as molecular dynamics simulations that demonstrate that the

T�1V�g-dependence is determined by the steepness of the repulsive part of V(r),
evaluated around the distance rc of closest approach between particles in the

supercooled regime, which is significantly smaller than the average position

of the first peak of the pair distribution function g11(r) of the larger particles.

Moreover, the JG b-(or primitive) relaxation is instrumental in terminating the

caged molecules dynamics manifested as NCL in general for all glass formers, and

also causing the anomalous temperature dependence of the non-JG g-relaxation in

some glass formers. Thus, the JG b-(or primitive) relaxation plays indispensable

roles to bridge the shorter time dynamics to the terminal structural relaxation.

All the above experimental facts must be taken additionally into consideration

in any serious attempts to solve the long-standing problem of glass transition.

Theoretical models must include both thermodynamics and many body dynamics

in order to describe accurately the general properties of the glass transition discov-

ered by applying pressure, and those even at ambient pressure not described here.

At the present time, among theories and models, only the CM has predictions that

are consistent with these experimental facts. This is because the CM takes into

account the effect of intermolecular coupling via n and the important relationship

between the JG b-relaxation (via the primitive relaxation of the model) and the
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structural a-relaxation. However, the CM in the present form is not yet a complete

theory of glass transition. A complete theory would have to provide a first-principle

account of the JG b-relaxation together with a rigorous treatment of intermolecular

coupling, leading to the heterogeneous many molecule dynamics of the a-relaxation,
together with the effects of volume, entropy, pressure, and temperature. Construction

of such a complete satisfactory theory is understandably difficult and it may not be

available in the near future.
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Chapter 5

Pressure Effects on Polymer Blends

5.1 Theoretical Background

The important role of pressure on the miscibility of polymer mixtures has been

realized only recently [1, 2]. Pressure has direct applications to processing as well

as to new syntheses that involve the use of environmental-friendly supercritical

fluids. From a fundamental point of view, the thermodynamics of polymer blends

are frequently discussed in the framework of the incompressible random phase

approximation (RPA) [3, 4]. However, an incompressible system should be unaf-

fected by pressure and this notion is in sharp contrast to many recent experimental

findings that will be discussed in detail in the next Sect. 5.2.

Blend miscibility is governed by the free energy of mixing

DGmix ¼ DHmix � TDSmix; (5.1)

where DGmix is the change in the Gibbs free energy of mixing, and DHmix and DSmix

are the excess enthalpy and mixing entropy, respectively. Mixing occurs spontane-

ously when DGmix < 0. However, this is rarely the case in polymer blends. In most

cases, the unfavorable interactions between unlike segments drive the system to the

phase-separated state. Nevertheless, some systems that show a miscibility gap do

exist; i.e., blends that phase-separate upon lowering the temperature (thus exhibiting

an upper critical solution temperature, UCST) and some that phase-separate upon

raising the temperature (exhibiting a lower critical solution temperature, LCST).

For reasons discussed above, it is both of academic and industrial interest to

examine the effect of pressure on blend miscibility. More precisely, we need to

know the effect of pressure on the critical temperature Tc, i.e., the temperature for

phase separation at each fixed pressure. It can be shown [5] from classical thermo-

dynamics that the latter is given by

dTc
dP

� Tc
DVc

mix

DHc
mix

; (5.2)

where DVc
mix and DH

c
mix are the volume and enthalpy changes on mixing evaluated at

the critical point, where Tc could correspond, in general, to an UCST or LCST. An
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increase in pressure for LCST-type polymer blends always increases the miscibility,

i.e., raises the LCST, since both DVmix and DHmix (exothermic) are negative. On

the contrary, increasing pressure for UCST-type blends can have two effects. Since

UCST blends have a positive enthalpy of mixing (endothermic), the pressure depen-

dence of the critical temperature depends solely on the sign of the volume change on

mixing; a positive (negative) change DVmix raises (lowers) the UCST. This situation

[6] for both LCST and UCST blends is shown schematically in Fig. 5.1.

Different theoretical approaches are available that explore the effect of pressure

on themiscibility of polymer blends. A first approach by Rabeony et al. [7] considers,

as the main control parameter, the interaction energy density (w/u0)RT, where w is the
Flory interaction parameter and u0 is a reference volume. This approach assumes

negligible volume changes on mixing; hence the only effect of pressure is to modify

the energetics of the pure polymers described by a corresponding-states principle.

However, several experimental results [8] suggested that the shift in critical temper-

ature as a result of applied pressure correlates with the volume changes on mixing.

Since the latter affects not only the purely enthalpic term (as suggested in this theory),

but also the entropy of the system, this approach is incapable of describing the role of

pressure on the thermodynamics of polymer blends.

A second approach by Kumar [9] took into account the entropic contributions to

the pressure dependence of w and suggested that the pressure dependence of w in

miscible polymer blends is directly related to the volume change on mixing. This

approach assumed (1) identical compressibilities for the two components, (2) iden-

tical thermal expansion coefficients for the homopolymers and the blends, and (3) w
independent of composition. Under these assumptions, the following approximate

prediction for the pressure coefficient of the critical temperature was proposed:

@T

@P

� �
c

� kTT
dip
d

� �2
1

1� bT � kTP
; (5.3)

T 

ϕ

T

ϕ
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ΔVmix<0
ΔHmix<0

P 

P 

ΔHmix>0
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Fig. 5.1 Schematic of the effect of pressure on blend miscibility. For an LCST-type blend (left)
increasing pressure always increases miscibility, i.e., raises the LCST. For an UCST-type blend

(right), increasing pressure can increase (DVmix > 0) or decrease (DVmix < 0) miscibility
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where dip is the internal pressure, d is the solubility parameter, kT is the isothermal

compressibility, and b is the coefficient of thermal expansion. Employing some

representative values: d/dip ~ 0.72 and kT ¼ 2 � 10�4 MPa�1, and b ¼ 4.5

� 10�4 K�1, we obtain dTc/dP ~ 0.15 K/MPa at T ¼ 300 K, a value that is in

reasonable agreement with experimental findings.

A third approach by Lipson [6, 10, 11] is a theoretical lattice-based equation of

state for polymers. In contrast to the Flory–Huggins theory, this approach accounts

for the effects of both compressibility and nonrandom mixing. Briefly, the theory

employs an athermal reference state along with an integral equation formalism [that

is based on the Born–Green–Yvon (BGY) lattice theory] to determine the nearest

neighbor probabilities, for all possible neighboring pairs, at finite temperature.

These probabilities lead to the calculation of the system’s internal energy and,

ultimately, produce a closed-form expression for the Helmholtz free energy. The

resulting equation of state is expressed in terms of a set of transferable microscopic

parameters. This means that these parameters can be determined by fitting to a

limited set of experimental data on known physical properties, and then used to

predict other properties. The BGY equation of state, in particular, has been used in

conjunction with homopolymer PVT data, along with a mixing rule, to make

specific predictions about the effects of T, P, and component molecular weights

on blend miscibility. Two specific model predictions for the effect of pressure on

the critical temperature in an UCST system are shown in Fig. 5.2 [6]. In Fig. 5.2a, b,

there is a positive change of volume on mixing (DVmix > 0) and this results in an

increasing UCST with pressure. In Fig. 5.2c, d, the negative change in volume on

mixing (DVmix < 0) gives rise to a decreasing critical temperature with pressure.

Furthermore, the amount by which the UCST changes over a given pressure range

is less in case (c, d) compared to that in (a, b) due to the smaller values of DVmix in

the former case. The theory further suggests that volume change on mixing for a

UCST blend may be induced by altering the molecular weights of the blend

components. In fact it has been suggested by these authors [6] that by a judicious

choice of polymer molecular weights, the response of the UCST to pressure may be

controlled to a point at which a blend can exhibit a pressure-independent UCST.

5.2 Effect of Pressure on the Dynamics of Miscible Polymer

Blends: Dynamic Heterogeneity

The dynamics of miscible polymer blends is far more rich than originally antici-

pated. The components, despite being thermodynamically mixed, can exhibit

distinct dynamic behavior, known as dynamic heterogeneity [12–19]. This dynamic

heterogeneity, which has also been found in polymer/solvent mixtures [20, 21],

manifests itself by (1) the two segmental processes with different temperature

dependences, (2) the broadening of the relaxation spectra in the case of a single

dielectrically active component, and (3) the breakdown of the time–temperature
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superposition for the single broad peak of such systems. Different models have been

proposed to account for the distinct component dynamics that emphasize either

intermolecular concentration effects through the concentration fluctuation

approach [22] or intramolecular effects through the chain connectivity [23] or

various combinations of both [24–31]. The former emphasizes the importance of

the thermodynamically controlled intermolecular concentration fluctuations.

According to this view [22], the slowing down of the dynamics on approaching

Tg is due to the increasing cooperative volume that would diverge at the Vogel

temperature. The latter intramolecular effects are emphasized in the recently

proposed “self-concentration” model of Lodge and McLeish (LM) [23]. According

to the model, the average composition of the local environment around any chosen

segment is enriched in the same species because of chain connectivity effects

(correlation hole effect). Because of this, each species will experience a different

average local environment, and to the extent that the glass transition is sensitive to

composition, each polymer will sense its own composition-dependent glass tem-

perature. In a binary blend of homopolymers A and B, the effective local concen-

tration is defined by

’eff;i ¼ ’S;i þ ð1� ’S;iÞh’i; (5.4)

Fig. 5.2 Effect of pressure in a UCST blend having a positive change of volume on mixing (a, b)

and a negative change of volume on mixing (c, d). From [6]
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where i represents component A or B, ’S is the self-concentration, and h’i is the
average blend composition. According to the LM model [23], the relevant length

scale in evaluating the self-concentration is the Kuhn length (lK) of the polymer.

This is a reasonable approximation since lK is an intramolecular length scale

(associated with the extent of backbone conformational transitions) that is indepen-

dent of blend composition and only weakly dependent on T and P variations. Then

the self-concentration is determined from the volume fraction occupied by mono-

mers in one Kuhn length in a volume V ¼ l3K as

’S ¼
C1M0

krNAVK

; (5.5)

where C1 is the characteristic ratio, M0 is the repeat unit molar mass, NA is the

Avogadro number, and k is the number of backbone bonds per repeat unit. The

model associates the average local concentration of each component with a local

glass temperature

Tg;eff ¼ Tgð’Þj’¼’eff
: (5.6)

Hence the effective glass temperature Tg,eff is determined from the macroscopic

Tg(’) but evaluated at ’eff rather than at ’. For the macroscopic composition

dependence of the glass temperature, the well-known Fox equation is usually

assumed, but with the effective concentration for each component instead of the

total blend composition h’i as

1

Tgð’Þ ¼
’A

Tg;A
þ 1� ’A

Tg;B
: (5.7)

The model predictions for Tg(’) are then compared against experimental data.

The main prediction of the model is that miscible polymer blends should have two
glass temperatures [32]. The model predictions will be tested at elevated pressures

with respect to the poly(methyl methacrylate)/poly(ethylene oxide) (PMMA/PEO)

athermal blend (below).

5.2.1 Athermal Polymer Blends/Copolymers
(PI-PVE, PMMA/PEO)

5.2.1.1 PI-b-PVE

It is well documented in the literature of polymer blends [27, 33] that the dielectric

loss data of polyisoprene-b-poly(vinylethylene) (PI-b-PVE) copolymers and of PI/

PVE blends display a double peak structure at several compositions. The origin of
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the dual processes is a “fast” PI segmental relaxation (the PI chain relaxation, i.e.,

the end-to-end vector relaxation through the cumulative dipole moment along the

chain contour, is too slow compared to the segmental process) and a “slower” PVE

segmental relaxation (Fig. 5.3). Application of pressure makes the bimodal appear-

ance of the e00( f ) spectra less apparent [34]. In fact, as seen in Fig. 5.3, the spectra

become more symmetric with increasing P. Since T and P can influence the two

segmental relaxations differently, the loss spectra are compared under isokinetic

conditions, i.e., at T, P conditions with the same relaxation time as that for the main

(“slow”) process. This representation leads to a good superposition at low frequen-

cies; however, at high frequencies, the two sets of spectra are quantitatively

different. The disparity in the high frequency part of the spectrum of the pressurized

sample arises from the distinctly different P-dependence of the “fast” process

associated with the PI segmental process. Thus the main process in the copolymer

spectra is due to the “slow” PVE relaxation [34].

As we will see below, this remarkable result can be traced back to the different

pressure sensitivities of the segmental relaxations of the respective homopolymers

[34]. The apparent activation volume, extracted as usual from the pressure depen-

dence of the relaxation times, has a strong T-dependence and increases with

decreasing T in a qualitatively similar way as with the cooperative volume. This

is depicted in Fig. 5.4 together with the homopolymers at temperatures equidistant

from Tg. Notice that the homopolymers have significantly different activation

volumes and that this is also reflected in the monomer volumes, implying local

packing effects. In the representation of Fig. 5.4, the observed similarity of DV# in

the diblock with the pure PVE corroborates the notion that the main relaxation in

the former is due to the hard component (PVE) that is noticeably characterized by a

lower DV#, compared to the soft block (PI) under similar DTg. For independent

10-2 10-1 100 101 102 103 104 105 106

0.01

T = 248 K, P = 1 bar
T = 309 K, P = 3.15 kbar

ε"

f/Hz

Fig. 5.3 Comparison of the

measured dielectric loss

spectra under isokinetic

conditions for the PI-b-PVE
copolymer with a PI volume

fraction of 0.495. The main

peak for both spectra

correspond to about 0.2 ms.

From [34]
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component dynamics, pressurization of the copolymer would slow down the fast

(PI) more efficiently rather than the slow (PVE) component simply because of the

higher DV# requirement in the latter. Although decreasing temperature and increas-

ing pressure produce qualitatively similar broadening at low frequencies, pressure

unlike temperature has an additional function: high pressure induces dynamic

homogeneity in PI-b-PVE in contrast to temperature. There is a need for expanding

these results in other dynamically heterogeneous but apparently miscible blends. It

is especially intriguing that it is the softer component (lower Tg) that is affected
more by pressure, giving rise to induced homogeneity at elevated pressures.

5.2.1.2 PMMA/PEO

Poly(methyl methacrylate)/poly(ethylene oxide) (PMMA/PEO) is by far the most

studied [13, 35–43] miscible blend because (1) it remains miscible over the whole

composition range (provided that PEO stays in the melt state) and (2) of the very

large difference between the component glass temperatures (DTg ~ 180 K) that

effectively exemplifies the dynamic heterogeneity. Herein [44], pressure provides

an additional critical test of the self-concentration (LM) model. According to the LM

model, the origin of the distinctly different component dynamics in miscible blends
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Fig. 5.4 Apparent activation volumes for the segmental relaxation of PI [(open circle): MW ¼
2.6 � 104 (g/mol), (filled circle): MW ¼ 1.06 � 104 (g/mol) and PVE ( filled square) homopoly-

mers as well as of the PI-b-PVE copolymer (open square) are plotted at temperatures equidistant

from the corresponding Tgs. For the Tg, the following values were used: 272, 208, and 233 K for

PVE, PI, and PI-b-PVE, respectively, and correspond to the temperature where the maximum

relaxation time in DS is 10 s. From [34]
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is the intramolecular connectivity that biases the local concentration to values away

from the average blend composition. As already mentioned, LM proposed that the

relevant length scale for evaluating the self-concentration is of the order of the

Kuhn segment, lK. As such the length scale is polymer specific, independent of

blend composition, and only weakly dependent on the other thermodynamic vari-

ables of temperature (T) and pressure (P). Given the small variation of the Kuhn

length and of the corresponding self-concentration with pressure, it is possible to

investigate whether the PMMA segmental dynamics in the blends can be described

equally well at atmospheric and elevated pressures. A strong pressure dependence

would be against the predictions of the LM model.

To this end, we need to mention that the liquid-to-glass transition in PMMA is

driven mainly by intramolecular effects (QV/QP ~ 0.7 at T ¼ Tg and at P ¼ 0.1

MPa) [44]. Therefore, it suffices, to a good approximation, to employ only such

effects in discussing the PMMA segmental dynamics in its blends with PEO. The

model that has these ingredients, i.e., intramolecular effects and non-diverging

length scales, is the LMmodel. In Fig. 5.5, we plot the measured glass temperatures

from DSC and DS (defined at t ~ 1 s) for the PMMA and PEO components as a

function of PMMA composition (’PMMA) [Mw(PMMA) ¼ 21,400 g/mol,

Mw(PEO) ¼ 17,300 g/mol]. The thick solid line is the prediction of the Fox

equation, whereas the corresponding model predictions using (5.6) for the

PMMA and PEO glass temperatures are shown, respectively, with the thinner

solid lines. In the calculation we have used, C1 ¼ 9, M0 ¼ 0.100 kg/mol, k ¼ 2,

r ¼ 1.130 kg/m3, and lK ¼ 1.38 nm, resulting in ’S ¼ 0.25 for PMMA, and

C1 ¼ 5.5, M0 ¼ 0.044 kg/mol, k ¼ 2, r ¼ 1.212 kg/m3, lK ¼ 0.81 nm, and

’S ¼ 0.21 for PEO. Clearly, the self-concentration model predictions for the

PMMA segmental dynamics in the blends provide an adequate description of

the experimental data without using any adjustable parameter. On the contrary,

the model predictions fail for PEO, but this is due to the PEO crystallization in the

PEO-rich blends that locally enriches the PEO component and drives the system to

phase separation. Therefore, in the remaining, we discuss the PMMA segmental

dynamics by focusing in the temperature range where the system is in a thermody-

namically mixed state.

With respect to Fig. 5.5, the model predictions were tested for the dynamic (DS)

Tg, at a single relaxation time of approximately 1 s. Subsequently, in Fig. 5.6, we

test the model predictions for the PMMA segmental dynamics against the full t(T)
dependence at 0.1 MPa. In the figure only the a-process is shown that has been de-

convoluted from the faster (and more intense) b-process of PMMA. The two

Arrhenius relaxation maps display the same relaxation times for the PMMA and

PEO homopolymers and four PMMA/PEO blends rich in PMMA against the LM

model predictions using the theoretical Kuhn length (lK ¼ 1.38 nm) or the adjus-

table length (lK ¼ 1.62 nm). In doing so, we have used the following VFT para-

meters: B ¼ 1056 K, t0 ¼ 8 � 10�12 s, and T0 ¼ 358 K for PMMA, and B ¼
3570 K, t0 ¼ 1 � 10�14 s, and T0 ¼ 115 K for PEO. For the PMMA segmental

dynamics in the blends, we have further assumed
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Fig. 5.6 Arrhenius relaxation map of the segmental dynamics in the homopolymers [(squares):
PMMA, (right triangles): PEO] and the PMMA/PEO blends with ’PMMA ¼ 0.9 (circles), ’PMMA

¼ 0.8 (up triangles), ’PMMA ¼ 0.7 (down triangles) and ’PMMA ¼ 0.6 (rhombus). The solid lines
represent VFT fits to the homopolymer relaxation times. The dashed lines are also VFT fits to the

PMMA dynamics in the PMMA/PEO blends using the self-concentration model either with the

theoretical lK (¼1.38 nm) (top) or the adjustable lK (¼1.62 nm) (bottom). The horizontal dashed
lines correspond to a segmental relaxation time of t ~ 1 s. From [44]
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Fig. 5.5 Glass temperatures obtained from DSC (open symbols) and DS (filled symbols) plotted as
a function of PMMA concentration. The PMMA and PEO glass temperatures are indicated with

squares and triangles, respectively. The black line is the prediction of the Fox equation. The

predictions of the self-concentration model for the PMMA (lK ¼ 1.38 nm) and PEO (lK ¼ 0.81

nm) segmental dynamics are given by the solid lines. The dashed line for the high Tg component

(PMMA) is the result of a fit to the DS data through the self-concentration model but now using lK
as a free parameter (l�K ¼ 1.62 nm). The dashed line for the low Tg component (PEO) indicated a

l�K ¼ 0.48 nm corresponding to ’s ¼ 1. From [44]
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tið’eff ; TÞ ¼ t0;i exp
Bi

T � T0;ið’effÞ
� �

(5.8)

with identical Bi and t0,i parameters as for bulk PMMA (and PEO), where only the

ideal glass temperature varies with composition, and

T0;ið’effÞ ¼ T0;i þ Tg;ið’effÞ � Tg;i
� �

(5.9)

where T0,i is the ideal glass temperature for homopolymers A or B, and T0,i(’eff) is

the ideal glass temperature for each component in the blends. Clearly, the model

predictions with the above approximations are in sufficient agreement with the

experimental t(T) and this agreement improves in the case of the adjustable lK
(¼1.38 nm) (full quantitative agreement requires treating Bi and t0,i as adjustable
parameters). As expected, the agreement further improves by allowing lK to adjust

for each blend composition. Thus the self-concentration model adequately

describes the PMMA segmental dynamics in the PMMA/PEO blends rich in

PMMA.

Next, the model predictions are tested at elevated pressures as follows: from the

t(T) and t(P) dependences, we can extract the pressure dependence of the glass

temperature (defined at t ~ 1 s). This is shown in Fig. 5.7 for bulk PMMA and the

blends rich in PMMA.

Both isothermal and isobaric data are included as well as the PVT literature data

for PMMA and two PMMA/PEO blends with ’PMMA ¼ 0.9 and 0.8. There is an

excellent agreement of the Tg(P) dependences as obtained from the literature PVT
[45] and DS. The Tg(P) dependence can be parameterized according to (1.17). The

extracted initial slopes (at P ¼ 0.1 MPa) assume the following values for PMMA

and the blends with ’PMMA ¼ 0.9, 0.8, and 0.7; (dTg/dP)P!0 ¼ 0.22, 0.29, 0.26,
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Fig. 5.7 Pressure

dependence of the glass

temperature Tg of the PMMA

homopolymer (black
symbols) and the blends with

’PMMA ¼ 0.9 (circles),
’PMMA ¼ 0.8 (up triangles),
and ’PMMA ¼ 0.7 (down
triangles). The filled triangles
are from DS. The open
squares, open circles, and
crosses are the results from
PVT measurements. The open
rhombus are DS results from

[45]. The lines are fits to
(1.17). From [44]
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and 0.29 K/MPa, respectively. Notice that the pressure coefficients of Tg are similar

in blends rich in PMMA.

The dependence of the characteristic length scale on (1) the blend composition,

extracted from the t(T) dependences at 0.1 MPa (Fig. 5.6), and (2) on pressure,

extracted from the Tg(’PMMA) dependence at elevated pressures (Fig. 5.7), are

depicted in Fig. 5.8. The figure displays a weak dependence of the Kuhn length

on blend composition, as expected by the LM model, and a weak dependence on

pressure, for pressures up to 500 MPa. The latter is also anticipated; increasing

pressure should result in the shrinkage of all length scales (density effect). Thus

practically, the same length that was used to describe the PMMA segmental

dynamics in the blends at atmospheric pressure can be used to describe the same

process at elevated pressures. This constitutes a test of the validity of the self-

concentration model as proposed by LM at elevated pressures.

5.2.2 Miscible But Not Athermal Polymer Blends (PS/PMPS,
PS/PVME, and PCHMA/PaMS)

A general remark for such blends, where one of the components has nearly zero

dipole moment, is that the dielectric response is dominated by the second compo-

nent. As we will see below, this gives rise to the observation of the dielectrically

active component in different environments.
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dependence of lK at
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5.2.2.1 PS/PMPS

An example of a miscible blend that exhibits a UCST behavior and has a large

dynamic asymmetry (DTg ~ 113 K at P ¼ 0.1 MPa) is the polystyrene/poly(methyl

phenyl siloxane) (PS/PMPS) system. The miscibility and segmental dynamics have

been investigated at atmospheric pressure and depending on the molecular weight,

they were found to exhibit dynamic heterogeneity [46, 47]. This system has a

complication in that the glass temperature, Tg, of the hard phase (PS) interferes

with the demixing process, thus giving rise to pinning of the domain structure at a

certain stage. Figure 5.9 provides with the theoretical prediction for the Gibbs free

energy of mixing (DGmix) as a function of composition [at atmospheric pressure

(0.1MPa)] for the PS28/PMPS17 blend according to the lattice-based theory of Lipson

et al. [48]. The predicted curve shows two points of inflection, indicating the presence

of two phases. Shown in the insets of Fig. 5.9 are DVmix and DHmix as a function of

composition at a temperature of 260 K and atmospheric pressure. As expected for

UCST-type blends, DHmix is positive, and the lattice-based theory by Lipson et al.

further predicts a positive DVmix (DVmix/V � 1.1 � 10�4 at ’PS ¼ 0.5).

The complete theoretical phase diagram for the PS28/PMPS17 blend at P ¼ 0.1

MPa is shown in Fig. 5.10. The phase boundary terminates at a predicted UCST of

309 K, and thus, the theory predicts two-phase behavior below 309 K. A direct

visualization of the process of phase separation in a higher molecular weight but

symmetric PS120/PMPS15 blend is provided by fluorescence spectroscopy in

Fig. 5.11. In this blend, PS if fluorescently labeled and appears green whereas

PMPS domains are dark. The effect of annealing at temperatures above the critical

temperature on the phase separation process is to produce large spherical dark

(PMPS) domains that are surrounded by a majority of PS-labeled chains. There is a

strong effect of annealing on the size of the spherical domains. Furthermore,

Fig. 5.9 Model predictions

for the thermodynamic

mixing functions at 260 K and

atmospheric pressure. Given

here is the Gibbs free energy

of mixing (DGmix) as a

function of composition for

the PS28/PMPS17 system.

Included in the insets are the

corresponding enthalpy and

volume changes on mixing

(DHmix and DVmix). From [48]
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fluorescence correlation spectroscopy allows investigating the PS dynamics in the

PS-rich phase, at the phase boundaries and even within the PMPS-rich phase.

The segmental dynamics of the PS28/PMPS17 blend that was studied theoreti-

cally at atmospheric pressure (Fig. 5.10) can now be compared with the results of

the segmental dynamics from dielectric spectroscopy that are shown in Fig. 5.12.

The figure depicts the “slow” and “fast” relaxation times as a function of tempera-

ture together with the homopolymer segmental dynamics. All relaxation times

display the usual VFT temperature dependence.

As can be seen, the “slower” process in the blend approaches the faster one with

decreasing temperature. This t(T) for the slower process is peculiar and is uncom-

mon for miscible polymer blends, as we will see below. In addition, below about

255 K, the dielectric strength of the faster processes is dramatically reduced and the

associated dynamics become weakly dependent on temperature. The latter may

reflect the confinement effects on the faster process by the slower moving species

(see the discussion below with respect to the polystyrene/poly(vinyl methyl ether)

[PS/PVME] blend).

We further propose at this point that the “slow” and “fast” processes in the blend

reflect the PMPS segmental dynamics in PS-rich and PMPS-rich domains. There

Fig. 5.10 Predicted phase

diagram for PS28/PMPS17 at

atmospheric pressure. Given

are the binodal (solid) and
spinodal (dashed) curves. The
shaded region indicates the

temperature range of the DS

measurements (all performed

at a single overall blend

composition of ’PS ¼ 0.5).

Also marked (by dashed
lines) are the glass
temperatures (defined by

t ¼ 1 s) for the fast and slow

processes as well as those for

pure PS and PMPS. From [48]
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Fig. 5.11 Fluorescence correlation spectroscopy images showing the effect of annealing on the

phase separation of a PS120/PMPS15 blend. In this blend, the PS is fluorescently labeled and

appears green. Notice that annealing at higher temperatures gives rise to large dark spherical

domains (PMPS) that are surrounded by the majority of PS segments. Unpublished, by courtesy of

Dr. K. Koynov (MPIP, Mainz)
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are experiments that can test this hypothesis. One such experiment is the application

of pressure and is based on the different pressure sensitivity of the segmental relaxa-

tions of different polymers. The pressure sensitivity can be parameterized through the

apparent activation volume (defined as DV# ¼ RT(∂lnt/∂P)T). Figure 5.13 gives the
calculated apparent activation volumes corresponding to the “slow” and “fast” modes

in the PS28/PMPS17 blend. The effect of pressure is to slow down the segmental

dynamics through densification, but the extent of this effect depends largely on the

temperature and the polymer involved. As can be seen in Fig. 5.13, both the “slow”

and “fast” processes have DV# values in the vicinity of bulk PMPS (open triangles),

thus confirming the assignment as reflecting PMPS segmental relaxations (in PS- and

PMPS-rich domains).
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A second experiment is through the pressure sensitivity of the glass temperature.

In Fig. 5.14 the Tg(P) dependences of the “slow” and “fast” components in the

blend are compared with the respective homopolymers. In the same plot, we include

the model prediction for Tc(P), which will be discussed latter. The Tg(P) again can

be described according to the empirical equation (1.18). Notice the similar Tg(P)
dependence for the two modes in the blend, as with the bulk PMPS, that can be

distinguished from the steeper Tg(P) dependence of bulk PS (also included in the

figure). This is also shown by the proximity of the pressure coefficients of the “fast”

process to the PMPS homopolymer value.

These experimental results as a function of pressure have been tested in the same

PS28/PMPS17 blend using modeling calculations by Lipson et al. [48]. The theoret-

ically calculated phase diagram at elevated pressures shows phase separation in the

range of the experimental conditions. The general trends in DVmix and DHmix are

similar at the critical temperature (see Fig. 5.9) and thus (5.2) indicates that the

UCST should increase with pressure. The model predictions for the UCST as a

function of pressure are included in Fig. 5.14 with a solid line. As can be seen, the

critical temperature increases (by ~11 K) upon increasing the pressure to 250 MPa

(from 309 K to 320 K). The model calculations confirm that the PS28/PMPS17
system is phase separated over nearly the entire range of the DS measurements

at elevated pressures. Based on the different pressure sensitivities of the critical

and glass temperatures, we can further predict the pressure at which the system

becomes thermodynamically homogeneous. From dTc/dP ~ 0.07 K/MPa, the pre-

diction is that the blend will become thermodynamically homogeneous above about
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Fig. 5.14 Pressure dependence of Tg (defined at t ~ 1 s) for the “fast” (filled triangles) and the

“slow” ( filled rhombus) processes in the PS28/PMPS17 blend and of the PMPS (open triangles) and
PS (open circles) homopolymers. Notice the proximity of the two Tg’s at all pressures investigated.
The solid line (magenta) is the Tc(P) theoretical prediction. From [48]
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250–300 MPa (i.e., within a range that is in the limit of our experimental window).

Nevertheless, the model predictions confirmed the presence of phase-separated

domains in the PS28/PMPS17 blend that allows understanding the peculiar dynamics

(Fig. 5.12) in terms of PMPS segmental relaxation in two different environments.

5.2.2.2 PS/PVME

The issue of dynamic heterogeneity has been investigated in the polystyrene/

poly(vinyl methyl ether) (PS/PVME) blend as a function of pressure by several

groups [1, 49–52]. The system, as with the PS/PMPS blend, has only one dielec-

trically active component (PVME), and the asymmetric broadening of the dielec-

tric loss peak at different compositions and at atmospheric pressure has been

discussed in terms of the model of concentration fluctuations [22]. Furthermore,

the first dielectric investigation of this blend at elevated pressures [1] identified the

main loss peak as reflecting solely the PVME characteristics (i.e., the very asym-

metric peak had practically the same activation volume as the PVME homopoly-

mer). A more recent investigation [50] revealed some interesting new features for

the PS/PVME blend. It was shown that the temperature–pressure superposition

applies not only to the pure PVME but also to the PVME dynamics in the blends.

This is depicted in Fig. 5.15, where dielectric loss spectra are plotted for different

T, P conditions that lead to isochronal conditions. As with homopolymers, the

position of the dielectric loss peak is solely responsible for the breadth of the peak,

at least for the 25/25 and 50/50 PS/PVME blend compositions. This finding is in

agreement with the earlier study [1] that suggested the same behavior of the peak in

the blends with the PVME homopolymer.

In the same study [50], the confinement effects of the low Tg component, due to

the rigid matrix of the high Tg component, were investigated. Such confinement

results were very evident for the 75/25 PS/PVME blend composition. The respec-

tive relaxation times for different pressures for this blend composition are shown in

Fig. 5.16. As can be seen, the experimental points at each pressure depart from the

high-temperature VFT behavior and gradually change to an Arrhenius temperature

dependence by decreasing temperature. The diagonal dotted lines in the figure

indicate the temperature range where the PVME dynamics in the blend start to

deviate from the VFT behavior. This effect has been discussed [50] in terms of the

fact that below the Tg of the blend, the system is practically away from equilibrium

and the low Tg component becomes confined by the rigid matrix formed by the high

Tg component.

In the same study [50], the concept of thermodynamic scaling (see Section 2.1)

was studied for the different blend compositions. It was shown that the thermody-

namic scaling fails if data from a broad range of temperatures and pressures are

employed, and this is especially the case for the 75/25 PS/PVME blend. One

important problem emerges, however, in using the thermodynamic scaling for the

dynamics of one component in the blends. The volume V as used in the scaling is
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taken from PVT measurements of the blend; however, the dynamics as probed by

DS reflect the segmental motion of the more polar component (PVME). Thus it is

not clear which volume should be used in the thermodynamic scaling.

The same authors employed [50] the Adam–Gibbs (AG) theory together with the

chain connectivity model to describe the PS/PVME dynamics at elevated pressures.

The work is an extension of the AG theory to describe the component segmental

dynamics in miscible blends [29] but now at elevated pressures. Starting from the

AG equation (3.6), it assumes the same form for the segmental relaxation time for

the A component in the blend

tA=blendðT;PÞ ¼ t0 exp
CA=blendðT;PÞ
TS

A=blend
ex ðT;PÞ

" #
: (5.10)

Here, CA/blend is a material constant and S
A=blend
ex is the excess entropy that refer to

regions centered around a segment of polymer A, and are calculated as

SA=blendex ðT;PÞ ¼ fA
effS

A
exðT;PÞ þ ð1� fA

effÞSBexðT;PÞ
CA=blendðT;PÞ ¼ fA

effC
A þ ð1� fA

effÞCB;
(5.11)

where SAex(T, P) and SBex(T, P) are the excess entropy as a function of pressure and

temperature for the neat homopolymers. Clearly, these expressions are only valid

for athermal mixtures. In (5.11), feff is the effective concentration defined by (5.4)

with the self-concentration defined as

fA=blend
s ¼ 3lKlp

2p½aðPÞ�2 SA=blendex ðT;PÞ
h i2=3

; (5.12)

where lK and lp are the Kuhn and packing lengths, respectively, and a is a

proportionality constant between the radius rc of the relevant volume cen-

tered in a given monomer and occupied by the polymer chain of such a

monomer as

rc ¼ aS�1=3
ex : (5.13)

The model predictions for the segmental relaxation times in the PS/PVME 50/50

blend are shown in Fig. 5.17 as a function of temperature. As can be seen, the model

describes the blend relaxation times reasonably well for the different pressures. The

model predictions for the CRR in the same blend (50/50) are plotted in Fig. 5.18. It

can be seen that the size of CRR is of the order of 1 nm. There is a small but

systematic increase in the temperature sensitivity of the size of CRR with increas-

ing pressure that may reflect the differences of the monomeric volume of the two

homopolymers [53].
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5.2.2.3 PCHMA/PaMS

Poly(cyclohexyl methacrylate) and poly(a-methyl styrene) (PCHMA/PaMS) form

thermodynamically miscible blends, with their lower critical temperature exceed-

ing 560 K. The dynamic asymmetry is very small (DTg ~ 7 K), and practically only

PCHMA is dielectrically active in the copolymers. Dielectric relaxation experiments

revealed [52] an anomaly in the dynamics and glass temperatures in the blend;

PCHMA in the blend has a higher Tg, despite the fact that the other component

(PaMS) has a lower Tg. This practically means that in the LM self-concentration
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model, the Fox equation (5.7) needs to be replaced by the Brekner equation for the

composition dependence of Tg [52]. Following this procedure, the LM model

resulted in a PCHMA self-concentration of 0.2. In addition, the thermodynamic

scaling was found to result in a higher volume exponent (g) for PCHMA in the

blend, compared to the copolymer, despite the fact that the blend dielectric activity

originates practically from PCHMA. An open question here, as with the PS/PVME

blend, remains the use of the copolymer volume V in the thermodynamic scaling for

a blend process that reflects mainly the PCHMA dynamics.

5.2.3 Polymer Blends with Strong Specific Interactions

Away to compatibilize polymer blends is through specific interactions that not only

bring about thermodynamic miscibility but also effectively couple the components’

dynamics. Recently, the component dynamics have been investigated in hydrogen-

bonded blends composed of poly(4-vinylphenol) (PVPh) [54] as one component

and poly(ethylene-co-vinylacetate) (EVA) [55] or poly(vinyl ethyl ether) (PVEE)

as the second component. In these systems, the ability of intermolecular hydrogen

bonding between the hydroxyl groups of PVPh and the carbonyl groups of EVA or

the ether oxygen atoms in PVEE resulted in the coupling of the components’

segmental dynamics, and this despite the extreme dynamic asymmetry based on

the difference in the glass transition temperatures (DTg of 173 K and 186 K for the

PVPh/EVA and PVPh/PVEE, respectively). Nevertheless, the coupling of the

components’ dynamics is not perfect. Two dielectrically active processes were

found for some compositions, called “fast” and “slow,” reflecting, respectively,

the dynamics of the unassociated (or “free”) PVEE segments and the intermolecular

hydrogen-bonded PVPh and PVEE segments.

Herein we review the more pertinent results of pressure in the PVPH/PVEE

blends [53]. In the PVEE-rich blends, increasing temperature and pressure results in

the broadening of the distribution of relaxation times through the weakening of

hydrogen bonds and the associated decoupling of the segmental dynamics. In

Fig. 5.19, the dielectric loss curves of the PVPh/PVEE (10/90) blend recorded at

different T, P combinations are compared under different isokinetic conditions (the

blend data have been slightly shifted vertically to match the e00max values, but not

horizontally). The data show an increasing slope in the high-frequency side at

T > 294 K. This finding suggests increasing strength of the faster a-process
corresponding to PVEE segmental relaxation at the expense of the slower a-process
corresponding to hydrogen-bonded PVPh and PVEE segments. Thus the raw data

suggest increasing heterogeneity above 294 K, which is proposed to arise from the

presence of an LCST near 294 K [54]. At and below 294 K, the relaxation time

distributions do not change at different isokinetic T, P combinations.

Overall, the effect of increasing temperature and pressure in the PVPH/PVEE

blends is to broaden the distribution of relaxation times through the weakening of

hydrogen bonds and the associated decoupling of the segmental dynamics. The strong
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effect of pressure on the dynamic heterogeneity can be discussed in terms of the

specific requirements of hydrogen-bonded segments. Hydrogen bonds require a

certain distance and directionality and these are perturbed by pressure, giving rise to

the observed dynamic heterogeneity. Further examples of the hydrogen-bonded

blends are expected to shed more light on the effect of pressure.

5.3 Effect of Pressure on Nanophase Separated Copolymers

Block copolymers with their well-controlled nanometer size nanodomains can be

employed for studying the effect of confinement on the thermodynamic and

dynamics properties of crystallizable and amorphous blocks [56]. The type of

confinement here is “soft” in the sense that the confining medium is the same

component forming the block structure. In addition, pressure can influence the

dynamics of the different components within the nanodomains. Here we review

two such cases: the first case is a copolymer formed by two structurally similar

polymers [57]. This system has the advantage that the dynamic changes can be

more easily discussed in terms of the structural differences of the two components.

The second system is composed of one crystallizable and one amorphous compo-

nent [58]. It is of interest here to examine how pressure affects the crystallization

and glass temperatures. In this latter case, one can design cases where crystalliza-

tion may take place within a “soft” or a “hard” matrix and this can be influenced by

pressure.
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Fig. 5.19 Comparison of some isokinetic (T, P) sets of dielectric loss curves for the PVPh/PVEE
(10/90) blend. The solid lines give the PVEE dielectric loss curves at T ¼ 299.15 K, P ¼ 140MPa

(for �log(tmax/s) ¼ 2.65). From [54]
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5.3.1 PMVE-b-PiBVE

Studying structurally similar polymers have the advantage that the dynamic

changes can be more easily discussed in terms of the structural differences of the

two components. Copolymers and blends of the structurally similar PVME and poly

(isobutyl vinyl ether) (PiBVE) have remarkable thermo-adjustable surfactant pro-

perties that originate from the LCST behavior of the PVME segments in an aqueous

environment. The respective homopolymers are closely matched in their glass

transition temperatures (DTg ~ 7 K) and can be considered as “dynamically sym-

metric” [57]. However, the application of pressure enhances the existing dynamic

heterogeneity. As discussed below, the reason behind this is the distinctly different

pressure sensitivities of the two homopolymers, as with the athermal mixture PI-b-
PVE. In addition, we discuss the role of packing in the dynamic heterogeneity of

polymer blends/copolymers.

At atmospheric pressure, all dielectric loss curves were bimodal, reflecting the

PVME and PiBVE dynamics, but the intensity of the faster process (PVME) was

higher in the blend at the expense of the slower (PiBVE) process. The higher

intensity for the slower process in the copolymer may suggest that the mobility at

the interface is controlled by the slower moving species (PiBVE).

The effect of pressure on the heterogeneous copolymer dynamics is spectracular;

pressure enhances the dynamic asymmetry. This is shown in Fig. 5.20, where the

dielectric loss curves for PVME38-b-PiBVE54 are examined under “isothermal”

conditions by increasing pressure. The figure clearly depicts the increasing dynamic

heterogeneity with increasing pressure. In some cases, it has been argued that
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Fig. 5.20 Dielectric loss curves of the PVME38-b-PiBVE54 diblock copolymer at T ¼ 290 K for

different pressures: (filled square): P ¼ 0.1 MPa, (open square): P ¼ 40 MPa, (filled circle):
P ¼ 80 MPa, (open circle): P ¼ 120 MPa, (up-pointing filled triangle): P ¼ 160 MPa, (up-
pointing open triangle): P ¼ 200 MPa, (down-pointing filled triangle): P ¼ 240 MPa. The

arrow gives the direction of increasing pressure. Notice that pressure induces dynamic heteroge-

neity. From [57]
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increasing pressure has the same effect as decreasing temperature. The present

system provides a clear case where this notion is violated. For example, decreasing

temperature could not enhance the dynamic asymmetry of the block segmental

dynamics the way that increasing pressure does. The reason behind the pressure-

induced dynamic asymmetry is the different packing properties of the two homo-

polymers. In this respect, the result from the analysis of the bimodal copolymer

distribution with respect to the “isothermal” relaxation times, t(P), revealed that the
dynamic asymmetry is enhanced by increasing P, as shown by the different slopes

for the “fast” and “slow” moving segments reflecting, respectively, the PVME and

PiBVE segments. From the slopes of the respective “isotherms,” the apparent

activation volume for each component in the copolymer can be extracted and

compared with the respective homopolymer.

The result of this comparison is shown in Fig. 5.21. There is a strong temperature

dependence of the apparent activation volume for both homopolymers. Further-

more, at T ~ Tg þ 75 (Tg þ 55) this quantity is comparable to the PVME (PiBVE)

monomer volumes. In addition, the “fast” and “slow” processes in the copolymer

have an apparent activation volume that is very near to the respective homopoly-

mers. Then the enhanced dynamic asymmetry in the copolymers reflects the

disparity in the t(P) dependencies of PVME and PiBVE homopolymers. PiBVE,

with the longer side-chain and a low van der Waals peak at 6.3 nm�1 (with a

corresponding inter-chain distance of ~1 nm, obtained from wide-angle X-ray

scattering), is poorly packed as compared to PVME. The less efficient packing

makes PiBVE more prone to pressure and explains its higher apparent activation

volume.
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Thus the homopolymer dynamic asymmetry drives the copolymer component

dynamics to become more heterogeneous with the application of pressure. Again,

the reason behind the enhanced dynamic asymmetry is a static property, i.e., local

packing.

It is of interest now to compare these results for the more heterogeneous PVME-

b-PiBVE copolymers with the athermal PI-b-PVE diblock copolymer bearing two

dielectrically active components. In the latter system, the dynamic heterogeneity

was reflected in the “fast” and “slow” processes reflecting the relaxation of the low

Tg (PI) and high Tg (PVE) components, and pressure was found to induce dynamic

homogeneity, i.e., opposite to that in PVME-b-PiBVE. In both cases, the reason

behind this effect is the different pressure sensitivity of the two components.

However, unlike the PVME-b-PiBVE case, where DV fast < DV slow, in PI-b-
PVE, the fast-moving species (PI) possess the higher apparent activation volume,

i.e., DV fast > DV slow; thus increasing pressure resulted in a more dynamically

miscible blend.

These intriguing results require a theoretical input. Although both cases were

explained in terms of the different pressure sensitivity of the respective homopo-

lymers, it is not yet known how this pressure sensitivity relates to the magnitude of

the glass temperature. In addition, it is not known how this pressure sensitivity (i.e.,

the apparent activation volume) is influenced by the thermodynamic state (i.e., the

presence of weak phase separation as opposed to the thermodynamically mixed

state).

5.3.2 pODMA-b-ptBA-b-pODMA

Nano-confined semi-crystalline–amorphous block copolymers provide with the

advantage of allowing investigating the effect of pressure on both the crystallization

and glass temperatures of the respective blocks. In this respect, a series of poly

(n-octadecyl methacrylate)-b-poly(tert-butyl acrylate)-b-poly(n-octadecyl methac-

rylate) (pODMA-b-ptBA-b-pODMA) triblock copolymers were recently investi-

gated [58] with dielectric spectroscopy, as a function of temperature and pressure.

The main effects of confinement were found in the triblocks with the more

antisymmetric compositions when the radius of gyration of the confined block

was comparable to the cylinder radius (Fig. 5.22). It was found that the dynamics

of the amorphous block accelerate upon confinement. On the contrary, confinement

of the crystallizable block within cylindrical nanodomains results in the depression

of the crystallization temperature. The investigation of the segmental dynamics in

the pODMA-b-ptBA-b-pODMA triblock copolymers resulted in the true thermo-

dynamic (T–P) phase diagram at each copolymer composition. It was shown that

the glass temperature of the amorphous ptBA is consistently higher than the

crystallization temperature of the crystallizable pODMA, at all temperatures and

pressures investigated. Furthermore, for the initial pressure coefficients, (dTg/
dP)P!0 > (dTc/dP)P!0, and as a consequence, pODMA crystallization in the

144 5 Pressure Effects on Polymer Blends



Fig. 5.22 (Left) Schematic representation of the two extreme cases; confinement of the crystal-

lizable block (pODMA, left) within cylinders embedded within the glassy amorphous ptBA
matrix, and (right) confinement of the amorphous block (ptBA) within cylinders embedded within

the pODMA matrix. The blue dots represent the dipoles, situated on the side chains of both

polymers. From [58]
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Fig. 5.23 The pressure dependence of the glass temperature of ptBA (TptBA
g ) and of the crystalli-

zation temperature of pODMA (TpODMA
c ) in the different triblock copolymers: bulk ptBA

(squares), S14, fODMA ¼ 0.14 (circles), S81 (down triangles, fODMA ¼ 0.81), pODMA (stars);
open and filled symbols correspond to data obtained under “isobaric” and “isothermal” conditions,

respectively. The solid lines represent the Tg(P) fits and the Tc(P) fits to the Clausius–Clapeyron

equation, respectively. The effect of confinement, at the two extreme cases, is to decrease the TptBA
g

by approximately 15 K (in S81), and to decrease the TpODMA
c (in S14). From [58]
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copolymers under elevated pressures takes place within a ptBA environment that is

deeper into the glassy phase.

The two main effects of confinement in the triblocks with the more antisymmet-

ric compositions are shown in the Tg(P) and Tc(P) representations in Fig. 5.23.

Confinement of the pODMA block within the cylindrical domains results in the

depression of the crystallization temperature. Confinement of the ptBA block

within the cylindrical domains results in the speed up of the segmental dynamics

and to a Tg depression at about 15 K. These results demonstrate that the well-

controlled nanometer size nanodomains of block copolymers can be employed for

studying the effect of confinement on the thermodynamic and dynamics properties

of crystallizable and amorphous blocks. In addition, the different pressure sensitiv-

ity of the crystallization and glass temperatures can result in cases where crystalli-

zation takes place within a glassy or a fluid matrix. One main obstacle in the

application of pressure in such nanophase separated systems is the lack of knowl-

edge on how pressure is transmitted in the “hard” and “soft” nanophases. It was

assumed above that pressure is evenly transmitted to both nanophases; however,

this requires further investigations possibly by employing macroscopically oriented

systems.
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Chapter 6

Polypeptide Dynamics

6.1 Introduction

Proteins are complex macromolecules composed of a sequence of amino-acids

(there are 20 amino acids). The sequence of amino acids controls to a large extent

the dynamics and function of each protein. As a matter of definition, the lower

molecular mass proteins are known as polypeptides. Polypeptides play a vital part

of the molecules designed for use in drug delivery of gene therapy and thus have

been the subject of intensive studies [1–9]. It is conceivable that among the

different polypeptides, chains composed from a single amino acid are by far the

easiest to study. However, we should keep in mind that nature employ combinations

of all 20 different amino acids giving rise to extremely complex biomacromolecules

and functions [1–9].

Nature provides several examples where the structure and function of biological

polypeptide-based materials can be precisely controlled. As an example, the superb

performance of such polypeptides as hair or spiders’ silk is due to a hierarchical

superstructure with several length scales where structure control is exerted at every

level of hierarchy [10]. Their two most common local conformations, known as

secondary structures, are the a-helix, stabilized by intramolecular hydrogen bonds,

and the b-strand, stabilized by intermolecular bonds. These secondary structures

can be probed directly by different techniques such as solid state NMR [11, 12],

FTIR and their packing can be obtained by X-rays. In addition, the a-helical
structure posts a permanent dipole moment along its backbone, and can be, there-

fore, classified as type-A polymer in Stockmayer’s classification [13]. This dipole

moment can be measured precisely using dielectric spectroscopy and can be used as

a probe of the persistence length of the secondary structure, which is difficult to

obtain with other methods [2, 14, 15].

Protein function depends on its internal motions. In addition in biological systems,

the surroundingwatermolecules play an important role as is well known that proteins

need this hydration layer to establish full biological activity (dry proteins are biologi-

cally inactive) [16, 17]. Thus, both internal protein motions and motions within the

hydration layer are taking place and give rise to specific protein functions. With

respect to the protein dynamics, there exist two different lines of thought. The first

G. Floudas et al., Molecular Dynamics of Glass-Forming Systems,
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[16–20] emphasizes the importance of the surrounding water molecules in a hydra-

tion layer to induce the “slaving” of the large-scale protein dynamics to the fluctua-

tions in the bulk solvent. According to this view, large-scale protein dynamics are

controlled by the solvent mobility within a hydration layer and thus are absent in the

bulk. The internal protein motions are controlled by hydration and are practically

slaved to the beta fluctuations of the hydration shell [16]. The second approach [21],

established recently in model synthetic polypeptides composed of a single type of

amino acid, revealed that polypeptides possess dynamics that are reminiscent to

disordered macromolecules. In this approach, the dynamics are an inherent property

of the polypeptide chain and exist even in the absence of solvent. Following this line

of thought recent efforts addressed (1) the origin of a dynamic arrest at a “glass

transition” temperature [21, 22], i.e., at a temperature where the protein internal

dynamics are practically frozen and thus unable to function; (2) the correlation length

of a-helices; and (3) the effect of chain topology and confinement on the type,

persistence and dynamics of secondary structures [23–31]. We need to comment

here on the nature of the “glass transition” in polypeptides as this term is mainly

used for amorphous materials. In the latter systems, the transition is from a liquid (i.e.,

completely amorphous) state to a glassy state, whereas in polypeptides the transition is

from a structured (i.e., ordered) liquid to the glass. In this respect, the structured liquid

has similarities to the type of order found in liquid crystalline phases.

This chapter reviews recent efforts [23–31] to investigate the hierarchical self-

assembly and dynamics of polypeptides. The chapter is organized as follows: In the

first part we discuss the origin of the dynamic arrest of polypeptides at the glass

“transition.” For this purpose, the dynamics of several model oligo- and polypeptides

is studied as a function of the number of residues, the presence or absence of side-

groups, the type of secondary structure, and the temperature and pressure dependen-

cies. Subsequently, and as a direct consequence of the first part, we discuss that,

contrary to expectation and common belief, helices in concentrated polypeptide

solutions are objects of low correlation lengths. In the third part, we address the

effect of confinement in controlling the type, the persistence and dynamics of

secondary structures. In this case we refer to two very different types of confinement;

the first is provided by the thermodynamic field (created by the repulsive interactions

of the unlike blocks) of nanophase-separated block copolypeptides (discussed as

“soft” confinement), whereas the second is the confinement within the porous of

anodic aluminum oxide (AAO – discussed as “hard” confinement). The complex self-

assembly and the dynamics on different length and time scales require the use of a

variety of powerful characterization techniques such as X-ray scattering, NMR, and

dielectric relaxation, as well as the application of hydrostatic pressure.

6.2 Polypeptide Liquid-to-Glass “Transition” and its Origin

The internal dynamics of proteins and other biopolymers at different time and

length scales are essential for their function. For example, the dynamic arrest

at a temperature known as the glass “transition” temperature (Tg) is an
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essential feature of protein dynamics that can inhibit biological function

[19–21]. Such a dynamic arrest has been observed in a number of different

experiments; for example, in the temperature dependence of the atomic mean-

squared displacements obtained by inelastic neutron scattering [18], M€ossbauer
spectroscopy [32] and infrared spectroscopies [33], as well as in molecular

dynamics simulations [19, 20, 34, 35]. Although there is consensus about the

presence of a dynamic arrest at Tg, its origin is not well understood. For

example, the very broad distribution of relaxation times suggested the freezing

of the collective protein dynamics, whereas in some cases the reduced solvent

mobility [18–20] was thought to be the dominant factor in determining the

atomic fluctuations.

Recent experimental work in proteins and polypeptides has shed more light on

the issue of the liquid-to-glass transition [16, 17]. Dielectric spectroscopy and

thermal measurements on the dynamics of myoglobin in water revealed multiple

dynamic processes reflecting both the dynamics of solvent and the internal dynam-

ics of myoglobin [17]. Despite this progress, it is not known if temperature and the

associated energy landscape (from both intramolecular and intermolecular origin in

this case) are the only important parameters controlling the dynamics. To obtain

more insight into this problem, a series of model oligopeptides and polypeptides is

needed possessing different repeat units and different secondary motifs. Despite

the fact that these polypeptides are composed of a single type of amino acid, and

thus are extremely simple systems as compared to proteins, they do provide with

important information on the origin of the liquid-to-glass transition that cannot be

easily accessed in proteins.

The systems reviewed [36, 37] here include: oligopeptides and polypeptides of

g-benzyl-L-glutamate (BLG) and PBLG, poly(e-carbobenzyloxy-L-lysine) (PZLL),
poly(g-benzyl-L-tyrosine) (PTyr), polyglycine (PGly), poly(L-leucine) (PLeu), and

poly(L-alanine) (PAla). Notice that the first three possess long side chains, whereas

PGly is composed of the simplest amino-acid. As a first step, structural techniques

(NMR, X-rays, and FTIR) are needed to identify the type of the peptide secondary

structure. For example, it is well known that the peptide local conformation is

encoded in the 13C chemical shifts, hence the polymer secondary structure can be

identified using 13C cross-polarization magic-angle spinning (CPMAS) solid state

NMR [38]. Using this as input it was found that PBLG and PZLL form solely

a-helices whereas PGly forms b-strands. On the other hand, PLeu and PAla form

both a-helices and b-strands.
These synthetic polypeptides, in the dry state, display some interesting thermal

properties when studied by differential scanning calorimetry (DSC). The traces of

PZLL (a) and PBLG (d and e) display a similar step associated with the structured

liquid-to-glass transition. The PBLG extruded fiber also displays the same step but

the change in heat capacity is reduced as compared to the powder sample, reflecting

the effect of the external macroscopic flow field on the motions that are coupled

to the enthalpy relaxation. On the other hand, the trace of the b-strand forming

polypeptide (PGly), shows a less pronounced step and at a much higher temperature

(T ~ 400 K) (Fig. 6.1).
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These results show unambiguously that the polypeptide structured liquid-to-

glass temperature has nothing to do with the solvent. It is a property of the

polypeptide chain itself.

Additional information of the polypeptide dynamics can be obtained by following

the dipolar relaxation within an oscillating electric field using DS. Figure 6.2 depicts

a schematic of the polypeptide backbone indicating the large dipole moment as well

as representative dielectric loss spectra originating from the large dipole moment.

A detailed example the main relaxation processes in PBLG as a function of

temperature is provided in Fig. 6.3.

In addition, the figure depicts a 2D wide-angle X-ray scattering (WAXS) image

from an oriented fiber of the same sample [22]. The WAXS pattern displays strong
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Fig. 6.1 Differential

scanning calorimetry traces

from different bulk

polypeptides: (a) poly
(e-carbobenzyloxy-L-lysine)
(PZLL), (b) polyglycine
(PGly), (c) PBLG powder

sample (first heating), (d) the
same PBLG as in (c) but
recorded during the second

heating (rate 10 K/min), and

(e) a PBLG extruded fiber

discussed latter with respect

to Fig. 6.3

H H

H HR

R H

N

O O

O
(– 0.4)

(+ 0.2)

(+ 0.5)

(– 0.5)

N-terminus

C-terminus
δ−

δ+

C C
C

N
N

Fig. 6.2 (Left): The a-helical secondary structure stabilized through intramolecular hydrogen

bonds. This gives rise to a dipole moment along the chain (type A polymers). The dipole moment

results from the C¼O bonds and N–H bonds that for helical amino acids are hydrogen bonded to

form a peptide group N–H···O¼C resulting in a net dipole of about 3.4 Debye (right). This large
dipole along the chain is used as a probe of the correlation length of the helical structures with the

aid of dielectric spectroscopy. (Right): Dielectric loss spectra of PBLG45 plotted as a function of

frequency for different temperatures, which are dominated by this “slow” mechanism

152 6 Polypeptide Dynamics



equatorial reflections with relative positions reflecting hexagonal packing of

a-helices and some layer lines. The positions of the lines indicates a normal

a-helical conformation of 18 residues in 5 turns with a repeat unit of c ¼ 2.7 nm,

i.e., an 18/5 helix. This structure has been described as a nematic-like paracrystal

with a periodic packing of helices in the direction lateral to the chain axis, whereas

along the chain axis, the mutual levels of chains are irregular. Similarly, in FTIR,

the a-helical secondary structures can be identified from the amide I and II bands at

1.655 cm�1 and 1.550 cm�1, respectively.

As seen in Fig. 6.3, the PBLG dynamics in the bulk state are dominated by three

non-Arrhenius processes at temperatures above Tg. From the three processes it is

the slower that bears the highest dielectric activity, and as we will see below, it

associates with the relaxation of the peptide secondary structure (a-helical in this

case). The process indicated as a- in Fig. 6.3, as will be discussed below, is the usual
segmental process associated with the structured liquid-to-glass “transition.”

Figure 6.4 displays all processes in the different polypeptides, both above and

below Tg [21, 22]. The relaxation map is very reminiscent of amorphous polymers,

in that it contains Arrhenius processes at lower temperatures with an activation

energy typically around 50 kJ/mol, followed by some strongly non-Arrhenius

processes with relaxation times t(T) that conform to the VFT equation t ¼ t0 exp
(DT T0/(T–T0)) with exemplary values DT ¼ 4.9, 7.9, and 8 for PBLG45, PZLL135,

and PGly342, respectively and ideal glass temperatures T0 ¼ 243 K, 241 K, and

271 K, respectively. This process in the different polypeptides is the typical

a-process found in amorphous polymers and glass-forming liquids associated

with the glass-to-liquid relaxation of amorphous segments. This assignment is

–

Fig. 6.3 Arrhenius relaxation map of the different processes in poly(g-benzyl-L-glutamate). The

usual segmental process associated with the freezing of the amorphous segment dynamics at

the structured liquid-to-glass temperature is shown with squares (a-). The intense slower process is
associated with the relaxation of the peptide secondary structure whereas the intermediate process

(filled circles) reflects the dynamics of amorphous chains. (Inset): Wide-angle X-ray image of

PBLG taken at 303 K (from an extruded fiber). The image shows the typical scattering from the

a-helix. The schematic of the broken a-helix (top) is discussed in the text
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based on (1) the existence of a step in the specific heat (Fig. 6.1), DcP; (2) the strong
t(T) dependence; (3) the broad and T-dependent distribution of relaxation times

(from a Kohlrausch–Williams–Watts stretched exponent of bKWW ~ 0.28 at Tg to
0.4 at Tg þ 30 K that characterizes the changing association in the hydrogen

bonding structures); (4) the molecular weight dependence of the dynamic Tg,
(following the Fox-Flory equation: TgðxÞ ¼ 285:9� 83:7=hxi for PBLG [22]);

and (5) the pressure effects [21] (described briefly below). This process reflects

the cooperative dynamics of defects created by the breaking/weakening of hydro-

gen bonds within the chain and at the chain ends. In addition, the t(T) dependencies
for the a-helical and b-sheet forming polypeptides, suggest a change from “fragile”

to “strong” behavior in going from the a-helical to the more compact b-sheet
polypeptides (PGly, PAla).

To determine the origin of the strong t(T) dependence of the a-process and the

associated dynamic arrest at Tg (i.e., insufficient volume vs. lack of thermal energy

as discussed extensively in Chap. 2), pressure is needed as the relevant additional

thermodynamic parameter. Then the t(P) and t(T) relaxation times can be com-

bined with pressure–volume–temperature (PVT) data for the polypeptides that

allow casting the T- and P-dependencies of the a-relaxation times in a single

representation by using the density as the only variable [21]. For this purpose the

measured PVT data of PBLG in the liquid state were parameterized according to the

Tait equation as V(P, T) ¼ V(0, T){1 � 0.0894 ln(1 þ P/B(T))}, where V(0, T) ¼
A0 þ A1T þ A2T

2 is the specific volume at atmospheric pressure and B(T) ¼ B0

exp(�B1 T) (T in �C) (A0 ¼ 0.788, 0.826, 0.604 cm3; A1 ¼ 4.92 � 10�4,

4.96 � 10�4, 1.5 � 10�4 cm3/K; A2 ¼ 7.57 � 10�7, 8.01 � 10�7, 0 cm3/K2 for

PBLG, PZLL, and PGly, respectively; and B0 ¼ 142, 151, 1.190 MPa for PBLG,
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Fig. 6.4 Relaxation times at maximum loss (obtained through dielectric spectroscopy) for

five different homopolypeptides: (black): poly(g-benzyl-L-glutamate) (PBLG), (purple): poly

(e-carbobenzyloxy-L-lysine)(PZLL), (green): poly(g-benzyl-L-tyrosine) (PTyr), (blue): polygly-
cine (PGly), and (red): poly(L-leucine) (PLeu). Four processes are shown: the g-process (open
symbols), the b-process (half-filled symbols), the a-process (filled circles) associated with the

liquid-to-glass temperature, and the “slower” process (open circles) associated with the relaxation
of the secondary structure
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PZLL, and PGly, respectively, and B1 ¼ 4.3 � 10�3, 4.3 � 10�3,

2.5 � 10�3 �C�1 for PBLG, PZLL, and PGly, respectively). The PBLG PVT data

are depicted in Fig. 6.5. Figure 6.6 gives the a-process dynamics of PZLL135 as a

function of temperature and pressure.

Subsequently, following the procedure outlined in Sect. 2.2, the measured

relaxation times are plotted as a function of density aiming at extracting the ratio

of the activation energies at constant density and pressure, QV/QP. This procedure,
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Fig. 6.5 PVT measurements for a PBLG14 obtained at different pressures in the range from 0.1 to

200 MPa (steps of 10 MPa). The arrow gives the pressure dependence of the glass temperature
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Fig. 6.6 Dielectric loss curves of PZLL135 under (left) “isobaric” conditions (at P ¼ 0.1 MPa) for

different temperatures in the range 297 < T < 353 K and (right) under “isothermal” conditions

(T ¼ 343 K) for pressures in the range 2 < P< 260 MPa. From [21]
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which was discussed in detail in Sect. 2.2, is shown in Fig. 6.7 for the relaxation

times corresponding to the a-process of PBLG45.

The dynamic ratio can be directly obtained from the slopes of the “isobaric” and

“isothermal” curves shown in Fig. 6.7 at their respective crossings as follows: [39]

QV

QP
¼ 1�

@ ln tmax

@r

� �
T

@ ln tmax

@r

� �
P

(6.1)

and it is also plotted as a function of density in Fig. 6.7. Notice that values in the

range 0.7–0.85 are obtained under the different (T, P) conditions. To facilitate the

comparison among the different polypeptides, this ratio was evaluated at T ~ Tg
þ 30 K and P ¼ 0.1 MPa. The ratio QV/QP, amounts to 0.78, 0.83, and 0.8 for

PBLG45, PZLL135 and PGly342, respectively, revealing that decreasing thermal

energy is far more important in peptide glass-formation (through the stronger

hydrogen bonds that impede conformational changes) than the decrease in the

available volume. The close proximity of the above ratio for the different polypep-

tides, possessing different secondary structures, suggests that the strength of the

intra- (a-helices) and inter- (b-strand) molecular hydrogen bonds is similarly

affected by T. This suggests that the main controlling parameter of the local

“segmental” dynamics in polypeptides associated with the structured liquid-to-

glass transition is the intramolecular barriers associated with hydrogen bonding

and not the available or “free” volume [21]. However, it should be mentioned that

the ratio is not 1, that is, intermolecular correlations and packing still play some role.
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Fig. 6.7 (Left) Relaxation times at maximum loss for the PBLG45 under “isothermal” and

“isobaric” conditions plotted as a function of density. The filled data correspond to the relaxation

times at 0.1 MPa. Solid and dashed lines are fits to the “isobaric” (P from 0.1 to 220 MPa in steps

of 20 MPa) and “isothermal” (T ¼ 297, 308, 333, 353, and 373 K) times, respectively. (Right)
Ratio of activation energies QV/QP, plotted as a function of density. The high values of the ratio

suggest intramolecular correlations and hydrogen-bonding as being responsible for the liquid-to-

glass transition in polypeptides. For details see [21]
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Knowledge of the pressure dependence of relaxation times, t(P), allows extracting
the Tg(P) dependence. These (at t ¼ 1 s) dependencies for the three polypeptides

are compared in Fig. 6.8. PBLG45 has a stronger Tg(P) dependence that is in line with
its lowerQV/QP ratio. To better quantify the effect of pressure on the dynamics of the

a-process, the corresponding apparent activation volumes obtained from the respec-

tive initial slopes of t(P) (at P ¼ 0.1 MPa) are also compared in Fig. 6.8 as a function

of the T-difference from their respective Tg’s.DV for PBLG and PZLL ismuch higher

than that of PGly in accordance with the vastly different monomeric volumes.
In addition, the a-helical polypeptides (PBLG and PZLL) exhibit a stronger DV (T),
as opposed to the weaker T-dependence for the b-strand forming PGly [the latter

has also a weak t(T) dependence]. Therefore, it appears that the type of secondary

structure influences both the fragility and the apparent activation volume.

We mention that similar dynamics have been obtained for dilute solutions of

PBLG and PZLL inm-cresol. The solvent (m-cresol, in this case) does not arrest the
polypeptide dynamics, but instead conducts its own local (a-) dynamics at a lower

temperature than the polypeptide segmental motion. This is depicted in Fig. 6.9.

The two time scales (solvent and polypeptide) differ by 2–4 orders of magnitude

revealing that the process associated with the dynamic glass transition is not a

property of the solvent but reflects the intrinsic peptide dynamics. Despite the very

simple nature of the peptides reviewed here, these findings could have conse-

quences on the dynamic arrest of more complex proteins.

These results have shown that DS is a very efficient method for studying the

dynamics (provided that the molecules posses some dipole moment). However, to

infer the geometry of motion from DS alone is a very difficult task that requires

several assumptions to be made. On the other hand, NMR has the capacity of

providing the geometry corresponding to the DS motional rates. The relevant molec-

ular information on the side- and backbone dynamics in PBLG can be obtained [26]
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by following the temperature dependence of the 13C NMR spectra associated with the

phenyl ring, the OCH2, and side ester groups and the backbone amide C¼O reso-

nances. On the basis of the combined information from DS and 13C NMR experi-

ments on the motional rates and the geometry of motion at the single NMR

frequency, respectively, the relaxation times of PBLG are compared in Fig. 6.10.

Notice that the collective dynamics of a-helical segments are orders of magnitude

slower than the local segmental dynamics within the amorphous-defected regions.

The dynamics from 13C NMR are indicated with arrows at the “relevant” NMR

frequency. Notice that the phenyl, the OCH2, and side group ester dynamics are

located in the vicinity of the merging of the a- and b-processes.
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Since the motion of the phenyl group itself is dielectrically inactive, we conclude

that the b-process, as probed dielectrically, reflects the ester C¼O and OCH2

dynamics. Backbone motions, as probed by NMR, start at higher temperatures

than the DS segmental a-process. This is conceivable because DS is sensitive to

the backbone dynamics within the “defected” amorphous regions, which do not

show up in our NMR spectra since the latter are dominated by the signals of the

a-helices. Therefore, NMR probes the backbone dynamics within the a-helical
segments, or in general, in more ordered regions. The NMR process can be consi-

dered as a precursor for the unfreezing of the helical dynamics probed dielectrically.

Summarizing, the a-process, which is strongly non-Arrhenius and non-Debye, is
associated with the dynamic arrest at Tg is an intrinsic feature of peptide dynamics

irrespective of the type of amino acid and of the peptide secondary structure; it also

exists in polypeptide solutions and is decoupled from the solvent dynamics. Using

T- and P-dependent DS coupled with the equation of state reveals that the cause of

the structured liquid-to-glass transition in polypeptides is mainly the insufficient

thermal energy to overcome the energy barriers. Glass formation in these materials

is associated with the breaking/weakening of hydrogen bonds at certain defects.

The type of peptide secondary structure has an influence on (1) the t(T) dependence
and the associated fragility and (2) the t(P) dependence. The selective sensitivity of
NMR to the dynamics of the a-helical secondary structure is of great importance in

understanding the geometry of the DS dynamical processes.

6.3 Correlation Length of a-Helices

Despite the valuable knowledge of the type of secondary structure that is provided

by several “structural” techniques, these probes provide limited information on the

correlation of a-helices. One can envisage that the presence of defected hydrogen

bonded segments, associated with the structured liquid-to-glass transition, may

have consequences on the persistence of a-helical structures. It is well known

that dielectric spectroscopy is a sensitive probe of the correlation length of type-

A polymers [such as 1,4-polyisoprene or poly(propylene glycol)] [13]. For a-helical
forming polypeptides, in particular, the dipole moment results from the C¼O bonds

(dipole moment of 2.31 Debye) and N–H bonds (1.31 Debye) that for helical amino

acids are hydrogen bonded to form a peptide group N–H···O¼C resulting in a net

dipole of about 3.4 Debye per repeat unit.

Ample literature exists on dielectric measurements of PBLG in dilute solutions

of helicogenic solvents [40, 41] and in the related rod-like polymers the polyalkyl

isocyanates [14, 42, 43]. These studies revealed a strong process, which was

attributed to the reorientations of the a-helix as a rigid rod. The relaxation times

had a t ~ M3 molecular weight dependence, which is consistent with the rigid-rod

model. A strong slow process also shows up in the bulk and in the past, it was

assumed that a-helices remain rigid as in solutions with their rotation restricted

within a cone rather than being completely free [43–45]. The model is also
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described by Doi and Edwards [46] as the “chopstick” model. In this model, two

separate vectors (~u and ~n) give the polymer and tube directions, respectively, and

these vectors move together like a pair of chopsticks. The external field affects the

rapidly moving polymer vector, ~u, which drags the slowly moving tube vector ~n
through the coupling potential. This model has similarities with the model proposed

by Wang and Pecora [47] for the restricted rotational diffusion of a rod-like

molecule within a cone of angle y. Moscicki and Williams [48] applied the

Wang–Pecora model to their dielectric data for poly-hexyl isocyanate/toluene

solutions in the lyotropic-nematic LC state. Subsequently, the details of the Wang–

Pecora and Doi models for dielectric relaxation arising from restricted rotational

diffusion of rods in a tube/cone were compared [49, 50]. The Doi model and Wang–

Pecora model were shown to be formally equivalent and it was shown that only a part

of hm2i is relaxed by this process, i.e., hm2i � hmi2
h i

, the remainder hmi2 awaits to be
relaxed by a slower (overall) motional process. Following this line of thought, a chain

of independent parts/units, each unit relaxing hm2i � hmi2
h i

of hmi2 for that unit, then
a sequence n of units, all pointing along the same direction along the same axis

would build-up a cumulative residual relaxation strength nhmi2 awaiting to be

relaxed.

Despite these successes in understanding the dynamics of peptide a-helices
theoretical and experimental results exist, that favor flexibility of PBLG in solution

[51–53] and in the bulk. Recent work on a series of PBLG homopolymers with

different molecular weights [22] showed that the helices are not perfect. Both the

relaxation times and dielectric strength of this process were almost independent of

the chain molecular weight, implying that it is not an end-to-end relaxation, but

rather a motion of smaller parts of the chain.

A freely rotating rigid (i.e., “ideal”) helix would give rise to a dielectric process

with strength [54]

De ¼ Nm2

3e0kT
; (6.2)

where N is the number density of helices and m is the total dipole moment of the

helix that is proportional to the degree of polymerization. In this equation, it is

assumed that the rotation of each helix is independent of that of the others (the local

field correction factor is not taken into account due to the relatively large size of the

helix). Equation (6.2) can be rewritten as

De ¼ NAr
3e0kT xh iMm

mm xh ið Þ2 ¼ NAr
3e0kTMm

mm
2 xh i; (6.3)

where r is the density, hxi is the average degree of polymerization, Mm the

molecular weight of the monomer, and mm the dipole moment per monomer unit

(from the solution studies mm ~ 3.4 Debye). However, (6.3) suggests that De for an
ideal helix should be directly proportional to hxi, which is contrary to recent

experimental finding for PBLG. This implies that the helices in bulk PBLG are
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not rigid and they contain “defects,” i.e., broken hydrogen bonds. Hence the “slow”

process reflects the relaxation of the broken helical parts.

Recently, and in order to quantitatively take into account the helical defects, a

model of a “defected” helix was proposed [55]. The helix is assumed to be

composed of NP “ideal” helical parts of equal length x that can rotate on the surface
of a cone of angle y. The rotation of each part is independent from the others, but the

axes of all cones are parallel. This is a reasonable assumption, because X-ray

measurements (Fig. 6.3) have shown that helices are hexagonally packed. The

dipole moment of each part is mP ¼ 3.4 Debye (x/0.15 nm), since the a-helix length
is 0.15 nm/monomer. The dielectric strength is given by

De ¼
NNP ~m2

� �� ~mh i2
� �
3e0kT

¼ NAr
3e0kTMm

ð3:4DebyeÞ2ðx=0:15 nmÞsin2y: (6.4)

The last equation reveals that De is independent of hxi, and this is in agreement

with the experimental results [22]. The only parameter needed to extract x is the

angle y. The X-ray scattering from oriented fibers (Fig. 6.3) can be used to obtain an

upper limit, i.e., ymax � 0.25 rad. This allows a calculation of x, which is plotted in
Fig. 6.11 for a series of PBLG homopolymers. The calculated values of the

correlation length are in the order of 1–2 nm, i.e., helices are far from rigid objects.

The persistence of the a-helical secondary structures was also investigated in a

series of PBLG solutions inm-cresol, covering the concentration range from 2%w/w to

bulk PBLG. At low concentration, the measured dipole moment shows that helices

are rigid, but their persistence length decreases as polymer concentration increases

above ~20%w/w. PBLGwith a low amount ofm-cresol (e.g., 80 or 90%w/w PBLG)

exhibits a stronger slow process than pure PBLG and has a higher persistence

length.
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details see [22, 55]
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These results show that the origin of the glass transition and the low correlation

length of the a-helical secondary structures in polypeptides are coupled; the broken
network of hydrogen bonds responsible for the dynamic arrest at the glass temper-

ature is also responsible for the low persistence of the helical segments. It is only in

dilute solutions in helicogenic solvents that the helical defects are annihilated.

6.4 Effects of Nanoconfinement on the Peptide Secondary

Structure and Dynamics

6.4.1 “Soft” Confinement: Confinement Within
the Nanodomains of Block Copolypeptides

Block copolypeptides can be employed as model systems that follow nature’s

strategies for producing supramolecular bioactive assemblies with potential appli-

cations in tissue engineering and drug delivery. Copolypeptides of particular

interest are those composed of both a-helical and b-strand motifs [22, 25, 31, 36,

37]. In block copolypeptides, both secondary motifs are exposed to the same

thermodynamic field created by the block copolymer nature and this allows study-

ing their stability and persistence.

The system reviewed here is a block copolypeptide composed from PBLG and

PGly blocks, i.e., an example of “soft” confinement to the polypeptide chain. The

confinement is provided by the thermodynamic field of the blocks themselves

because of the incompatibility that drives the system to nanophase separation.

The two blocks differ substantially not only in their secondary structures, but also

in their packing efficiency (Gly bears no side group as opposed to the long side

group of BLG) and segmental mobility. The X-ray investigation revealed a lamellar

microdomain morphology with embedded hexagonally packed PBLG helices and

sheets of PGly, i.e., cylinder-in-lamellar morphology [25]. Interestingly, a lamellar

microdomain morphology is obtained despite the very asymmetric block composi-

tion (fPBLG ¼ 0.79). The X-ray investigation further identified that the measured

PGly domain spacing in the copolymers is a small fraction of the size of a fully

extended chain. This shows that the PGly chains are multiply folded in their

b-strand conformation. The thermodynamic confinement by the nanodomain and

the disparity in the packing efficiency of PBLG and PGly results in multiple chain

folding, so as to keep a uniform density. As a consequence of chain folding, the

lamellar morphology is stabilized for very asymmetric compositions.

A combination of structural and dynamic (DS) probes allows extracting the

orientation of secondary structures within the nanodomain and the correlation

length of a-helices. For the former, 2D WAXS from an extruded PBLG-b-PGly
fiber (shown in Fig. 6.12) depicts two sets of equatorial reflections suggesting that

both the PBLG chains forming the a-helices and the PGly chains forming the

b-strands are perpendicular to the interface.
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On the basis of the results from the static (WAXS, SAXS) and dynamic (DS)

methods mentioned above, a schematic model for the self-assembly in the PBLG-

b-PG copolymers can be reconstructed in Fig. 6.12 depicting the copolymer nano-

domain and peptide secondary structures inside the domains [25, 56]. The two

blocks are well separated (strong segregation, based on DS and SAXS), the PBLG

helices are defected causing them to bend at certain positions (DS), PGly chains

fold several times (SAXS, WAXS) and finally PBLG a-helices and PGly b-strands
are organized perpendicular to the interface (WAXS). The incomplete interdigita-

tion of helices is easily explained in this figure; the gaps that would remain in the

case of ideal helices are now filled due to the defects that allow helices to bend.

These results reveal that the nanoscale confinement of dissimilar peptidic blocks

can be used as a means of controlling the correlation length of the secondary

peptide motifs with the larger effect produced for b-strands. It also shows that a

dynamic technique (DS) can be combined with structural probes that can provide

the phase state and type of peptide secondary structure to provide a detailed picture

of the organization and dynamics within the nanodomains.

6.4.2 “Hard” Confinement: Confinement Inside Nanoporous
Anodic Aluminum Oxide

It is well known that the self-organization of polypeptides in the proximity of

interfaces is different from that in the bulk; however, little is known as to how

pore diameter and rigid pore walls influence the dynamics of the confined

Fig. 6.12 Schematic model of PBLG-b-PG copolymers with fPBLG < 0.8 (i.e., within the lamellar

nanodomain morphology), which is consistent with the results of the static (NMR, SAXS, and

WAXS) and dynamic (DS) methods. PBLG helices contain defects that allow for the partial

interdigitation. PGly chains fold several times in accordance with 13C NMR and SAXS experi-

ments. For details see [25, 56]
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biomolecules. PBLG peptide nanorods can be synthesized inside nanoporous

anodic aluminum oxide (AAO) hard templates with pore diameters ranging from

25 to 400 nm [28]. The synthesis involved the silane coupling agent 3-aminopro-

pyltriethoxysilane (APTES) bound to the pore walls as initiator for the polymeriza-

tion of N-carboxy anhydride of benzyl-L-glutamate (BLG-NCA).

Here we review the strong dependence of the segmental dynamics of PBLG

synthesized in self-ordered AAO with mean D values of 25, 35, 65, 200, and

400 nm and a pore depth of 80–95 mm on the pore diameter [28]. Although released

PBLG nanorods (by etching the AAO) of all diameters and nanorods located in

AAO with D values of 200 and 400 nm show bulk-like behavior, considerably

different segmental dynamics was found for PBLG confined to AAO hard templates

with D values equal or smaller than 65 nm.

Figure 6.13 depict TEM images of the PBLG nanorods synthesized in the pores

of AAO hard templates. The images show AAO filled with PBLG and finally etched

AAO (released PBLG nanorods). The usual structural probes (X-ray scattering,

solid state NMR, and FTIR) have shown the formation of PBLG a-helices that were
hexagonally packed.

The segmental dynamics of the amorphous-like fraction of the embedded PBLG

nanorods can be studied by means of dielectric spectroscopy (DS) [28]. The result

on the primary (a-) relaxation is depicted in Fig. 6.14. The figure displays an

Arrhenius plot of the segmental relaxation times t(T) of disordered PBLG segments

in PBLG nanorods confined to AAO with various pore diameters as a function of

inverse temperature. Bulk PBLG and the PBLG located in AAO with D values of

200 and 400 nm show typical “fragile” dynamic behavior, that is, pronounced t(T)
dependence. The VFT parameters of PBLG residing in pores with D values of 400

and 200 nm deviate only from that of bulk PBLG slightly. However, PBLG confined

to pores withD values between 25 and 65 nm exhibits completely different segmental
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Fig. 6.13 (Left) Scanning electron microscopy images of (top) AAO (D ¼ 400 nm) containing

PBLG nanorods and (bottom) the same PBLG nanorods released from AAO. (Right) A schematic

of the peptide self-assembly within AAO. From [30]

164 6 Polypeptide Dynamics



dynamics characterized by “strong” dynamic behavior with a significantly weaker

dependence of the segmental relaxation times on the temperature. Moreover, the

glass temperatures, Tg, are reduced by as much as 50 K relative to that of bulk

PBLG or PBLG located in AAO with pore diameters of 200 and 400 nm.

Fig. 6.14 Segmental relaxation times plotted in the Arrhenius representation; black squares, bulk
PBLG; blue circles with horizontal lines, nanorods located in AAO with a D value of 400 nm;

green left triangles with horizontal lines, nanorods located in AAO with a D value of 200 nm; red
down triangles with horizontal lines, nanorods located in AAO with a D value of 65 nm; dark blue
up triangles with horizontal lines, nanorods located in AAO with a D value of 35 nm; and dark
yellow rhombuses with horizontal lines, nanorods located in AAO with a D value of 25 nm. The

lines are fits to the VFT equation. From [30]
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Fig. 6.15 Glass temperature (obtained from DS at t ~ 10 s) as a function of the AAO pore

diameter for the embedded (open symbols) and released (filled symbols) nanorods. Notice the Tg
reductions for embedded PBLG within AAO with diameter below 65 nm
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Figure 6.15 summarizes the results of the dynamic investigation on the glass

temperature for the embedded and released nanorods. The glass temperature is

operationally defined as the temperature where the segmental relaxation time is at

10 s (this definition minimizes the extrapolations). Notice the reduction of the glass

temperature for the embedded nanorods with pore diameters below 65 nm and the

insensitivity of the glass temperature for the released nanorods.

Apparently, the presence of the rigid pore walls in AAO with pore diameters of

65 nm and below induces the change of segmental dynamics rather than the

geometric confinement itself. The weak t(T) dependence results from the redistri-

bution of hydrogen bonds of the polypeptide backbone with the silanol groups at the

surface of the APTES layer. The additional hydrogen bonds disrupt the backbone

conformations and are also responsible for the absence of the slower process

associated with the migration of helical sequences along the chain [30].

6.5 Conclusion

Recent efforts on exploring the self-assembly and dynamics of a series of model

polypeptides and block copolypeptides, with a variety of techniques, have shed light

to the origin of glass transition, the persistence of the a-helical peptide secondary

motif, and the effects of confinement on the type and persistence of secondary

structures. There are several examples where protein function and applications

depend on these issues. Despite the simple nature of these systems, as compared to

the more complex protein structures, they do provide insight into long lasting

questions. With respect to the freezing of the dynamics at the structured liquid-to-

glass temperature, application of pressure together with temperature and the equation

of state has shown that the origin of this effect is a network of broken hydrogen

bonds. It is the diffusion of these defects along the chain that give rise to the strongly

non-Arrhenius dynamics associated with Tg. Glass formation is largely independent

of the presence or absence of side-groups and is decoupled from the solvent dynam-

ics. Furthermore, for the first time, the selective probing of the a-helical motifs by

NMR elucidated the geometry of the respective dynamic processes.

The presence of defected hydrogen-bonded regions has also consequences on the

correlation length of a-helices. This can be documented by following the dipole

moment of the backbone by means of dielectric spectroscopy. We need to empha-

size here that despite the existence of several structural techniques that can probe

the type of peptide secondary structure, it is only dielectric spectroscopy that can

provide their persistence (for a-helical secondary structures). Using PBLG as an

example, it was shown that helices are objects of rather low persistence in the bulk

as well as in concentrated solutions in helicogenic solvents.

The effects of confinement on the type and persistence of secondary structures

can be studied either by employing the thermodynamic field of copolypeptides

(“soft” confinement) or nanoporous AAO templates (“hard” confinement). Copoly-

peptides with their inherent nanometer length scale of phase separation provide
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means of manipulating both the type and persistence of peptide secondary structures.

As an example, we refer to the induced chain folding of b-strands in block copoly-

peptides with incommensurate dimensions. These effects should be taken into

account when such peptides are going to be employed in drug delivery. On the

other hand, a striking change from “fragile” to “strong” dynamic behavior occurred

when PBLG is confined to AAO hard templates with pore diameters equal or smaller

than 65 nm. The temperature dependence of segmental dynamics became signifi-

cantly weaker than in case of the bulk PBLG, and the effective glass temperature was

reduced by as much as 50 K. This effect was discussed in terms of the newly formed

hydrogen bonds between the silanol groups and the peptide backbone. Again, these

results have to be considered when designing membrane configurations based on the

functionality of biopolymers located in nanopores.
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