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Preface

In May 1990 a group of scientists representing several federal agencies, 
the International Society of Regulatory Toxicology and Pharmacology, the 
private sector, and academia met to develop a strategy to encourage the 
study of the biological effects of low level exposures (BELLE) to chemical 
agents and radioactivity. The meeting was convened because of the recogni
tion that most human exposures to chemical agents and radioactivity are at 
low levels, yet most toxicological studies assessing potential human health 
effects deal with exposures to extremely high levels, often orders of magni
tude greater than actual exposure. Consequently, risks at low levels are 
estimated by mathematical modeling, utilizing assumptions about which 
there is considerable uncertainty.

The organizing committee is committed to the enhanced understanding of 
low-dose responses of all types, of an expected nature (e.g., linear, sublin- 
ear) or of a so-called paradoxical nature. Paradoxical dose-response rela
tionships might include U-shaped dose-response curves, hormesis, and, in 
some restrictive sense, biphasic dose-response curves. Although there are 
many scattered reports of such paradoxical responses in the biomedical 
literature, these responses have not been rigorously assessed, nor have the 
underlying mechanisms been adequately identified. Laboratory and regula
tory scientists have tended to dismiss these paradoxical responses as curiosi
ties or anomalies inconsistent with the conventional paradigm.

The proposed activities of the BELLE committee would focus on dose- 
response relationships to toxic agents, pharmaceuticals, and natural prod
ucts studied over wide dosage ranges in in vitro systems and in vivo systems, 
including human populations. The initial goal of BELLE is the scientific 
evaluation of the existing literature and of ways to improve research and 
assessment methods. While the principal emphasis of the committee is to 
promote an assessment of the scientific foundations of BELLE, the need to 
assess the regulatory implications of BELLE is recognized and will be incor
porated in BELLE activities.

The Advisory Committee (pp. ix-xi) authorized Professor Edward J. 
Calabrese, School of Public Health, University of Massachusetts, Amherst, 
to organize a workshop on current knowledge about BELLE, with particu
lar emphasis on the toxicological implications of biological adaptations. 
This meeting was held on April 30 and May 1, 1991, at the University of 
Massachusetts. The meeting was designed to help establish a scientific base 
for future BELLE initiatives. The meeting was attended by the seven invited 
speakers, the BELLE Advisory Committee, and a number of invited guests 
from universities, federal agencies, and private sector organizations.
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The focus of the invited presentations was on the issue of the toxicologi
cal implications of biological adaptations. The selection of topics and 
speakers was designed to consider critically the concept of hormesis, not 
only in a broad, conceptual manner (Chapter 1, “Hypotheses on Mamma
lian Aging, Toxicity, and Longevity Hormesis: Explication by a Generalized 
Compertz Function,” Harold Boxenbaum), but also at molecular and bio
chemical levels (Chapter 2, “The Role of the ‘Stress Protein Response’ in 
Hormesis,” Joan Smith-Sonneborn); (Chapter 3, “DNA Repair: As Influ
enced by Age, Nutrition, and Exposure to Toxic Substances,” Ron Hart et 
al.); (Chapter 4, “Biochemical Mechanisms of Biphasic Dose-Response 
Relationships: Role of Hormesis,” Harihara M. Mehendale). These three 
mechanistically oriented presentations offered a complementary perspective 
on the diverse range of molecular mechanisms that can become activated at 
low levels of toxicant exposure and lead to organismal responses seen in the 
presentation of Boxenbaum.

Although the major focus of the meeting dealt with responses to low 
levels of chemical exposures, it should be noted that considerable research 
has been directed toward the effects of low levels of radiation on biological 
systems. In fact, in 1987 the journal Health Physics published a 1985 con
ference proceedings on the topic of radiation hormesis. Consequently, 
Robert Anderson provided a synthesis of current research on this topic in 
his presentation “Effects of Low-Dose Radiation on the Immune Response” 
(Chapter 5). Emmanuel Farber (Chapter 6, “Cellular Adaptation as an 
Important Response During Chemical Carcinogenesis”) offered a unifying 
perspective on how the liver adapts to genetic insults via the formation of 
hepatocytes that are resistant to subsequent toxic insults due to a diminished 
capacity to bioactivate xenobiotics and an enhanced capacity to facilitate 
xenobiotic excretion. The relationship of the resistant hepatocyte theory 
and modern molecular understandings of the process of carcinogenesis was 
addressed. It is Farber’s opinion that the early and intermediate stages in 
carcinogenesis, as embodied in the resistant hepatocyte, are principally 
“physiological-adaptive,” and are distinguishable from the progressive 
stages of carcinogenesis involving frank malignancy.

The final presentation was devoted to biostatistical considerations when 
designing studies that address issues associated with the biological responses 
to low doses of chemicals and radiation, as well as issues in the interpreta
tion of the findings from such studies (Chapter 7, “Biostatistical 
Approaches for Modeling U-Shaped Dose-Response Curves and Study 
Design Consideration in Assessing the Biological Effects of Low Doses,” 
Tom Downs).

This workshop provided an important benchmark for future BELLE 
activities. The presentations have indicated that biological systems have an 
impressive array of adaptations that are turned on in response to various 
stresses, including physiological stress, as well as exposure to radiation,
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toxic chemicals, and dietary alterations. Despite the striking findings of 
some of the presentations, such as that by Hart and colleagues that DNA 
repair efficiency and fidelity are markedly enhanced in caloric restricted 
diets, the implications of these findings for human populations remains to 
be further investigated and established. Nonetheless, this publication of the 
BELLE program will provide the first of what is hoped to be a series of 
carefully coordinated and focused reports that will clarify the biological 
effects of low level exposures to chemical agents and radiation on biological 
systems and human populations.
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CHAPTER 1

Hypotheses on Mammalian Aging, Toxicity, and 
Longevity Hormesis: Explication by a 

Generalized Gompertz Function

Harold Boxenbaum, Marion Merrell Dow, Cincinnati, Ohio

INTRODUCTION

I work all day, and get half-drunk at night.
Waking at four to soundless dark, I stare.
In time the curtain-edges will grow light.
Till then I see what’s really always there:
Unresting death, a whole day nearer now . . .

Philip Larkin1

The triune concepts of aging, toxicity, and longevity hormesis are best 
integrated through analysis of mortality kinetic data. Consequently, the 
initial part of this introduction will review basic, relevant concepts in this 
area.

Assuming an organism has survived to the onset (x) of a time interval (x 
+ Ax), the probability of dying over that interval is termed the age-specific 
mortality rate, and the time associated with that probability is usually taken 
as the midtime of the interval. When Ax becomes dx, the age-specific mor
tality rate assumes a theoretical designation, namely, the hazard function, 
h(x). The hazard function is also termed the instantaneous mortality rate, 
force o f mortality, and conditional mortality rate. It is defined by the 
following relationship:

(1)

where h(x) 
S(x) 
N(x)

the hazard function at time x
the fraction of individuals surviving to time x
the number of individuals surviving to time x

The Napierian logarithm of the hazard function is termed the Gompertz 
function, Gompertz transform or transformation, or simply the Gompert-

1



2 BIOLOGICAL EFFECTS OF LOW LEVEL EXPOSURES

zian.2 The latter term was created by George Sacher to honor Benjamin 
Gompertz (1779-1865) for advancing a rate theory approach to mortality 
data. The son of an Amsterdam diamond merchant, Gompertz was the first 
actuarial scientist to report that age-specific mortality increased exponen
tially in adult human populations.34 Subscribing to what is now known as 
the “wear-and-tear” theory of aging, Gompertz likened human mortality to 
the “exhaustions of the receiver of an air pump by strokes repeated at equal 
intervals of time.”

In its most generalized form,5 the Gompertz function is:

where Gx = the Napierian logarithm of the hazard function (i.e., 
the Gompertz function/transformation or Gom- 
pertzian)

G0 = the vulnerability parameter
0x = either a linear or curvilinear function

G0 is an index of the vigor of the genotype in its environment.5 6 Gauging 
population inability to withstand endogenous and exogenous mediated 
injury,5 it provides the initial condition from which the second law of ther
modynamics can impel the population from more ordered to less ordered 
states.7 8 The derivative of </>x specifies the rate at which this progressive 
instability (and, consequently, mortality) is manifested both from internal 
and external sources. Thus, G0 and <j> are each dependent on genotype and 
environment, as well as their interaction.9 Not surprisingly, there is consid
erable variability in both Gc and <j> across human populations.1012 In terms 
of our discussion, senescence and aging refer to those processes, in the 
context of a hospitable, stable environment, that directly impact on Gc and 
0 .

For inbred, eutherian, mammalian laboratory populations housed under 
good laboratory conditions and kept free of preventable disease, the sim
plest Gompertz function that frequently characterizes mortality experience 
is the linear form:5

where a is a first-order mortality rate constant. In fitting Equation 3 —or 
any Gompertz function —to data, Gx is estimated by taking the Napierian 
logarithm of the age-specific mortality rate. Age-specific mortality rate, Qx, 
is conveniently calculated by substituting A for d in Equation l:213

(4)

(2)

(3)
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The time at which Qx is operative is taken as the midtime of the interval. A 
variance estimate for [In ftx] may also be readily calculated.214 The recipro
cal of this variance estimate is appropriate for weighting the dependent 
variable in linear or nonlinear least squares analysis (see below).

As a means of investigating the usefulness of Gompertz analysis in the 
characterization of mammalian aging, toxicity, and longevity hormesis, a 
series of hypotheses will initially be posited and discussed. This will be 
followed by a more in-depth discussion of longevity hormesis, including a 
survey and evaluation of the database. As used here, the term hypothesis is 
applied in a general sense, referring to a proposition or declaration that has 
not yet attained a high degree of credibility,15 a conception of what the truth 
might be.16 Consequently, a hypothesis is capable of being believed, 
doubted, or denied.17 Moreover, some of the hypotheses presented may 
appropriately be perceived as empirical observations, statements of fact, 
postulates, paradigms, models, theories, etc. However, these distinctions 
will not be attempted by the author.

Of paramount interest is the concept of longevity hormesis, characteriza
tion of which is facilitated through Gompertz analysis. Unfortunately, even 
the generic concept of hormesis has trod a tortuous path,18 with many not 
believing in its existence. Nonetheless, a historically based definition of 
hormesis will be posited for heuristic purposes: hormesis is a biological 
phenomenon in which a beneficial or stimulatory effect is obtained through 
application of a biologically nonessential agent generally considered detri
mental or toxic to the system under scrutiny.

Obviously, this definition is unsettling. For one thing, a stimulatory 
response may not be beneficial, e.g., induction of microsomal enzymes that 
increase production of mutagens and carcinogens. Another difficulty arises 
in reconciling the diverse processes that have been declared hormetic: 
growth, development, hatching success, length of reproductive life, behav
ioral parameters, microsomal enzyme induction, fecundity, cancer reduc
tion, disease resistance, viability, respiration, radiation resistance, wound 
healing, resistance to infection, DNA repair, immune system stimulation, 
and longevity enhancement.18 In essence, the concept of hormesis rests upon 
biological process descriptions, the linchpins of which are subjective judg
ments as to whether or not the processes are “good” for the organism and/ 
or species.19 Making matters worse, mechanisms underlying these so-called 
hormetic responses are either poorly understood or not understood at 
all. 18 20-22 Despite these problems, there do exist some phenomena, labeled 
hormetic, that are intriguing because they are counter-intuitive. A good 
example is growth hormesis in peppermint.23 Application of low concentra
tions of the growth retardant phosfon actually stimulates growth of the 
plant.

Another example is longevity hormesis.5’18’21’24’25 Longevity hormesis is a 
phenomenon of unknown mechanism whereby an exogenous agent revers
ibly acts to reduce age-specific mortality rates (relative to controls), in
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addition to any other actions elicited by the agent. This is not intended to be 
a definition of longevity hormesis, but rather a vague description of it. A 
proper definition awaits delineation of mechanism (see Neafsey21 for a 
review of proposed mechanisms). For longevity hormesis to be operative, it 
is not required that observed (net) age-specific mortality rates be reduced 
relative to control animals, since toxicity from the agent may predominate 
and actually bring about an overall increase in age-specific mortality. All 
that is required is that some hormetic biological activity exists that reduces 
age-specific mortality rates from values that theoretically would be present 
in the absence of this activity. In the simplest case, an agent only produces 
longevity hormesis; that is, toxicity and other effects are completely absent. 
In this situation, only reductions in age-specific mortality rates would theo
retically occur. When this occurs in practice, it is generally accompanied by 
decreases in age-associated pathologies.24 26

Unfortunately, this situation occurs infrequently with data from the liter
ature. More often, both longevity hormetic and toxic actions elicited by an 
agent are simultaneously observed, mainly because most data come from 
studies in which toxic effects are being investigated, for example, risk 
assessment (bioassay) rodent studies. With the exception of antioxidant 
feeding studies, caloric restriction studies, and physical activity studies, it is 
difficult to find experiments specifically designed to demonstrate life pro
longation in animal populations, especially mammals. And even when these 
studies are found, one frequently cannot make plots of age-specific mortal
ity rates vs time. Investigators frequently report only mean or median life 
spans, especially when studying insect populations such as Drosophila (fruit 
flies).

Another confounding variable encountered in literature data is life pro
longation caused by reduced caloric intake and/or suppressed weight gain. 
Administration of exogenous agents, especially toxic ones, and especially 
those admixed with food, often causes rodents to eat less and gain less 
weight. This reduced food consumption/suppressed weight gain is associ
ated with an irreversible (permanent) longevity enhancement, unrelated to 
longevity hormesis.21 24 25 27 28 The two types of longevity enhancement, that 
from caloric restriction (irreversible) vs that from longevity hormesis 
(reversible), must not be confused.

As mentioned earlier, many of the concepts advanced in this chapter will 
be discussed in the context of hypotheses. Since longevity hormesis is 
described in terms of the Gompertz function, and since the Gompertz func
tion is dependent upon aging and toxicity, as well as longevity hormesis, it is 
not possible to omit hypotheses dealing with these biological phenomena. A 
thorough knowledge of how all these processes affect the Gompertz func
tion is necessary for an understanding of longevity hormesis. Accordingly, 
the database characterizing the longevity hormesis phenomenon will only be 
discussed after a proper foundation has been laid.
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THE HYPOTHESES

The Moving Finger writes; and, having writ,
Moves on: nor all thy Piety nor Wit
Shall lure it back to cancel half a Line,
Nor all thy Tears wash out a Word of it.

Rubaiyat of Omar Khayyam29

Hypothesis I: Mammalian senescence is “progressive instability that arises 
from a slow and continuing change o f constraints as a by-product o f energy 
throughput and action.”

This hypothesis, proposed by Yates,830 evinces the view that “entropy 
accumulation shrinks the viability reserves of the organism and renders it 
more susceptible to the action of fluctuations.” The view that “constraints 
shall not last,” a reiteration of the second law of thermodynamics, sub
sumes the idea of mammalian senescence and assures that progressive dete
rioration of bodily faculties and performances will occur “(the moving fin
ger)” as we grow old.81630 Deterioration occurs because the rate of 
endogenous damage exceeds the rate of endogenous repair. From the point 
of view of Asimov, aging is inevitable, because the “significant chemicals of 
living tissue are rickety and unstable, which is exactly what is needed for 
life.”31

Many investigators (see especially Cutler32) believe senescence occurs pri
marily as a result of oxygen metabolism; these reactions produce free radi
cals, aldehydes, and a wide range of peroxides highly toxic to cells. Cutler32 
speculates that the by-products of oxidations damage vital cellular compo
nents, causing cells to drift from their proper state of differentiation to a 
state of dysdifferentiation. One interesting example of cellular dysdifferen- 
tiation is the synthesis of hemoglobin by neuron cells.32 Bass et al.33 devel
oped a mortality model along the same lines. They derived a Gompertz- 
Makeham function by assuming a competition between hypothetical 
life-prolonging and life-shortening regulatory elements (ultimately won by 
the latter) interacting by generalized Volterra-type competitive exclusion.

On a systems level, it appears that aging is regulated principally through 
integrative mechanisms involving mainly the brain, the endocrine glands, 
and the immune tissues.34 Collectively, these elements constitute what has 
come to be known as the neuroendocrinimmune system.

Hypothesis II: Mammalian toxicity is an instability arising from a decay o f 
constraints, instigated by exposure to nonessential, noxious exogenous 
agents/stimuli or overexposure to essential agents/stimuli.

Armed with Hypotheses I and II, we attempt to differentiate senescence 
from toxicity. The former arises as the “cost of living” from essential pro
cesses; the latter is a consequence of deleterious processes provoked by 
unnecessary, exogenous insults or exposures. Of course, it is not always easy
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or possible to distinguish between the two. For example, is anxiety exoge
nously induced? What dose constitutes overexposure to vitamin C? Are 
saturated fats more injurious than unsaturated fats, and can consumption 
of one over the other constitute toxicity? However, regardless of whether 
instability results from senescence or toxicity, it manifests itself as injury, 
inferred to be deleterious modification of vital system states.35

Hypothesis III: For homogeneous laboratory populations o f eutherian 
mammals housed under uniform, good laboratory conditions and kept free 
o f preventable disease, the hazard function is proportional to the mean level 
o f injury in the population.

This hypothesis comes from Sacher and Trucco;5’36-39 there exist both a 
theoretical basis as well as experimental evidence in its support. It is a 
powerful hypothesis, since it allows the time course of mean population 
injury to be probed through mortality data. Mathematically, Hypothesis III 
may be expressed as follows:

(5)

where k = a constant of proportionality
</>x = the mean level of injury in the population at time x

When multiple injury processes occur simultaneously (e.g., senescence and 
toxicity), 0x is a weighted composite. Taking Napierian logarithms of 
Equation 5, one obtains:

(6)

This is the generalized Gompertz function, previously posited as Equation 
2, but now with an interpretation of </>x.

Application of this hypothesis assumes and requires both genetic and 
environmental homogeneity, as well as good animal husbandry. Elements of 
good animal husbandry include proper regulation of temperature, lighting, 
heating, humidification, air quality, ventilation, hygiene, caging, handling, 
bedding, water, diet and nutrition, etc.40 “Preventable disease” refers to 
communicable disease (e.g., bacterial infection) as well as those caused by 
unnecessary exposure to exogenous agents.

Hypothesis IV: For homogeneous laboratory populations o f eutherian 
mammals housed under uniform, good laboratory conditions and kept free 
o f preventable disease, the most commonly observed Gompertz function is 
its linear form.

This hypothesis comes from Sacher.5 For applicable populations, it speci
fies that senescent injury accrues at a constant rate. Data consistent with 
this hypothesis have been observed by Boxenbaum, Neafsey, and col
leagues,142425 28 and the thermodynamic approach of Yates8 supports this
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gradualist, uniform view of aging. Although it is possible that another 
function may be deemed more consistent in the future (e.g., the Weibull 
function4142), it seems unlikely that it will deviate significantly from the 
linear Gompertz form.

Hypothesis V: Increases and/or decreases in mammalian injury elicited by 
nonessential, exogenous agents or stimuli are superimposable with senes
cent injury.

Once again, we are indebted to Sacher and colleagues5’36’39’43 44 for the 
unfolding of this hypothesis. The principle of superimposition may be pos
ited as follows:45 If yx is the system response to an input x1? and y2 is the 
response to input x2, and k x and k2 are arbitrary coefficients, then the 
response to input kjXj 4- k2x2 is k^, + k2y2. Viewed informally, the princi
ple of superimposition requires that the whole be the sum of its individual 
parts.

With the introduction of this hypothesis, we are able to propose interest
ing alterations to Gompertz functions that characterize homogeneous popu
lations.71418’21’24’25’27’28’33’46’47 For purposes of simplification, assume aging or 
senescent injury accrues in accordance with a linear Gompertz function.

In the first case, assume a single dose of a toxic insult produces an 
instantaneous and constant residue of irreparable (permanent) injury. Irrep
arable or irrecoverable injury is damage that is inextricably embedded in the 
cellular/subcellular fabric of the organism.43 The Gompertz function 
becomes:

where e represents the increment of irreversible injury. It matters not if the 
injury is qualitatively dissimilar to aging injury; all that is required is that 
the added injury alters system states so as to enhance the probability of 
death. If exposure is continued at a zero-order rate at intervals of x units, 
and injury is accrued at an age-independent rate, the function becomes:

where 7 is a first-order toxicity rate constant. If the injury is instantaneous 
but repaired by a first-order process, we have:

where K is the first-order rate constant specifying repair. If the injury is 
continuous (zero-order) but repaired at a first-order rate, the function is:

(7)

(8)

(9)

(10)
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where X is a hybridized parameter proportional to the zero-order rate con
stant specifying toxicity injury.

Hypothesis VI: Longevity hormesis is a response to a biologically nonessen
tial, exogenous agent or stimulus that reversibly reduces Gompertzians rela
tive to a control population without affecting senescence (i.e., G0 or (j>).

This hypothesis, while positing the concept of longevity hormesis, does 
little more than empirically describe it. As mentioned previously, a defini
tion must await characterization of mechanism. Three points are worth 
reiterating. First, longevity hormesis is reversible. Second, longevity horme
sis is presumed to be mediated through a mechanism that does not impact 
on senescence, but rather superimposes its effects onto it. And third, lon
gevity hormesis is only produced by nonessential stimuli. Application of 
life-enhancing essential agents (nutrients, vitamins, etc.) promote longevity 
through what has been termed a “proper” action.5 Unfortunately, the dis
tinction between “proper” and “longevity hormetic” enhancement of lon
gevity is empiric, based solely on our knowledge of process and system.47 
While it is possible that biologically essential agents might also prompt a 
longevity hormetic response, there is no currently available data demon
strating this.

In terms of superimposition onto the Gompertz function, longevity hor
mesis is expressed by a term that reversibly reduces Gompertzians. By way 
of example, assume a linear Gompertz function characterizing senescent 
aging in concert with a longevity hormetic stimulus that reduces injury at a 
zero-order rate; the injury reducing effect, however, is reversible and dissi
pates at a first-order rate. The function is identical with Equation 10, except 
the far right term has a negative sign designating injury reduction:

(11)

Although this example denotes one kinetic scheme for input and dissipation 
of longevity hormesis, it is emphasized that any appropriate empiric func
tion may be used. For example, Thompson et al.47 developed a model of 
longevity hormesis in wild chipmunks following a single dose of ionizing 
radiation; they found that aging apparently promoted the loss of longevity 
hormesis. This is in contrast to Equation 11, in which dissipation of longev
ity hormesis is age-independent.

For a phenomenon to be considered longevity hormetic, reduction in 
Gompertzians must be characterized by a Gompertz term different from 
that observed with caloric restriction —the implication being that the mech
anisms are also different. When a linear Gompertz function describes con
trol animals, caloric restriction usually acts to reduce mortality simply by 
reducing c*;28 that is, it slows the rate of endogenous injury generation.



HYPOTHESES ON LONGEVITY HORMESIS 9

When longevity hormesis is observed, it invariably occurs without the 
weight reduction observed in calorically restricted laboratory animals.21’24 25

Hypothesis VII: For homogeneous laboratory populations o f eutherian 
mammals housed under uniform, good laboratory conditions and kept free 
o f preventable disease, exposures to nonbiological, nonessential, exogenous 
agents or stimuli will not slow senescent aging.

Oh, come with old Khayyam, and leave the Wise
To talk; one thing is certain, that Life flies;
One thing is certain, and the Rest is Lies;
The Flower that once has blown for ever dies.

Rubaiyat of Omar Khayyam29

In the linear Gompertz function, senescent aging is expressed through the 
vulnerability parameter (G0) and a. It is hypothesized that exogenous 
agents, if toxic, are without impact on these two terms per se; rather they 
superimpose their injury, reversibly or nonreversibly, onto aging injury.14 If 
life prolongation is achieved through exposure to exogenous agents, this 
hypothesis indicates the only direct effect can be through longevity horme
sis. Thus, pharmacological treatments, administration of antioxidants, 
stress, etc., are without impact on senescence. It appears that for eutherian 
mammals, housed in an optimum environment, the only way to reduce the 
rate of senescence is through dietary modification and possibly physical 
activity. Consistent with this view is the finding by Sacher5 that the only 
factor affecting </> in eutherian mammals housed under ideal conditions is 
caloric restriction. Although Sacher did report that exogenous agents could 
affect the vulnerability parameter, he appears to have neglected the fact that 
at zero time (usually taken at or near weaning), both treated and untreated 
animals must have the same hazard function and Gompertz intercept. Thus, 
Sacher applied an inappropriate extrapolation to zero time.

If Hypothesis VII is true, then, contrary to popular notion, pharmaco
logic treatments such as antioxidants and selegiline (deprenyl) administra
tion will not directly affect either of the two aging parameters of the linear 
Gompertz function in a life-enhancing fashion. Of course, it is always 
possible for pharmacologic treatments to affect dietary consumption and/ 
or weight gain, thereby indirectly impacting on aging. This seems likely to 
have been the mechanism through which some antioxidants, in earlier 
reports, enhanced longevity in mammalian population studies; by virtue of 
toxicity and/or taste, these antioxidants probably acted by abating appetite, 
thus reducing caloric consumption in a manner favoring longevity.16 This is 
consistent with Cutler’s32 conjecture that cellular antioxidants have overlap
ping capabilities, allowing one to replace another in a negative feedback 
loop. Thus, high-level dietary vitamin E supplementation, for example, 
would depress levels of other endogenous antioxidants, maintaining net 
antioxidant protection at a fairly constant level.
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This hypothesis naturally leads to the question of how advantageous 
pharmacologic agents enhance longevity. For example, it is well established 
that administration of antihypertensive agents to individuals with high 
blood pressure reduces population mortality. Viewed in the context of this 
discussion, antihypertensive agents do not slow senescence, but rather mod
ulate senescent symptoms in a positive, life-enhancing fashion. In other 
words, senescent toxicity is still present, but its maleficent manifestations, 
which in turn could elicit further injury and destruction (e.g., stroke, 
myocardial infarction, etc.), are temporarily held in abeyance. This concept 
also seems to apply to drugs that lower cholesterol in humans. The author’s 
unpublished Gompertz analysis of the data from Anderson et al.48 demon
strates that the population with elevated serum cholesterol had Gompert- 
zians upwardly displaced in a near-parallel fashion relative to subjects with 
normal cholesterol. As discussed previously,514 this indicates reversible tox
icity. Serum cholesterol-lowering drugs presumably return the patient to a 
senescent state that he or she would be at in the absence of elevated serum 
cholesterol; that is, cholesterol lowering drugs modulate senescent symp
toms, manifestations, and cascading effects, but not senescence itself.

The skeptic, justifiably, would take strong exception to this view. Ulti
mately, however, most disagreements come full circle, returning to the 
thorny issue of just what constitutes aging! As Huber Warner, chief of the 
molecular and cell biology branch at the U.S. National Institute on Aging 
put it, “If you ask what’s normal aging, we still can’t tell you.”49 Restated 
poetically in metaphor:

There was the Door to which I found no Key:
There was the Veil through which I could not see:
Some little talk awhile of Me and Thee
There was —and then no more of Thee and Me.

Rubaiyat of Omar Khayyam29

The approach taken here, admittedly arbitrary, is that biological disor
der, cell dysdifferentiation, variations in constraints, etc., produce aging, 
and that disease is a manifestation of aging, not aging itself.

Hypothesis VIII: Relative to other eutherian mammalian species, humans’ 
enhanced longevity (e.g., maximum life span potential) is due to a neote- 
nous slowing o f orthodox mammalian aging, as opposed to a qualitatively 
distinct aging process.

Applying allometric scaling principles to the entire class Mammalia,50-53 
and assuming a body mass of 70 kg for humans, our species should have a 
gestation time of 6.08 months, a maximum life span of 26.9 years, and a 
brain mass of 269 g. Realistic values of these variables are 9.0 months, 114 
years, and 1400 g, respectively.50*54 The sizable deviation of these human
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variables vis-a-vis the allometric regression line has been termed vertical 
allometry.51

These characteristics, as well as such traits as large brain size, erect pos
ture, small teeth, thin nails, prolonged growth period, late development of 
sexual maturity, ventral positioning of the vagina (permitting us to express 
our sexuality facing one another), relative hairlessness, etc., all result from 
a phenomenon termed neoteny.ss As defined by Gould,52 neoteny is the 
“retention of formerly juvenile characters by adult descendants . . . pro
duced by retardation of somatic development.” As it specifically relates to 
humans, it is “the preservation in adults of shapes and growth rates that 
characterize juvenile stages of ancestral primates”56 (see Figure 1.1 for an 
illustration57). As a result of neoteny, we are born at an earlier stage of 
physical development than other primates and do not mature as far along 
their developmental path.55 58 The retardation feature of neoteny is believed 
to have provided the only “escape” from our ancestral allometry, permitting 
our species to embark evolutionarily toward a favored adaptation.52 With 
respect to our aging, it is precisely our neotenous nature that enhances our 
longevity relative to other mammalian species of similar size.

Figure 1.1. Baby and adult chimpanzees. Note the differences in facial morphology as a 
function of age, but also the strong resemblance between the baby chimp and 
adult humans. Naef57 commented: “ Of all the animal pictures known to me, 
this [baby chimpanzee] is the most man-like.”  As a result of neoteny, we 
humans develop more slowly than other mammalian species and, as adults, 
retain many juvenile features of our phylogenetic ancestors. While we did not 
descend from chimpanzees, the juveniles of our phylogenetic ancestors 
probably looked similar to the baby chimp illustrated here. This figure, and 
one similar to it, were previously used by Gould52 and Montagu55 to illustrate 
the same point. See Montagu55 for an excellent monograph on neoteny. 
Reprinted from Naef57 by permission of Springer-Verlag Publishers.
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Interestingly, the concept of neotenous development in primates parallels 
the view that the human infant is born “premature,” having completed only 
about half its gestation period inside the womb (uterogestation), with 
another 10 months required outside the womb (exterogestation).55 The rela
tive helplessness of the exterogestation period can be presumed to end with 
quadrupedal locomotion. Birth is simply a bridge between intra- and 
extrauterine gestation. Human babies are born “prematurely” for two 
reasons — large fetal brains and limitations on female pelvic size. It has been 
speculated that the incongruities of exterogestation (omnipotent pleasure 
indulgence vs powerless dependence on others) sow the seeds of human 
conflict and neurosis.59

Scientifically, animals are utilized as biological models (surrogates) of 
humans primarily because they function well at four levels of interest, that 
is, at four different time scales:60 62

1. physicochemical (microseconds to minutes)
2. physiological (minutes to days)
3. morphogenetic (days to decades)
4. evolutionary (several lifetimes)

Because virtually all living things are made from cells, are based on the same 
genetic code, and evolved by natural selection, and because all life is con
nected,63 it would appear that all living things possess common controlling 
elements capable of imposing fundamental and universal properties, includ
ing aging.

Hypothesis IX: In eutherian mammalian species, exposures to particular, 
nonessential, exogenous agents or stimuli capable o f stressing the system, 
produce a degree o f instability that triggers a homeostatic, longevity hor- 
metic response, temporarily (reversibly) reducing the sum total o f injury 
within the organism.

All living systems tend to maintain homeostasis, keeping an orderly bal
ance among subsystems that process matter-energy or information.17 They 
do so principally by employing pattern recognition and negative feedback; 
pattern recognition extracts crucial information amidst a flood of irrelevant 
signals, whereupon negative feedback acts on this information, returning 
the system to near its original state. A system state is pathological (1) when 
one or more of its variables perseveres beyond its range of stability for any 
significant period of time, or (2) when the costs of adjusting an ailing 
system are significantly increased. How efficiently a system adjusts is deter
mined by what strategies are employed and whether they satisfactorily 
reduce strains without being too costly. In the case of most noxious stimuli 
exposure, the system cannot remove or circumvent them; consequently, its 
only course of action is to master them in a cost-efficient fashion. Longev-
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ity hormesis appears to be such a response; its reversibility serves to keep it 
economical.

Hypothesis X: When, through exposure to nonessential, exogenous agents 
or stimuli, longevity hormesis is elicited in homogeneous laboratory popula
tions o f eutherian mammals housed under uniform, good laboratory condi
tions and kept free o f preventable disease, toxicity, i f  also induced, is most 
likely to be o f the irreversible kind.

In searching the literature for mortality data in laboratory populations, 
the most frequently located data come from studies in which exogenous 
agents are administered at a constant rate. When toxicity is observed, with 
or without concomitant longevity hormesis, it most frequently is the irre
versible kind; longevity hormesis, by definition, is reversible. Assuming 
both irreversible toxicity and reversible hormesis are deposited onto the 
linear Gompertz function at a zero-order rate, and further assuming longev
ity hormesis dissipates at a first-order rate, one obtains the following Gom
pertz function:1824’25

where 7X represents the irreversible accumulation of toxicity injury and the 
far right term reflects the reversible longevity hormetic effect.

Obviously both 7 and X will be dependent on the dose of exogenous 
agent. Neafsey et al.24 25 empirically found that the logarithmic-logistic 
function,64-74 also known as the sigmoid Emax model, generalized hyperbolic 
function, and Hill equation, characterized the dose-response relationships 
remarkably well. This is not to imply that toxicity and longevity hormesis 
processes obey the underlying assumptions inherent in this equation, but 
rather that the large number of parameters in the logarithmic-logistic equa
tion provide superior flexibility in curve-fitting equations to data. It is 
therefore not surprising that in the examples cited below, Equation 12 (or a 
“collapsed” version) is most frequently employed.

In generalized nomenclature, the logarithmic-logistic equation may be 
expressed as follows:

(13)

(14)

where R = response
Rm = maximum response 
D = dose
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Q = a “scale” or “affinity” parameter 
s = a “shape” parameter 

ED50 = the dose producing one-half of Rm

An example of “collapsing” occurs when Ds > > (1/Q); under these condi
tions, R approximates Rm. In toxicity studies, where doses are relatively 
large, it is possible to saturate the longevity hormetic response at the lowest 
dose; this occurred with 7-radiation exposure to male and female mice 
(lowest dose: 0.11  rad/day), as well as with hexachlorobenzene feeding to 
female rats (lowest dose: 0.32 ppm in diet).25 As noted previously,7 longevity 
hormesis is frequently a high-affinity, low-capacity phenomenon; that is, it 
is manifested and reaches its maximum effect at relatively low doses. Toxic
ity, on the other hand, frequently acts more like a low affinity, high capacity 
phenomenon; that is, it is only manifested at “high” doses, and there is 
virtually no limit (excepting death) to the damage it can inflict.

THE LONGEVITY HORMESIS DATABASE

Because of (1) the loose use of the term (longevity) hormesis, (2) the ease 
with which longevity enhancement from caloric reduction can be confused 
with that from longevity hormesis, and (3) the need to analyze age-specific 
mortality rate data using appropriate models and weighting factors, only 
those data sets analyzed within the framework specified by Neafsey et 
al.,24,25 and meeting the appropriate criteria cited therein, will be considered 
authenticated. Authentication, however, should only be construed as imply
ing consistency, as opposed to validation (only when the mechanism 
becomes known and can be experimentally established will validation be 
possible). The criteria for consistency were:

1. a good randomness of scatter of data about the fitted curves (judged by 
weighted residual plots and visual inspection of the curve-fits24’25,75

2. the computed chi-square values were less than the tabulated value (a = 
0.05)14,24’25’41

It should be noted that the data analyzed by Neafsey et al.24,25 focused 
exclusively on systems in which mortality from control populations could be 
characterized by a linear Gompertz function; because the purpose of these 
two papers by Neafsey et al.24,25 was to lay a foundation for the longevity 
hormesis concept vis-a-vis Gompertz mortality analysis, it was decided at 
that time to simplify the database as much as reasonably possible.

In addition to data sets meeting the specific criteria, there appear to exist 
other data strongly suggesting the presence of longevity horme
sis.5,14,24,25,33,47,76"78 These data will also be collated. Table 1.1 summarizes the 
database.
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Table 1.1. Longevity Hormesis Database

Stim ulus
Species
(Gender)

Dose
(Route)

Concom itant
Toxicity? Reference(s)

Authenticated Data

Procaine rats
(male)

4 mg/kg 
3 x weekly 
(parenteral)

no 5,14, this chapter

Amosite asbestos3 rats
(female)

10,000 ppm 
(diet)

yes 24

Amosite asbestos hamsters
(female)

10,000 ppm 
(diet)

yes 24

Amosite asbestos hamsters
(male)

10,000 ppm 
(diet)

yes 24

Dieldrin3 mice
(male)

1 ppm 
(diet)

yes 24

Ethyl acrylate rats
(male)

75 ppm 
(inhalation)

yes 24

Methylene chloride hamsters
(female)

500-3500 ppm 
(inhalation)

no 24,25

Chloroform3 rats
(male)

1800 ppm 
(water)

yes 24

Gamma radiation mice
(mixed)

0.11-8.8 rad/day 
(whole body)

yes 25,33

Gamma radiation mice
(male)

0.11 rad/day 
(whole body)

no 25

Gamma radiation chipmunks 
(male & 
female)

200-400 R 
single-dose 

(whole body)

yes 47

Hexachlorobenzene3 rats
(female)

0.32-40 ppm 
(diet)

yes 25

DDT3 mice
(female)

2-250 ppm 
(diet)

yes 25

DDT3 mice
(male)

2-250 ppm 
(diet)

yes 25

Gompertz Plots Strongly Suggesting Longevity Hormesis

2-Mercaptoethanol mice
(male)

0.25% (w/w) 
(diet)

no 76

Crowding conditions rats
(male)

6 vs 12 rats 
per cage

no 77

X-radiation Drosophila
(male)

1-20 kR 
(whole body)

yes 33,78

aVisual inspection of the Gompertz plots, while indicating consistency with the longevity 
hormesis/toxicity model posited, leaves room for other interpretations. This is due to (1) a 
weak longevity hormetic effect; (2) cancellation of the reverse effects of longevity hormesis 
by irreversible toxicity; and/or (3) variability in the data.
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LONGEVITY HORMESIS: DISCUSSION OF THE 
AUTHENTICATED DATA

Why then should I marvel or let myself be frightened because one part is 
poison, and despise the other part too? . . . Now if the poison conquers not 
but enters without harm when we use it according to nature’s ordered way, 
why then should poison be despised? Who despises poison, knows not what is 
in the poison. . . .  If you wish justly to explain each poison, what is there that 
is not poison? All things are poison, and nothing is without poison: the Dosis 
alone makes a thing not poison.

Paracelsus79
(1493-1541)

Before discussing actual data, it would be helpful to examine simulations 
based on an empirically useful Gompertz function, Equation 12. Superim
posed on a linear Gompertz function, this equation posits:

1. a zero-order input of irreversible injury
2. a zero-order input of longevity hormesis
3. a first-order dissipation of retained longevity hormesis

To eliminate either toxicity or longevity hormesis, 7 or X is set equal to zero, 
respectively. To account for dose-dependent effects, 7 and X may be 
expressed as a function of dose (e.g., by utilizing the logarithmic-logistic 
equation). Figure 1.2 illustrates a few of the possible curves that can be

Figure 1.2. Gompertz diagrams illustrating the effects of irreversible toxicity and/or 
longevity hormesis on the linear Gompertz function. Curve C represents a 
control population whose mortality experience is characterized by a linear 
Gompertz function. Curve A assumes superimposition of only irreversible 
toxicity; curve E assumes superimposition of only reversible longevity 
hormesis; and curves B and D assume both irreversible toxicity and 
reversible longevity hormesis simultaneously superimpose their effects on 
the control function (toxicity is more dominant in B, i.e., a larger 7). Reprinted 
from Neafsey et al.,24 p. 376, by permission of Marcel Dekker, Inc.
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generated in this fashion. Curve C shows a linear Gompertz function. 
Superimposing irreversible toxicity upon Curve C, one obtains Curve A. 
Note that the intercept remains the same but that the slope becomes steeper. 
The impact of longevity hormesis is illustrated by Curve E. With zero-order 
input and first-order elimination, longevity hormesis quickly reaches a 
steady state. When this occurs, curves C and E become parallel to one 
another. The condition of having both irreversible toxicity and longevity 
hormesis superimposed upon the linear Gompertz function is illustrated 
with Curves B and D. Toxicity (expressed through 7) is greater in B than D.

A good example of a system in which pure longevity hormesis is superim
posed on a linear Gompertz function is illustrated in Figure 1.3 for procaine 
administration to male rats. Interestingly, this response is not observed in 
female rats. This indicates, as do some other data sets, that longevity hor-

Figure 1.3. Gompertz plots for untreated male rats (control) and those receiving procaine: 
a classic longevity hormesis response in the absence of concomitant toxicity 
(analogous to curve E, Figure 1.2). Animals used were white rats of the 
French Wistar strain. Treated animals received procaine “ parenterally”  at a 
dose of 4 mg/kg three times weekly for 4 weeks, whereupon treatment was 
discontinued for 1 month. Beginning at either 2 or 6 months of age, the 
injections were continued for the remainder of each animal’s life span. The 
control population received saline injections. As the age of initiation of 
uninterrupted therapy (2 or 6 months) did not apparently affect mortality, data 
from these two groups were pooled. Time on the abscissa is equivalent to 
age. The linear Gompertz function (Equation 3) was used to characterize 
mortality experience for the control group. Equation 11, which superimposes 
a longevity hormesis term onto the linear Gompertz function, was used to 
characterize the procaine-treated population. Both equations were fit (least 
squares analysis) simultaneously to the data using appropriate weighting 
factors (see Neafsey et al.24 for methodology). Parameter estimates were G0 
= -5.810, a = 0.2323 h r 1, X = 0.4953 h r 1, and K = 0.5095 hr"1. These 
data, published by Aslan et al.,26 were previously analyzed by Sacher5 and 
Boxenbaum et al.;14 in both analyses, independent linear regressions 
indicated that the line from the procaine-treated group was displaced 
downward in a parallel fashion from that of controls. No longevity hormetic 
effect was evident from data in female rats.
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Figure 1.4. Statistical “ weights”  vs time data used for the procaine-treated group in the 
nonlinear least-squares analysis illustrated in Figure 1.3. Weights (estimates 
of the reciprocal of variance) were calculated from Equation 16. See Sacher2 
and Boxenbaum et al.14 for further discussions of Gompertz plot weighting. In 
unweighted least-squares analysis, one attempts to minimize the sum of 
squared deviations by parameter adjustment (iteration). In weighted 
least-squares analysis, it is the weighted sum of squared deviations that one 
attempts to minimize. The weighting procedure is used to adjust for the 
magnitude and “ clout”  of each dependent variable. See Boxenbaum et al.75 
and Daniel and Wood80 for general discussions.

mesis can be gender specific. Figure 1.4 illustrates statistical weights used in 
the regression analysis for the procaine treated population. In conventional 
(unweighted) least squares analysis, it is assumed (usually tacitly) that vari
ance estimates about each data point are equal.80 However, in Gompertz 
analyses, particularly those employing cohorts, this is hardly ever the case. 
Therefore, it is best to weight the dependent variable in accordance with an 
estimate of the reciprocal of its variance.81 Taking cognizance of this, 
Sacher2 developed relationships to estimate the sampling variance:

(15)

(16)

where Nj = the number of survivors at the beginning of an age 
interval

dj = the number of deaths over that same interval 
w = the statistical weight 
v = variance

Time is taken as the midtime of the interval (as is ftx).
For studies in which survival data are not reported but mean and/or 

median survival times are, it is not possible to unequivocally explain obser
vations of longevity enhancement. Consider Figure 1.5, which illustrates the
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impact of caloric restriction on linear Gompertz plots of male laboratory 
rats.28 Note that a is reduced in the calorically restricted animals, without a 
change in In Q0. This alteration of the linear Gompertz function is distinctly 
different from that observed with longevity hormesis. Yet, both caloric 
restriction and longevity hormesis enhance mean and median survival times. 
It is therefore recommended that investigators not only report mean and/or 
median survival times, but also provide survival/mortality data (preferably 
in the form of Gompertz plots).

In order to illustrate how longevity hormesis and caloric restriction affect 
the survivalship functions of linear Gompertz models, Figures 1.6 and 1.7 
were constructed. In both figures, the control curves are identical, although 
scales on the abscissa differ. For the linear Gompertz model, the survival- 
ship function is the following:41

S(x) = exp -[(h(x)G/ a) (e- - 1)] (17)

where S(x) is fractional survival at time x, h(x)G is the hazard function at 
zero-time, and the other terms have already been defined. Although this 
equation was not explicitly used to construct the control animal survivalship

Figure 1.5. Gompertz plots illustrating the effect of caloric restriction on the Gompertz 
function of laboratory rats (male Fischer 344 strain). The study commenced 
utilizing 26- to 30-day old weanling rats. Time on the abscissa began at 6 
weeks of age. The group 1 population consisted of 40 male animals who were 
fed ad libitum. The group 2 population consisted of 40 male animals who 
were fed at about 60% the mean caloric intake of population 1 until 18 
months of age, and then maintained at their 18 month caloric intake until 
death. To adjust for vitamin and mineral intake, the diet of group 2 animals 
contained 1.53-fold more minerals and 1.66-fold more vitamins. The linear 
Gompertz function (Equation 3) was fit to all data simultaneously (using 
different values of a for different feeding regimens), employing weighted 
least-squares regression analysis. For calorically restricted animals, note the 
reduction in a (slope), with no alteration in the vulnerability parameter 
(intercept). The original data came from Yu et al.82 Reprinted from Neafsey et 
al.,28 p. 360, by permission of Marcel Dekker, Inc.
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Figure 1.6.

Figure 1.7.

Theoretical survival curves for a control population and one in which longevity 
hormesis is operative. The survival equation for the control group 
corresponds to a linear Gompertz function (Equation 3); Gompertzians for the 
longevity hormesis group are characterized by Equation 11. Parameters are 
identical to those in Figure 1.3. Survival percentages were calculated using 
Equations A-2 and A-4 of Neafsey et al.24 Note that at approximately 50% 
survival, the two curves appear somewhat parallel.

Theoretical survival curves (linear Gompertz model) for a control population 
and one in which caloric restriction reduces a. The survival function for the 
control population is characterized by values of a and the vulnerability 
parameter equal to those for the control population in Figures 1.3 and 1.6. 
The calorically restricted group was assigned a value of a equal to 63.0% of 
controls, since this corresponds to the reduction in a noted for caloric 
restriction by Neafsey et al.28 and illustrated in Figure 1.5. Survival 
percentages were calculated using Equations A-2 and A-4 of Neafsey et al.24 
Note that at approximately 50% survival, the curve for the calorically 
restricted group appears to have a less steep slope than that for controls. 
Contrast this with Figure 1.6, where longevity hormesis is the factor 
enhancing longevity.
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curves in Figures 1.6 and 1.7, an equivalent method was used (Equations A- 
2 and A-4 of Neafsey et al.24). In comparing Figures 1.6 and 1.7, note the 
differences in the curves for calorically restricted animals relative to those 
experiencing longevity hormesis; they are distinctly different in relationship 
to the control group.

Figure 1.8 provides another example of a system (male LAF1 rats receiv
ing 0 .11 rad/day 7-radiation) in which longevity hormesis exists in the 
absence of observable toxicity.25 This is in contrast to Figure 1.9, which 
illustrates the effects of several doses of 7 -radiation on Gompertz plots.25 At 
the 0 .11 rad/day dose, there is both minor longevity hormesis and toxicity; 
however, in this study, data from both genders were pooled, whereas in 
Figure 1.8 only data from male animals are illustrated. Note in Figure 1.9 
how increased doses of radiation induce toxicity to the point that longevity 
hormesis is obscured. This is a major problem in long-term toxicity studies, 
which typically employ relatively high doses of toxicants (generally about 
12.5 to 100% of the maximum tolerated dose per day) in an attempt to 
assess risk at much lower doses.

Although both Boxenbaum et al. 18 and Neafsey27 have recently addressed 
the problem of potentially overlooked longevity hormesis, the risk assess
ment community has failed to give it serious consideration. Previously, 
Smyth85 had taken notice of the fact that low doses of otherwise toxic 
substances can be beneficial. His reward: the epithet “Dr. Smyth and his 
fellow poisoners.”86 Although the scientific community envisages itself as 
the epitome of institutionalized rationality,87 many researchers have noted

Figure 1.8. Gompertz plots for control and 7-radiation treated male LAF1 mice. The 
treated group received 7-radiation at a dose of 0.11 rad/day (administered 
over 8 hr), begun at 1 month of age and continued throughout life. Time on 
the abscissa refers to the period following initiation of exposure. Note the 
classic longevity hormesis pattern, with no apparent concomitant toxicity. 
The theoretical lines were obtained by simultaneous fitting of Equations 3 
and 11, employing weighted least-squares regression analysis. The original 
data came from Lorenz et al.83 Reprinted from Neafsey et al.,25 p. 140, by 
permission of Marcel Dekker, Inc.
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Figure 1.9. Gompertz plots for control and 7-radiation treated male and female (pooled) 
LAF1 mice. Exposure to 7-radiation (0.11-8.8 rad/day administered over 8 hr) 
was begun at approximately 70 days of age and subsequently continued 
throughout life. Time on the abscissa refers to the period following initiation of 
exposure. The theoretical lines were obtained by simultaneous fitting of 
Equations 3 and 12 (denoting both longevity hormesis and irreversible 
toxicity), employing weighted least-squares regression analysis. In the 
mathematical model, maximum longevity hormesis appeared to have been 
reached at the lowest dose (0.11 rad/day). The toxicity parameter, 7, was 
characterized by a logarithmic-logistic function. Note that the influence of 
longevity hormesis only dominates (meagerly) with the 0.11-rad/day group, 
whereas the impact of irreversible toxicity is principally observed at the other 
dose levels. The original data came from Lorenz et al.84 Reprinted from 
Neafsey et al.,25 p. 138, by permission of Marcel Dekker, Inc.

the high degree to which anomalous information is ignored if it disconfirms 
basic assumptions of established paradigms.88 Once a group agrees that a 
particular kind of reality is desirable, they develop a style that permits them 
to deal with observations solely on their own terms —and woe to the individ
ual with different ideas.89 For most individuals, escape from these 
intellectual-scientific fetters is difficult, for the obduracy of established 
perspective locks practitioners together in a rigid framework of beliefs that 
is not readily overcome.88*90

Further support that 7 -radiation produces longevity hormesis is supplied 
in Figures 1.10 and 1.11. However, in this case, the data deal with chip
munks living in the wild. The animals were live-trapped, irradiated with 
either a single dose of 200 or 400 R 7-radiation (except for controls), and 
then returned to the wild. The original publication47 equated Roentgens 
with rads, although more specifically 1 R is approximately 0.95 rad with 
respect to muscle tissue.91 Figure 1.10 illustrates representative survival 
curves. It is readily apparent that 7 -radiation exposure, within the dose 
range utilized, enhanced longevity. Figure 1.11 illustrates differences in 
Napierian logarithms of age-specific mortality rates between treated and 
control animal populations; an arbitrary value of 5 was added to ensure 
positive numbers throughout. Values below 5 indicate net longevity horme-



HYPOTHESES ON LONGEVITY HORMESIS 23

TIME (YR)

Figure 1.10. Representative survivalship functions for eastern chipmunks (Tamias 
striatus) living under natural conditions in the wild. These curves 
characterize data for female animals of known birthdate at location site 101 
in Crawford County, Pennsylvania. Empiric polynomial functions were fitted 
to the three sets of population data: •  = controls; ■  = animals receiving a 
single dose of 200 R ionizing radiation; and o = animals receiving a single 
dose of 400 R. Time on the abscissa began at capture. Note the improved 
survival of irradiated animals. Thompson et al.47 equated Roentgens with 
rads; however, a more appropriate conversion factor is 1 R is approximately 
0.95 rad with respect to muscle tissue.91 The original data came from Tryon 
and Snyder.92 Reprinted from Thompson et al., p. 276, by permission of 
Marcel Dekker, Inc.

sis; values above 5 indicate net toxicity. Initially, longevity hormesis domi
nates, but it dissipates over time. By the end of the study there was relatively 
minor toxicity. In the work from which the original chipmunk data were 
obtained,92 the investigators also administered 900-1700 R to 16 captive 
chipmunks. Within 30 days, all but one died. So, whereas 400 R is benefi
cial to longevity, 900-1700 R is highly toxic. By way of comparison, the 
LD50 for 7 -radiation in female laboratory mice (RF strain) is approximately 
736-1053 rad.93

Figure 1.12 illustrates another example of a system (employing methylene 
chloride exposure to female hamsters) in which longevity hormesis, in the 
absence of toxicity, is produced.25 94 A logarithmic-logistic equation was 
used to characterize X, and consequently, the larger the dose, the greater the 
longevity hormesis. In stark contrast, Figure 1.13 illustrates the effect of 
methylene chloride exposure (same ppm in the air) on the Gompertz plots of 
female rats.25 94 No longevity hormesis here, only irreversible toxicity. This 
time a logarithmic-logistic equation was used to characterize irreversible 
toxicity. These two figures exemplify one of the major problems in toxicol
ogy and risk assessment —interspecies extrapolation.
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Figure 1.11. Graphical representation of the longevity hormesis-toxicity Gompertz model 
for eastern chipmunks, living in the wild, exposed to a single dose of either 
200 or 400 R 7-radiation. These curves were derived from the same data set 
illustrated in Figure 1.10. Time on the abscissa began at capture. Values of 
A (In f ix) denote differences in Napierian logarithms of age-specific mortality 
rates between treated and control animal populations; an arbitrary value of 5 
was added to ensure positive values throughout (for curve-fitting purposes). 
Therefore, values below 5 indicate net longevity hormesis, whereas those 
above 5 indicate net toxicity. Filled squares and filled circles represent A (In 
Qx) data for the 200- and 400-R groups, respectively. The theoretical curves 
were determined by fitting appropriate equations to the data, employing 
weighted nonlinear least-squares analysis. The original data came from 
Tryon and Snyder.92 Reprinted from Thompson et al.,47 p. 279, by 
permission of Marcel Dekker, Inc.

Figure 1.14 illustrates the effect of amosite asbestos administration on 
the Gompertz plot of exposed female rats.24 95 Although a mixed longevity 
hormesis-irreversible toxicity model is consistent with the data, the weak 
longevity hormetic effect, coupled with the apparent cancellation of one 
effect by the other, makes model-independent interpretation difficult. This, 
however, is not true for amosite administration to female hamsters at the 
same exposure. Figure 1.15 clearly illustrates the effects of both longevity 
hormesis and irreversible toxicity.24 96 Gompertz plots for male hamsters 
follow the same pattern as female hamsters, as illustrated in Figure 1.16.

Figure 1.17 provides another example where visual inspection of Gom
pertz plots leaves the viewer wondering just how likely the longevity horme
sis-irreversible toxicity model really is.24’97 It illustrates plots for control and 
dieldrin treated male mice. Given data variability and potential cancellation 
of effects, one is tempted to merge the data, drawing a single straight line 
through all data points.

Figure 1.18 is a good example of another problem. It illustrates the 
influence of ethyl acrylate inhalation (75 ppm) on the Gompertz plot for 
male rats.24 98 The case for the existence of longevity hormesis would seem to
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Figure 1.12. Gompertz plots for control and methylene chloride-treated female Syrian 
golden hamsters. Methylene chloride exposure (500-3500 ppm inhalation) 
was begun at 8 weeks of age and continued for 2 additional years (6 hours 
per day, 5 days per week). Time on the abscissa refers to the period 
following initiation of exposure. The theoretical lines were obtained by 
simultaneous fitting of Equations 3 and 11, employing weighted 
least-squares regression analysis. The logarithmic-logistic equation was 
used to characterize X. Note a dose-dependent increase in longevity 
hormesis with increase in dose, in the absence of any apparent toxicity. The 
original data came from Burek et al.94 Reprinted from Neafsey et al.,25 p. 
134, by permission of Marcel Dekker, Inc.

Figure 1.13. Gompertz plots for control and methylene chloride-treated female 
Sprague-Dawley rats. Methylene chloride exposure (500-3500 ppm 
inhalation) was begun at 8 weeks of age and continued for 2 additional 
years (6 hours per day, 5 days per week). Time on the abscissa refers to the 
period following initiation of exposure. The theoretical lines were obtained 
by simultaneous fitting of Equations 3 and 8, employing weighted 
least-squares regression analysis. The logarithmic-logistic equation was 
used to characterize 7. Note the dose-dependent increases in irreversible 
toxicity, in the absence of any apparent longevity hormesis— just the 
opposite of what occurred in hamsters at the same exposure levels (see 
Figure 1.12). The original data came from Burek et al.94 Reprinted from 
Neafsey et al.,25 p. 136, by permission of Marcel Dekker, Inc.
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Figure 1.14. Gompertz plots for control and amosite asbestos-treated female F344/N 
rats. Amosite asbestos administration (10,000 ppm feed) was begun at 8 
weeks of age and continued throughout life. Time on the abscissa refers to 
the period following initiation of exposure. Although the data are consistent 
with concomitant longevity hormesis and toxicity, and this model was used 
in the curve-fits, the figure is equivocal in making a more definitive 
judgment. The theoretical lines were obtained by simultaneous fitting of 
Equations 3 and 12, employing weighted least-squares regression analysis. 
The original data came from the National Toxicology Program.95 Reprinted 
from Neafsey et al.,24 p. 386, by permission of Marcel Dekker, Inc.

Figure 1.15. Gompertz plots for control and amosite asbestos-treated female Syrian 
golden hamsters. Amosite asbestos administration (10,000 ppm feed) was 
begun at 10 weeks of age and continued throughout life. Time on the 
abscissa refers to the period following initiation of exposure. The theoretical 
lines were obtained by simultaneous fitting of Equations 3 and 12, 
employing weighted least-squares regression analysis. Both longevity 
hormesis and irreversible toxicity are evident. The original data came from 
the National Toxicology Program.96 Reprinted from Neafsey et al.,24 p. 387, 
by permission of Marcel Dekker, Inc.
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Figure 1.16. Gompertz plots for control and amosite asbestos-treated male Syrian 
golden hamsters. Amosite asbestos administration (10,000 ppm feed) was 
begun at 10 weeks of age and continued throughout life. Time on the 
abscissa refers to the period following initiation of exposure. The theoretical 
lines were obtained by simultaneous fitting of Equations 3 and 12, 
employing weighted least-squares regression analysis. Both longevity 
hormesis and irreversible toxicity are evident. The original data came from 
the National Toxicology Program.96 Reprinted from Neafsey et al.,24 p. 388, 
by permission of Marcel Dekker, Inc.

Figure 1.17. Gompertz plots for control and dieldrin-treated male CF-1 mice. Dieldrin 
administration (1 ppm feed) was begun at 4 weeks of age and continued 
throughout life. Time on the abscissa refers to the period following initiation 
of exposure. Although the data are consistent with concomitant longevity 
hormesis and toxicity, and this model was used in the curve-fits, the figure is 
equivocal in making a more definitive judgment. The theoretical lines were 
obtained by simultaneous fitting of Equations 3 and 12, employing weighted 
least-squares regression analysis. The original data came from Walker et 
al.97 Reprinted from Neafsey et al.,24 p. 389, by permission of Marcel 
Dekker, Inc.
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Figure 1.18. Gompertz plots for control and ethyl acrylate-treated male F344 rats. Ethyl 
acrylate administration (75 ppm inhalation) was begun at 7 -9  weeks of age 
and continued to 24 months of age (6 hr per day, 5 days per week). Time on 
the abscissa refers to the period following initiation of exposure. The 
theoretical lines were obtained by simultaneous fitting of Equations 3 and 
12, employing weighted least-squares regression analysis. Both longevity 
hormesis and irreversible toxicity seem evident (see text for caveat). The 
original data came from Miller et al.98 Reprinted from Neafsey et al.,24 p. 
390, by permission of Marcel Dekker, Inc.

reside with one data point, lying at 9 months and carrying the lowest weight 
of the four data points on the curve. Yet the fit is excellent, and the mixed 
longevity hormesis-irreversible toxicity model is consistent with the data. 
Obviously, additional studies need be conducted before a more definitive 
statement can be made concerning the likelihood of longevity hormesis 
being elicited by ethyl acrylate in male rats.

The mortality data illustrated in Figure 1.19 presented a unique opportu
nity to incorporate not only the effects of longevity hormesis and irrevers
ible toxicity, but also the change in mortality pattern induced by caloric 
restriction.24 "  Chloroform was administered to male rats in their drinking 
water at a concentration of 1800 ppm. This apparently caused them to 
consume less food and water. Consequently, a second control group was 
employed that attempted to mimic food and water consumption of the 
chloroform exposed population. The top curve of Figure 1.19 illustrates a 
linear Gompertz function for the conventional control population (i.e., the 
group permitted ad lib access to food and water). The second control group, 
not exposed to chloroform but having reduced food and water intake, was 
also characterized by a linear Gompertz function. However, as expected (see 
Figure 1.5), it was necessary to reduce a. The chloroform exposed group, 
on the other hand, apparently experienced three effects:

1. longevity hormesis
2. irreversible toxicity
3. a reduced a due to reduced caloric intake
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Figure 1.19. Gompertz plots for control and chloroform-treated male Osborne-Mendel 
rats. The curves illustrated are for three groups of animals: (1) control 
animals provided food and water ad libitum— no chloroform; (2) animals 
exposed to 1800 ppm of chloroform (drinking water) beginning at 7 weeks of 
age and continuing an additional 104 weeks; and (3) pair-fed controls 
attempting to match the reduced food and water intake of the 
chloroform-treated group, but without chloroform. Time on the abscissa 
refers to the period following initiation of exposure. For the first group, a 
linear Gompertz function was used to characterize mortality experience. For 
the third group (reduced food and water— no chloroform), a linear Gompertz 
function was also used, but with a reduced value for a (consistent with 
caloric restriction). For the second (chloroform) group, which had reduced 
caloric consumption and apparent longevity hormesis in concert with 
irreversible toxicity, the linear Gompertz function (with reduced a) was used 
together with terms for longevity hormesis and irreversible toxicity. All 
functions were fit simultaneously employing weighted least-squares 
analysis. The original data came from Jorgenson et a l . "  Reprinted from 
Neafsey et al.,24 p. 395, by permission of Marcel Dekker, Inc.

While this model is most certainly non-unique, it is consistent and does 
demonstrate the potential of the generalized Gompertz model approach 
advocated herein.

Figures 1.20-1.22 illustrate Gompertz plots of the effects of hexachloro- 
benzene (Figure 1.20) and DDT (Figures 1.21 and 1.22) on rodent mortal
ity.25100101 In all three cases, the results are consistent with the longevity 
hormesis-irreversible toxicity model, although visual inspection suggests 
alternative models would also suffice.

PROBLEMS IN ASSESSING LONGEVITY HORMESIS IN HUMANS

As concluded by Neafsey,21 evidence for the existence of longevity horme
sis in humans is fragmentary at best. However, focusing on mortality statis
tics, there have been a few reports that suggest the possibility and/or poten
tial of its occurrence in humans. Matanoski et al. 102 studied the mortality 
experience of radiologists (radiation exposure) relative to groups of three
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Figure 1.20. Gompertz plots for control and hexachlorobenzene-treated female 
Sprague-Dawley rats. Hexachlorobenzene administration (0.32-40 ppm 
feed) was begun at about 30 days of age and continued throughout life. 
Time on the abscissa refers to that period following initiation of dosing. 
Although the data are consistent with concomitant longevity hormesis and 
toxicity, and this model was used in the curve-fits, the figure is equivocal in 
making a more definitive judgment. The theoretical lines were obtained by 
simultaneous fitting of Equations 3 and 12, employing weighted 
least-squares regression analysis. In the mathematical model, maximum 
longevity hormesis appeared to have been reached at the lowest 0.32-ppm 
dose. The toxicity parameter, y,  was characterized by a logarithmic-logistic 
function. The original data came from Arnold et al.100 Reprinted from 
Neafsey et al.,25 p. 141, by permission of Marcel Dekker, Inc.

other physician specialists. For those radiologists who joined the Radiologi
cal Society of North America after the year 1940, mortality rates were 
initially lower than all other physician specialties; however, with follow-up 
15-20 years later, mortality increased to values greater than ophthalmolo
gists. This is akin to the longevity hormesis-irreversible toxicity model previ
ously discussed for animal populations (Equation 12) and illustrated for y- 
radiation in male and female mice (Figure 1.9).

Standardized mortality ratio (SMR) data also exist that are consistent 
with the idea that exposure to low doses of ionizing radiation can be benefi
cial. The SMR is the ratio of the number of deaths from a specific (defined) 
cause in one population relative to deaths from the same cause in a second 
“standard” population, appropriately adjusted for gender, age, and calen
dar year. 103 Forman et al. 104 reported that SMRs for most cancers were 
significantly less over a 22 year period in the vicinity of nuclear installations 
than in non-installation areas. The investigators indicated that this was 
“unlikely to be due to a protective effect of ionizing radiation” and con
cluded instead that there were likely to have been large socioeconomic and/ 
or environmental differences between the two groups of SMRs responsible 
for the apparent anomaly.

A particularly acrimonious controversy centers around cancer SMRs for 
workers at the Hanford nuclear weapons site in southeastern Washington
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Figure 1.21. Gompertz plots for control and DDT-treated female CF-1 mice. DDT 
administration (2-250 ppm feed) was begun at 6 -7  weeks of age and 
continued throughout life. Time on the abscissa refers to that period 
following initiation of dosing. The 2-ppm curve-fit is virtually superimposed 
on that of controls. Although the data are consistent with concomitant 
longevity hormesis and toxicity, and this model was used in the curve-fits, 
the figure is equivocal in making a more definitive judgment. The 
theoretical lines were obtained by simultaneous fitting of Equations 3 and 
12, employing weighted least-squares regression analysis. Both 7 and X 
were characterized by a logarithmic-logistic function. The original data 
came from Tomatis et al.101 Reprinted from Neafsey et al.,25 p. 143, by 
permission of Marcel Dekker, Inc.

Figure 1.22. Gompertz plots for control and DDT-treated male CF-1 mice. DDT 
administration (2-250 ppm feed) was begun at 6 -7  weeks of age and 
continued throughout life. Time on the abscissa refers to that period 
following initiation of dosing. Although the data are consistent with 
concomitant longevity hormesis and toxicity, and this model was used in 
the curve-fits, the figure is equivocal in making a more definitive judgment. 
The theoretical lines were obtained by simultaneous fitting of Equations 3 
and 12, employing weighted least-squares regression analysis. Both 7 and 
X were characterized by a logarithmic-logistic function. The original data 
came from Tomatis et al.101 Reprinted from Neafsey et al.,25 p. 146, by 
permission of Marcel Dekker, Inc.
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state. This site was built in 1943-44 to produce plutonium, which mainly 
emits 7 -radiation. Gilbert et al.103105 calculated cancer SMRs for workers at 
the Hanford site relative to those occurring in the general U.S. population. 
In general, cancer SMRs were less than unity (averaging 0.85), indicating 
that Hanford workers were less likely to develop cancer than the U.S. 
general population. This was attributed to the “healthy worker effect” 106-108 
(i.e., employed workers must be able to conduct productive work and are 
therefore healthier than the general U.S. population). This occurs because 
the latter population contains individuals unable (too sick) to work and 
therefore more prone to mortality. Moreover, comparisons of data within 
the Hanford site showed no evidence of a positive correlation between 
radiation dose and cancer mortality.

Stewart and Kneale109 have been highly critical of these findings. They 
divided the Hanford healthy worker effect into two components:

1. the external healthy worker effect, which asserts that workers were gener
ally healthier than the overall population (see above)

2. the internal healthy worker effect, which asserts that, within this site, 
healthier workers were more likely to receive jobs exposing them to higher 
levels of radiation

They point to a strong negative correlation at the Hanford site between 
radiation dose and overall mortality. In short, they believe that those work
ers most at risk from cancer due to radiation exposure were unusually 
healthy (internal and external healthy worker effects), and that this inexora
bly biases the analysis in favor of reduced mortality among the Hanford 
workers.

It is not my intention here to sort out all the arguments or to reach any 
conclusion about the epidemiological issues. Rather, I merely note that a 
negative correlation between radiation exposure and mortality is consistent 
with longevity hormesis. If longevity hormesis occurs in human populations 
exposed to ionizing radiation, the epidemiological consequences are formi
dable (to say the least!). How does one assimilate (1) an external healthy 
worker effect, (2) an internal healthy worker effect, (3) toxicity, and (4) 
longevity hormesis? This conundrum is not exclusive to the radiation indus
try, but rather permeates most epidemiological studies involving exposures 
to potentially toxic agents. For example, onsite Australian petroleum indus
try workers have an SMR (all causes of death) of 0.63 relative to the Austra
lian national population.110

CONCLUSION

There is no love like the old love, that we 
courted in our pride;

Though our leaves are falling, falling, 
and we’re fading side by side,
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There are blossoms all around us with the 
colors of our dawn,

And we live in borrowed sunshine when 
the day-star is withdrawn.

Oliver Wendell Holmes, Sr.111

If it is assumed that the Napierian logarithm of the hazard function, 
termed the Gompertzian, is proportional to the mean intensity of physio
logic injury for homogeneous, laboratory populations of eutherian mam
malian species housed under good, uniform laboratory conditions, a simple 
and convenient method is afforded the investigator to explore the time 
course of injury accrual and/or disposal. In animal populations, a phenom
enon of unknown mechanism, termed longevity hormesis, has been demon
strated to reversibly reduce Gompertzians to values below those of control 
populations. Presumably, this is mediated through a temporarily lessening 
in one or more types of injury, and is initiated by exposure of organisms to a 
variety of different stimuli. This response of Gompertzians is distinctly 
different from that achieved through caloric restriction. Exposures of pop
ulations of eutherian mammals to external stimuli, in addition to enhancing 
life span through longevity hormesis and/or caloric restriction, can also 
decrease longevity by causing either reversible or irreversible toxicity. 
Analyses of several data sets suggest that all these actions superimpose their 
injury promoting or decreasing effects onto the hitherto state of the organ
ism. Evidence for the existence of longevity hormesis in humans is fragmen
tary and controversial at best.
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Note Added in Proof: Subsequent to submitting this chapter, I became 
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Physical Anthropology 32:69-101 (1989) and Deacon, T.W. “Problems 
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11:237-282 (1990)]. It thus appears that other evolutionary (phylogenetic 
and ontogenetic) mechanisms are primarily responsible for the unusually 
slow rate of human aging discussed in the context of Hypothesis VIII.
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CHAPTER 2

The Role of the “ Stress Protein Response”
in Hormesis

Joan Smith-Sonneborn, Zoology and Physiology Department, 
University of Wyoming, Laramie, Wyoming

Hormesis refers to the phenomenon of induction of beneficial effects by 
low doses of otherwise harmful physical or chemical agents: 1 “a little bit of 
bad can be good for you.” That the hormetic response may operate by a 
common mechanism already has been proposed,2 3 but this review is the first 
to propose the hypothesis that the common pathway is a heat shock-like 
response. The heat shock response is a model for a more general phenome
non, called “the stress response.” The stress response is characterized by 
increased synthesis of a family of stressor specific proteins with concomi
tant reduction of synthesis of most of the proteins transcribed prior to the 
exposure to the toxic agent.4 The stress response has been characterized 
using heat, radiation, heavy metals, and oxidizing agents as the stressors.5

To develop the hypothesis that the hormetic response may operate 
through the stress response, this chapter includes

1. identification of agents known to induce both the stress response and 
hormetic phenomena

2. a description of the unique and common pathways in the stress response to 
three stressors: heat, DNA-damaging agents, and teratogens

3. the stress response as a model for teratogen-induced damage
4. a theory explaining the paradoxical beneficial response to low doses of an 

otherwise harmful agent via a stress-response pathway

HORMETIC AGENTS AND STRESS INDUCERS

Hormetic agents are highly diverse, including heavy metals, polychlorina
ted biphenyls, insecticides, alcohol, oxygen poisoning, cyanide, antibiotics,6 
ionizing radiation,7 cosmic or gamma radiation,8 9 electromagnetic radia
tions, 1011 and ultraviolet plus photoreactivation. 12 Examples of beneficial

41
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Table 2.1. Agents Identified As Both Hormetic and Heat Shock Agents

Hormetic
and

Heat Shock 
Agents

Beneficial
Response References

Cadmium increased survival 6,13
increased growth 6
increased hormone secretion 6
increased acclimation 14

Mercury increased survival 6,13
increased growth 6
increased ATPase 6

Copper increased survival 6,13
increased growth 6,13

Zinc increased survival 6,13
increased growth 6,13

Ethanol behavior 6,13

Oxygen
poison

vital signs improved 6,13

Chloramphenicol increased growth 6,13

X-rays Increased mean life span 7,15
faster seed growth 16

Ultraviolet life span 12,17,18
radiation (UV + PR)

Heat suboptimal benefit 19,20,21

biological responses include increased life span, cell division rate, 1012 accel
erated maturation time, and acclimation (see Table 2.1).6712 21

Agents identified as both hormetic agents and inducers of the stress 
response are listed in Table 2.1. There is an impressive overlap between the 
hormetic and stress response inducers, though no experiment was designed 
to correlate induction of the stress response and the onset of a beneficial 
biological effect. However, a biomarker of the stress response is induced 
resistance to the stressor. The induction of resistance or acclimation to 
challenge with higher doses or prolonged exposure to the stressing agents 
include the following:

1. Prior heat treatment can induce survival of organisms to higher 
temperatures.20,22

2. Prior heat treatment can prevent heat-induced developmental defects.21
3. Hormetic agents like cadmium and ethanol can induce cross-resistance to 

other environmental stressors like heat-inducing thermotolerance.20
4. In E. coli a chemical mutagen, MNNG, can induce resistance after the first 

hour of treatment by induction of a novel form of repair.23
5. A more youthful resistance to ultraviolet irradiation was found in Parame-
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cium exposed to a prior regime of ultraviolet and photoreactivation treat
ment at doses that affected an increased mean life span.12

6. Fish with prior exposure to cadmium could regenerate clipped fins faster 
than nonexposed organisms in cadmium-contaminated water.14

Since not all stressors induce the same transcripts or metabolic changes 
(see below), all stressors need not be hormetic agents. However, this pro
posal predicts that seemingly unrelated agents that induce the same stress 
response should stimulate the same biological effects and induce cross
resistance. Likewise, stressors with opposing alterations in chromatin 
should increase sensitivity, not resistance, to the stressing agent.

Available data on the molecular biology of the stress response to various 
stressors is reviewed below as a potential model of a hormetic pathway.

THE STRESS RESPONSE

The stress proteins are divided into two groups: those referred to as the 
heat shock proteins, first found induced by nonphysiological exposure to 
heat; and those called the glucose-regulated proteins, which exhibit 
increased synthesis when cells are deprived of glucose or oxygen, or when 
calcium homeostasis is disrupted. Members of the two families exhibit con
siderable homology.4

Heat

The first stress response detected was appearance of puffs induced in the 
salivary gland of fruit flies by heat and dinitrophenol.24 The heat shock 
response is universal from bacteria to humans.13 20’25 The stress response 
induced by heat is characterized by transcription of a coordinately regulated 
subset of induced proteins, repression of the transcription, and translation 
of previously active genes and preexisting messages. 13 The heat shock pro
teins are members of families of proteins with species-related molecular 
weight range classes. In higher organisms, the high molecular weight fami
lies are Hsp 110, a normal nucleolar protein found in vertebrates; the Hsp 
100 family (Mr 92-102), a phosphoprotein normally present in the plasma 
membrane; Hsp 89 (Mr 83-95), found in the soluble protein in all animal 
cells; and the Hsp 70 family (Mr 68-78).4 25 The multigene Hsp 70 family has 
members in the cytoplasm, in the lumen of the endoplasmic reticulum, and 
in the matrix of mitochondria which function in protein translocation 
across membranes.26

The heat shock protein Hsp 70 is a major factor in the heat response 
since

1. mammalian cells in which Hsp 70 is not made or is inactivated by antibody 
binding cannot develop thermotolerance27
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2. cycloheximide can induce tolerance to higher temperatures, but heat shock 
proteins are required for full protection28

3. the thermolability of mouse oocytes is due to the lack of expression and/or 
inducibility of Hsp 7029

Smaller Hsp’s (15-28 kd) bind reversibly to the nuclear skeleton during heat 
shock and form higher-order aggregates. A common central domain of the 
four small Drosophila Hsp’s22,23,26,28 show great similarity to alpha 
crystallin.25,30

The smallest Hsp’s are the ubiquitin family (7-8 kd),31 which have been 
implicated as regulator molecules in chromatin, DNA repair, meiosis, 
sporulation, degradation of abnormal proteins,32 ribosome biogenesis,33 
and facilitation of transposition.34

Besides the induction of heat shock proteins, other metabolic changes 
found in response to nonphysiological heat exposure, which impact on 
chromatin structure, include

1. increased levels of high molecular weight ubiquitin conjugates and 
decreased ubiquitinated histone in HeLa cells35,36 (ubiquinated DNA is 
associated with active expression)37

2. hypermethylation of H2 B and decreased methylation of H338
3. the ubiquinated form of histones in yeast when grown under mildly stress

ful but not lethal temperature35

Topological changes in chromatin are typical of the heat shock response39 
and are assumed to participate in the changes in heat-induced gene expres
sion and repression.

A presumed physiological consequence of heat-induced alteration of 
chromatin is heat-induced radiosensitivity of cancer cells.40,41 Heat induces a 
dramatic increase of nonhistone protein content, resulting in a reduced 
affinity to repair enzymes.40

Heat also causes conformational changes of membrane lipids and pro
teins,42,43 excessive fluidization of the plasma membrane, and leakage of 
required low molecular weight components.43 Low doses of local anesthetics 
procaine and lidocaine, known to decrease membrane viscosity, increase 
neoplastic killing.43 The membrane defects may cause release of polyamines 
and disturb DNA replication.40,41

DNA-Damaging Agents

In prokaryotes’ response to a given stressor, unlinked and individually 
controlled genes can be coordinately controlled by common regulator genes 
called regulons.5 The damage response in bacteria to ultraviolet irradiation 
is the “SOS” response;44,45 to reactive oxygen species, the oxy R response;46 
and specialized responses to other environmental stresses, like cold, heat, 
nutrient limitation, salinity, and osmolarity, are well characterized.47,48 Dif
ferent stressors are related in the sense that they share member genes or
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Table 2.2. DNA Damage Response

Induced Proteins
Plasminogen activator, a protease49 
PolyADP ribose50 
DNA ligase51,52 
Metallothione53-55 
H2 antigen56
Extracellular inducing factor57 58 
Collogenase53 
c fos53 
c myc59
p53 tumor antigen60 
DNA polymerase61,62 
Hsp 2818

Metabolic Changes
Inhibition of DNA methylation63 
Demethylation55

protein products that interact. For example, in Escherichia coli9 both heat 
and ethanol initiate the same response (i.e., solely a heat shock response). 
On the other hand, both hydrogen peroxide and 6 amino-7-chloro-5,8- 
dioxoquinoline (ACDQ) stimulate an oxidation stress response and a sec
ondary SOS response; nalidixic acid and puromycin, an SOS and heat shock 
response; isoleucine restriction, a poor heat shock response; and cadmium 
chloride strongly induces all three stress responses.5 The regulon typical 
response to ACDQ, cadmium chloride, and hydrogen peroxide was a minor 
response; these agents stimulated the synthesis of another 35 proteins by 5- 
to 50-fold. Another accumulated product of exposure to certain stressors 
are adenylated nucleotides, which are candidates as alarmones.5

Thus, general and specific cellular responses are triggered by different 
stressors. Ultraviolet- or carcinogen-related DNA damage-induced expres
sion of the stress response does not appear to conform to the prokaryote 
SOS model.48 DNA-damaging agents induce a spectrum of molecular 
responses, including the production of proteases, DNA repair agents, onco
genes, and chromatin changes (Table 2.2).18,49-63 One gene product induced, 
extracellular inducing factor (EPIF), can induce the ultraviolet spectrum of 
proteins in untreated cells.57,58 The induction of a hormetic effect by EPIF 
would shed light on the participation of these gene products in the protec
tive pathway. Besides the induction of specific identified (and unidentified) 
proteins, a major change induced by DNA damage is alteration of the 
chromatin structure involving increased synthesis of poly (ADP-ribose),50 
alteration of histone methylation patterns,55,63 and dependence on the pres
ence of ubiquitin-histone conjugants.31 In contrast with heat shock, DNA- 
damaging agents inhibit rather than increase DNA methylation,63 and/or 
induce demethylation.55 The ubiquitin conjugating enzyme is essential for 
DNA repair since loss of the ubiquitin-conjugating enzyme, E3, results in 
slow growth; sensitivity to UV, X-rays, and chemical mutagens; retrotrans-
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position; and inability to sporulate.31 A suggested role for the ubiquitin- 
conjugating enzyme is to mediate changes in chromatin by patched degrada
tion of chromosomal proteins to allow access for repair.31

Degradation of Abnormal Proteins Produced by Stressors

When cells are exposed to heat and other toxic agents, abnormal proteins 
accumulate. The abnormal proteins signal expression of heat shock pro
teins, which can directly interact with the protein for “protein repair” by 
catalyzing ATP-driven refolding.64 The unrepaired proteins are eliminated 
by a second major pathway of the response, an ATP-driven elimination of 
abnormal proteins mediated by the ubiquitin system. But imbalances in the 
protein degradation system, perhaps induced by an overload of abnormal 
proteins, can result in premature degradation of necessary regulatory mole
cules.65 With respect to hormesis, the beneficial stress response may be 
protein repair and the elimination of abnormal proteins. The detrimental 
response may be the inappropriate destruction of short-lived essential regu
lator molecules when a threshold level of abnormal proteins are produced 
by toxic agents, radiation damage, aging, or age-related diseases. In addi
tion to imbalance in the degradation pathway at higher doses when abnor
mal proteins accumulate, changes in the fundamental structure of the essen
tial ubiquitin-conjugating enzymes is dosage dependent, at least with 
respect to heat.31 The ubiquitin-conjugating enzymes, essential for survival 
to the stressing agent, have introns. Since splicing of introns is blocked at 
higher temperatures,66 67 the introns could serve to restrict function of pro
tective enzymes to moderate, not severe stress.31

Heat Shock Genes in the DNA Damage Response

The role of heat shock genes in the DNA damage response is not known. 
But heat shock genes do appear in the DNA damage response. Hsp 70 
expression is temporarily correlated with maximal survival of viruses after 
UV irradiation of viral infected cells, 15 and small Hsp’s were induced by UV 
and teratogenic agents. 1568 Ubiquitin was induced after treatment with 
mutagens and teratogens.69-71

Using ionizing irradiation of rat embryos in utero, enhanced expression 
of Hsp 70 and c-myc was increased 4 or 5 days after treatment, and c-fos 
increased only after the embryos were incubated in vitro. 15 72 Coordinate 
expression of Hsp 70 and c-myc have been detected during heat shock.73

Chemical teratogens showed enhanced induction of small heat shock 
proteins in embryos when cultivated in vitro72 and induced a subset of small 
heat shock protein in flies,7174 and ubiquitin in mammalian cells.75 76

Since the ubiquitinated Rad6 DNA repair enzyme is a ubiquitin- 
conjugating enzyme essential for normal growth, sporulation, and repair,31 
ubiquitin may be a key regulatory molecule in the stress response. Changes
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in metabolism of ubiquitin, as well as increased synthesis of unique forms 
of ubiquitin gene family members, may shed light on controlling elements.

Teratogenic Agents and Heat Shock Agents

The common pathway of several apparently unrelated chemicals (and 
heat) to induce the teratogenic response was reviewed.21 The known terato
genic agents —heat, ethanol, arsenite, cortisone, retinoic acid, valproic acid, 
cadmium, diazepam, verapamil, and phenobarbital — all induce some or all 
members of the so-called heat shock proteins.21 Cadmium and ethanol are 
also hormetic agents. The type of defect induced during development by the 
teratogenic agent depends critically on the timing of the environmental 
insult.77 Defects induced by heat in flies can be induced only at specific 
times during development. Heat treatment can alter the order of develop
ment time. During recovery, heat shock proteins are synthesized first, then 
synthesis and decay of messages involved in the developmental program.78 
The interruption in the development and delay in resumption can cause the 
failure to complete one process before the next process begins.79 In mam
mals, teratogens induce heat shock protein and affect differentiation of 
nerve and muscle in Drosophila embryonic cells.78 79

Molecular Models of Developmental Defects

The common pathway then is the interruption of an ordered series of 
events by any chemical or physical agent that induces a stress response. The 
stress response is a cessation of the synthesis of normal proteins with the 
selective production of the proteins required to cope with the specific toxin. 
The interruption, not the agent, triggers the defect. The timing of the insult 
dictates the defect. Recovery depends on the length and severity of treat
ment as well as on whether the temperature is raised slowly or abruptly.22

Stress Proteins: Resolution of the Paradox

The hypothesis that the stress protein response is the common pathway 
for hormetic agents is supported by the following findings:

1. The same agents identified as hormetic also induce the stress response.
2. Some hormetic agents with molecular responses common to the heat shock 

response can induce thermotolerance, while others with known differences 
in induction of methylation patterns induce sensitivity.

3. The stress response includes preferential synthesis of products that repair 
both protein and DNA, which could stimulate growth and longevity.

4. The alterations in the chromatin structure could facilitate derepression of 
growth-promoting products or provide access to DNA for repair.

There is a model for a biphasic response using heat as the stressor. In 
moderate doses, the protective molecular reactions progress. But at higher 
temperatures, intron splicing is inhibited, and therefore production of the



48 BIOLOGICAL EFFECTS OF LOW LEVEL EXPOSURES

needed protective response. Other as yet unknown important differences in 
molecular responses at low and high doses may be uncovered in the future.

In summary, the stress response could provide an explanation for a bene
ficial response to an otherwise harmful agent. The potential for a theoreti
cal biological beneficial response stems from the induction of cellular repair 
processes. The protective responses include

1. expression of “protein repair” proteins, like the heat shock proteins, which 
can monitor proper folding of denatured proteins

2. stimulation of elimination of abnormal proteins that cannot be repaired
3. induction of increased DNA repair and replication molecules
4. alteration of chromatin structure to facilitate repair of regions previously 

refractory to repair and/or alter gene expression to accelerate growth and 
maturation

5. induction of cross-resistance to other environmental toxins, thereby 
increasing tolerance to the same or apparently unrelated environmental 
toxins that are life-shortening agents

Why the beneficial response is effected only at low doses cannot yet be 
explained, but the inability to remove introns from gene transcripts required 
for survival, at moderate but not high temperatures, and changes in histone- 
ubiquitin conjugates may provide a clue to explain cytotoxic and genotoxic 
responses after a threshold limit for a beneficial response.

Since different stressors have specific responses, not all stressors are 
expected to be beneficial — or beneficial with respect to the same parameter. 
The hormetic response may not be an “overcorrection” response to the 
damaging agent, but rather a benefit derived from the “stress” response 
(i.e., repair or removal of accumulated age or environmental induced cellu
lar damage in proteins, genes, and cell membranes; chromatin changes to 
accelerate seed maturation; or cross-resistance to certain other environmen
tal toxins).
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INTRODUCTION

A critical component in assessing the effect of low-level exposure to 
toxicants is the repair of a genome that may be damaged by the agent. 
Because the adverse effect of many low-level toxicants is below practical 
observable thresholds, models are necessary to extrapolate the observable 
effects to realistic levels. 1 In these models, those agents that work through 
damaging the genome are usually considered to have irreversible effects — 
often a consequence of the procedure, which extrapolates from doses of 
agent that can often overwhelm cellular defenses and cause some toxic 
damage.2 At low levels of agent, the normal processes of cellular defense 
and protection of genomic integrity are likely to be intact, influencing the 
response to a toxin. One of the most important factors in the protection of 
genomic integrity is DNA repair. The term actually covers a multitude of 
activities. We will concentrate on excision repair, which directly reverses the 
effects of a toxicant binding to the DNA.

Just as DNA repair modulates the response of a genome to an insult, 
DNA repair is itself modulated by a number of environmental factors. 
Among the important modulators of DNA repair are age, nutrition, and 
toxicants themselves.

AGE

Although there have been many attempts to address the effect of aging on 
different aspects of DNA repair, many studies are difficult to interpret. 
Some use cells kept in vitro (with questionable relevance to in vivo aging);
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Table 3.1. Age- and UV-Induced Repair in Rats 

. Hepatocytes Kidney Cells

(Months) Ad Lib Restricted Ad Lib Restricted

5 5.7 a a a

13 4.9 5.7 a a

22 3.1 4.0 2.0 2.4
28 2.7 3.3 1.3 1.9
34 a 3.0 a 1.3

Source: Data from Weraarchakul et al.14

Note: F-344 male rats; restricted are fed 60% of ad lib diet. All values are ratios of dpm//*g 
DNA or radiated/irradiated cells after 1 hr. All ratios are significantly different (p < 
0.01). Hepatocyes irradiated with 877 J/m2, kidney cells with 100 J/m2. 

aNot done.

others compare cells from newborns to adults (confounding aging with 
development); and many studies fail to adequately control differences in 
cell replication,3 although it was shown clearly over 15 years ago that this 
was an critical variable.4 However, some studies are useful to discuss.

Rat retinal ganglion cells treated in culture, from different aged animals, 
demonstrated little change with age in the capacity to repair damage.5 Lens 
epithelial cells also showed little change with age.6 Various older studies 
using lymphocytes have given contradictory results; however, wide variabil
ity is one of the most salient characteristics.710 Recent studies with better 
controls have been more definitive. Human lymphocytes do not seem to 
exhibit an overall decrease in repair capability after maturity.11 However, a 
more detailed study has shown that a small subset of aging cells, in fact, lose 
their capability for repair of X-ray damage. 12 Skin fibroblasts do not seem 
to have major age-related changes. 13 The situation is quite different in 
hepatocytes and kidney cells.14 In those cells, there appears to be a definite 
age-related decline in UV repair with age (Table 3.1).

Another approach to the relationship of aging and DNA repair compares 
repair across species with differing life spans. Starting with Hart and 
Setlow, 15 a number of other studies have shown a good correlation between 
life span and UV repair capacity in skin fibroblasts.3

One complicating factor in these studies, which has not been addressed at 
all, is the circadian rhythm of DNA repair. This is illustrated in Table 3.2, in 
which significantly different levels of DNA repair (06-methylguanine

Table 3.2. Circadian Variation in Oe-Methylguanine Repair

Time Activity

1 0.19
12 0.34
20 0.32

Source: Lipman et al.19

Note: Skin cells from 30-month-old B6C3F1 mice. Activity is 0 6-methylguanine acceptor 
protein activity in pmols/mg DNA. Time is hours after lights on.
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Table 3.3. DNA Repair and Caloric Restriction

Damaging
Agent

Brown-Norway BNXF-344 B6C3F1

Ad Lib Restricted Ad Lib Restricted Ad Lib Restricted

M M S 1.16 1.18 1.40 1.61 a a

UV 1.38 1.41 2.07 2.75 a a

(M G AP) 0.38 0.65 a a 0.34 0.46

Source: Lipman et al.19

Note: MMS is at 0.5  mmM, UV is 20 J/m2. Skin cells from rat (Brown-Norway and cross with 
F-344), and mouse (B 6 C 3 F 1 ; 12 hours after lights on); restricted are fed 6 0 %  of ad lib. 
Values are ratios of stimulated/unstimulated cells for damaging agents. MGAP is 
activity of 0 6-methylguanine acceptor protein, an index of capacity for repair, in 
pmols/mg DNA. 

aNot done.

repair) are seen at different times of day. Different physiological states, 
such as estrous, can also significantly alter DNA repair.16*17 This isozyme is 
male specific, and is responsible for the metabolism of a number of agents, 
such as doxylamine and aflatoxin B1 (AFB1).

It is instructive to look at AFB1 in a little more detail. As a result of 
changes in agent metabolism, the urinary excretion of AFB1 increases 40%, 
its plasma clearance increases by 70%, and its hydrophilic metabolites more 
than double.18 This increased hydrophilicity results in increased excretion. 
The net effect is to reduce the binding of an equivalent dose of AFB1 to the 
liver genome to more than half (from 39.5 to 15.2 pmol AFBl/mg DNA, a 
66% decrease), with a 40% CR.

Directly measuring DNA repair in cells isolated from CR animals shows 
that DNA repair increases in the rat and mouse with CR (Table 3.3). This is 
true for both forms of excision repair, as illustrated by the effects on dam
age induction by methylmethanesulfonate (MMS) and ultraviolet light. In 
addition, 0 6-methylguanine acceptor protein, which is a repair system for a 
particular damage, is also elevated.19

Finally, CR can protect the genome in a number of different ways. Inap
propriate expression of oncogenes has been shown to be associated with 
cancer.20 Lyn-Cook and Hass have shown that CR results in the hyper- 
methylation of an HA-ras oncogene.21 Hypermethylation is usually associ
ated with turning off of gene function,22 suggesting that potentially damag
ing genes can be turned off by CR.

By approaching DNA repair as part of a larger process of protecting 
genomic integrity, it can be seen that nutrition can affect almost every 
aspect associated with genomic integrity, including DNA repair itself.

TOXICANTS

The best characterized system used to understand the effects of toxicants 
in modulating DNA repair is the adaptive response, seen in E. coli and 
mammalian cells.23 Recent advances in the area (the development of cDNA
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for the protein) are likely to bring rapid further understanding in this area.24 
It is clear that there is an alkyltransferase activity in rat liver, which is 
inducible by alkylating agents.25 This activity may play an important part in 
the removal of 0 6-methylguanine after chronic exposure.26 The effect may 
be part of a nonspecific tissue response. The only liver cells that demon
strate the response are parenchymal cells,27 and the level of response, which 
is less than 10-fold in rat (compared to over 100-fold in bacteria). There is 
not a similar induction in any other system, although ionizing radiation 
induces the alkyltransferase in different systems.27 The situation in humans 
is unclear.27

It is clear that toxicants can stimulate repair. This is important in under
standing how toxicants will interact in inducing damage; it is especially 
germane to the problems of assessing human risk to low levels of agents 
because agents are almost never presented alone, but in mixtures with other 
toxicants. At the level of genomic damage, the focus has been on whether 
DNA-damaging agents are additive or synergistic. But evidence is building 
that antagonism must also be considered, as it is for metabolism and other 
factors in human risk.1 The relevance of this consideration to hormesis is 
especially interesting.28 In certain situations, exposure to an agent may pre
dispose cells to be less sensitive to other agents — perhaps especially true for 
low levels of radiation.

CONCLUSION

In evaluating the risk associated with low levels of exposure to toxicants, 
it is clear that DNA repair, one of the main defenses against agent damage, 
is not a constant. It can be modified by age, time of day, and physiological 
state. Nutrition, especially CR, can modify almost every step in the process 
of protecting genomic integrity. And history of exposure can modify DNA 
repair. Thus, the conditions of exposure are almost as important to toxicity 
as the exposure level itself, even at the level of DNA repair. Extrapolation 
from high to low dose, to be consistent with what is known, should be less a 
mathematical exercise (as it is at present) than a exercise in toxicological 
judgment, which puts the exposure in proper perspective. This appears to be 
true at almost every level in the process inducing a response with atoxic 
stimulus, even those often thought to be very basic, such as DNA repair.
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CHAPTER 4

Biochemical Mechanisms of Biphasic 
Dose-Response Relationships: 

Role of Hormesis

Harihara M. Mehendale, Department of Pharmacology and Toxicology, 
University of Mississippi Medical Center, Jackson, Mississippi

INTRODUCTION

A fundamental principle underlying the toxic actions of chemical and 
physical agents is that greater toxicities are manifested with increasing 
doses. 1 With the exception of cancer and certain immune reactions, it is 
generally recognized that there is a threshold dose before which toxic mani
festations do not begin to appear. Living organisms have a remarkable 
capability to overcome injury from physical or chemical agents encountered 
in their environment. In an attempt to enhance survival from many kinds of 
noxious injuries, organisms have developed several kinds of cellular and 
tissue defense mechanisms. While unicellular organisms may rely on cellular 
defense mechanisms for survival, multicellular organisms have developed 
additional integrated defense mechanisms through the evolved sophistica
tion of tissues and organs, with matching structural and functional com
plexity. Generally speaking, such mechanisms might be classified into two 
major categories, and each category might be viewed as a component of a 
two-tier defense system. One category is represented by biochemical mecha
nisms that enable the organism to prevent infliction of injury after a nox
ious insult. The second is a biological response intended to overcome injury, 
by promoting tissue healing after the fact. Although much attention has 
been focused on the endogenous biochemical defense mechanisms that par
ticipate in preventing the infliction of cellular and tissue injury by directly 
or indirectly interfering with the inflictive mechanisms, the biology of 
endogenous mechanisms that might be recruited to overcome tissue injury 
after it occurs has received little attention.

The threshold for toxic actions of a toxic chemical at the first tier might 
be defined by the extent to which the cellular or tissue defense mechanisms

59
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might be able to prevent infliction of injury. An example of this might be 
illustrated by the depletion of intracellular glutathione by the ace
taminophen metabolite, acetamido iminoquinone. Since actual infliction of 
cellular injury has been attributed to the formation of this active metabolite 
in the liver, as long as cellular glutathione levels are not decreased below a 
critical (threshold) level, significant injury does not occur. Once the cellular 
glutathione level dips to the critical low level (subthreshold), continued 
formation of the iminoquinone metabolite would result in covalent binding 
of this metabolite to cellular macromolecules, resulting in greater infliction 
of injury and cell death. However, even at this stage, all is not lost. After the 
injury has occurred, the tissue is able to recruit a second tier of tissue 
defense mechanisms.2-4 The dead or dying hepatocytes might be replaced by 
new cells via stimulated hepatocellular regeneration and tissue repair.2 As 
long as this second tier mechanism itself is not interfered with, as in the case 
of limited tissue injury after a low but toxic dose of acetaminophen,3 com
plete recovery occurs with no further adverse consequences.

These endogenous cytoprotective mechanisms, as well as the mechanisms 
dependent on the biology of cellular proliferation and tissue repair, are 
referred to as hormetic mechanisms. Higher doses of toxic chemicals may 
interfere with this tissue defense mechanism, resulting in greater and more 
accelerated permissive progression of tissue injury until the tissue is com
pletely destroyed. Therefore, at subthreshold levels of toxic chemicals, the 
hormetic mechanisms are not subdued, suppressed, or interfered with in 
any other fashion. At doses exceeding the threshold levels, hormesis is 
compromised, causing the cellular and tissue injury to progress in an uncon
trolled fashion, resulting in accelerated injury.

Evolution of hormesis as an adaptation mechanism in our struggle to 
survive adverse or noxious insult is apparent in several experimental as well 
as ambient settings. Resistance to the cytotoxic actions of low-level radia
tion after repeated exposure to even lower levels of radiation has a mecha
nistic basis in hormesis.5 7 Recent evidence also points to activation of hor
metic mechanisms against cytotoxic injury from other free-radical 
generating mechanisms.8-10 It was anticipated from studies in which micro
somal incubations of menadione, a redox cycling quinone, were employed 
that exposure to repeated phenobarbital administration would result in 
greater cytotoxicity to isolated hepatocytes.11 Actual incubations of hepato
cytes isolated from rats preexposed to phenobarbital with menadione 
revealed no such increase in toxicity.8 Additional experimental inquiry 
revealed that several cytoprotective mechanisms were also induced simulta
neously as the free-radical generating potential was also increased.8-10

The objective of this chapter is to discuss the role of hormetic mecha
nisms in determining the final outcome of toxicity at low versus high doses 
of chemicals. The cytoprotective defense mechanisms, along with inducible 
hormetic mechanisms, appear to work in tandem to overcome toxicities 
associated with low-level exposures to toxic chemicals. Interference with
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these mechanisms may result in remarkable progression of tissue injury in 
an unabated fashion. A greater understanding of the biochemical mecha
nisms underlying hormesis would not only lead to a better understanding of 
the mechanistic basis for the “threshold” concept, but it is also likely to 
provide us with a rational basis for the assessment of risk at low-level 
exposures to chemical and physical agents.

This chapter focuses on the hepatotoxic effects of low-level exposure to 
halomethane solvents. The discovery of tissue-healing mechanisms stimu
lated as a hormetic response to limited liver injury was made only through 
work with exposures of experimental animals to low levels of halomethanes. 
The most compelling reason for investigating the toxicology of low levels of 
halomethanes was provided by the observation that at individually nontoxic 
doses, the combination of exposure to a chlorinated pesticide chlordecone 
(Kepone) and a halomethane such as CC14 causes an unprecedented level of 
toxic injury.2 In order that the experimental evidence for the existence of 
inducible hormetic mechanisms in the form of tissue repair directed to 
overcoming tissue injury can be discussed in the context of its discovery, the 
toxicology of halomethanes, and the interactive toxicity of halomethanes in 
combination with exposure to other chemicals, will be reviewed.

MECHANISM OF HALOMETHANE HEPATOTOXICITY 

Carbon Tetrachloride

The mechanism of CCl4-induced hepatotoxicity has been extensively 
studied. 12 23 Since the mechanism underlying the toxicology of CC14 is cen
tral to the consideration of how its toxicity might affect the liver tissue and 
how this might be modified by other chemicals, it is worthwhile to outline 
the prevailing concepts concerning the hepatotoxicity of CC14.

Several reviews have appeared on this topic. 1216 The leading theory for 
the mechanism of cellular damage caused by CC14 is that the compound is 
bioactivated by cytochrome P-450 mediated reactions to *CC13 free- 
radical, 12-151723 which is further converted to a peroxy radical, CC130 2.15,20 
There is evidence for covalent binding of CC14 upon bioactivation. 12-23 The 
CC130 2 radical is also thought to decompose to phosgene and electrophilic 
Cl-, which can react with other macromolecules.24 The free radicals *CC13 
and CC130 2 readily react with polyunsaturated fatty acids of the endoplas
mic reticulum and other hepatocellular membranes to initiate the formation 
of organic lipid peroxides. In the presence of cellular 0 2, these organic 
peroxy radicals in turn can react with other polyunsaturated fatty acids to 
perpetuate a series of self-propagating chain reactions, a process commonly 
referred to as “propagation of lipid peroxidation.” 12 The bioactivation of 
CC14 and initiation of the self-propagating lipid peroxidation, working in 
tandem, destroy the cellular membranes, leading to cell death. The principal
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hepatic lesion is characterized by centrilobular necrosis,25 the extent of 
injury depending upon the dose. Demonstration of the metabolism of CC14 
to CHC13 and to C 02,26,27 and covalent binding of CC14 to liver protein and 
lipid, 19,27 lend experimental support to the bioactivation theory of CC14 
injury.15 28

Bromotrichloromethane and Chloroform Toxicity

Hepatotoxicity of BrCCl3, a brominated analog of CC14, is also due to its 
metabolism to the same *CC13 radical formed from CC14.18 29-31 Much greater 
toxicity of this compound29,30 in comparison to CC14 has been attributed to 
the relative ease with which the C-Br bond can be cleaved.18 A clear inverse 
relationship exists between the bond dissociation energy of this series of 
halomethanes (BrCCl3 < CC14 < FCC13 < HCC13) and their potency to 
initiate free-radical reactions, 12-16 to produce lipid peroxidation, and to pro
duce liver necrosis.

With regard to CHC13, several investigations suggest that phosgene, a 
reactive metabolite of CHC13, is responsible for its hepatotoxic,32 33 nephro
toxic,34 and possibly its carcinogenic32 35 effects. Hepatotoxic effects are due 
to phosgene-mediated cellular glutathione (GSH) depletion in tandem with 
the increased covalent binding to hepatocellular macromolecules.3236 
Although, like CC14, CHC13 also needs metabolic activation to exert its full 
necrogenic potential, unlike CC14, lipid peroxidation is not involved in hep
atocellular necrosis. Recently, however, lipid peroxidation has been claimed 
in CHC13 toxicity.37 38 A second important distinction is that, unlike CC14, 
metabolism of CHC13 to a free-radical form has not been associated with its 
necrogenic action.32 Recent studies on CHC13 toxicity have involved mouse 
hepatocyte primary cultures39 and Mongolian gerbils.40-42

Mechanism of CCI4-Autoprotection

A small dose of CC14 is known to protect against a subsequently adminis
tered large dose of CC14.43-46 Several lines of evidence have accumulated43-46 
to establish that the mechanism of this “autoprotection” is related to the 
destruction of liver microsomal cytochrome P-450 by the initial protecting 
dose of CC14. Reports121319 47 demonstrating the destruction of a specific 
form of cytochrome P-450 provide additional support for *CC13 free-radical 
mediated destruction of cytochrome P-450. This presumably results in com
promised bioactivation of a subsequently administered large dose of CC14. 
Since bioactivation of CC14 is an obligatory step for CC14 injury, the subse
quently administered large dose of CC14 cannot inflict massive liver injury 
as would be ordinarily expected. 1213 Recent time-course studies have 
revealed that actual liver injury sustained by the autoprotected animal is 
indistinguishable from that sustained by an animal not receiving the protec
tive dose of CC14. These findings have prompted a search for an alternate
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mechanism for the phenomenon of autoprotection.48 The protective dose- 
stimulated hepatocellular regeneration and tissue repair enable the autopro- 
tected animal to recover from the same level of massive injury.48 Nonethe
less, the mechanism of cytochrome P-450 destruction by CC14 is of interest. 
Although a direct demonstration of *CC13 and CC130 2 radicals has been 
claimed using spin trapping techniques,13’20’49 50 the precise events leading to 
the destruction of cytochrome P-450 by CC14 remain elusive. One view 
holds that the -CC13 free radical directly interacts with the endoplasmic 
reticulum and destroys the cytochrome P-450;47’49’50 another view holds that 
lipid peroxidation initiated by the -CC13 free radical results in the destruc
tion of cytochrome P-450.51 There is evidence that the lipid peroxidation 
initiated by the *CC13 or CC130 2 radicals results in the release of 4- 
hydroxynonenol,52 which has been demonstrated to inhibit cytochrome P- 
450 mediated mixed-function oxygenase (MFO) activity.53 The demonstra
tion2854 that phosgene is a metabolite of CC14 has raised the possibility that 
this reactive metabolite may also be involved in the destruction of cyto
chrome P-450.

POTENTIATION OF HALOMETHANE HEPATOTOXICITY

The enhancement of CC14 toxicity by a variety of chemicals has been 
observed: phenobarbital,55-58 aliphatic alcohols,59 60 ketones,6162 DDT,63 
polychlorinated biphenyls,64 and other experimental manipulations.65-68 
Pyrazole,69 vitamin A ,70 other halomethanes,71 and complex chemical waste 
mixtures72 are representative examples. 3-Methylcholanthrene protects 
against CC14 hepatotoxicity.73 74 Treatment with cysteamine, cysteine, or 
SKF-525A75 76 —and a number of other chemicals77-80 —afford protection 
against CC14 hepatotoxicity. Studies also indicate protection by partial hep- 
atectomy,81-86 and by an externally supplemented source of energy.87-90 
Most, if not all, experimental conditions that potentiate the toxicity of CC14 
correlate with increased hepatic microsomal cytochrome P-450 content and 
with accordingly increased bioactivation of CC14 in the liver. Hepatocellular 
injury is increased as a consequence of the enhanced production of free- 
radical forms of CC14 metabolites.

Hepatotoxicity of BrCCl3 is also known to be potentiated by agents 
known to induce drug-metabolizing enzymes of the liver.30 91 92 Hepatotoxic
ity of other halomethanes related to CHC13 is also potentiated by other 
chemicals. Hepato- and nephrotoxicity of CHC13 is potentiated by aliphatic 
alcohols,93-95 ketones,96 97 and phenobarbital.32

The widely accepted theory for the mechanism of xenobiotic-induced 
enhancement of liver injury caused by CC14 is that its bioactivation to *CC13 
and CC130 2 free radical is increased. 12-27 There is evidence for increased 
covalent binding of CC14 to liver tissue upon bioactivation. 121319 Increased
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Table 4.1. Am plification of Lethal Effects of Several Halomethanes by Dietary 
Exposure of Rats to Subtoxic Contaminants

Dietary
Pretreatment Halomethane

48-hr LD50 
(mL/kg)

Increase 
in Toxicity 

(-fold)

Female rats
Control CCI4 1.25 —

Chlordecone (10 ppm) CCI4 0.048 26

Male rats
Control CCI4 2.8 —

Chlordecone (10 ppm) CCI4 0.042 67

Phenobarbital (225 ppm) CCI4 1.7 1.6a

Control BrCCI3 0.119 ___

Chlordecone (10 ppm) BrCCI3 0.027 4.5

Source: Adapted from Mehendale.16

aNot significant at P < 0.05.

production of *CC13 and CC130 2 radicals leads to increased lipid peroxida
tion, culminating in increased liver injury.12

Interactive Toxicity of Chlordecone and CCI4

From a perspective of public health, a major toxicological issue is the 
possibility of unusual toxicity due to interaction of two or more toxic chem
icals at individually harmless levels upon environmental or occupational 
exposures. While some laboratory models exist for such interactions for the 
simplest case of only two chemicals, progress in this area has suffered for 
want of models where the two interactants are individually nontoxic. One 
such model is available, where prior exposure to nontoxic levels of the 
pesticide Kepone (chlordecone) results in a 67-fold amplification of CC14 
lethality in rats (Table 4.1). The mechanism of the remarkable interactive 
toxicity is of interest in the assessment of risk from exposure to combina
tions of chemicals.

Prior exposure to nontoxic level of chlordecone (10 ppm in diet for 15 
days) results in a marked amplification of CC14 hepatotoxicity55 98 and 
lethality.56’98 "  Neither the close structural analogs of chlordecone (mirex 
and photomirex) nor phenobarbital (Figure 4.1) exhibit this property.55 56 
Plaa and associates100101 have demonstrated the capacity of chlordecone to 
potentiate CHC13 hepatotoxicity in mice. These observations have been 
extended to demonstrate that in addition to the hepatotoxic effects, lethal 
effect of CHC13 is also potentiated by exposure to 10-ppm dietary chlorde
cone102 (Table 4.2) and that this may be associated with suppressed repair of 
the liver tissue.103 Chlordecone also potentiates the hepatotoxicity and 
lethality of BrCCl3.9192 While the toxicity of these closely related halome
thanes is potentiated by such low levels of chlordecone (Figure 4.2), the 
toxicity of structurally and mechanistically dissimilar compounds (Figure
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Figure 4.1. Structures of chlordecone, mirex, photomirex, and phenobarbital.
Chlordecone amplifies the toxicity of several halomethanes closely related 
to CCI4. Mirex and photomirex, despite being close structural analogues of 
chlordecone, essentially do not possess this propensity. Phenobarbital, a 
commonly employed drug in interaction studies at high doses, does 
increase liver injury of CCI4, but this enhanced liver injury is inconsequential 
to animal survival and health, since the animals are able to recover from 
potentiated liver injury.

Table 4.2. Am plification of Lethal Effects of Halomethanes by Dietary Exposure of 
Mice to Subtoxic Contaminants

Dietary
Pretreatment Halomethane

48-hr LD50 
(mL/kg)

Increase 
in Toxicity  

(-fold)

Male mice
Control C H C I3 0.067 —

Chlordecone (10 ppm) C H C I3 0.16a 4.2

Mirex (10 ppm) C H C I3 0.70 no change
Phenobarbital (225 ppm) C H C I3 0.70 no change

Source: Adapted from Mehendale.16 

S ignificantly different at P < 0.05.
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Figure 4.2. Structures of carbon tetrachloride, bromotrichloromethane, and chloroform 
as examples of halomethane solvents. Hepatotoxicity and lethality of these 
solvents is remarkably amplified by the pesticide chlordecone.

4.3, Table 4.3) is not potentiated104 except after exposure to high levels of 
chlordecone. 105 This remarkable capacity to potentiate halomethane hepato
toxicity does not appear to be related to chlordecone-induced cytochrome 
P-450 or associated enzymes,55" 106 enhanced bioactivation of 
CC14,41’42’54’86’104 increased lipid peroxidation,55 104 105 or decreased glu
tathione.107 Several candidate mechanisms were considered carefully until a 
novel mechanism was discovered (Table 4.4).

Mechanism of the Interactive Toxicity of Chlordecone and CCI4

These findings led to some very basic studies concerning the progression 
of the hepatotoxicity during a time course following CC14 administration to 
either normal or chlordecone pretreated rats. The histochemical and histo- 
morphometric experiments revealed that suppressed hepatocellular regener
ation and tissue repair might explain the remarkable amplification of CC14 
toxicity by prior exposure to chlordecone.55 108 109 Similar time-course studies 
on Ca2+ levels in the liver mitochondria, microsomes, and cytosol fractions 
revealed a possible association of increased Ca2+ accumulation and sup
pressed hepatocellular regeneration. 110111 Despite some reports that chlorde
cone interferes with Ca2+ uptake mechanisms in extrahepatic tissues,112 even 
at toxic doses, chlordecone does not cause disruption of hepatocellular 
Ca2+,113 while the chlordecone + CC14 interaction does remarkably so.110114
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Figure 4.3. Structure of 1,1,2-trichloroethylene, bromobenzene, bromoform, and 
dibromodichloromethane. Toxicity of these chemicals is not potentiated by 
prior dietary exposure to 10 ppm chlordecone.

Recent studies have also shown a significant activation of phosphorylase a, 
a finding commensurate with the precipitous depletion of glycogen89’90 109115 
and ATP.89 90115 Based on several lines of experimental evidence, a hypothe
sis was proposed for the mechanism of the interactive toxicity of chlorde
cone and CC14.16

Stimulation of Tissue Repair as a Hormetic Response 
to Tissue Injury

First, it became necessary to hypothesize the mechanism for why an 
ordinarily nontoxic dose of CC14 is nontoxic.55 Figure 4.4 illustrates the 
mechanism of recovery from the limited liver injury observed after the

Table 4.3. Specific ity of Potentiation of Halomethane Toxicity by Chlordecone

Compound Potentiation? References

CHCI3 yes 100,102
CCI4 yes 55,98,99
CBrCI3 yes 91,92
CHBr3 no 55
CBr4 no 55
CCI2CHCI no 104
Bromobenzene no 104
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Table 4.4. Candidate Mechanisms of Chlordecone Am plification of Halomethane 
Toxicity

Mechanism Role in Am plification

1. Enhanced bioactivation of Increased infliction of injury;
halomethanes only Stage I of toxicity is increased.

2. Increased lipid peroxidation Not known or none

3. Estrogenic property of chlordecone None

4. Increased Ca2+ accumulation;
precipitous glycogenolysis, loss of ATP

Pertubed cellular biochemistry and 
ablation of hormetic mechanisms

5. Suppressed hepatocellular regeneration Injury progresses unabatedly.
due to ablation of the early-phase Stage II of toxicity
hormesis

administration of a low dose of CC14 alone. Within 6 hr after the adminis
tration of a low dose of CC14, limited hepatocellular necrosis inflicted by the 
same widely accepted mechanisms of CC14 bioactivation followed by lipid 
peroxidation occurs. This limited hepatolobular injury is evident as centri- 
lobular necrosis, ballooned cells, and steatosis. By mechanisms hitherto 
unexplored, simultaneously the liver tissue responds by stimulating hepato
cellular regeneration. 108 109 Most interestingly, this hepatocellular division is 
maximal at 6 hr, even though the limited injury evident as centrilobular 
necrosis is only beginning to manifest at that time. Although the molecular 
events responsible for the stimulation of hepatocellular division have not 
been explored, glycogen, the principal form of hepatic energy resource, is 
mobilized prior to cell division.108 109 Glycogen levels are restored after cell 
division has been adequately stimulated.108 The limited hepatocellular 
necrosis enters the progressive phase between 6 and 12 hr,82 85 108 109 while the 
hepatocellular regeneration and tissue-healing processes continue. By 24 hr, 
no significant liver injury is evident. These observations allow one to pro
pose that stimulation of hepatocellular regeneration is a protective response 
of the liver, occurs very early after the administration of a low dose of CC14, 
and leads to replacement of dead cells, thereby restoring the hepatolobular 
architecture. 13’15*55

Furthermore, this remarkable biological event results in another impor
tant protective action. It is known that newly divided liver cells are relatively 
resistant to toxic chemicals.39116-118 Therefore, in addition to the restoration 
of the hepatolobular architecture by cell division, due to the relatively 
greater resistance of the new cells, the liver tissue is able to overcome the 
imminence of greater injury during the progressive phase (6 to 12 hr), 
obtunding the spread of injury on the one hand, and speeding up the 
process of overall recovery through tissue healing on the other (Figure 4.4). 
By 6 hr, over 75 % of the administered CC14 is eliminated in the expired 
air, 106 leaving less than 25% for continued injury, all of which is eliminated 
by 24 hr.55 Relative resistance of the newly divided cells at this critical time
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Figure 4.4. Proposed mechanism for the highly amplified interactive toxicity of 
chlordecone + CCI4. The scheme depicts the concept of suppressed 
hepatocellular regeneration, simply permitting what is normally limited liver 
injury caused by a subtoxic dose of CCI4 to progress in the absence of 
hepatolobular repair and healing mechanisms stimulated by the limited 
injury. The limited hepatotoxicity from a low dose of CCI4 is normally 
controlled and held in check by the hepatocellular regeneration and 
hepatolobular healing. The chlordecone + CCI4 combination treatment 
results in unabated progression of injury owing to a lack of tissue repair 
obtunded due to lack of cellular energy. These events lead to complete 
hepatic failure, culminating in animal death. Ongoing studies indicate that a 
very similar mechanism is responsible for the amplification of CHCI3 and 
BrCCI3 toxicity by chlordecone. Adapted from Mehendale16 and 
Karunaratne.25

frame, as the animal continues to exhale the remaining CC14, would be an 
added critical defense mechanism. At later time points (12 hr and onwards), 
most of the CC14 would have been eliminated by the animal, and hence 
continued cellular regeneration during this time period and at later time 
points allows for complete restoration of the hepatolobular architecture 
during and after the progressive phase of injury.82 85

Administration of the same low dose of CC14 to animals maintained on 
food contaminated with low dose of chlordecone results in initial injury by
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the same mechanisms of bioactivation of CC14 and lipid peroxidation (Fig
ure 4.4). The liver injury in this case is slightly greater due to the approxi
mately doubled rate of bioactivation of CC14 in livers of animals preexposed 
to chlordecone.15,55,106 The liver injury, thus initiated, enters the progressive 
phase between 6 to 12 hr, and this phase is accelerated in the absence of 
tissue repair mechanisms.82 85108109 The highly unusual amplification of 
CC14 toxicity relates to the suppression of the initial hepatocellular regener
ation, otherwise ordinarily stimulated by CC14 within 6 hr (Figure 4.4).

The mechanism responsible for the abrogation of this hormetic mecha
nism of stimulated cell division is of significant interest. At this juncture, 
experimental observations permit invoking a role for hepatocellular bank
ruptcy in cellular energy. Under conditions of increased hepatocellular 
injury, mobilization of hepatic glycogen is initiated in order to stimulate 
hepatocellular division. 109-114 Under these conditions of increased demand 
for cellular energy (augmented need for extrusion of extracellular Ca2+ 
from the cells, protection against free-radical mediated injury, etc.), the 
hepatocytes are incapacitated due to insufficient availability of cellular 
energy. As a result, stimulation of cell division, which normally occurs after 
the administration of a low dose of CC14, cannot occur. The failure of cell 
division has two important implications:

1. Hepatolobular structure cannot be restored.
2. Unavailability of newly divided, relatively resistant cells predisposes the 

liver to continuation of liver injury during the progressive phase (6 to 12 hr 
and beyond).14-16’55’114,115

Permissively progressive injury continues unabatedly as a consequence of 
the mitigated tissue repair mechanisms, leading to massive hepatic fail
ure,5556’91"  followed by animal death.14-16

Many studies have shown a biphasic increase in hepatocellular Ca2+ levels 
in CC14 toxicity.111 The unusual aspect of excessive Ca2+ accumulation 
observed in livers treated with the chlordecone + CC14 combination is that 
it occurs at a dose of CC14 not ordinarily associated with the causation of 
increased intracellular Ca2+. Furthermore, chlordecone alone, even at a 10- 
fold higher dose than used in the interaction studies, does not increase 
hepatocellular Ca2+.15,111 Although in vitro studies with cellular organelles 
have been employed to speculate that the failure of organelle Ca2+ pumps 
leads to increased cytosolic Ca2+ levels, our studies indicate that at no time 
did these organelles contain decreased Ca2+.15,111 Indeed, the only signifi
cant change observed with regard to organelle Ca2+ is increased Ca2+ in the 
organelles in association with increased liver injury. 14111 Therefore, there is 
no in vivo evidence for decreased Ca2+ content in the organelles, which is in 
contradiction to the predictions from the in vitro findings.114115

The primary mechanism leading to a highly amplified toxicity is a failure 
on the part of the biological events leading to hepatocellular division. 
Increased accumulation of extracellular Ca2+ during the progressive phase
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of liver injury111 would be consistent with the significant loss of biochemical 
homeostasis in hepatocytes (Figure 4.4). Earlier histomorphometric109 as 
well as biochemical1415’89’90 studies have shown that glycogen levels drop 
very rapidly after CC14 administration to chlordecone-treated animals. 
Increased cytosolic Ca2+ would be expected to result in activation of phos- 
phorylase b to phosphorylase a, the enzyme responsible for glycogenoly- 
sis. 115 Phosphorylase a activity114115 and precipitous glycogenolysis108 109 111 115 
are experimental observations consistent with the rapid depletion of cellular 
energy on the one hand, 115 and irreversible increase in cytosolic Ca2+ on the 
other. 114

An intriguing aspect of the experimental framework leading to the pro
posed mechanism is the observation that phenobarbital, even at signifi
cantly higher doses (225 ppm in the diet for 15 days), does not potentiate the 
lethal effect of CC14. Although histopathological parameters of liver injury, 
such as hepatocellular necrosis and ballooned cell response, are indicative 
of significantly enhanced hepatotoxicity by phenobarbital, if the animals 
are left alone, this injury does not progress to significantly increased lethal
ity. Hepatic microsomal cytochrome P-450 is approximately doubled by 
prior dietary exposure to 225 ppm phenobarbital and the bioactivation of 
CC14 is tripled,55 106 and these parameters are consistent with the enhanced 
initiation of liver injury measured by histopathology, elevation of serum 
transaminases, or by hepatic function. Nevertheless, the liver injury neither 
progresses in an accelerated fashion nor is irreversible, as indicated by the 
reversal of liver injury accompanied by animal survival.55’56 85

Figure 4.5 illustrates the proposed mechanism for phenobarbital- 
enhanced liver injury of CC14, which is associated with a lack of enhanced 
lethality. Induction of hepatomicrosomal cytochrome P-450 by phenobarbi
tal results in approximate tripling of CC14 bioactivation and increased lipid 
peroxidation.55 106 Enhanced liver injury is consistent with these observa
tions (Figure 4.5). It should be recalled that the liver is normally able to 
respond by stimulation of hepatocellular regeneration after a low dose of 
CC14 within 6 hr (Figure 4.5). While phenobarbital exposure results in 
greater injury, the liver’s ability to respond by stimulated cell division is not 
completely compromised, as evidenced by the stimulation of hepatocellular 
regeneration starting at 24 to 36 hr and continuing through 72 hr. There
fore, hepatocellular regeneration is stimulated, thereby counteracting the 
enhanced liver injury, which leads to recovery from increase in liver injury. 
In view of the enhanced liver injury, restoration of normal hepatolobular 
architecture takes longer than the approximate 24 hr required upon admin
istration of a low dose of CC14 alone. Although the hepatocellular regenera
tion is delayed from 6 to 24 hr, when it does occur it is enhanced substan
tially, apparently tempered by the demand for more extensive restoration of 
hepatolobular architecture as a consequence of greater injury.85 102 103 Hence, 
the overall effect of phenobarbital-induced potentiation of CC14 injury is 
merely to delay the stepped up hepatocellular regeneration, tissue repair,
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Figure 4.5. Proposed mechanism for phenobarbital-induced potentiation of 
CCI4-hepatotoxicity in the absence of increased lethality. Normal liver 
response to a low-dose CCI4 injury is not abrogated by phenobarbital + 
CCI4 interaction. Instead, the early phase of cell division is postponed (from 
the normal 6 hr to 24 hr). Enhanced putative mechanisms, such as 
increased bioactivation of CCI4 and resultant increased lipid peroxidation, 
are responsible for the increased infliction of Stage I injury. Because 
hepatocellular regeneration and tissue repair processes continue, albeit a 
bit later than normal, these hormetic mechanisms permit tissue restoration, 
resulting in recovery from the enhanced liver injury. This mechanism 
explains the remarkable recovery from phenobarbital-induced 
enhancement of CCI4 liver injury. A remarkably enhanced liver injury by 
phenobarbital is of no real consequence to the animal’s survival because 
depletion of cellular energy does not occur with this interaction, which 
permits hormetic mechanisms to restore hepatolobular architecture, 
resulting in complete recovery.

and restoration of hepatolobular architecture. The prolongation of these 
normal responses of the liver is a consequence of the enhanced liver injury, 
inflicted by the enhanced putative injurious mechanisms. The hypothesis 
that suppression of hepatocellular regeneration and tissue repair leads to the 
progression of liver injury was experimentally validated in a partial hepatec- 
tomy model.8184’86

3H-Thymidine incorporation into nuclear DNA and the labeling index, as 
evidenced by autoradiography of liver sections, were significantly increased 
in rats maintained on normal diet at 1 to 2 hr after CC14 administration (100
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txL/kg) and returned to basal level by 6 hr.84 Serum transaminases in these 
rats undergoing sham operation and partial hepatectomy were not altered. 
However, these enzymes were significantly elevated in chlordecone-treated 
rats following CC14 administration (100 /*L/kg). CCl4-induced serum 
enzyme elevations were significantly lower in two-days post-partial hepa
tectomy rats than in sham operated rats. If the early-phase (6-hr) stimula
tion of hepatocellular regeneration is critical for recovery, protection by 
partial hepatectomy should be phased out by seven days, since stimulated 
hepatocellular regeneration phases out by then.81 Seven-days post-partial 
hepatectomy rats maintained on chlordecone diet were not protected from 
chlordecone-potentiated CC14 hepatotoxicity, indicating the importance of 
the early-phase tissue repair.82 83 The protection against hepatotoxic and 
lethal effects of the chlordecone + CC14 combination by previously stimu
lated hepatocellular regeneration might be explained by two consequences 
of stimulated cell division:

1. The hepatocellular architecture is renovated by the newly divided cells.
2. Because of the well-known resistance of the newly divided cells,39’116-118 the 

permissive progression of toxicity is obtunded.

The pivotal importance of the early-phase stimulation of hepatocellular 
regeneration is also evident when one considers that a large (or massive) 
dose of CC14 is toxic because of the suppression of the early phase tissue 
repair, since the second wave of hepatocellular regeneration (48 hr) remains 
intact.84

Additional Evidence in Support of a Critical Role for the 
Early-Phase Stimulation of Cell Division and Tissue Repair

Table 4.5 presents a variety of experimental manipulations that permit a 
rigorous experimental verification of the existence of, and the critical role 
played by, inducible tissue repair in the final outcome of toxic injury. All of 
the evidence for the existence of a hormetic mechanism was derived through 
efforts to understand the mechanism of chlordecone potentiation of halo- 
methane toxicity (Table 4.5).

Partial Hepatectomy

If the basic premise, that suppression of the early-phase (6-hr) stimula
tion of cell division and tissue repair is the mechanism of chlordecone 
potentiation of CC14 injury, is valid, then a preplacement of cell division in 
the liver should result in protection against the interactive toxicity of chlor
decone + CC14. When CC14 was administered at 2 days after partial hepa
tectomy at a time of maximally stimulated hepatocellular division, a 
remarkable protection was observed.81 At 7 days after partial hepatectomy, 
when the stimulated cell division phases out, the interactive toxicity 
becomes fully manifested again.81 In these studies, microsomal cytochrome
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Table 4.5. Evidence in Support of the Proposed Mechanism

Experimental
Manipulation Findings References

1. Preplaced cell division 
and tissue repair by partial 
hepatectomy

Protection from chlordecone + CCI4 81-84

2. Toxicity of a large 
dose of CCI4

Early-phase stimulation 
of tissue repair is ablated

84,88

3. Hepatocytes isolated
from chlordecone-treated rats 
incubated with CCI4 
(isolated hepatocytes 
do not divide in vitro)

No potentiation in contrast 
to in vivo

119

4. Developing young 
rats have growing 
livers

Resilient to chlordecone + CCI4 121

5. Gerbils lack the 
early-phase tissue 
repair

Low dose of CCI4 is 
highly toxic

41,42

Do not have early- 
phase tissue repair 
to suppress

Chlordecone does not 
potentiate CCI4 toxicity

41,42

Preplaced tissue repair 
by partial hepatectomy

Resiliency to CCI4 toxicity 122

6. CCI4 autoprotection Due to prestimulation of early- 
phase tissue repair by the 
protective dose

48

7. Selective ablation of 
the early-phase hormesis 
by colchicine

Prolongation of hepatotoxicity 
of a low dose of CCI4 by 24 hr (until 
the second phase of cell division at 48 hr 
ensues to overcome injury)

128-130

Colchicine given 2 hr 
before the protective dose 
of CCI4

Abolishes CCI4 autoprotection 
entirely

131

P-450 content is decreased by partial hepatectomy, but remains at the 
decreased level even 7 days later, when protection is no longer evident. 
Moreover, actual in vivo bioactivation, and overall disposition of 14CC14, 
are unperturbed by partial hepatectomy.86

Toxicity of Large Dose is Due to Ablation of the Hormetic Response

An implication of these findings is that the toxic effect of a large dose of 
CC14 might be a consequence of suppressed early-phase cell division and 
tissue repair. When a large dose of CC14 was administered, the early-phase 
cell division8185 108 109 normally stimulated by a low dose of CC14 was ablated 
entirely.48’84 88 These findings indicate that the real difference between a low 
and a high dose of CC14 is the presence or absence of hormetic response in
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the form of stimulated early-phase cell division and tissue repair. The higher 
dose clearly prevents the hormetic response, thus permissively allowing tox
icity to progress unabatedly, much like the unabated progression of a 
brushfire to a forest fire in the absence of fire fighters.

Interactive Toxicity of Chlordecone + CCI4 Not Occurring under In 
Vitro Conditions Where Tissue Hormesis Cannot Be Expressed

Yet another line of experimental validation of the critical role of sup
pressed cell division and tissue repair comes from in vitro incubation of 
hepatocytes isolated from chlordecone-pretreated rats with CC14.119 Isolated 
hepatocytes do not divide under in vitro conditions. Therefore, if suppres
sion of cell division and tissue repair ordinarily stimulated by a low dose of 
CC14 is the mechanism of chlordecone-amplified CC14 toxicity, one should 
not observe highly amplified toxicity when hepatocytes from chlordecone- 
treated rats are incubated with CC14 in vitro. Since prior exposure to pheno- 
barbital is known to result in increased CC14 toxicity in vitro, incubation of 
hepatocytes obtained from phenobarbital-treated rats with CC14 should 
result in a measurable level of increased toxicity. Recent experiments 
revealed no significant increase in cytotoxic injury in chlordecone- 
pretreated isolated hepatocyte incubations.119 Cells from phenobarbital- 
pretreated rats exhibited highest CC14 toxicity, indicating that the in vitro 
paradigm was working as expected. These findings are consistent with the 
hypothesis that suppression of hepatocellular division and tissue repair is 
the mechanism of chlordecone-potentiated CC14 toxicity, and provide sub
stantial evidence against any significant role for chlordecone-enhanced 
bioactivation of CC14.119

Resiliency of Newborn and Developing Rats

Newborn and young, developing rats have actively growing livers. Since 
livers during active growth would be expected to have ongoing cell division, 
these developing rats would be expected to be resilient to chlordecone 
potentiation of CC14 injury during their early development. When rat pups 
at 2, 5, 20, 35, 45, and 60 days were tested, rats were completely resilient to 
chlordecone potentiation of CC14 toxicity up to 35 days of age.121 At 45 
days, young rats were sensitive to the interactive toxicity of chlordecone + 
CC14, and by 60 days the rats were just as sensitive as adults. 122 The hepatic 
microsomal cytochrome P-450 levels in the livers of 35-, 45-, and 60-day-old 
rats exposed to chlordecone were not different from each other, suggesting 
that any differences in cytochrome P-450 levels are unlikely to explain the 
observed differences in toxicities. Moreover, recent studies indicate that 
bioactivation of 14CC14 in 35-day-old rats is not less than that observed in 
60-day-old rats (unpublished data). Therefore, the resiliency of younger rats 
to chlordecone potentiation of CC14 toxicity is more likely related to the
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Table 4.6. High Sensitivity of Mongolian Gerbils to Halomethane Toxicity Contrasted 
with Their Resiliency to Potentiation by Exposure to Other Chemicals

Halomethane

15-Day Dietary Pretreatment (/*L/kg)a

Normal Diet
Chlordecone 

(10 ppm)
Phenobarbital 

(225 ppm)
Mirex 

(10 ppm)

CCI4 80 100 100 100
(34-186) (78-128) (28-354) (28-354)

CBrCI3 20 20 20 16.8
(8.6-46.5) (16.4-24.4) (10.4-38.4) (9.9-28.6)

CHCI3 400 565 400 400
(208-769) (346-923) (268-597) (268-597)

Source: Adapted from Cai and Mehendale.42 

aNumbers in parentheses are 95% confidence intervals.

ongoing hepatocellular regeneration during early development rather than 
due to differences in the bioactivation of CC14.

Gerbils '  Lack of the Early-Phase Hormesis and Greatest Sensitivity to 
Halomethane Toxicity

While administration of a low dose of CC14 to rats results in a prompt 
stimulation of early-phase hepatocellular regeneration at 6 hr,81-85 in Mon
golian gerbils this early-phase cell division is not observed.42 The stimula
tion of cell division that does occur at 42 hr (analogous to the second phase 
of cell division, which occurs at 48 hr in rats) appears to be too little and too 
late to be of any help in overcoming liver injury.4142 If the early-phase cell 
division is critical for recovery from liver injury, then because of their lack 
of this important hormetic mechanism, gerbils would be expected to be 
extremely sensitive to halomethane toxicity. When tested, gerbils were 
found to be approximately 35-fold more sensitive to the toxicity of CC14, 
BrCCl3, and CHC13 (Table 4.6).41 It follows that gerbils should not be 
susceptible to chlordecone potentiation of CC14 toxicity (Table 4.6) since 
they lack the early phase of hepatocellular regeneration.42

Subsequent studies have shown that a preplacement of hepatocellular 
regeneration by partial hepatectomy results in significant protection against 
CC14 toxicity,122 underscoring the importance of stimulated hepatocellular 
regeneration in determining the final outcome of liver injury. These studies 
also reveal another important difference between species. While rats 
respond by maximal stimulation of hepatocellular regeneration within 2 
days after partial hepatectomy, in gerbils the maximal stimulation was 
many fold lower and it occurred not before 5 days after partial hepatec
tomy. 122 These findings indicate that gerbils are much more sluggish in their 
hormetic response to a noxious challenge of a hepatotoxic chemical agent. 
Each of these findings (Table 4.5) is consistent with the critical importance 
of the early-phase stimulation of cell division as a decisive target of inhibi
tion in chlordecone potentiation of CC14 toxicity. Further, these findings
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also underscore the importance of the biological hormetic response in deter
mining the resiliency to the toxic action of halomethanes.

Autoprotection

CC14 autoprotection is a phenomenon whereby administration of a single 
low dose of CC14 24 hr prior to the administration of a killing dose of the 
same compound results in an abolition of the killing effect of the large 
dose.43-45 123 124 The widely accepted mechanism of this phenomenon is the 
destruction of liver microsomal cytochrome P-450 by the protective dose 
such that the subsequently administered large dose is insufficiently bioac
tivated. 121319’46’47’49’50 Since bioactivation of CC14 is an obligatory step for its 
necrogenic action, it was suggested that massive liver injury ordinarily 
expected from a large dose of CC14 never occurs in the autoprotected ani
mal.12 Although this mechanism has been widely accepted, a closer exami
nation of the evidence suggests that the mechanism was largely derived by 
association1213’43-46 123 124 rather than actual experimental evidence of less- 
than-expected liver injury in the autoprotected animal.

Additionally, several lines of evidence indicate that even after the signifi
cant destruction of cytochrome P-450, the availability of the P-450 isozyme 
responsible for the bioactivation of CC14 is not limiting.48’81’86 122 125 126 For 
instance, even after a 60% decrease in the constitutive liver microsomal 
cytochrome P-450 by CoCl2 treatment, CC14 toxicity was undiminished 
regardless of whether the rats were pretreated with chlordecone.81 More 
direct evidence was obtained from studies in which in vivo metabolism and 
bioactivation of 14CC14 was examined in rats pretreated with CoCl2.86 The 
uptake, metabolism, and bioactivation of CC14 was not significantly altered 
in CoCl2-treated rats known to have highly decreased liver microsomal 
cytochrome P-450 content.

Additional experimental evidence, indicating that actual liver injury 
observed in rats receiving a high dose of CC14 was identical regardless of 
whether a prior protective dose was administered, led to a reexamination of 
the mechanism underlying CC14 autoprotection.48 A systematic time-course 
study, in which biochemical and histopathological parameters, as well as 
animal survival, were examined, revealed a critical role for the hormetic 
response of the liver in the form of stimulated early-phase cell division and 
tissue repair.48 The protective dose-stimulated tissue repair results in aug
mented and sustained hepatocellular regeneration and tissue repair, which 
enable the autoprotected rats to overcome the same level of massive injury, 
which is ordinarily irreversible and leads to hepatic failure followed by 
animal death.48 125 127
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Selective Ablation of the Early-Phase Hormetic Response 
by Colchicine

Finally, the pivotal importance of the early-phase stimulation of hepato
cellular division and tissue repair can be tested with an elegant experimental 
tool, colchicine. With a carefully selected dose of colchicine, it is possible to 
selectively ablate the early-phase stimulation of mitosis associated with the 
administration of a low dose of CC14.128 One single administration of colchi
cine at 1 mg/kg results in ablation of mitotic activity —the effect lasting 
only up to 12 hr —such that the second phase of cell division at 48 hr after 
the administration of CC14 remains unperturbed.129 At this dose colchicine 
does not cause any detectable liver injury nor does it cause any adverse 
perturbation of hepatobiliary function. 130 Therefore, under these condi
tions, use of colchicine permits a very important experimental paradigm in 
which the early-phase hormesis in response to a low dose of CC14 can be 
selectively ablated.

Using the model of colchicine antimitosis, the importance of the early- 
phase stimulation of hepatocellular regeneration in the toxicology of CC14 
was tested.128 The selective ablation of the early-phase response of cell 
division resulted in a prolongation of limited liver injury associated with a 
low dose of CC14.129 Ordinarily, intraperitoneal administration of 100 /xL 
CCl4/kg results in very limited liver injury, which is overcome by stimulated 
cell division and tissue repair within 24 hr.81 85 108 109 The prolongation of this 
limited injury lasted only for an additional 24 hr (up to 48 hr after CC14 
injection), at which time the unperturbed second phase of cell division 
permits complete recovery to occur within the next 24 hr (by 72 hr after 
CC14 injection). This increased and prolonged CC14 injury is not accompa
nied by enhanced bioactivation of CC14.128 129 Indeed, actual liver injury 
assessed by morphometric analysis of hepatocellular necrosis and ballooned 
cells is not enhanced during the first 12 hr in colchicine-treated rats, further 
indicating that enhancement of the mechanisms responsible for infliction of 
injury was not involved. 128-130 These findings underscore the pivotal role of 
the early-phase stimulation of hormesis in the final outcome of toxicity 
associated with a low dose of CC14.

Another experimental paradigm permits a further test of how critical the 
early-phase hormetic response is in the final outcome of injury. In the 
above-described experiments, the preservation of the second phase of cell 
division permits complete recovery by 72 hr. Administration of a large dose 
of CC14 permits experimental interference with this second phase of cell 
division. In such an experiment, the animals should not survive because of 
continued progression of toxicity; in other words, selective ablation of the 
early-phase hormetic response in an autoprotection protocol should result 
in a denial of autoprotection. Indeed, 100% survival observed in an experi
mental protocol (100 /xL CCl4/kg administered 24 hr prior to the injection 
of 2.5 mL CCl4/kg) is completely denied by colchicine antimitosis.131 This
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observation also provides very substantial and convincing experimental evi
dence for the newly proposed mechanism for the autoprotection phenome
non.48127 The mechanism underlying the autoprotection phenomenon is the 
ability of the liver tissue to respond by augmentation of tissue repair 
through hormesis induced by the protective dose.48

A Two-Stage Model of Toxicity

An intriguing outcome of the work on the interactive toxicity of chlorde- 
cone + CC14 is the emergence of a concept that permits the separation of 
the early events responsible for initiating injury from subsequent events that 
determine the final outcome of that injury (Figure 4.6). Hormetic mecha
nisms7 are activated upon exposure to low levels of halome- 
thanes.82’83’85’103’108’109’132-134 Although the cellular mechanisms responsible for 
triggering a dramatic mobilization of biochemical events leading to cellular 
proliferation within 6 hr after exposure to a subtoxic dose of CC14 are not 
understood,82’83’85 103 110 it is clear that these early events are the critical deter
minants of the final outcome of injury.214-16 When this early phase of hepa
tocellular division is suppressed, as has been observed in animals pretreated 
with chlordecone,82’83’85 108 109 a permissive and unabated progression of liver

Figure 4.6. Scheme illustrating the proposed two-stage model of toxicity. Stage I involves 
infliction of cellular and/or tissue injury by intoxication mechanisms, which are 
understood for many chemical and physical agents. If Stage I injury is inflicted 
by a low dose of the offending agent, hormetic mechanisms are stimulated 
(such as cellular regeneration and tissue repair targeted for restoration of 
tissue structure), and complete recovery from injury follows with no additional 
toxic consequence. If hormetic mechanisms are suppressed or ablated, the 
limited injury associated with exposure to a low dose of the offending toxic 
agent would continue unabated, resulting in progressive injury. High doses of 
toxic agents can cause ablation of the hormetic mechanism, as in the case of 
a high dose of CCI4, which results in ablation of the early-phase hormetic 
response.84 Another example is the ablation of the early-phase hormesis 
exemplified by the interactive toxicity of chlordecone and the halomethane 
solvents. Adapted from Mehendale.2
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injury, leading to massive coagulative hepatic necrosis, is observed.214-16 
Likewise, it has been demonstrated experimentally that restoring the tissue 
hormesis (Figure 4.7) results in an obtundation of the progressive phase of 
injury, permitting the tissue to overcome injury.

The central role of hormetic mechanisms in the final outcome of tissue 
injury becomes self-evident from the following lines of experimental evi
dence. Prior exposure to 225 ppm phenobarbital results in the potentiation 
of liver injury by the same subtoxic dose of CC14 employed in the chlorde- 
cone + CC14 interaction.16’55 56’85 The quantitative measures of liver injury at 
24 hr after the administration of CC14 indicate that the tissue injury is either 
equivalent to or slightly greater than that seen in chlordecone + CC14 
interaction.55 Left alone, the animals undergoing the interactive toxicity of 
phenobarbital + CC14 recover, while those experiencing the chlordecone + 
CC14 interaction do not.214-16’56 While the enhanced liver injury observed 
with the interactive toxicity of phenobarbital + CC14 is consistent with the 
increased bioactivation of CC14,55 106 recovery from this injury is consistent

Figure 4.7. Scheme illustrating the concept of separating those mechanisms that are 
responsible for the infliction of cellular and tissue injury from those that follow 
these events. Intoxication mechanisms result in infliction of injury during 
Stage I of toxicity. During Stage II of toxicity, tissue hormetic mechanisms are 
stimulated in an attempt to overcome injury. If these hormetic mechanisms 
are unperturbed, recovery occurs. Interference with these mechanisms 
results in uncontrollable progression of injury, much like an unquenched 
brushfire progressing to become a forest fire.
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with the unablated hepatocellular proliferation and tissue repair.8385 
Delayed hepatocellular regeneration and tissue repair from the normal 6 hr 
to 24-36 hr is the only consequence on Stage II of CC14 toxicity. 16 85 Never
theless, the highly stimulated early phase of tissue repair, even though it is 
postponed by 24 hr, enables the restoration of hepatolobular structure and 
function,21416 85 and thereby animal survival. These observations provide 
additional support for the presence of two distinct stages of chemical toxic
ity (Figure 4.7).

Induction of liver regeneration 36 to 48 hr after the administration of a 
toxic dose of CC14 is well established. 135-137 The existence of an early phase 
of cell division (6 hr) was revealed only through experiments with a low, 
subtoxic dose of CC14.82’83’108 109 Administration of a large, toxic dose of 
CC14 (2.5 mL/kg) results in complete suppression of this early phase of cell 
division,48 84 88 indicating that the toxicity associated with a large dose is due 
to the abolishment of this critical early-phase stimulation of tissue 
repair.214-16 Thus, experimentally, it is possible to ablate the early phase of 
hepatocellular regeneration and tissue repair ordinarily stimulated by a low 
dose of CC14 — making it, in essence, a toxic dose. Administration of the 
same dose to animals prestimulated by partial hepatectomy, so that they 
have the ongoing hepatocellular proliferation and tissue repair, results in a 
remarkable and substantial protection from liver injury and lethality.84 Such 
protection is not due to decreased bioactivation of CC14.86

The importance of the stimulation of tissue repair as an event indepen
dent of Stage I of chemical toxicity can be illustrated by other elegant 
experimental approaches. Experimental interference with the early phase of 
hepatocellular proliferation leads to prolonged and enhanced liver injury of 
an ordinarily subtoxic dose of CC14. Studies with colchicine antimito
sis, 128-131 in which colchicine administered selectively ablate the early phase 
of hepatocellular division (6 hr) without interfering with the second phase 
of hepatocellular regeneration (48 hr), have shown a prolongation of liver 
injury. Neither liver injury measured through serum enzyme elevations nor 
by morphometric analysis of necrosis was increased at 6 or 12 hr in 
colchicine-treated rats — findings consistent with the lack of colchicine- 
enhanced bioactivation of CC14. 129131 Moreover, colchicine ablation of the 
early-phase hormetic response after the protective dose of CC14 in an auto
protection protocol leads to complete denial of autoprotection.

The critical role played by the capacity to respond to CC14 hepatotoxicity 
by stimulation of tissue repair mechanisms at an early time point is illus
trated by examining species and strain differences in susceptibility to CC14 
injury. Mongolian gerbils are extremely sensitive to halomethane hepato
toxicity.40-42122138 Gerbils are approximately 35-fold more sensitive to CC14 
toxicity than Sprague-Dawley rats.4142 This difference in CC14 toxicity can 
be seemingly explained on the basis of a 3.5-fold greater bioactivation of 
CC14 in gerbils.41 However, the remarkable and substantial sensitivity does 
not appear to be due to 3.5-fold greater bioactivation of CC14, since CC14
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toxicity is not at all increased in gerbils by prior exposure to phenobarbital 
in spite of a 5-fold greater bioactivation of CC14.41’42 The time-course studies 
on the ability of gerbils to respond to a subtoxic dose of CC14 by stimulation 
of hepatocellular regeneration and tissue repair reveal an important differ
ence in the biology of the hormetic mechanisms between gerbils and rats.42 
The early-phase stimulation of tissue repair in the liver does not manifest 
itself in gerbils, and the second phase occurs approximately 40 hr after the 
administration of CC14.42 122 In the absence of the biological mechanism to 
arrest the progression of liver injury (Figure 4.7), the liver injury might be 
expected to permissively progress much like an unquelched brushfire.

Evidence in support of the concept that species differences in chemical 
toxicity might depend on the differences in the promptness in initiating 
tissue repair mechanisms among various species comes from another aspect 
of the interactive toxicity of chlordecone + CC14. While gerbils are 
extremely sensitive to CC14, this sensitivity cannot be further increased by 
prior exposure to chlordecone.41’42 122 138 Since substantial evidence supports 
the concept that suppression of the early phase of hepatocellular regenera
tion and tissue repair is the mechanism for the permissive progression of 
liver injury in the chlordecone + CC14 interaction,214-16 lack of this early- 
phase response in the gerbil would be consistent with extremely high sensi
tivity of gerbils to CC14 on the one hand, and a lack of potentiation of CC14 
toxicity by prior exposure to chlordecone on the other.4142 This concept has 
received additional support recently through partial hepatectomy 
experiments. 122

The interactive toxicity of chlordecone -l- CHC13 has been demonstrated 
in murine species.100-103 Stimulation of hepatocellular regeneration and tis
sue repair after a subtoxic dose of CHC13 allows the mice to overcome the 
liver injury associated with that dose of CHC13.103 By lowering the dose of 
CHC13 used in the chlordecone + CHC13 studies,102 it is possible to demon
strate potentiation of liver injury, but without the lethality. 103 Such an 
experimental protocol vividly reveals a decisive role played by the stimu
lated tissue repair mechanisms in overcoming liver injury103 and the separa
tion of these mechanisms (Stage II) from the inflictive phase (Stage I) of 
chemical injury (Figure 4.7).

The importance of stimulated tissue repair mechanisms in overcoming 
liver injury has also been demonstrated through examination of the mecha
nistic basis for significant strain differences in mice. 139 140 A SJL/J strain of 
mice, known to be less susceptible to CC14 toxicity, was shown to possess 
more prompt and efficient tissue repair mechanisms, which permit aug
mented recovery, while the BALB/C strain, known to be more susceptible, 
was shown to possess less efficient tissue repair mechanisms, resulting in 
retarded recovery.139 The Fj cross between these two strains was shown to be 
intermediate in susceptibility.140 A careful histopathological evaluation 
revealed that while the time course of the appearance in injury was quite 
similar (Stage I, Figure 4.6), significant differences in tissue repair mecha
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nisms between these strains could account for the strain differences in the 
ultimate toxicity of CC14.139 140 While the time course of the inflictive phase 
of injury in the F, (SJL/J x BALB/C) was similar to the two parent 
strains, the tissue repair was at the intermediate level of augmented (SJL/J) 
and retarded (BALB/C) recovery.

With the advent of the finding that a low dose of CC14 is not toxic —not 
so much because it does not initiate tissue injury, but because of the stimu
lated tissue repair mechanisms108 109 —it became apparent that the stimula
tion of the early phase of hepatocellular regeneration is, in essence, an 
endogenous hormetic mechanism, recruited to overcome tissue injury. One 
implication of this finding is its possible role in the phenomenon of CC14 
autoprotection.43-46 Circumstantial evidence, in which a decrease in hepatic 
microsomal cytochrome P-450 by CoCl2 administration to 40°7o of the nor
mal level did not result in decreased CC14 liver injury,81 suggested the possi
bility that mechanism(s) other than decreased cytochrome P-450 might be 
involved in CC14 autoprotection. Recent studies reveal a critical role for the 
hepatocellular regeneration and tissue repair stimulated by the low protec
tive dose administration.48 Essentially, the protective dose serves to stimu
late tissue repair mechanisms82’83’86 108’109 so that even before the large dose 
known to abolish the early-phase stimulation of tissue repair84 is adminis
tered, the tissue repair mechanisms are already in place, resulting in aug
mentation of tissue repair sufficient to tip the balance between progression 
of injury and recovery in favor of the latter.48 This experimental model 
represents another example in which a selective augmentation of the tissue 
hormetic mechanism (Stage II, Figure 4.6), independent of the inflictive 
phase of toxicity (Stage I, Figure 4.6), can dramatically alter the ultimate 
outcome of toxic injury (Figure 4.7).

Another line of evidence to implicate the importance of the hormetic 
mechanisms in determining the final outcome of chemical toxicity comes 
from experiments designed to understand the mechanisms responsible for 
the failure of the tissue regenerative and repair mechanism in the interactive 
toxicity of chlordecone + CC14. Much evidence is available pointing to 
insufficient availability of cellular energy at a time when cell division should 
have taken place.87 108 109 A remarkable and irreversibly precipitous decline 
in glycogen levels in the liver, 109114 a rise in hepatocellular Ca2+,110-113 and a 
consequent stimulation of phosphorylase a activity, leading to an equally 
precipitous decline in hepatic ATP114115 are events consistent with the failure 
of hepatocellular regeneration in the chlordecone -f CC14 interaction. Only 
marginal and transient declines in ATP levels in the interactive hepatotoxic- 
ity of phenobarbital + CC14 and mirex + CC14 are consistent with a post
ponement of hepatocellular regeneration, 115 leading to transiently increased 
liver injury followed by complete recovery.85 The concept of insufficient 
hepatocellular energy being linked to failure of hepatocellular regeneration 
and tissue repair has gained support from experiments in which the adminis
tration of an external source of energy resulted in augmented ATP levels
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Table 4.7. Chemicals Reported to Cause Nonneoplastic Hepatocellular Proliferation

Chemicals References

1. Acetaminophen 3
2. Allyl alcohol 3,4
3. a-Naphthyl isothiocyanate 141,142
4. Bromotrichloromethane 132
5. Carbon tetrachloride 108,109,137
6. Chloroform 143
7. Ethylene dibromide 144
8. Galactosamine 145,146
9. Thioacetamide 147,148

and significant protection.88 90 In recent studies, catechin (cyanidanol), 
known to increase hepatic ATP levels, provided substantial protection 
against the lethal effect of chlordecone + CCI4.89 90 Protection by catechin 
was accompanied by a restoration of the stimulation of hepatolobular 
repair and tissue healing.90 The most interesting aspect of catechin protec
tion against the interactive toxicity of chlordecone -l- CC14 is that protection 
does not appear to be the result of decreased infliction of hepatic injury,89 90 
as evidenced by a lack of difference in injury up to 24 hr after CC14 adminis
tration.90 Cyanidanol protection was clearly due to restored hepatocellular 
regeneration and tissue repair. These observations provide substantial evi
dence for the separation of Stage I of toxicity, responsible for the infliction 
of tissue injury, from the Stage II events, responsible for the final outcome 
of tissue injury.1 2

Abundant opportunities to test the two-stage model of toxicity are avail
able. Many chemicals have been reported to induce hepatocellular regenera
tion at relatively modest doses, some of which are listed in Table 
4 7 3,4,io8,io9,i32,i37,i4i-i48 Opportunities to test the conceptual framework being 
put forth here are available through additional investigations with these 
models of tissue injury, as well as scores of other models in other tissues and 
organs.

Implications for Assessment of Risk to Public Health

Establishing that the initial toxic or injurious events, regardless of how 
they are caused, can be separated from the subsequent events that determine 
the ultimate outcome of injury, offers promising opportunities for develop
ing new avenues for therapeutic intervention, with the aim of restoring the 
hormetic tissue repair mechanisms. Such a development will open up ave
nues for two types of measures to protect public health:

1. By and large, the presently used principle is to decrease the injury by 
interfering with Stage I of toxicity.

2. Tissue repair and healing mechanisms could be enhanced not only to 
obtund the progression of injury, but also to simultaneously augment 
recovery from that injury.
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In addition to these opportunities, the two-stage concept of chemical 
toxicity also embodies implications of significant interest in the assessment 
of risk from exposure to toxic chemicals. The existence of a threshold for 
chemical toxicity is evident, as indicated by observation of the stimulation 
of tissue repair mechanisms, directed to tissue healing and recovery, after 
the administration of subtoxic levels of toxic chemicals, when exposure 
involves singular chemicals. The existence of a two-level or two-stage 
threshold is apparent from the two-tier hormetic response: one threshold 
level for each stage of the two-stage model (Figure 4.7). Generally speaking, 
the threshold for Stage I of toxicity must lie in the cytoprotective mecha
nisms (cellular hormesis). The threshold for Stage II of toxicity appears to 
be in the tissue’s ability to respond promptly by augmenting tissue-healing 
mechanisms. These two thresholds may be quantitatively the same or differ
ent, but clearly have mechanistic basis at different levels.

From a public health perspective, exposure to singular chemicals is sel
dom involved. Multiple exposures to chemical combinations and/or singu
lar components simultaneously, intermittently, or sequentially are almost 
always the rule. In this regard, antagonistic interactive toxicity or inconse
quential interactions are also of interest. Of greater interest from a public 
health perspective is the finding that the hormetic mechanisms that consti
tute the threshold for physical or chemical toxicity can be mitigated in the 
interactive toxicology of chemical and physical agents, resulting in highly 
accentuated toxicity.

Of significantly greater interest to regulatory toxicology is the need to 
take into account in the risk assessment process the hormetic mechanisms 
operating particularly at the low levels of exposure to chemicals. The recog
nition of the existence of cellular and tissue hormesis provides the mechanis
tic basis to recognize thresholds for toxic effects, thereby permitting us to 
take into consideration the lack of recognizable adverse health effects at 
low levels of exposure to chemicals in our environment.
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CHAPTER 5

Effects of Low-Dose Radiation 
on the Immune Response

Robert E. Anderson, University of New Mexico, School of Medicine, 
Albuquerque, New Mexico

The extreme radiosensitivity of the small lymphocyte has been known for 
some time. 1-10 More recently, it has been recognized that under highly spe
cific experimental conditions, ionizing radiation may also exert an 
immunostimulatory effect. The purpose of this chapter is to summarize our 
current understanding of this phenomenon with particular reference to

1. radiation dose
2. the involved cell type(s)
3. the temporal relationships between exposure to radiation, introduction of 

antigen, or related immunostimulatory agent, and the resultant immune 
response

Prior to reviewing the experimental data, however, a few introductory com
ments with respect to the normal function of the immune system are in 
order (for a more detailed description, see Anderson et al.11).

IMMUNE SYSTEM

The raison d'etre of the immune system is to protect the host against 
infectious agents and their products. In order to discharge this function, the 
various involved cells and cell types are in a constant state of flux as the host 
responds to a continuous series of both new and familiar stimuli, while 
simultaneously experiencing the slow decay of responses to more remote 
stimuli. Thus, at any one time, a myriad of reactions are commencing while 
others are reaching their maximum and still others are waning.

The immediate response of the host to an unfamiliar immunologic stimu
lus involves a complex series of events encompassing several different types 
of cells located in a variety of anatomic locations. These events are regu
lated by a complex communications network, involving not only several
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distinct cell types but also a potpourri of factors that they produce. The 
involved cells are often grouped together in highly specific spatial relation
ships in a series of so-called lymphoreticular tissues, which include the 
thymus, spleen, lymph nodes, and the gastrointestinal tract-associated 
lymphoid tissues. In addition, one of the cell types —the lymphocyte — 
constantly recirculates throughout the host in highly specific fashion, as 
determined by a complex of cell surface molecules and their tissue 
equivalents.

The major cellular components of the immune system are lymphocytes, 
macrophages, and a series of macrophage-related accessory cells. Lympho
cytes are of critical importance in almost every facet of the immune 
response. Among their functions are the recognition of antigen as foreign 
(“non-self”), the induction and modulation of the resultant immune 
response, and, most particularly, the high degree of specificity of these 
responses. Lymphocytes are also responsible for the “memory” that accom
panies most immune responses and the “tolerance” that prevents host cells 
from initiating a response directed against host antigens.

The role of the macrophage is less specific but no less critical than that of 
the lymphocyte. Whereas individual lymphocytes are precommitted to 
respond to a limited number of structurally related antigens, macrophages 
appear to be far less discriminating. Thus, at present, they are not thought 
to have the same high degree of antigen specificity that characterizes lym
phocytes. Rather, macrophages are responsible for the phagocytosis and 
degradation of complex antigens to the more simplified forms that are then 
susceptible to recognition by lymphocytes. Macrophages also produce a 
number of immunologically active mediators that are capable of regulating 
various types of lymphocytes.

Accessory cells resemble macrophages in many ways but appear to be 
functionally more sophisticated. Perhaps as a consequence, accessory cells 
are often found in highly specific locations in complex lymphoreticular 
tissues such as the thymus.

Despite morphologic homogeneity, at least at the light microscope level, 
small lymphocytes may be subdivided functionally into two major groups:

1. Thymus-derived or T cells. These cells are primarily responsible for cellular 
immunity and delayed-type hypersensitivity responses (transplantation 
immunity and immunity to select viral, bacterial, and parasitic antigens).

2. Bone marrow-derived or B cells. These lymphocytes are primarily respon
sible for humoral immunity and the production of circulating antibody; 
under the influence of antigen, B cells can differentiate into plasma cells.

Both T and B cells can be further subdivided on the basis of cell surface 
markers and specific immune functions (Table 5.1).11 Of particular impor
tance, in the context of this chapter, is the observation that there are a 
number of subsets of T cells that serve to modulate the effects of other T, as
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Table 5.2. Necrosis vs Apoptosis

Necrosis Apoptosis

Injurious insult +
(hypoxia, toxins, etc.) (programmed)

Geography Local/focal Semirandom

Inflammatory response + —

Morphology
— Nuclear chromatin Flocculates (late) Condenses, fragments 

(early)

— Cytoplasm Swells, blebs develop Condenses, organelles 
preserved

Executioner C a+ +-dependent 
phospholipases

C a+ +-dependent 
endonuclease

well as B, cells. The two principal categories of regulatory T cells are appro
priately termed “helper” and “suppressor” cells.

T cells, and possibly B cells, are also unusual in that the vast majority are 
destroyed prior to their complete differentiation and release to the periph
eral lymphoid tissues of the host. 11 With T cells, this phenomenon (known 
as apoptosis) occurs within the thymus and results in the death in situ of 
approximately 90% of developing thymocytes. A similar phenomenon has 
been suspected, but as yet not documented, for B cells. In part, failure to 
demonstrate this phenomenon with B cells may relate to the observation 
that in most rodents, and probably also in humans, the differentiation of B 
cells occurs in the same anatomic site as does the generation of pre-B cells 
(i.e., the bone marrow), which markedly confounds the interpretation of 
experiments designed to address this issue.

RADIATION

The cell types involved in the immune response exhibit a broad spectrum 
of radiosensitivities.9 For example, some subpopulations of lymphocytes 
are exceedingly radiosensitive, while plasma cells and macrophages are very 
resistant. The basis of these differences in radiosensitivity are not well 
understood, but presumably relate to the degree of differentiation and 
maturation of the involved cell type, as well as to whether or not cell 
division is a requisite for participation. In addition, some types of lympho
cytes die acutely after irradiation (so-called interphase cell death) while 
others succumb in more traditional fashion. Interphase cell death is of 
particular importance with low-dose exposures and may, in fact, account 
for the exquisite sensitivity of the small lymphocyte to low doses of radia
tion. Interphase cell death is distinctive morphologically and is similar to, if 
not identical with, apoptosis.13-15 The features that distinguish apoptosis/ 
interphase death from necrosis are listed in Table 5.2.
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Figure 5.1. Relationship between magnitude of irradiation and plaque-forming capacity of 
mice. SRBC, 4 x 108, were given 10 days after whole-body irradiation, and 
assays for plaque-forming spleen cells were performed 4 days later. The 
results are plotted relative to the plaque-forming response of control 
(nonirradiated) mice. Adapted from Kennedy et al.3

In general, irradiation inhibits the immune response in a dose-dependent 
fashion. This is illustrated in Figure 5.1, taken from a study by Kennedy et 
al.3 Mice were exposed to the indicated doses of radiation, injected with 
antigen 10 days later, and then assayed for their capacity to produce anti
body. Similar results have been obtained in vitro, 16 demonstrating that the 
radiation-induced loss of functional activity is due to injury of the involved 
cell types rather than a perturbation of the environment provided by the 
host.

Whole body irradiation of mice also results in a dose-dependent loss of 
substance among the various lymphoreticular tissues.9 As shown in Table 
5.3 and Figure 5.2, this relationship is reflected in the recirculation pool.17 
Table 5.3 shows the number of lymphocytes mobilizable by thoracic duct 
cannulation as a function of radiation dose at various time intervals up to
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Figure 5.2. Cumulative number of viable T cells mobilizable by thoracic duct cannulation 
as a function of radiation dose and time after exposure. Data derived from 
Table 5.3. Adapted from Anderson and Williams.17

46 hr after exposure. After the initial 4 hr, a dose-dependent decrement in 
the number of thoracic duct lymphocytes (TDLs) is apparent. As shown in 
Figure 5.2, this decrease is primarily related to a loss of recirculating T 
cells.

Recovery of lymphoreticular tissues after irradiation is much more com
plex than might be anticipated. In part, this complexity relates to the obser
vation that the restoration of some cell types requires the expansion of a 
precursor pool anatomically removed from the tissue of interest. In addi
tion, the lymphoreticular tissues themselves have a hierarchy of recovery, 
and regeneration of so-called “peripheral” organs, such as the spleen and 
lymph nodes, is in part dependent upon recovery of the “central” thymus. 
Some of these interrelationships are illustrated in Figures 5.3 and 5.4. 18

Although the immunosuppressive effects of ionizing radiation have been 
recognized for some time, more recently it has been shown that such expo
sures may also occasion an augmented response.19 This immunostimulatory 
effect is dependent particularly on the dose of radiation and the time 
between exposure and the introduction of antigen. Much of the early experi
mental work concerned with this phenomenon was performed by Dixon and 
Taliaferro and their respective co-workers.5’620-22 Figures 5.5 and 5.6, from 
Taliaferro et al.,5*6 show the effects of small versus large amounts of whole
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Figure 5.3. Thymic weight as a function of dose and time after irradiation. Adapted from 
Anderson and Hendry.18

body irradiation administered to rabbits at various times before or after 
primary (Figure 5.5) or secondary (Figure 5.6) immunization with sheep 
erythrocytes. As noted previously, the temporal relationship between irradi
ation and antigen injection appears critical to the generation of an aug
mented response. Also important, although apparently not as critical as 
timing, are the character of the antigen; the radiation dose; the manner in 
which the irradiation is administered; and the age, sex, and genetic compo
sition of the host.

Low-dose radiation can also be utilized to immunize animals against

Figure 5.4. Splenic weight as a function of dose and time after irradiation. Adapted from 
Anderson and Hendry.18
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Figure 5.5. Comparison of effects of small versus large amounts of whole-body irradiation 
administered to rabbits at various times before or after primary immunization 
with SRBC. Adapted from Taliaferro and Taliaferro.5

amounts of antigen that would otherwise be subimmunogenic. 12 In nonirra- 
diated mice, such “low-dose tolerance” is apparently due to the induction of 
suppressor T cells. Figure 5.7 shows the effect of whole body exposure to 
small amounts (15 rad) on the response of mice to inactivated (mitomycin- 
treated) tumor cells. The mice were irradiated or sham-irradiated immedi
ately prior to injection with the indicated numbers of mitomycin-treated 
tumor cells. A control group was given phosphate-buffered saline. After 21 
days, all mice received 104 viable tumor cells. As seen in the figure, sham- 
irradiated mice injected with small numbers of mitomycin-treated Sarcoma 
I (Sal) cells exhibited larger tumors than the saline-injected controls (solid 
line) when subsequently challenged with untreated tumor cells. Exposure to 
low-dose irradiation not only abolished this partial tolerance to the tumor 
cells, but actually rendered the irradiated mice partially immune. The aug
mented antitumor activity of these (low-dose) irradiated spleen cells can 
also be shown in a cell transfer system (Figure 5.8).23

The above experiments have involved rabbits and mice irradiated in vivo. 
A similar phenomenon can be demonstrated in vitro. The latter approach 
has the added advantage of permitting the dissection of the various compo
nents of the immune response by subtracting or adding specific cell types. 
Figure 5.9 shows the response of murine spleen cells exposed to several 
doses of radiation in vitro to sheep red blood cells (SRBCs) as antigen.16 The
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Figure 5.6. Comparison of effects of small versus large amounts of whole-body irradiation 
administered to rabbits at various times before or after secondary 
immunization with SRBC. Adapted from Taliaferro and Taliaferro.6

results are expressed both in absolute terms (dashed line) and as a percent of 
the control response (shaded areas). An augmentation of the response is 
clearly evident with low-dose exposures (5-50 rad). This radiation-induced 
augmentation is associated with reduced numbers of viable cells (Figure 
5.10), suggesting the inhibition or death of a cell responsible for modulating 
the response.

In order to determine the cell type involved in low-dose augmentation, 
the immune response was divided into its T and B cell components, and 
each was irradiated individually and then recombined with the correspond
ing (nonirradiated) cell type. Results from this approach are shown in Fig
ures 5.11 and 5.12.16 Figure 5.11 shows the effect of irradiation of the B cell 
component on the in vitro response to SRBCs. The resultant dose-response 
curve shows three apparent components:

1. equivocal augmentation associated with low (0-20 rad) doses
2. marked loss of activity associated with moderate (25-75 rad) doses
3. minimal additional loss of activity associated with large (>100 rad) doses

A complementary experiment utilizing irradiated T cells is shown in Figure 
5.12. This dose-response curve similarly shows three components but dif
fers from Figure 5.11 as follows:



EFFECTS ON IMMUNE RESPONSE 105

Figure 5.7. Effect of 15 rads upon response of A/J mice to varying numbers of 
mitomycin-treated Sal cells. Groups of 20 mice were exposed to 15 rads 
whole-body irradiation or sham-irradiated, and inoculated subcutaneously 
with the indicated numbers of mitomycin-treated tumor cells. Twenty-one 
days later, all animals received 104 untreated Sal cells and were followed for 
tumor size. A control group (solid line) did not receive mitomycin-treated 
cells. Adapted from Anderson et al.12

1. The augmentation is much more pronounced and appears to be 
unequivocal.

2. The doses associated with each phase are distinctly different.

The introduction of antigen, either in vivo or in vitro, results in the rapid 
expansion of the corresponding subsets of lymphocytes. This entails the 
rapid division of the involved cell types. Cell division may also be occa
sioned by the introduction of a group of related plant derivatives termed 
mitogens.

In the context of radiation injury of the immune response, mitogens have 
the added advantage of selectively stimulating specific subpopulations of 
lymphocytes. Phytohemagglutinin (PHA), for example, stimulates both 
helper and suppressor T cells, Concanavalin A (Con A) activates propor
tionately more suppressor cells, and lipopolysaccharide (LPS) activates B 
cells. Figure 5.13 shows the effect of various doses of radiation on the in 
vitro response of mouse spleen cells to the indicated mitogens.24 Augmented 
responses are seen with both PHA and Con A.
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Figure 5.8. Effect of in vitro irradiation (15 rads) of donor spleen cells upon tumor size in a 
Winn assay. Mice were inoculated subcutaneously with 104 Sal cells; after 2 
days the mice were killed, and their spleens irradiated or sham-irradiated and 
then used in a Winn assay with an equal number of Sal cells. Results 
represent mean tumor area ± S.E. Adapted from Anderson et al.23

DISCUSSION

Under appropriate experimental conditions, radiation exposure can be 
associated with augmentation of the immune response. This phenomenon 
can be demonstrated both in vivo and in vitro and appears to be due to the 
loss of a T cell that under normal circumstances exerts a suppressive influ
ence. According to this hypothesis, radiation-induced injury to this cell type 
causes a loss of suppression and thereby results in augmentation.

As a part of normal differentiation, T cells undergo spontaneous cell 
death within the thymus. This process, known as apoptosis, is thought to be 
responsible for the elimination of cells with the potential of reacting against 
the host and thereby eliciting an autoimmune reaction. The morphological 
similarities between apoptosis and radiation-induced interphase cell death 
are striking and suggest the possibility of one or several common 
denominators.

Apoptosis is an energy-dependent phenomenon characterized by the con
densation of nuclear chromatin and the fragmentation of DNA at internu- 
cleosomal linker sites. As a consequence, electrophoresis of DNA obtained 
from cells undergoing apoptosis yields discrete bands with multiples of 180 
to 200 base pairs.25 In normal thymus cells, this phenomenon has been 
shown to be due to the activation of a calcium-dependent endonuclease.26
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Figure 5.9. Effect of irradiation upon anti-SRBC response. C57BL/6 spleen cells from 
female donors were exposed to indicated doses of radiation in vitro and 
incubated in 1-mL cultures with SRBCs as antigen. The number of anti-SRBC 
plaque-forming cells (PFCs) was determined on day 4. The results are 
expressed as a percentage of the control (0 rad) response. The numbers in 
parentheses indicate the number of experiments included in the calculation 
of the indicated value. The actual data from a single experiment (dotted line) 
are included for comparative purposes. Adapted from Anderson and 
Lefkovits.16

Although the intrathymic deletion of T cells probably is genetically initi
ated, perhaps by permitting an influx of calcium, radiation-induced inter
phase death is clearly triggered by the physical event per se. The end result, 
interphase death, may be due to either a direct or an indirect effect, such as 
free radical formation. Whatever the initial event, however, it is easy to 
envision a series of steps that culminate in endonuclease activation.

As noted previously, low-dose augmentation of the immune response 
appears to relate to the functional loss of an immunoregulatory cell of the T 
cell lineage. The requisite temporal relationships among irradiation, intro
duction of antigen (or mitogen), and an augmented response suggest that 
this phenomenon may be due to interphase cell death similar, at least mor
phologically, to that observed among normal T cells during their differenti
ation within the thymus. Although spontaneous and radiation-initiated 
apoptosis have been particularly well studied in the thymus, it must be 
reemphasized that the phenomenon is not limited to T cells. In fact, a recent 
report documents the same phenomenon in B cells.27

Is there an evolutionary basis for the extreme radiosensitivity of some 
types of lymphocytes? Does it offer some type of competitive advantage to 
the host? Several hypothetical arguments can be advanced:

1. Coincidence. It is also possible that the relationship between apoptosis and 
radiation-induced interphase death is purely coincidental, that radiation
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Figure 5.10. Relationship between cell viability and radiation-induced augmentation.
Spleen cell suspensions were irradiated in vitro and placed in cultures with 
SRBCs as antigen. Results represent average of two experiments 
harvested on day 4. Similar results (not shown) were obtained with analyses 
on day 5. Adapted from Anderson and Lefkovits.16

Figure 5.11. Influence of small increments of irradiation upon in vitro response to SRBCs.
Spleen cells were irradiated in vitro and placed in 1-mL cultures with SRBCs 
as antigen. Data represent plaque-forming cells (PFCs) on day 4. Similar 
results obtained on day 5 (data not shown). Adapted from Anderson and 
Lefkovits.16
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Figure 5.12. Influence of irradiation upon primed versus unprimed cells. Mice were 
injected with SRBCs or saline 40 days prior to sacrifice. Spleen cell 
suspensions were exposed to indicated doses of radiation in vitro and 
placed in 1-mL cultures. Results expressed as a percentage of the control 
response. Adapted from Anderson and Lefkovits.16

injury initiates the “apoptotic pathway” at a point subsequent to the initiat
ing intrathymic event. Thus, it is entirely a chance phenomenon that the 
end result is the same.

2. Competitive advantage. Since all forms of life are continuously exposed to 
various forms of “natural” or background radiation, perhaps low-dose 
exposure offers a competitive advantage via nonspecific augmentation of 
the immune response. The resting state, according to this line of thinking, 
is really not resting but rather one of heightened reactivity as a conse
quence of background exposures. This proposition seems unlikely, espe
cially since the doses associated with augmentation experimentally are sev
eral logs larger than those experienced from natural exposures in most 
parts of the world.

3. Curb against autoimmunity. It is clear that the mammalian host goes to 
great lengths to protect itself against autoreactive lymphocytes. In particu
lar, the passage of pre-T cells through the thymus is accompanied by the 
loss of most of these cells, presumably to protect the host against the 
release and peripheralization of cells with self-reactive potential. In this 
context, it is important to note that the lymphocyte is the only mammalian 
cell that can undergo extensive clonal expansion postnatally. As a conse
quence, one renegade autoreactive lymphocyte could in theory proliferate 
in response to histoincompatible host antigens, thereby developing a self- 
reactive clone capable of killing the host. Similarly, a lymphocyte that is 
injured but not killed by irradiation poses a distinct threat to the host, 
especially if the damage involves the nucleus. Nonlethal damage to lym
phocyte DNA could result in the mutation of genes associated with regula-
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Figure 5.13. Response of irradiated spleen cells to optimal concentrations of PH A, Con 
A, pokeweed mitogen (PWM), and LPS. Results are given as a percentage 
of the corresponding control (0 rad) values (broken line). Adapted from 
Anderson and Troup.24

tion of growth (and tumorigenesis) or those involved in definition of “self” 
(and thus autoreactivity). This line of thinking suggests that it is in the 
host’s best interests to do away with irradiated lymphocytes as quickly 
(interphase) and as efficiently (apoptosis) as possible.

Of these possibilities, the third is clearly the most attractive, in part because 
it is susceptible to testing experimentally.
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CHAPTER 6

Cellular Adaptation as an Important Response 
During Chemical Carcinogenesis

Emmanuel Farber, Departments of Pathology and of Biochemistry, 
University of Toronto, Ontario, Canada

INTRODUCTION

All living forms have evolved in a largely unfriendly, or even hostile, 
environment in which protective responses to many different forms of 
potential injury or harm have been essential for survival and reproduction. 
The acquisition of mechanisms for many different adaptive responses could 
be considered to be just as important as the development of the essential 
pathways for the basic physiological needs, such as for energy and for the 
syntheses of small and large molecules that are the essential components of 
the pathways. It is widely recognized that a variety of physiological adaptive 
responses to varying altitudes, other environmental influences, and hormo
nal modulations, as well as aging, are fundamental properties of living 
organisms. In addition, the vast array of different xenobiotic chemicals and 
organisms as well as radiations to which all living forms have been exposed 
since the early forms evolved some 2 to 3 billion years ago would require 
highly versatile protective systems to be developed. Such protective or adap
tive mechanisms are known to be present throughout the whole spectrum of 
living forms —from single cell microorganisms to highly differentiated 
eukaryotes.

Since disease processes are largely expressions of how living organisms 
react and respond to perturbations in the external and internal environ
ments, adaptive or protective responses and their modulations and mecha
nisms are of the greatest concern in fundamental studies of disease patho
genesis. Such considerations are also of the greatest relevance in toxicology, 
including how living organisms respond to low levels of single and multiple 
xenobiotics and radiations.

In the face of the many hazards, including carcinogenic ones, it seems 
appropriate to ask the question — what mechanisms might have evolved to 
preserve biological continuity? In species that have survived and endured
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over the eons, what is the nature of the adaptations that have evolved, and 
could a knowledge of these be useful in designing new approaches to the 
prevention of cancer, and perhaps even its treatment? What essential roles, 
if any, do these adaptive processes play in the development of different 
cancers?

CONCEPTS OF CANCER AND CANCER DEVELOPMENT

Fundamentally, there have been two major concepts that have guided the 
majority of cancer researchers. Scientists and clinicians have discussed for 
decades the issue of whether cancer is fundamentally a genetic or better 
“genomic disease,” or is it more likely to be an “epigenetic process.” A large 
component of the latter could be considered under the rubric of “adaptive 
responses.”

During the past 20 years, the evidence in favor of an interaction of 
genotoxic carcinogenic chemicals, radiations, DNA viruses, and RNA 
viruses with the genome of the target cells is so overwhelming that one 
cannot seriously consider cancer development as a biological process not 
involving the genome as a critical component. Even considerations of dif
ferentiation and cancer, a most interesting area, cannot deny genomic 
changes as crucial to the carcinogenic process. Mutations, gene rearrange
ments, translocations, and/or other forms of genomic disorganization are 
common accompaniments of cancer.

Yet, we are faced with an increasing realization that there is an expanding 
number of “nongenotoxic” chemicals, such as several hypolipidemic and 
other drugs, and some halogenated hydrocarbons used in industry and 
agriculture, that have to be studied. These are unquestionably carcinogenic, 
yet do not seem to show either the interactions with DNA, including muta
genicity, in many prokaryotes and eukaryotes or the well-delineated initia
tion steps seen readily with the genotoxic carcinogens.

In addition, as the steps and mechanisms during cancer development are 
studied in greater depth, phenomena become apparent that suggest that 
adaptive reactions and responses may play important or even critical roles 
in the process of carcinogenesis.

Given the acceptance of some types of genomic changes in many known 
instances of cancer development, we are faced with a much more important 
as well as a much more practical consideration. Do the cells with altered 
genomes behave essentially in a confrontational role in the host to create an 
adversarial situation, or do the selective and other important host processes 
exercise major options and limits to the type of initiated cell allowed to 
persist and grow? In other words, is the process of carcinogenesis funda
mentally an adversarial one (i.e., an abnormal cell in a vulnerable host), or 
is it more in the nature of a physiological selection or differentiation, a
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form of metaplasia, which has survival value for the host as an adaptive 
phenomenon?

Adversarial-Confrontational

The overwhelming view of both scientists and clinicians is biased toward 
the first possibility, the adversarial. This view naturally considers the 
approach to cancer therapy as one of creating more efficient ways to kill the 
abnormal cells. This approach is not only used for cancer but also for 
cancer precursors. Included, of course, are the older and newer approaches 
to the immunological control of cancer.

Since the cancer cells and their precursors are assumed to be “abnormal” 
in that they are, at least in part, foreign to the host, it is natural that 
immunological approaches be encouraged, including the use of killer lym
phocytes and other categories of lymphocytes and cytotoxic macrophages.

This dominant monolithic view of cancer cells and their precursors in the 
carcinogenic process is a natural outcome of the nature of the current 
emphasis in cancer research. Since a major goal today of most cancer 
research is the cure of endstage cancer, and since some cancers can be 
initiated by known carcinogens, it is to be expected that the focus in cancer 
research should be on the “end,” the out-and-out cancer and its behavior, 
and to a lesser degree on the beginning. The very long process whereby 
cancer develops, the carcinogenic process, is of necessity largely ignored, 
since it is only visible and easily amenable to treatment in a few types of 
cancers in humans, such as malignant melanoma and cervical carcinoma.

It is only natural that the cancer cell should be viewed as an abnormal or 
foreign cell that must be eradicated, given the following:

1. the genotoxic nature of many chemical carcinogens, radiations, DNA 
viruses, and probably RNA viruses

2. the wide range of genomic alterations readily induced by many of these 
agents

3. the obvious “physiologically abnormal” behavior of cancer cells and their 
progeny

4. the many genomic alterations seen in most cancers
5. the hereditary behavior of the cancer phenotype
6. the genomic disorganization so common in most, if not all, cancers
7. the extreme diversity and heterogeneity of cancers, even of a single cell 

type

Thus, the adversarial or confrontational view of cancer and cancer develop
ment has a considerable justification.

Adaptive-Physiological

Since the evidence in support of the adversarial-confrontational concept 
of cancer development is considerable, why should an alternative view, an
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adaptive one, be given serious consideration? The scientific justification for 
such a different view of the nature of the responses of the living eukaryote 
to carcinogens has been discussed in the past few years15 and will only be 
briefly presented in this chapter.

What evidence is there for a physiological-adaptive view for 
carcinogenesis?

1. The earliest new cell populations that appear after initiation show a com
mon phenotype in the liver regardless of the chemical nature and pattern of 
metabolism of the chemical carcinogen.3’6

2. This constitutive new phenotype in the rare altered hepatocyte is very 
similar to that induced reversibly in the whole liver by BHA, BHT, lead 
nitrate, or an interferon.4’7 Thus, the new phenotype in the rare altered cell 
is not abnormal but can be “turned on” by other environmental perturba
tions. It consists of many enzymes and proteins.

3. A seemingly similar phenotype is induced by exposure of liver epithelial 
cell cultures to two retroviral oncogenes and a chemical carcinogen in 
vitro.8,9

4. The new cell populations that are induced by carcinogens are clearly a new 
pattern of differentiation with at least two biological options: differentia
tion to the mature adult liver as the major option and persistence with slow 
progression to cancer as a minor one.3’10 The differentiation option is 
clearly genetically programmed since it occurs spontaneously and involves 
many enzymes and proteins, cell structure, cell to cell organization, and the 
blood supply, as well as other physiological parameters.

5. The clonal expansion during promotion of carcinogen-induced rare hepa- 
tocytes with a resistance phenotype, producing a liver with many nodules 
of resistant hepatocytes, is associated with an obvious protective role in the 
liver and for the host against cytotoxic and lethal effects of some xeno- 
biotics, including carcinogens.3’11-17

6. Hepatocyte proliferation in the putative precancerous expanded clones, the 
persistent hepatocyte nodules, is almost balanced by hepatocyte cell loss in 
these nodules until late in the carcinogenic process when unequivocal can
cer appears.18-20 Until malignant neoplastic changes appear, the nodules 
grow very slowly. The balance between cell proliferation and cell loss is a 
physiological feature of the normal liver when the liver is exposed to 
primary mitogens that induce hyperplasia over and above the normal phys
iological size of that liver.21’22 Thus, the nodules retain a major physiologi
cal control for cell proliferation until very late in the process of cancer 
development.

7. There appears to be no immune response to the new cell population until 
very late in the carcinogenic process with the final progression to cancer.23 
The late immunologic responses might be related to the common occur
rence in virtually all cancers, but especially those with epithelial origin 
(carcinomas), of cell death with inflammation and the release of probably 
hundreds of cell constituents that normally never leave the cell until it 
dies.
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In view of the many different cellular and tissue biological processes that 
make up the long, complicated carcinogenic process, it seems highly prob
able that physiological-adaptive and confrontational-adversarial compo
nents are both present at different times and to different degrees. It appears 
attractive to me to consider the early and intermediate steps in the carcino
genic process as mainly physiological-adaptive, while the stages of frank 
malignancy with progression as showing more confrontational-adversarial 
properties.

The very early initial interactions of mutagenic chemical carcinogens, 
radiations, and viruses with DNA would obviously prejudice most of us to 
consider the adversarial “abnormal” view as the appropriate one. Yet, I 
cannot overemphasize the unusually common nature of the earliest altered 
rare cells that appear during carcinogenesis, their unusually bland nature, 
and their spontaneous differentiation to normal-appearing adult liver. In 
my opinion, there is virtually no evidence to support the view that the rare 
altered cells appearing after initiation are in any way “abnormal” in their 
behavior. The finding of structural alterations in some genes after initiation 
does not prove by any stretch of the imagination that they are playing any 
role as determinants and that the new rare cell is biologically a mutant.
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CHAPTER 7

Biostatistical Approaches for Modeling 
U-Shaped Dose-Response Curves and Study 

Design Considerations in Assessing the 
Biological Effects of Low Doses

Tom Downs, School of Public Health, University of Texas, 
Health Science Center, Houston, Texas

The first part of this two-part chapter deals with the probabilities of 
determining qualitatively what kinds of health effects may result from 
exposures to substances, and the second part with characterizing quantita
tive relationships between such health effects and exposures. The health 
effects may be beneficial in some situations, and detrimental in others.

QUALITATIVE RISK-BENEFIT EVALUATION 

Introduction

Results of a study are customarily called “positive” if they show a positive 
association between substance exposure and disease, and “negative” other
wise.1 Negative results thus include those with beneficial effects as well as 
those with no effect. But there have been numerous reports of substances 
showing beneficial effects at low doses and detrimental effects at high 
doses,2 3 so the customary terminology could be confusing. To avoid ambi
guities, results are referred to herein as harmful, neutral, or beneficial, 
according to whether there is a statistically significant harmful or high 
effect, no significant difference, or a significant low or beneficial effect.

The classification of a study result as one of these three may be incorrect 
because of sampling or other sources of variability. Of paramount impor
tance in the design and planning of studies is the choice of study conditions 
that maximize, so far as is feasible, the probability of correctly classifying 
exposure effects as harmful, neutral, or beneficial. These probabilities 
depend on parameters such as sample size, dose regimen, duration of the
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Table 7.1. Possible Results fo r a Study

Actual Effect

Study Result

Harmful Neutral Beneficial

Harmful TH FN FL
Neutral FH TN FL
Beneficial FH FN TL
Unspecified H N L

study, measure of outcome employed, spontaneous rate of the disease, and 
the number and importance of other potential confounding variables that 
may be present.4 Some of these that are under the investigators’ control will 
be examined for the effects that their manipulation prior to beginning a 
study may have on the probability of correctly classifying a study outcome.

For any study the possible results may be arrayed as in Table 7.1. H, N, 
and L denote harmful, neutral, and beneficial, respectively, and T and F 
denote true and false. Thus, if a study of a substance whose effects are 
actually beneficial results in a statistically significant harmful result, the 
study result is a FH (false high); if the actual effect is unspecified, then the 
result is simply H. Whatever the actual effect of a substance, the result of 
the study will be either H, N, or L. The probabilities of these three events 
thus sum to unity for each of the four scenarios in the rows of the table.

In testing for beneficial effects, it is essential that there be a high sponta
neous rate in the unexposed group, so the beneficial effect can manifest 
itself. For if the disease outcome were extremely rare, then even a zero 
disease rate in the exposed subjects would not be unusual, and the sensitiv
ity of the study to detect beneficial effects would be greatly impaired. In 
such cases either more sensitive subjects might be found, or case-control 
studies might be employed since these may assure sufficient numbers of 
disease cases. Failing these or other techniques to increase sensitivity to 
detect a TL, serious consideration should be given to abandoning the 
study.

Data Layout: Two-by-Two Tables

In many studies the relevant study data can be put in the form of a two- 
by-two table, as shown by Table 7.2. The study subjects are presumed to 
have been randomly allocated to the exposure groups: nl in the exposed 
group and n0 in the nonexposed comparison group. These are then exposed

Table 7.2. Sample Two-by-Two Table

Exposure

Disease 

Yes No Total

Yes a b ni
No c d no

Total mi m0 n
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or not, accordingly, and followed in time to observe ultimately the numbers 
of subjects who acquire the specific disease in question.

These numbers, a and c, in the exposed group and in the comparison 
group, will be independent in well-conducted studies and will be binomially 
distributed as, say:

where p, and p0 are the disease rates in the exposed and comparison groups, 
respectively. Since the sample sizes nj and n0 have been fixed in advance, 
knowledge of the numbers of diseased cases, a and c, will be sufficient to 
determine the numerical values of all numbers in the table.

Exposure to the test substance will have a beneficial effect with regard to 
the disease in question, and subject to the conditions of the study, when p, is 
less than p0; no effect when pl equals p0; and a harmful effect when pj is 
higher than p0. A U-shaped hormetic dose-response exists when pj is less 
than p0 at lower doses, and higher than p0 at higher doses.

We shall examine how changes in the sample sizes n, and n0 and in the 
disease rates pj and p0 affect the probabilities that the study outcome will be 
significantly beneficial or harmful. Regardless of the actual effect of the 
test substance, these parameters have a strong influence on the probabili
ties. It is possible, through various means, to exert some control over these. 
Thus, the spontaneous rate p0 in the comparison group may be changed by 
choosing more or less susceptible subjects, by varying the duration of 
follow-up for the study, by altering the environment in which the study 
takes place, by limiting or increasing the intensity of case-finding, by modi
fying the diet, etc. The rate pj for the exposed group may be altered by these 
same devices, and if the substance does indeed have an effect, then pj may 
also vary with such things as route of administration, dose regimen, and 
synergistic effects with existing environmental conditions.

The dose regimen is crucially important to the study of hormetic effects. 
It has been customary to employ relatively high doses in toxicological 
research, and then to extrapolate detrimental effects downward to lower 
dose levels. Low doses have seldom been employed. Such customs guaran
tee failure to detect any genuine beneficial effects at low doses.

Construction of High,  Neutral, and Low Regions

It will be assumed the data in the two-by-two table have been analyzed via 
a two-sided chi-square test using Yates’ continuity correction. Values of chi- 
square greater than 2.706 are statistically significant at the 10% significance 
level with a two-sided test (5% in each tail), and provide evidence of a 
beneficial effect when the odds ratio ad/bc is lower than unity, a neutral 
effect when the odds ratio is equal to unity, and a detrimental effect when it 
is higher than unity. Values of chi-square greater than 3.841 are interpreted 
similarly, but at the 5% level (with 2.5% in each tail).
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Assume the number of subjects in each group is 25: n0 = nj = 25. Setting 
the expression for chi-square equal to 2.706:

determines, for any value of c, those integral values of a for which the study 
result (a,c) will just be statistically significantly high or low, given the 
assumption that the null hypothesis, Pj = p0, is true.

Assigning a value of zero to c in the equation yields two quadratic equa
tions in a —one with the odds ratio lower than unity, indicating some benefi
cial effect, and the other with the odds ratio exceeding unity, a harmful 
effect. The first equation has only imaginary solutions, indicating that there 
is no possible value for a that could significantly improve on an observed 
rate of zero in the nonexposed group. The second equation has the admissi
ble solution a = 5, indicating that 5 or more diseased subjects in the 
exposed group would be significantly higher than the zero number in the 
comparison group.

This process is repeated with c = 1, yielding an imaginary solution again 
in the first case, and the admissible solution a = 6 in the second. The 
process is repeated again with c = 2, then again with c = 3, and c = 4. In 
all these instances the spontaneous rate is too low, and no L result is 
possible. At c = 5 though, a value of zero for a would just yield a signifi
cant low result. This process continues until finally c = 20 is reached. Here 
it is found that the minimum value of a required to achieve a significant H 
result is 25, the entire exposed group. When c is 21 or more there is no 
admissible value for a that will provide a significant H result.

The results for all possible combinations of a and c may be viewed graphi
cally by constructing a 26-by-26 grid, with c on the horizontal axis and a on 
the vertical. By the process just described, this ac square is partitioned into 
three regions, H, N, and L, in Figure 7.1, according to the nature of the 
result. It should be kept in mind that these regions, H, N, and L, have been 
constructed under the assumption that the disease rates are the same in both 
groups. This assumption establishes the distribution for chi-square. The N 
region is concentrated around the diagonal of the square, where a = c. The 
H region has a larger than c, and the L region has a smaller than c. By the 
manner in which the significant values for a were obtained, the probability 
that a lies in the H region is not more than 5% for any value of c. This 
probability is not exactly 5% because of the discrete nature of the observa
tions. Indeed, in many cases the probability is considerably smaller than 
5%. Thus the “target” 5% is only a nominal figure. Similar remarks apply 
to the L region. In contrast, the probability of a result (a,c) falling in the N 
region is at least 90% when the null hypothesis is true.

From Figure 7.1, it is not possible to obtain an L result when there are 
fewer than 5 disease cases in the unexposed group. Thus, studies aimed at 
finding beneficial effects with only 25 subjects per group have very poor
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Figure 7.1. The H, N and L regions of possible study results. Exposed cases are on the 
vertical axis and non-exposed cases on the horizontal axis.

sensitivity unless the spontaneous rate exceeds 20%. Likewise, studies with 
more than 20 cases in the unexposed group have no chance at all of demon
strating an H effect. Even when there are 50 subjects in each group, though, 
there must still be at least 5 diseased subjects in the unexposed group before 
a significantly beneficial effect can occur. But now the 5 cases represent 
only 10% of the sample of 50, whereas before the 5 cases represented 20% 
of the sample.

Probabilities of Study Outcomes

For any given sample sizes nj and n0, not necessarily equal, an ac rectan
gle can be constructed as above. The calculations involved are entirely 
independent of the actual values of the rates Pj and p0, and depend only on 
the assumed null hypothesis that they are equal. The H, N, and L regions 
define the result for any possible outcome of the study because, for fixed 
sample sizes and n0, the study outcome is completely specified by the 
values for a and c.

As stressed above, the 10% significance figure is only nominal. But, 
while the H, N, and L regions were constructed using this 10% for defining 
the value of chi-square, the actual probabilities of a study result, (a,c), 
falling in any particular region, including the null N region, depend strongly
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on the numerical values of p0 and p,, even when these are equal. For 
example, the probability of an H or L result is zero when the study condi
tions impose a zero disease rate for both groups. It is also zero when the 
disease is universally prevalent in both groups.

Thus, in order to calculate the probability of a study outcome (a,c) land
ing in the H, N, or L zones, it is necessary to specify the rates Pj and p0 as 
well as the corresponding sample sizes and n0. Since a and c are indepen
dent and binomially distributed, the probability of any particular pair (a,c) 
in the ac rectangle is the product of the corresponding binomial 
probabilities:

where s = n, - a and t = n0 - c. The probability that a study outcome pair 
falls in the L region, say, is then the sum of all such probabilities over all 
pairs (a,c) in the L region.

The probabilities of a study result falling in the L region have been 
calculated for a variety of scenarios and appear in Table 7.3 (2.5% in each 
tail) and Table 7.4 (5% in each tail), rounded to the nearest percent. The 
probabilities along the diagonals correspond to L study results when, in 
fact, the actual effect of the substance is N (so such a result is a FL). These 
probabilities, all less than 2.5% by design, vary in Table 7.3A from 0% 
when Pi = p0 = 0.05 to 2% when Pi = p0 = 0.50. The probabilities above 
the diagonal, all much smaller still, correspond to L study results when, in 
fact, the substance is harmful (FL again). The probabilities below the diago
nal correspond to L study results when, indeed, the substance is beneficial 
(TL).

The percents below the diagonal are thus the sensitivities for detecting a 
true beneficial effect. They increase as the difference p0 - P! increases, and 
for fixed p0 - tend to increase as P! and p0 both decrease. The tables show 
the probability of a true beneficial result increases with sample size. The 
diagonal entries in the tables tend to approach their nominal values of 2.5 
and 5% as the sample size increases, because the larger samples lessen the 
effect of the discreteness of the observations. For a fixed total sample size, 
maximum sensitivities for detecting true H or L effects are achieved when 
the sample sizes n, and n0 are equal.

All the above analyses have been done under the assumption that the 
sample sizes n, and n0 for the exposed and nonexposed groups were deter
mined in advance of the actual study. The analyses are actually applicable to 
a much wider class of studies and hold when the sample sizes m, and m0 for 
disease cases and noncases are determined in advance, instead of the num
bers of exposed and unexposed subjects, because the chi-square analysis is 
appropriate for both cases. Instead of ac rectangles for cases there are now 
ab rectangles for exposed subjects. And instead of the null hypothesis being
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equal disease rates it is now equal exposure rates. All this is simply accom
plished in practice by interchanging the exposure-disease labeling for the 
rows and columns in the data table while leaving everything else intact; then 
all the original notation and results are applicable.

Data Layout: Standardized Ratios

In many nonexperimental epidemiological studies, the study subjects 
form a well-defined cohort, such as all the employees, past and present, of a 
petrochemical plant. In such studies the outcome measure often takes the 
form of a standardized ratio (SR). The SR is defined as the ratio of the 
observed number of disease events occurring among the members of the 
study population, to some theoretically derived number. This theoretical 
number is the number of cases that would ordinarily be expected to occur if 
the study population suffered disease rates similar to a “standard” popula
tion whose rates were used to obtain the expected number.

Briefly, the expected numbers are calculated by applying the standard 
population rates — usually on a race-, age-, sex-, time-, place-, and disease- 
specific basis —to the study population over the time frame of the study. 
The resulting SR ratio of observed-to-expected cases is called a standardized 
mortality ratio (SMR) if the outcome is death from a specific cause, and a 
standardized incidence ratio (SIR) if the study outcome is contraction of a 
specific disease.

Most studies of the effects of occupational exposures on worker health 
employ some form of standardized ratio to measure the outcome. The study 
results are usually reported separately by race, sex, and disease. Results for 
a wide variety of diseases and subgroups of the study population are ordi
narily reported.5 Computation of the expected numbers becomes cumber
some when the data sets are large. A vast array of statistical rate tables is 
also required. Computer programs with built-in rate tables have been writ
ten and employed to carry out these mechanical tasks.6 The program devel
oped by Monson ordinarily computes 40-50 standardized ratios for each 
subgroup of workers. These subgroups may be cross-classified (e.g., by 
race, sex, exposure histories, length of employment), so the number of SRs 
generated can become very large.

When the SR is lower than unity, the observed number of events is less 
than the expected number, and a beneficial effect has been observed. When 
the SR is unity, the effect is neutral, and when the SR is higher than unity, 
the observed number is greater than the expected, and a detrimental effect 
occurs. In terms of statistical significance (e.g., false high results, etc.), the 
same terminology is used here as above, with H and L representing statisti
cally significant SRs, and N a neutral SR that is not significantly different 
from unity.

There are two serious sources of bias commonly affecting SRs. First is the 
bias toward significant L effects due to the “healthy worker effect” —
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workers are self-selected because they were healthy enough to work, and 
thus they may form a biased group in relation to the “standard” population 
they are being compared to. This potential bias could, in theory, be avoided 
by choosing the standard population more appropriately; but in practice 
this is not possible because the rates for calculating expected numbers are 
ordinarily only compiled for the population as a whole —and not special 
subgroups like the working population. Thus, significant beneficial effects 
observed in an occupational cohort should be viewed cautiously; they may 
be real, or they may be manifestations of the healthy worker effect. The 
situation is further exacerbated by the fact that the magnitude of the healthy 
worker effect varies from one disease to another; it is likely to be most 
pronounced in those diseases that occur and are debilitating early in life, 
and less pronounced in those diseases, such as cancer, that occur later in 
life.7 8 The healthy worker effect is most pronounced in younger workers 
and diminishes over time as the workers age.

The second source of bias has historically been in the opposite direction, 
toward false high results. These are brought about by wholesale computa
tion of vast combinations, arrays, and varieties of tests of statistical hypoth
eses with the aim of finding statistically significant results. This phenome
non has been dubbed the “multiple comparison problem” by statisticians. 
The proliferation of computers and statistical software in recent years has 
aggravated the situation.

Construction of High, Neutral, and Low Regions

There is a wealth of sound theoretical and empirical evidence to the effect 
that, as a general rule, the number of observed cases or deaths in a defined 
group of subjects follows a Poisson probability distribution. Thus, this 
distribution may then be used to construct H, N, and L regions for testing 
the null hypothesis that the observed number has average value equal to the 
expected number, as calculated above from standard rates.

Construction of such regions is much simpler than for two-by-two tables 
since the Poisson distribution (and hence the regions) are determined com
pletely by just the expected number of cases. Bailar and Ederer provide 
tables for two-sided tests of significance of the null hypothesis that the SR is 
unity.9 Table 7.5 can be used to obtain 95% “normal limits” for the 
observed number of cases as a function of the expected number of cases. It 
can also be used to construct a 95% confidence interval for the true Poisson 
mean as a function of the observed number of cases. In addition, it can be 
used to construct a 95% confidence interval for the true SR as a function of 
the observed and the expected number of cases.

To find normal limits for the observed number of cases as a function of 
the expected number, locate the smallest entry in Table 7.5A that is as big or 
bigger than the expected number. Then

lower normal limit = (10 x row number) + (column number)
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The upper normal limit is obtained similarly from Table 7.5B:

upper normal limit = (10 x row number) + (column number)

For example, if the expected number of cases is 15.21, then the observed 
number of cases should be between 8 and 23, inclusive, at least 95% of the 
time. Observed values below 8 or above 23 constitute significant L or H 
results, respectively.

To find 95% confidence limits for the true expected number as a function 
of the observed number, convert the observed number to a row and column 
via the formula

(observed number) = (10 x row number) + (column number)

Then the confidence limits for the true expected number are

lower limit = Table 7.5B entry for (observed number -  1)

upper limit = Table 7.5A entry for (observed number)

If (observed number) of cases is 30, then (observed number—1) is 29, so 
that

lower limit = Table 7.5B entry for (29) = 20.24

upper limit = Table 7.5A entry for (30) = 42.83

To get a confidence interval for an SR, suppose the observed number of 
cases is 30 and the expected number is 15.21. Then the SR is observed/ 
expected = 30/15.21, nearly double, and the confidence interval (Cl) for 
the SR is

95% Cl for SR = (95% Cl for true expected)/(expected)
= (20.24,42.83)/15.21 

= (1.33,2.82)

Since the lower limit of the Cl is greater than one, the result is H. Alterna
tively, the observed 30 cases exceeds the upper normal limit of 23, so the 
result is H. As a third approach, the hypothesized expected number of 15.21 
is lower than the lower confidence limit of 20.24, so again the result is H. 
These three methods give the same result, but emphasize different aspects.

Probabilities of Study Outcomes

Beaumont and Breslow discuss power calculations in occupational set
tings when the Poisson distribution is involved.10 As a general rule, the 
larger the expected number, the greater the power to detect H or L effects. 
When the expected number is less than 3.69, then even an observed value of
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zero, the lowest value possible, is not unusual since zero is the lower normal 
limit of a 95% normal range (Table 7.5A).

Tables 7.6 and 7.7 contain sensitivity probabilities for detecting hormetic 
effects in SR studies. These depend on the relative risk (RR), defined in the 
present context by

RR = (true expected number)/(calculated expected number)

If the null hypothesis of no difference in risk is true, then the RR is unity. In 
such case (the last columns in Tables 7.6 and 7.7), the actual effect is 
neutral, and the corresponding tabular entries are the probabilities of Type 
I errors. These cannot exceed 2.5%, and are often considerably below 2.5% 
because of the discreteness of the Poisson distribution. For all the other 
columns, where the RR is lower than one, there is a hypothesized beneficial 
effect relative to the standard population, and the tabular entries are the 
probabilities of TLs for the corresponding hypothetical RRs. These sensitiv
ity probabilities tend to increase as the expected cases increase (though in an 
erratic manner due to discreteness) and do increase systematically as the RR 
decreases.

Meta-Analytic Techniques

Sometimes there may be several studies available with low-level exposures 
to a substance, yet each individual study has insufficient sensitivity to detect 
a hormetic effect. However, when the studies are pooled or viewed collec
tively, a clear pattern may emerge. Meta-analysis is a collection of statistical 
techniques for objectively synthesizing or pooling similar studies. Meta- 
analytic results are not always definitive. An attempt to synthesize the 
literature on effects of passive smoking via meta-analytic techniques yielded 
inconclusive results.11

There are numerous philosophical and practical problems involved in 
meta-analysis. Many of these stem from dissimilarities between the several 
studies being synthesized. No two studies are exact duplicates of each other, 
and it may be impossible to statistically adjust for differences between them 
in a satisfactory way. Meta-analysis has been described by some as contro
versial and by others as the wave of the future.12 Like any statistical tech
nique, it can be misused. A list of problems and questions concerning meta
analysis has been compiled by Spitzer.13

Meta-analytic studies of hormetic effects can be expected to suffer from 
“publication bias” —nondetrimental results tend not to be submitted for 
publication by investigators, and such nondetrimental results that are sub
mitted tend to be rejected by editors. Publication bias could result in signifi
cant overestimates of risk in humans and be detrimental to rational health 
policy decisions. A group of epidemiologists recently concluded that publi
cation bias was a definite problem in their field.114 Nevertheless meta-
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Table 7.8. Meta-Analysis Example fo r Saccharin and Bladder Neoplasia

Dose

FDA Study 
Hyperplasia (%)

WARF Study 
Tumors (%)

Japanese Study 
Tumors (%)

Male Female Male Female Male

0 10/73 (14) 3/85 ( 4) 3/20 (15) 12/20 (60) 19/50 (38)
0.01 6/71 ( 8) 0/81 ( 0) - - -

0.05 - - 2/20 (10) 6/20 (30) -
0.1 4/81 ( 5) 0/81 ( 0) - - -

0.2 - - - - 4/50 ( 5)
0.5 - - 2/20 (10) 9/20 (45) -

1.0 4/76 ( 5) 3/90 ( 3) - - 13/50 (26)
5.0 6/64 ( 9) 5/88 ( 6) 14/20 (70) 18/20 (90) 26/50 (52)
7.5 19/62 (31) 10/76 (13) - - -

Note: FDA and WARF studies: incidence in rats; Japanese study: incidence in mice. Dose is 
percent of diet.

analysis can be a powerful tool. Despite publication bias meta-analysis may 
be the only way, in many instances, to demonstrate hormetic effects.

The data on saccharin and bladder neoplasia in Table 7.8 will illustrate 
the impact that multiple data sources may have. Sources for the data on 
saccharin and bladder neoplasia are provided by Downs and Frankowski.15 
For each of the five sex-species combinations the response declines at low 
doses in comparison to zero dose, plateaus, and then increases as the dose 
increases.

QUANTITATIVE DOSE-RESPONSE MODELS 

Introduction

Almost without exception the dose-response models studied to date have 
focused on harmful effects. Current models thus have limited flexibility. 
Some contain mathematical restrictions prohibiting a decrease in response 
whenever there is an increase in dose. In such cases the existence of a 
threshold or of beneficial effects are excluded automatically from consider
ation. Some suggestions are proposed for development of more general 
models suitable for hormetic dose-response studies.

Model Criteria

The diversity of carcinogenic agents and responses, the variety of expo
sure settings and routes of administration, and the lack of detailed scientific 
knowledge about fundamental cellular processes in cancer all combine to 
make it unlikely that a single dose-response model can suffice for all situa
tions in which a hormetic dose-response model might be required. Still, 
some general suggestions about models for U-shaped responses can be put 
forth:



138 BIOLOGICAL EFFECTS OF LOW LEVEL EXPOSURES

1. The model should be flexible, adaptive, and parsimonious. If the parame
ters of the model are sufficiently versatile (e.g., capable of being scalar 
values or mathematical expressions of unspecified form), then these may 
be useful for looking at data in new ways and suggesting future avenues of 
research. Flexible models might be useful as guides for hypothesizing 
responses to low doses, thus aiding in designing dose regimens for hormetic 
studies, and in deciding whether a projected response is such that a pro
posed study will have sufficient statistical power. The flexibility require
ment automatically rules out the one-hit linear model whose response Px 
and slope dPx/dx are given, for an administered dose x, by

because the family of such curves is inflexible: All the curves in the family 
are convex upward at all doses for all positive values of the potency param
eter b.

2. Above all, a model must be capable of exhibiting a U-shaped response. In 
particular, it must be possible for the slope dPx/dx of the dose-response 
curve Px to be negative for some small doses x, while eventually becoming 
positive for larger x. These are essential requirements. They automatically 
rule out virtually all the common models in use today. This includes the 
linearized multistage model, popular with regulatory agencies,16 whose 
response has the form:

since this model requires that the fitted coefficients q0, q1? q2, . . . all be 
nonnegative.16 Such nonnegativity forces the slope

to be positive for all non-zero doses x.
3. The hormetic components of a model must be scientifically verifiable. 

Models with a U-shape imposed on them by restricting parameters and 
mathematical forms should be avoided since implicit in such models is the 
assumption that there is a beneficial effect at all sufficiently low doses 
(i.e., there is no hormetic threshold). A quantitative measure of the hor
metic effect should be attainable from the fitted model, and the hypothe
sized existence of a hormetic effect should be testable by statistical 
techniques.

4. Models should be capable of incorporating into their structure pertinent 
pharmacokinetic and biologic data. The parameters and mathematical 
forms of the model should be biologically interpretable.

5. Assumptions should be minimized. If made, they should be justified and 
checked whenever possible.

6. The suggestions above should not be unduly restrictive. The models ought 
to be applicable to a reasonably wide set of data, otherwise their usefulness 
is limited.
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Adaptive Repair

BIOSTATISTICAL APPROACHES TO ASSESSMENT 139

Downs and Frankowski15 employed Michaelis-Menten kinetics to develop 
a model with the potential for adaptive repair. For dose x, the probability R 
of repair has the form of a linear ratio:

where the parameters p, q, r, and s are all nonnegative, insuring that R lies 
between 0 and 1. The number of “hits” from particles of the test substance 
or its metabolites on susceptible portions of DNA is assumed to be Poisson 
distributed, with mean the linear ratio

where here also all four coefficients are nonnegative. Note that when x is 0, 
the spontaneous repair rate is equal to q/(q + s), and the spontaneous hit 
rate is equal to b/d. The spontaneous rates of hits and repairs are here 
neither independent of nor additive with the rates induced by the test 
substance.

It was further assumed that the number of hits that were repaired fol
lowed a binomial distribution, with n equal to the number of hits and with 
the above R being the probability that any particular hit would be repaired. 
Then it is readily shown that the number of unrepaired hits follows a 
Poisson distribution, with mean equal to

Then y is a more valid measure of effective dose than the administered dose 
x. It is entirely possible that y can decrease as x increases, and in fact this 
will be the case whenever

or

In such case the repair is adaptive, with the probability of repair increasing 
with increasing dose. Eventually though, H may become sufficiently large 
to overwhelm the enhanced repair (for a thorough discussion of these mat
ters see Downs and Frankowski15).

The multistage model given by
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which uses y instead of x for the dose parameter, will exhibit hormetic 
behavior whenever dy/dx < 0 at small doses. Another model employing y 
instead of x would be the (now nonlinear) one-hit model

Graphs of this one-hit model are shown in Figure 7.2, where the hit rate H is 
given for each of the three curves by

while the repair rate is given —for the top, middle, and bottom curves, 
respectively —by

Figure 7.2 illustrates the flexibility and adaptivity of this repair-modified 
one-hit model. In the top curve the repair rate is actually impeded by the test 
substance, and the response Px increases dramatically at low doses. In the 
middle curve moderate doses are clearly beneficial, and in the bottom curve 
repair has been increased so much that the response Px never gets back up to 
its spontaneous rate.

Any model, such as the k-hit, multistage, or probit,17 can be modified to 
accommodate nonmonotonic dose-response data by using nonmonotonic 
functions of the dose, like y above, instead of the administered dose x.

Modified Linear Multistage Model

The multistage model given by

can be modified directly to accommodate the possibility of beneficial 
effects by merely allowing the linear coefficient qt to be negative. This 
would result in a beneficial effect whenever the dose x satisfies the inequal-
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Figure 7.2. Three dose-response curves illustrating the versatility of the one-hit model 
with adaptive repair.

ity qjX + q2x2 < 0, or equivalently, x < -q /q ^  The optimal dose in this 
case is that value of x that minimizes Px. It is obtained by setting the 
derivative of Px equal to zero, solving the resulting equation for x, and 
verifying that the second derivative is positive when evaluated at this value 
of x.

The multistage model has the advantage of being characterized by a small 
number of parameters. These parameters may also be readily estimated 
from long-term animal bioassay data. This may also be a disadvantage, 
though, because it may be difficult to incorporate pharmacokinetic knowl
edge into the estimation process. Nevertheless, in the absence of additional 
biological data, the multistage model will often be the default choice in 
model-fitting because of its simplicity and parsimony.
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Stochastic Two-Stage Model

Moolgavkar and Venzon developed a two-stage stochastic model for car
cinogenesis, in which the stages may be thought of as mutations, though not 
necessarily so.18 A schematic diagram of the model appears in Figure 7.3. 
Subsequently, Moolgavkar and Knudson expanded the scope of the model, 
showing how it could be interpreted biologically to explain or help explain 
such diverse phenomena as age-specific cancer rates, hereditary factors, and 
environmental agents in the etiology of cancer.19

When the mutation rate fi2 of the second stage is small, the model implies 
that the age-specific incidence function I(t) for a tissue in a subject of age t 
is approximately given by

where /q, fi2, a 2, and 02 are as in Figure 7.3, and N(s) is the number of 
normal stem cells in the tissue at time s. This approximation was employed 
by Moolgavkar20 to give precise meanings to the words initiator and pro
moter. Later authors have expanded the scope of the model’s usefulness in 
providing a framework for reviewing known facts.21-23

One of the strengths of this model is its versatility: The mathematical 
expressions for the mutation and birth and death rates of cells have been 
deliberately left unspecified, so that appropriate forms for such may be 
derived and tested to fit a variety of circumstances. Thus, while the model 
specifically requires both stages to be irreversible,22 linear ratios incorporat
ing cell repair notions, like R above, can still be employed and tested in the 
model. This requires some modification of the terminology: thus, jq is now 
considered as the mutation rate for generating unrepaired intermediate cells 
from the normal stem cells. Hormetic effects are obtained from this model 
whenever the net change in cell growth is negative. This model, and varia-

Figure 7.3. Two-stage model for carcinogenesis. S = normal stem cell, I = intermediate 
stage cell, D = differentiated or dead cell, and M = malignant cell, /q = rate 
at which I cells are formed from S cells, and /i2 = rate at which M cells are 
formed from I cells. The rates cq, a2, fa and 02 ° f cell formation are as 
indicated. It is assumed that a single M cell can give rise to a tumor.



BIOSTATISTICAL APPROACHES TO ASSESSMENT 143

Table 7.9. Sample Data fo r Test fo r Linear Trend

Dose 0 1 2

Number at risk 50 50 50
Number of cases 10 0 20
Percent cases 20 0 40

tions of it, can be expected to play an important role in the understanding of 
hormesis.

DISCUSSION

The demonstration of hormetic effects is rendered difficult for a number 
of reasons: The spontaneous rate must be large enough for a difference to 
be detectable. In contrast with detrimental effects, there is a limited range 
of doses over which beneficial effects are likely to be found. Publication 
bias not only hampers publication of low-dose beneficial effects, but dis
courages research in the area by not providing sufficient motivation for 
scientific investigators. Some scientists actually believe that hormetic effects 
are contrary to reason. All these factors contribute to lessen the chances of 
detecting hormetic effects through synthesis of the scientific literature.

The extra statistical power obtained from mathematical modeling is not 
available for hormetic studies when appropriate models are not available. 
Even a simple statistical device such as a test for linear trend does not work 
well for U-shaped data. For example, with a control group and two treated 
groups with dose levels of 1 and 2 units, and with 50 animals per group, a 
test for linear trend on the data in Table 7.9 results in a statistically signifi
cant positive trend (P < 0.02).

The range of doses exhibiting hormetic effects will generally be too small 
and too ill-defined to accommodate a test for negative linear trend, since 
virtually every substance becomes toxic as the dose increases. Yet data such 
as the above strongly suggest a hormetic effect may exist.

Nevertheless, there are a wide variety of tools available for studying 
nonmonotonic dose-response curves. As work in this area progresses, more 
and more substances will be found which exhibit hormetic behavior with 
one type of health outcome, and perhaps detrimental behavior with 
another. The situation will become more complex as our knowledge of 
synergistic and antagonistic relationships between hormetic and nonhor- 
metic substances increases.
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115
Physiological view of carcinogenesis, 

115-117
Phytohemagglutinin (PHA), 105, 110 
Plasma membrane, 44 
Poly ADP-ribose, 45 
Polychlorinated biphenyls, 41, 63. See 

also specific types 
Premature infants, 12 
Preventable disease, 6 
Prevention of injury, 59, 60 
Procaine, 15, 44 
Proliferation of cells, 81 
Propagation of lipid peroxidation, 61 
Proteases, 45
Proteins, 44. See also specific types 

chromosomal, 46 
degradation of abnormal, 46 
heat shock, 43-44, 46, 47
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O-methylguanine acceptor, 55 
repair of, 46 
stress protein, 41-48 
ultraviolet spectrum of, 45 

Publication bias, 134 
Public health, 64, 84-85 
Puromycin, 45 
Pyrazole, 63

Qualitative risk-benefit evaluation, 
119-137

meta-analytic methods in, 134-137 
standardized ratios in, 125-134 
two-by-two tables in, 120-125 

Quantitative dose-response models, 
137-142 

Quinones, 60

Radiation, 41. See also specific types 
carcinogenesis and, 114 
cytotoxic actions of, 60 
dosage of, 32 
electromagnetic, 41 
gamma, 15, 21, 22, 41 
immune response to. See Immune 

response
immunosuppressive effects of, 101 
ionizing, 8, 30, 41, 46, 85, 101 
repair of damage from, 54 
sensitivity to, 45
sensitivity to chemical agents and, 

56
toxicity of, 21
ultraviolet, 41, 44, 45, 46, 54, 55 
X, 15, 29-30, 45, 54 

Rate theory approach to mortality 
data, 2

Recirculation pool, 99 
Redox cycling quinones, 60 
Reduced caloric intake. See Caloric 

restriction 
Refolding, 46
Regeneration, 60, 69, 70, 71, 74 
Regression analysis, 18 
Regulatory T-cells, 98 
Regulons, 44 
Relative risk, 134 
Repair, 46 

adaptive, 139-140

DNA, 45, 53-56 
first-order rate constant for, 7 
protein, 46 
tissue, 60

cellular proliferation and, 81 
mechanism of, 82 
stimulation of, 67-74 

early-phase, 73-79 
Resilency, 76 
Resistance, 42, 68 
Retinoic acid, 47 
Retrotransposition, 45-46 
Risk assessment, 4, 21, 126-127, 

128-129, 134 
RNA viruses, 114, 115 
RR. See Relative risk

Saturated fats, 6
Second law of thermodynamics, 2, 5 
Selegiline (deprenyl), 9 
Senescence, 2, 5, 6, 7-10 
Serum cholesterol, 10 
Sheep red blood cells (SRBCs), 103, 

104
Sigmoid Emax model

(logarithmic-logistic function), 13 
SIR. See Standardized incidence ratio 
SKF-525A, 63
SMR. See Standardized mortality 

ratio
SOS response, 44, 45 
Sporulation, 46 
SR. See Standardized ratios 
SRBCs. See Sheep red blood cells 
Standardized incidence ratio (SIR), 

125
Standardized mortality ratio (SMR), 

30, 32, 125
Standardized ratios, 125, 125-134 
Stochastic two-stage models, 142 
Stress, 9. See also specific types 
Stressors, 41-43, 42, 46. See also 

specific types
Stress protein response, 41-48 

defined, 41 
paradox of, 47-48 

Superimposition, 7-8 
Suppressor cells, 103, 105 
Survivalship function, 19
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Survival times, 19

T-cells, 96, 97, 98, 101, 103, 104, 105, 
106, 107

TDLs. See Thoracic duct lymphocytes 
Teratogenic agents, 46, 47. See also 

specific types 
Teratogens, 46 
Thermodynamics, 2, 5 
Thoracic duct lymphocytes (TDLs), 

101
Threshold dose, 59, 84-85 
Thymidine, 72
Thymus-derived cells. See T-cells 
Tissue defense mechanisms, 59 
Tissue healing, 59, 61, 84 
Tissue repair, 60

cellular proliferation and, 81 
mechanism of, 82 
stimulation of, 67-74 

early-phase, 73-79
Toxicity, 1,4, 13, 14, 17, 28, 60. See 

also specific types 
of chloroform, 62 
defined, 5
DNA repair and, 53-56 
dosage and, 59 
elimination of, 16 
first-order rate constant for, 7 
of halomethane. See Halomethane 

hepatotoxicity 
hypotheses on, 5-6 
model of, 24 
senescence vs., 5 
threshold for, 84-85 
two-stage model of, 79-84 

Transaminases, 71, 72

Translocations, 114 
Two-stage models, 142 
Two-by-two tables, 120-125

Ubiquitin, 46, 47
Ubiquitin-conjugating enzymes, 45, 46 
Ubiquitin-histone conjugants, 45 
Ultraviolet radiation, 41, 44, 45, 46, 

54, 55
Ultraviolet spectrum of proteins, 45 
Unsaturated fats, 6 
U-shaped dose-response curves 

qualitative risk-benefit evaluation 
and, 119-137

meta-analysis and, 134-137 
SRs of, 125-134 
two-by-two tables and, 120-125 

quantitative models of, 137-142 
Uterogestation, 12

Valproic acid, 47 
Verapamil, 47 
Vertical allometry, 11 
Viruses, 46, 114, 115. See also specific 

types
Vitamin A, 63 
Vitamin E, 9
Vitamins, 8. See also specific types 
Volterra-type competitive exclusion, 5 
Vulnerability parameter, 9

Wear-and-tear theory of aging, 2 
Weibull function, 7 
Weight gain suppression, 4 
Weight reduction, 9

X-rays, 15, 29-30, 45, 54
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